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A general theory of dynamic similarity, which includes processes with strong disequilibrium and
considers the generalized similarity of processes, is discussed. The basic laws of the theory,

viz., the measures of action and dynamic correspondence, are formulated. A basic tool for dynamic
correspondence, viz., the object—process classifier, is proposed. An initial description of the
principal parts of the theory is given. Possible effects and the relations describing them are
indicated. ©1999 American Institute of Physids$1063-78429)00110-5

The theory of dynamic similarity is an irreplaceable first ture generally has stochastic properties, and the mean char-
step in the analysis of processes. The existing tHemoyers  acteristics of the SKEs are then used. We assume that a
the region of moderate disequilibrium, but does not extendtructure has,, levels and is described by a set of param-
directly to processes far from equilibrium, since, generallyeters
speaking, there is no similarity between processes in that
region. A generalized theory is needed wherein the funda-
mental relations would be given in the form of quite general
and simple semiphenomenological expressions that could
satisfactorily describe the processes in diverse systems. wheren, is the density,us is the mass\s and 74 are the

This paper is devoted to the important problem of devis-characteristic dimension and time of the SKEs, is the
ing a theory of dynamic correspondence covering the regionoot-mean-square velocity, is the interaction(oond en-
of strong disequilibrium. Dynamic correspondence signifiesergy, andqs is the charge, as well as additional characteris-
the establishment of an analogy between processes with rées of the SKEs of the leved; theses characteristics depend
spect to specific characteristics: an analogy between dynamon the external conditions and intensity of the disturbances.
cal equations, regimes, mechanisms, and the analytical forms In the case under consideration, a structure which
of fundamental relations. Although regularitiésonformi-  matches the scales and energetics of the process is chosen
ties) can serve as the most general indicators, one needs arfeem the complete existing hierarchy as the fundamental
lytical expressions in order for them to be constructive.  structure. Depending on the ranges of their values in physical

In this paper we combine fragmentary results: the lawssystems, the original SKEs can be elementary particles, at-
principles, and methods which we derived in Refs. 2—7oms, molecules, quasiparticles, fluctons of various kinds, and
Laws governing measures of action and dynamic corresponsarious macroscopic formations.
dence are formulated, and their consequences and applica- The structure determines the basic properties of a dy-
tions are given. A novel tool, viz., the object—process clasnamic system and is reflected in the dynamic equations. In
sifier, is employed to determine dynamic correspondence anghe case of the classical, weakly nonequilibrium theory, the
to predict new effects and regularities. The general form obtructure is represented by kinetic coefficients. For a strongly
fundamental regularities is presented as a part of a theory afonequilibrium theory, or superhydrodynamicg as a con-
dynamic correspondence for regimes with different degreesequence of the structural conditionality the equations
of disequilibrium (regular, resonant, and structural transi-contain nonlinear functional relations with delay and
tions). nonlocality.

b) To study and compare processes in different systems,

we must have a set of suitable, fairly universal action mea-
1 INITIAL POSTULATES sures, which define the dynamic state of the system. Such a
set is obtained on the basis of the set of macroscopic quan-

Processes with a broad range of disequilibrium causetities appearing in the general dynamic equatifag(x,t)}
by various disturbances in diverse systems are consideretRefs. 7 and Busing reliable structural characteristics of the
The system changes its structure during these processes, dgnamic system. In this case suitable complexes are formed
that we must treat a system/procéasdynamic systein with consideration of the natural conditions: positivity, a ten-

a) The structure of a system is formed by structural ki-dency to rise as the action factor increases, and “normaliza-
netic element{SKE9S and bonds, i.e., the interactions be- tion to the transition.”
tween them. The action measures are the ratios between the action

As we know, a structure has a hierarchical compositionfactors g(x,t) and the corresponding characteristics of the
a first-level SKE consists of second-level SKEs, etc. A strucsystem, i.e., the structure facta@isy],

{n55MS|)\S|TS!V51855qS}1 S:1,2,..,Sm, (1)
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bance acting on a system reflects a set of universal action
measures; each action measure reveals a mutual conditional-
ity between structure and action.”
A variant of the action measure law for biological sys-
' tems is the initial level law?
¢) The complete, universal set of action measures and
the system of laws in Refs. 2—7 serves as the fundamental
law of dynamic correspondence: “processes in diverse sys-
tem have something in common, whose composition and ex-
2.1) tent are determined by the system of action measures.”
With consideration of the dependence of action mea-
sures on structure, this law can be regarded as a dynamic
generalization of the familiar equilibrium law of the similar-
wherea,o(x,t) are the defining parameters of the compari-ity of structure and propertie€Mendeleev’s periodic law,
son processa,g(X,t) are the corresponding structural char- Vavilov's law of homologous series, elc.
acteristicsp, are the densitiesy,, are the velocitiesg,, €,, The dynamic correspondence principle, which points out
andf,, are the energies, powers, and forces of the disturbancgharacteristics and methods for comparing processes, should
acting on the SKEsj, are the fluxes ofa,; &J/7s; jns be used to constructively compare processes. The basic char-
~Vpslns: andfg~ugvs/rs. acteristics are: the similarities of equations, regimes, func-
The special disturbance regimes, i.e., resonances arnibnal relations of the defining parameters, mechanisms, and
structural transitions, are taken into account by employingsffects. The basic method for revealing dynamic correspon-
action measures of the form dence is object—process classification.
d) This method is implemented by an object—process
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H=7JdIn|a,], L=X\ddInla,l,..., (2.2

RG:E By —, (3) classifier, which is an ordered system of concentrated infor-
m [ G—=Gpyc| m mation on classes of objects, possible processes caused by
1+km Ginc disturbances of various kinds, and their regularities. For ob-

jects in physics with one disturbance and three action mea-
where G, are the threshold values @, and the super- gyeg(the amplitudeA and the scalesl andL) the object—
scripts = indicate values to the right and the left of the yrqcess classifier has the form of a table with an axis for
threshold(for resonances without a qualitative change in theobject classe.., molecules, fields, gases, ¢@nd two axes

structureky, =ky, and y,=2). for the action measures, vizA andH=L.
The quantities defined by2) and (3) should be used The dynamic density of the object—process classifier

together with the action and structure factors calculated relgsgntains fundamental information from the following areas:

tive to the original structure the equilibrium structure and properties of each class of ob-
g s[g]—so jects (G=0), thermodynamicsA<1,H=0), classical hy-
Go(x,t)= I~ S=———, s,=9[0]. (4)  drothermoelectrodynamicsA 1,H<0.2), synergetics A
0 <1,H<0.2), superhydrodynamicsA&1,H<10), reso-
The quantities defined b§i)—(4) make up the complete nance regimes A<0.2,H=1), structural transitions X
set of action measures. =1), anomalous regimes Ag=1), hydrodynamics-2,
The active action measur€®.1), to which the arrival or  synergetics-2, etc. The areas with the number 2 contain dy-
escape of resource quantitigsass, momentum, and eneygy namic systems obtained from the systems indicated as a re-
are related, and the scaling action measug), which  sult of an above-threshold disturbance; for example,
specify the relations between internal and external tempordihydrodynamics-2” refers to the theory of turbulized or
and spatial scales, can be separated according to the naturebaiiling liquids.
the action factors. The concentrated information on the processes includes
It should be pointed out that the use of an action measurthe fundamental effects controlling the laws and regularities,
permits consideration of a more extensive list of referenceas well as the form of the equations.
systems and processes than within the degree of disequilib- An object—process classifier, being a kind of dynamical
rium, which measures the deviation from quasiequilibrium.analog of the periodic table, has some significant properties.
This circumstance is of great significance for processes iwe first note the universal classification property, which es-
chemistry and biology, as well as for disturbances acting ortablishes the correspondence between classes of processes
structural transitions. For example, according to a basic lavand orders the regimes of processes. An instructive example
of living systems® external disturbances diminish the dis- is provided by an analysis of the electrospraying of liguitls.
equilibrium inherent to thenthe action measure increases, The prognostic property, which permits the prediction of
and the disequilibrium decreageBetermination of the dis- new effects and regularities, is important. For example, it is
equilibrium for complete transfer through a membrane ispossible to predict the variety of effects of a structural tran-
instructive!! sition (in particular, of structural transitions of fields
The meaning of this part of the theory can be statecanomalous effects, and “windows of quasiequilibrium”
concisely as the action measure law: “the result of a distur{Ref. 14.

So
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It can be stated on the basis of the prognostic propertyvhich is accompanied by the formation of a new structure,
that the phenomenon of anomalous relaxation discovered iparticularly, a dissipative structure, which can be treated by
gase® also occurs in liquids and solids. synergetics.

Using the principle of dynamic correspondence and  The first condition in(8) corresponds to frequency reso-
object—process classification, we can characterize the synamnance; with consideration of Le Chatelier’s principle, it also
getics and superhydrodynamics of a multinucleon nucleus, gives the simple relaxation equati@hAa= —Aa/7. The
macromolecule, and a field. second condition indicates the wavelength with the greatest
relative absorption. These conditions can be regarded as es-
timates of parameters of the structures formed as functions of
the rate or gradient of the disturbance. For example, when a

2. PROPERTIES AND EFFECTS OF STRUCTURAL .
melt is cooled at the rate

CONDITIONALITY
Let us consider some significant properties of dynamic a,In T ,
correspondence and effects which are determined by the Te

structu;_t:l. ; fth i 2) leads t | whereT, is the solidification point, the first condition gives
a) The form of the action measuré) leads to severa an estimate of ¢ for the SKEs formed:

useful conclusions. An equality between the action measures
for processes with the same action factor in two syst@ns Ns=Vs/|d; INAT], 9

modifications of a single systensignifies their complete ) . o
correspondence, i.e., similarity: wherevy is the velocity of the solidification boundary.

The gradient analogs of the velocity and power action
G;=Gg, 5 measures were not listed among the action measi@es
91 S0:] St Sig they are obtained by multiplying the action meas(#d) by
A (6)  the gradient action measu(2.2). For example, the condition

92 S2G2]  Sa0tS2102 for the appearance of turbulence has the f6rm
The latter correspondence goes over to an equality when 2
d1~g,—0. It follows from (5) and (6) that a small distur- V. /L :y_* dvx(y) ~1 (10)
bance can produce an identical result in a system having a Y v dy ’

proportionally smaller structure factor. Smaller values of th
structure factorévelocities of sound, binding energies, recip
rocal relaxation times, and structural dimensjocmrespond
to dynamic states in which the system has a large number
degrees of freedom.

According to(2), for equal values ofy, dynamic sys-
tems with a larger number of degrees of freedom are farth
from equilibrium. This conclusion accounts for the increase
disequilibrium of a gas of excited particles, a turbulent qu-t
uid, and polymer systems.

In the limit of smallG it is expedient to compare differ-

ent systems using the “potential disequilibrium” measure We use the general expressions for the nonequilibrium

$12= S20/S10 (5), which has an obvious relationship to the viscosity and conductivityand obtain the corresponding ap-
number of degrees of freedom and complexity of the SySte"kroximate relations

Essentially this measure was used to classify liquid media i
Ref. 8. MeVT

b) The condition that the action measures be “normal- 77
ized to the transition” means that the equality®fto unity oo(l—7)
reflects the law of the quality boundary and defines it:

Swhere y, is the distance from the wall in the transverse
" direction to the flow toward the region where turbons are
0c+enerated.

¢) The structural characteristics determining the action
measures are adequately represented in the expressions for
nonequilibrium kinetic coefficients. When included in the
heory of dynamic correspondence, the general expressions
or the nonequilibrium kinetic coefficierfts make it possible
o reveal the correspondence of nonequilibrium kinetic coef-
ficients, to determine structural characteristics, and to point
out numerous structural kinetic effects.

T2
Z+1+—+F
1

2
gc~slgcl: Ap~pc, Au=vg, o~ Nqq (11)
NuwgVv
Ae~eg, Aj=~jg,...; 7) Mq 10¢[...]
where
|[d;InAa|~1lrg, |dxInAal~1/,.... (8

= -1 ~ 3
The first condition in(7) defines a concentration quality 71=(NeVr0e) 7, y=TASNe,

boundary—a phase transition, an ignition boundary. The sec-  ,__ ikV,
ond condition, involving the sound velocity, corresponds,

as we know, to the appearance of shock waves. The thirdndo(T,F)~T~" is the collision cross section of the SKEs.
condition signifies disintegration of the SKEs of lev&l As is clear from(11), the features of the behavior of
fragmentation, dissociation, and anomalous relaxd&i®he these coefficients are stipulated by the features of the struc-
fourth condition indicates the critical flux, the attainment of tural characteristics. These features can be significantly

F = ’Tlf/,LL:LVT,
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smaller or greater valugdgn comparison to the mean value structing a semiphenomenological theory for a gas andzany
for a given class of systerjsas well as abrupt changes andk (Refs. 8 and 8 We note that the derivation of the
(jumps in the characteristics. asymptotic relations fojz,k|>1, which are needed for con-
For example, the tendency of the collision frequency tostructing effective broad-range interpolation expressions,
approach zero at high energies leads to a decrease in theas the main result of that work.
relaxation rate in proportion to expf/7)“ where o<1 c) We point out the asymptotic nature of nonequilibrium
(Ref. 17. Such a “protracted” exponential function de- kinetic coefficients. As follows from an analysis of a series
scribes relaxation in disordered syste(glasses'® of problems, we have
In the case of shock waves there are data indicating an
abrupt increase in the relaxation tin@uring an overall de- K(z,ik)=
creasg as the shock-wave velocity ris&SAccording to this
feature, the cgrresponding regime_ for~9 km/s ip air __where|a,y|<0.5 (as a rule.
should be considered anomalous. It is close to the instability | 4" ~ase of a linear theory without structural transi-

regime of shock waves indicated in Ref. 20. tions, a=B=0 (Refs. 8 and 8 For type-Il superconductors

Abrupt variation of the mass of the SKEs causes various, _ g i the stationary caséailure to take the modulus of

nonequilibrium effects. For example, rapid dissociation of &, pef 21 Jeads to an incorrect form of the field penetration
gas leads to a decrease in viscosity according1th: » constant

~ u*. The Gunn effect is known to be caused by an abrupt d) Using the correspondende—L, we can apply the

increase in the effective mags(E) at E>E.. result (16) to the nonlinear case. In the problem of simple
sheaf? the shear viscosity has the form

citicy

T KT (16)

3. GENERAL SIMILARITY OF NONEQUILIBRIUM RELATIONS a3 1

N .
, e y==.
3

The principle of dynamic correspondence and the gen- 7=C V_ayux
eral expressions of the defining relatidisan be used to !
discuss the similarity of the form of fundamental nonequilib-In the theory of turbulence constructed on a rational basis in
rium relations over a broad range of variation of the actionRef. 23, where Re1(P, the turbulent viscosity decreases
measures. We shall consider fundamental relations which rewith increasing values of the gradient action meagwigose
flect the reaction of a system to disturbances: the response fiirm was obtained with an exponent equal to 2/3, i.e.,
the system and the relaxation, transport, and resistance rela= —(1/3). The familiar Kaman phenomenological theory
tions (laws): gives y=0 for Re>10%.
B . e) Fairly universal expressions for action measures of the

R.=®[C]. G=(AH.LF), (12 active type can be obtained only with confinement to the

where® [ .] are nonlinear operators of the functional type, stability limit of the structure. In particular, for the conduc-

whose general expressions were given in Ref. 8. tivity in a constant electric field, the following relation is
a) For small action measures5&0.2) relations(12) obtained from the general expression when,
take the form of the linear relations ~(vr/vg) ~% andn.=const(Ref. 24:
~ —(1+y)
AR,=®,[G]~®,[0]=3 K,Cop- ay ~ TPITER T 0
B

If the structural-transition boundaries are separated con-
These relations are suitable for any systems and descritmderably Gg;<Gp<Ggs,...), On ageneral basis we obtain

the linear response, Ohm'’s law, Fourier's law, Stokes’ law, (14

etc. The susceptibility coefficients {13) are determined by K(G)~cnG, " (18)

the structural characteristics of the systems at equilibrium.
In the case of small disturbance&{<1) acting on

strongly nonequilibrium states, for example, on a structuraI[

transition, relationg12) take the(scaling form

where|y,<1|.

The converse of this result is also true, i.e., a conclusion
hat a structural transition exists can be drawn on the basis
of a significant change in the power over a small range of
; values ofGy.

ARaZ% KaﬁGo%v rg<1. (14 f) It would be of interest to describe regimes correspond-
ing to Gpg<1.3, Gp=<1, andH, L<0.2. Fairly universal

b) for regimes withG,<0.2 andH, L>0.3 the relations  relations were given for this region in Ref. 5, and a series of
(12) reduce to linear functionals, i.e., convolutions in time concrete problems was treated on their basis.

and space, which take the following form in the Laplace—  within the theory of dynamic correspondence it is expe-
Fourier representation dient to use the following more general and fairly simple
interpolation expression, which has been reconciled with all

AR,=2 K,s(z.kI)G(z,K), (15  the laws of disequilibrium, the reactions of systems, and the

regularities of structural transitior{s®
wherez— 74d,=H andik—\;V=L.

Expressions for the nonequilibrium susceptibilities
Kep(z,K) have been obtained in a form suitable for con-

bax®+bx?*+byx+by  B(x)
©CgXPtexP+ex+cy  C(x)’

d(x) x=Ggy. (19
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This single-factor expression with seven parameters de- t
scribes the principal regimes: linear variation, nonlinear\]n[G]=|z Odt'f dX’ oAt AX;G,G)
(monotonig variation, resonance, and second- and first-order o
structural transitions. It is suitable for diverse syst&fnsm < |At| | |[AX| ,
atomic to cosmigand has been tested on tens of problems. xex _Hnm( W) - nm( m) Gm
Relation(19) can be simplified for each of the regimes nm nm
by setting the appropriate coefficients equal to zero and as- (23
signing specialized forms to others. For example, for resowhereAt=t—t’, Ax=x—x', G'=G(t’,x’), ande, H, and
nance we haveé;=b,=b;=c3=0, c;=—-2X.C,, andcy L are functions, whose behavior can be indicated for small
=c,xi+e2, wherex, ande are parameters of the Lorentz- and large values of the arguments.
ian. The principle of dynamic correspondence(#8) means
The features of the behavior of the functions reflect zethat the specialized forms of this expression should corre-
ros of the derivative, which are determined fd9) by the  spond to all existing theoretical and experimental data. Such

numerator: correspondence can be demonstrated for all the regimes con-
sidered above. However, a large amount of experimental
) Zﬁzodnx” D(x) data, particularly on the dynamidsheology of polymers,
Q' (x)= CAx) _CAx)’ {puszzlg compared and described using the functional rela-
ion .

ds=bsCy—bycs, d3z=2(bzcy—bicy),
dy=3(baCo—byCs) +byCi—byCy., 4. DISCUSSION OF RESULTS
The results of the present work and our preceding
dy=2(b,Co—boC,y), do=Db41Co—byC. (20)  studie$™® permits expansion of the theory of dynamic simi-
larity presented in the notable monograph by S. S.
In the genera| Ca@(x) is nonmonotonic, and the equa- Kutateladzé and inclusion of processes far from equilibrium
tion D(X):O has two or four real roots. If there are four in the analysis. We shall brlefly discuss the principal theories
positive rootsD(x) is represented in the form of dynamic correspondence, comparing the results of this
work and the material in Ref. 1. Such a comparison is very
4 instructive and fruitful. As we know, a theory is made up of
D(x)=ds [] (x-x,), x,>0. four parts: regularities, models, methods, and demonstration
n=1 problems. The main problem in the theory of dynamic cor-
respondence is to find some common ground in the diversity
In the case where the roots are fairly separated, they argf processes and to reflect that common ground by means of

approximately equal to functional relations.
1) The conventional foundation of the theory of dynamic
! correspondence consists of the postulate of the unity of na-
=T 2D ture, a system of laws and regularitfe$,other known laws,

and the principle of invariance of the form of the fundamen-

wherex, are the boundaries of two consecutive first-ordertal relations with respect to the system of measure. The tra-
structural transitions. ditional foundation of dynamic similarity in the form of the

It follows from the positivity of®(x) that familiar equations of hydrothermoelectrodynamics, which

describe moderately nonequilibrium processes, was used in
> <0—bsc,> <b,c;. (22 Ref Ll

do2420.  d1,9=0=DsC2>baC,  b3C1<biCo. (22 2) The models of the theory of dynamic correspondence

Such constraints simplify selection of the parameters. COVer very general mechanisms of processes, as well as ana

If two roots coincide, we have a second-order structuralYtical models for describing processes. The general mecha-
transition or a critical pointand the corresponding con- NiSMs of processes with moderate disequilibrium are pro-
straints on the parametgrén the case ots=by=0, for two V|_ded b_y synergetlcs. Analytlcal mo_dels are obtained from a
linear regimes withk<1 andx>x,,, wherex,, is the maxi- dimensionality _analy5|s, asymptotl_c rela_ltlons of t_he pro-
mum root, under the conditiob, /c,>bs/c, the suscepti- C€SS€S, and fairly generql expressions like those in Sec. 3,
bility of the system increases as a result of the structuraVhich have been reconciled with the system of laws. The
transition (or decreases under the reverse condjtiamd it ~ orms of analytical models of various kinds were given in
can be stated that we have an activatiog deactivating Ref. 1. In p_artlcular, the reIatlo_n for th_e therm_al conductivity
structural transition. The foregoing partial analysis demonf metals given by13) and(17) is consistent with(19) when
strates the favorable possibilities of usifid). 3=P;=bp=0, b;=3, ¢;=¢,=0, c5=2, andcy=1. We

g) The overall functional form of the defining relations note that the occurrence of a structural transition\ @y,
obtained on the basis of operator expresdiimsiccordance T~1 can be concluded from the correspondence between a
with the principle of dynamic correspondence has the formstructural transition and an extremum on a defining relation.
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The features of the bremsstrahlung appearing during a collision of a fast charged particle with a
hydrogen atom{or hydrogenic iofin an excited state are investigated. It is shown that the
emission spectrum of photons with energies greater than the ionization potential of a given excited
state(except the 28 state displays narrow lines, which are caused by de-excitation of the

atom in an intermediate state. It is demonstrated that the scattering of a charged particle on an
excited hydrogen atom produces a feature which is not observed in the case of scattering

on a ground-state hydrogen atom. Expressions are obtained for the generalized dynamic
polarizability of the hydrogen atom and hydrogenic ions in tke 4s, and 3 states. A

method is developed for deriving expressions for the generalized dynamic polarizabilities of other
excited states through the use of the Coulomb Green'’s function and representation of the
electronic wave function in terms of the differentiation of the generating functions of Laguerre
polynomials. The bremsstrahlung cross sections for electrons and positrons colliding with
hydrogen atoms in thesl 2s, and 3 states are calculated. @999 American Institute of
Physics[S1063-784299)00210-X

INTRODUCTION BREMSSTRAHLUNG CROSS SECTION DURING THE
COLLISION OF A CHARGED PARTICLE WITH A

In this paper the bremsstrahlung cross sections for fagtYDROGEN ATOM OR A HYDROGENIC ION
charged particles, i.e., electrons and positrons, colliding with
a hydrogen atom in the ground state and in an excited state L€t us consider a collision of a charged particle having a
are calculated and compared with one another. The depef?omentump and an energy; with a hydrogen atom in the
dences of the cross sections of the process on the frequen8§Pund or excited statg). The collision results in the emis-
of the photon emitted and the projectile velocity are investi-Son ©f & photon with a frequency, and the energy fmd
gated. Allowance is made for two principal mechanisms Ofmo_mentum of the projectile become equal 4 and p’,
photon emission, viz., ordinary and polarization brems- while the state of the target atom remains unchanged. The

: . .__.. differential bremsstrahlung cross section fostates in the
strahlung, which appears as a result of dynamic polarlzatlo%om dipole approximation with consideration of the contri-
of the target atom by the electric field of the projectite. P pp

. . ions of the ordinary an larization mechanisms i -
The important role of the interference of the two bremsstrah—bUtO s of the ordinary and polarization mechanisms is de

) . scribed by the formufa

lung mechanisms is demonstrated.

The polarization bremsstrahlung accompanying the col-
lisions of electrons, positrons, and protons with hydrogen d*o 4 o3 Z—W;(q) 2
atoms in the ground state was considered in Ref. 6-8. This  §,dqd0, 3 mc3v2q| wpw? +eaj(w,q)
paper examines the role of the polarization bremsstrahlung
mechanism during collisions of charged particles with hydro- X{1=P(cosby)Po(cosby)}. @
gen atoms in excited states in detail. It is shown here that
there are significant differences in the behavior of the brems1e ) is the frequency of the photon emittedjs the pro-
strahlung following the transition from the ground state ijectile velocity, c~137 is the speed of lighg=|p—p’| is
the target to excited states. the momentum transferred during the collisiah,is the

The contribution of the polarization bremsstrahlung, asytomic number the target atomjs the projectile chargéor
well as the interference term in the cross section, are calclyn electrone= — 1), u is the reduced mass of the projectile
lated using the Coulomb Green'’s function. The wave func-and the target atond,=kp is the angle between the photon
tions of the initial and final states are obtained by differen-escape direction and the direction of motion of the projectile,
tiation with respect to a parameter of a simple generatin@oseqzcosq,‘):(2w+q2)/2\,q, P,(x) is a Legendre poly-
function® This procedure yields closed expressions for thmomiaI,Wj(q) is the form factor of the state of the atom with
dynamic response of a target atom for an arbitrary principathe set of quantum numbejs W;(q)=fdVe"|d;(r)|?,
guantum number. The atomic system of units|€2=m,  anda;(w,q) is the generalized dynamic dipole polarizability
=1) is employed in this work. of the atom:

1063-7842/99/44(10)/6/$15.00 1135 © 1999 American Institute of Physics
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i (] |e—iq~r|f><f|r.nq|j> the method is to represent the radial wave functions of the
aj(w,q)=— a Z w—wr +i0 hydrogen atonR,,, by differentiating a generating function
! of Laguerre polynomials:
. la—iger];
_ (fIr-ngf)(ile”"*"]j) | @ 41
(,!)+(,!)fj+|0 Rnl(r): T
wherewsj=E;—E; are the frequencies of the transitions be- nAE (=D (n+1+1)
tween states with the energies ande; . dn!=11 plemr
Integrating(1), we obtain the spectral dependence of the X a1 (1—1)7+2 , 5
cross section =0
do 16 w3 qmaxdq Z_WJ(C{) 2 Where)\zl/nx(l—kt)/(l.—t). . . .
do= ?Wf rn —5—teaj(o,q)| , (3 Such a representation of wave functions is convenient
@ Gmin po for calculating matrix elements and, thus, the polarizability
where (2), since it permits performing the differentiation operation

after calculating the radial integral in the matrix elements

14+ [4 20 and thereby significantly simplifies the entire calculation.
wv?]”  Actually, matrix elements which contaife " instead of

/ 2w
1- - W v Omax= mV
the radial wave functions of the hydrogen atom must be cal-

In the cross sectiond) and(3) the term proportional to cylated..The final result for. various.states. is then obtained by
(Z—Wj(q))/,ua)z describes ordinary bremsstrahlung, and@fferenﬂatmg the expression obtained different numbers of
the term proportional teea;(w,q) describes polarization tMes: , _ o _ _
bremsstrahlung. Since the numerator in the ordinary brems- Th_'S method is especially Con\/_enlent_lf the differentia-
strahlung amplitude contains the reduced masshe ordi- tion with respect to a parameter is carried out by a pro-
nary bremsstrahlung mechanism is suppressed in the case §@mmed proceduréwe used thevATHEMATICA software
a heavy projectile, such as a proton. In the case of a collisiof/OM Wolfram Research _
of an electron or a positron, the two bremsstrahlung mecha- W€ now show that the sum of the matrix elements shap-
nisms make contributions of the same order of magnitude. 1{"9 the polarizability can be expressed in terms of a set of
this case the recoil of the electrdpositron following the ~ NYPergeometric functions. Using the dispersion representa-
collision has a significant influence on the limits of the rangelion of & Green’s function, we write the polarizability in the
of momentum transferg,;, and g, at o~v2/2, while the form of a sum of two terms
recoil can be neglected for a heavy particle in this frequency

Omin= sV

aj(0,9)=X(E;+ 0,q)+ X(E;— ,q), (6)
range.
where
i .
CALCULATION OF THE GENERALIZED DYNAMIC DIPOLE X(E,q)=— a(j |e 191G (1,1 E)rpenglj).

POLARIZABILITY OF THE HYDROGEN ATOM IN AN
EXCITED STATE USING THE COULOMB GREEN'’S

We next utilize the expansion of the Green’s function in
FUNCTION

spherical waves:

The formulas presented above show that the behavior of
the total bremsstrahlung cross section is determined by the G(rq,r,;E)= >, Gi(r1,r2;E)Yim(np)Yim(ny), (7)
generalized dynamic polarizability. For many-electron atoms Im
obtaining the generalized polarizability is a complex problemypare for the Green's function of the radial Sternheimer
requiring a numerical calculatiott’ An analytical solution equation we use the representatfon
of this problem is possible for hydrogenic systems. In the

present work we use one of the representations of the Cou- 2i L[ dE [E+1 iv
lomb Green’s function to calculate the generalized dynamic ~ G(ry,ro;E)= - P
y 4 AT S

polarizability. The use of Coulomb units enables us to easily

extend the results obtained to the case of hydrogenic ions. [£2_ 1) aik&(ry+15)

Other methods, such as the Sternheimer methaén be X122 - De '

used to obtain the generalized polarizability. We used the 1

Coulomb Green’s function in the coordinate representation, k=V2E, v= kK ()

but similar calculations can be performed using other repre-

sentations of the Green’s function, for example, the momen-  This representation is formally valid f&>0. However,

tum representatiot?. it can be continued analytically into the regi@<0. We
The proposed method for calculating the generalized dyperform analytical continuation in the final expressions after

namic polarizability of hydrogen can, in principle, yield expressing<(E,q) in terms of hypergeometric functions.

closed analytic expressions for the generalized polarizability Let us consider the case bf 0, which corresponds to

of a state with any principal quantum number. The idea ofthe selection of states of the hydrogen atom in the initial



Tech. Phys. 44 (10), October 1999 Korol’ et al. 1137

and final states of the process, in greater detail. In this caseliminated by introducing the imaginary additioh; , where
after integration over the angles, the matrix elemX¢iE,q) I'; is the width of the level, into the energy denominator. In

can be written in the following form: this paper we shall consider only values@for which the
4 condition w—(E;—E;)>I"; holds. Because the radiation
X(E,q)= T|f)l|f)2|\/|_ (9)  width I'; is small, this condition holds up to frequencies very
n°I**(n) close to the polarizability poles.
Here the differentiation operators are defined by the expres- If the initial state|j) of the hydrogen atom is the ground
sion state, some intermediate stafdé$ satisfy the inequality 0
1 >E;>E;¢, i.e., 01;<0. When this condition holds, teri
- d" "] _f(tw) beh tonically as | C ly, terBn
D f () = ——1 . . m=12, (10) ehaves monotonically as increases. Conversely, ter
dty, “[(1—tp) t,=0 undergoes a resonance increas@atE;—E;. This diver-

gence also corresponds to a real process, in which a hydro-

and the ra_dial intt_agral can be represented in the followingJen atom initially in an excited stai¢) is de-excited with
form after integration over, andr, and replacement of the e emjission of a photon and then returns to the original

variable: excited state when it interacts with a projectile. In this case
o s [t L by—axr the excited state qf the hydroge_n at_o_m satisfies the co_ndition
M =27k fodT(l_T)T [(by—axn)2+ q2(y —x7) 2] |=—E;<E;~E;, ie., the polarizability poles=E;—E; is
above the ionization threshold of the respective excited
o5 [, 5, B(by—axr)?—g*(y—xr)? state|j).
— 27k fo drr [(by—axr)2+ oy —x7) 2" 11 Thus, the frequency dependence of the polarizability has
poles, which correspond to real excitation and de-excitation
wherea=\;+ik, b=A;—ik, Xx=N,+ik, andy=A,—ik. processes of an atom in an intermediate state. Also, the poles

If g=0, the integral(11) reduces to the definition of a corresponding to de-excitation processes lie above the ion-
hypergeometric function. This case corresponds to the limitization potentials of the corresponding excited states. There-
ing transition of the generalized polarizability to the dynamicfore, the polarization bremsstrahlung spectrum generated
analog. As a result, we obtain a fairly simple expression forduring a collision with an excited hydrogen atom should dis-
X(E,0) in terms of two hypergeometric functions play narrow lines not only below, but also above the ioniza-

11 ik3 tion potential of the excited state under consideration. The
B5y5(2—17)(3—17)> only exception is the Qstate, since dipole transitions Wlth
de-excitation are forbidden for this state by the selection

X(E,O)Z leﬁz

_ ~ax 5ik> rules.
XFq| 52-ivid—iv,-—|— 55> Figure Xa) shows the polarizability of thesstate of the
by/  b%y¥(3—iv) :
hydrogen atom near the frequency corresponding to the 3
. ax —2p transition. It is seen that the real part of the polariz-
XFi| 6,2-1vi4=iv; by (12) ability has a clearly expressed pole character. The imaginary

part is described only by terrA and decreases monotoni-
cally with increasingw.

it 0 the | 11 Is0 b di Let us move on to an analysis of the contribution of
g0, the integra(11) can also be represented in term?’intermediate states with an ener§y>0 to a(w,q). Ac-

of h_ypergeqmetric functions by expand_ing the i_ntegr_andg, Irl:ording to the asymptotic form of the wave functions of the
partial fractions. However, the expression obtained is fa'rlyintermediate state, the product of two rapidly oscillating

cumbersome; therefore, its explicit form is presented in thqunctions of the typee 9" and €', wherek is the wave

The dynamic dipole polarizability is obtained by substi-
tuting (12) into (6).

Appendix. vector of the electron in the intermediate state, appears in the
matrix elementjle™'9"|f) at fairly large values of; and

FEATURES OF THE GENERALIZED DYNAMIC DIPOLE g. Whenq: k’ i_e_, WhenEf:qZ/Z, the oscillations of the

i?c'-)':ﬂF;'ZAB”-'TY OF EXCITED STATES OF HYDROGEN functions in the integrand are mutually compensated, and, as

a result, the matrix element has a maximum as a function of
Let us analyze formul&2), calling the first term in the d in the vicinity of the pointg=k. Whena(w,q) is calcu-
square brackets term’ and the second terrB. We first lated and the integration over the energy of the intermediate

consider the frequency dependenegw,q). For the inter- StateEy is carried out, the states withi ~q%/2 make the
mediate StateH) in the discrete spectrum we haE¢< 0.If main contribution. Due to the small value of the energy de-
Eq is greater than the energy of the initial and final st&ges nominat'or, this Ieads to the appearance of a feature in the
i.e., if w;>0, term B behaves monotonically as the fre- generalized dynamic polarizability at

guency w increases, while ternA exhibits a resonance in- 92

crease near the pole— E;—E;. Polarizability poles corre- w~—+1. (13
spond to a real process, in which, as the hydrogen atom

interacts with the projectile, it is excited to the intermediate  The region of mutual compensation of the exponential
state|f) and then returns to the initial stat¢) with the functionse 9" ande'*' is determined by the radius of the
emission of a photon. The divergence of the polarizability isinitial state. As the radius of the state increases, the feature
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60 FIG. 2. Dependence of the generalized dynamic polarizability of the 2

- B state of the hydrogen atom on the momentum trangfat a fixed photon
g 50 f' frequencyw=2.14. 1—real part of the polarizability2—imaginary part of
> I~ the polarizability, dashed curve—asymptotic form of the real part of the
s wr polarizability a(w,q) < — W(q)/ 02
g 30+
'*g 20+ because of the nhonmonotonic behavior of the form factor.
o - The form factor of the 2 state divided by minus the square
8 7”: of the frequency is represented by the dashed curve. The
S [ T T D ST SR R second maximum is a manifestation of the feature described

0.060 0065 ~0.070  0.075  0.080 above, which appears at~q?/2+1. Curve2 shows the be-

hoton frequency @, a.u havior of the imaginary part of the dynamic polarizability.

FIG. 1. a—Dependence of the generalized dynamic polarizability of he 3 The feature at the poirfL.3) is also manifested in the irregu-
state of the hydrogen atom on the photon frequenaiear the polarizability  |lar behavior of the imaginary part of the polarizability as a
pole at w=Eg—E,,=5/72 for a fixed momentum transfeq=0.001: function of g.

1—real part of the polarizability2— imaginary part of the polarizability,

vertical line—position of the pole of the real part of the polarizability.

b—Spectral dependence of the bremsstrahlung cross section for electroESULTS OF A NUMERICAL CALCULATION OF

and positrons impinging on hydrogen atoms in tteesgte and a projectle BREMSSTRAHLUNG CROSS SECTIONS

velocity v=4: 1 (heavy ling—total bremsstrahlung cross section for elec- . .
trons, 2—total bremsstrahlung cross section for positrads;polarization The results of a numerical calculation of the total cross

bremsstrahlung cross sectioh—ordinary bremsstrahlung cross section.  sections of the bremsstrahlung appearing when light charged
particles(electrons and positrophare scattered on an excited
hydrogen atom are shown in Figs. 1, 3, and 4.

(13) becomes more pronounced. This conclusion is con- Figure 1b) presents the spectral dependence of the cross
firmed by our calculations. The featu¢#3) is scarcely no- section of the bremsstrahlung formed during collisions of
ticeable in the case of thesIstate and intensifies upon tran- electrons and positrons with a hydrogen atom in thetate.
sition to the 2 and 3 states. The range of photon frequencies contains the polarizability

Let us now consider the dependence of the generalizedole corresponding to thes3-2p transition. The energy of
polarizability on the momentum transfey. An important this transition is greater than the ionization potential of the
feature of the excited states of the hydrogen atom is th&s subshell. Thus, the fact that the generalized polarizability
considerable inhomogeneity of the spatial distribution of thehas a pole above the ionization potential leads to the appear-
electron charge. This leads to the appearance of zeros in tlamce of a narrow line in the bremsstrahlung spectrum. We
Fourier transform of the charge density, i.e., in the form fac-note that the interference term in the total cross section of the
tor. It can be shown that the form factor of thestates of the process is proportional to the real part of the polarizability,
hydrogen atom is described by a rational functiorgbfand  which changes sign as it passes the pole. The change in the
that this function does not have zeros only in the case of theign of the interference between the ordinary and polariza-
1s state. In the limit of large photon frequenciess>|, the  tion bremsstrahlung mechanisms is manifested by the fact
polarizability of an atom is proportional to its form factor: that below the polarizability pole the bremsstrahlung cross
aj(w,q)x —Wj(q)/wz. Therefore, the nonmonotonic behav- section for positrons is greater than the cross section for elec-
ior of the form factor as a function af also leads to non- trons, and, conversely, above the pole the bremsstrahlung
monotonic behavior of the generalized polarizability as across section for electrons is greater than the cross section for
function ofq. positrons.

Figure 2 illustrates the dependence of the polarizability =~ Figure 3 presents the spectral dependences of the brems-
of the 2s state on the momentum transfgr The solid heavy strahlung cross section for thes,12s, and 3 states of the
line shows the dependence of the real part of the generalizeédydrogen atom when the projectile velocity=4 a.u. A
dynamic polarizability on the momentum transfeat a fixed comparison of these plots reveals that at a fixed collision
frequencyw=2.14. The real part of the polarizability has velocity the contribution of the polarization bremsstrahlung
two maxima in the intervafe[0.5,3.5. The first appears mechanism to the total cross section of the process falls off
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20 of the target atom leads to an increase in the ordinary brems-
strahlung cross section. Conversely, bremsstrahlung is

formed most efficiently according to the polarization mecha-

wk nism at large values of the impact parameter, where the pro-
- jectile strongly polarizes the target atom.

5 Figure 4 shows the dependence of the cross section of

0 m Ll the process on the projectile velocity at=0.25a.u., which
<. 07 02 03 0% 05 06 07 08 amounts to twice the ionization potential of the ubshell.
3 ar b This dependence has a characteristic maximum, and consid-
§ 1N eration of the interference between the ordinary and polar-
3 S 7 1 ization bremsstrahlung mechanisms leads to different posi-
g W -_“_K_\_—_————Z:—‘-‘—“ _ tions for the maxima of the cross section of the process for
5 _K electrons and positrons. It is also noteworthy that the inter-
f J L J ference between the two bremsstrahlung mechanisms has a
$ S - L constructive character for electrons and a destructive charac-
SE]

ter for positrons atv>1.1, while electrons and positrons
change roles at<<1.1. Such behavior of the cross section is
a result of the sign-alternating charactendiv,q) as a func-
tion of q [see Eq.(3)], which, in turn, is a result of the
diffraction of electrons on the inhomogeneous charge distri-
bution in the % state of the hydrogen atom.

1 2 J 4 5

Photon frequency w, a. u.
ouoR Trequenty @, a.u CONCLUSION
FIG. 3. Spectral dependence of the bremsstrahlung cross sections for elec- . . .
trons and positrons colliding with hydrogen atoms in tise(d), 2s (b), and Thus, a method for obtaining closed analytic expressions

3s (@) states and a projectile velocity=4: 1—total bremsstrahlung cross for the generalized dynamic dipole polarizability of the hy-

section for electrons2—total bremsstrahlung cross section for positrons, drogen atom and hydrogenic ions in both the ground and

i’ggsfgfﬁfn bremsstrahlung cross sectida-ordinary bremsstrahiung o ite states has been proposed in this paper. The method is
based on the use of the Coulomb Green'’s function and the
simultaneous representation of the wave functions of the ini-

as the principal quantum number rises. While the polariza:[ial a.nd final states of an eleptron in terms of a generating
tion bremsstrahlung mechanism is more efficient near théunctlon of Laguerre polynomials.

threshold in the & state, the ordinary bremsstrahlung cross The propqsed.r.nethod has been used to calculate the gen-
section exceeds the polarization bremsstrahlung cross sectiGh2/ized polarizability of the 4, 2s, and 3 states. An analy-

in the 2s and 3 states. This is associated with the increases'S Of the expressions obtained showed that the polarizability
in the orbital radius as the principal quantum number in.Of the excited state has features not observed for the polar-
creases. In fact, small values of the impact parameter, a¢ability of the ground state. o _ _
which the projectile travels near the nucleus of the target Virtual transitions with de-excitation in an intermediate
atom, are important for the formation of bremsstrahlung bystate are possible for excited states. The energies of such

the ordinary mechanism. Therefore, an increase in the radifiansitions are greater than the ionization potential of the
initial excited state. This leads to the appearance of narrow

lines in the continuous emission spectrum with energies
above the ionization potential of the atom.

TR Another important feature of the excited states is the
24 nonmonotonic dependence of the differential bremsstrahlung
o cross sections on the momentum transfeil his feature has
;:3 60 been associated with the inhomogeneity of the electron
3 charge distribution in the excited states.

g " Our calculation shows that the local maximum in the
©

S

differential bremsstrahlung cross sectiorwat g%/2 is more
pronounced for the exciteds2zand 3 states than for thesl
state. This maximum is a manifestation of the familiar Bethe
Velocity, a. u. feature(the Bethe ridgein the differential inelastic scatter-
ing of electrons on atoms.
FIG_. 4. Depende_nce_ of the b_remsstrahlung Cross se_ctions for electrons and  This work was made possible by the financial support of
positrons on projectile V§I00|ty for hydrogen atoms in theSthe and a the Russian Fund for Fundamental Resea(rlél’oject No.
photon frequency» = 0.25: 1—total bremsstrahlung cross section for elec- . . - .
trons, 2—total bremsstrahlung cross section for positradis;polarization 96'02'1792.2')3 and the International Scientific-Technical
bremsstrahlung cross sectioh—ordinary bremsstrahlung cross section. ~ Center(Project No. 076-9b

<




1140 Tech. Phys. 44 (10), October 1999

APPENDIX

The explicit form of the expression for calculating the
generalized dynamic polarizability of a hydrogen atom in a
state with a principal quantum number equalntcand an
angular momentum quantum numbet 0 is presented be-
low.

The polarizability is expressed in terms of the sum of
two terms containing differentiation of the hypergeometric
functions,F;. We note that the resultant expression can be
transformed into a more compact form by reducing the num-
ber of hypergeometric functions. However, in our opinion,

the representation given is more convenient from the stand-

point of performing numerical calculations

ap0,q)=X(E +w,q) + X(Ep—,q), (A1)
where
6 ~ ~
X(E,Q)ZleDZM. (AZ)

The differential operator® are defined by10), andM
has the following form:

Xla

35 qk2—i (3= ?

xa?

"3 Y5Bak(2—ir)(3—
2

1(1,2_ | V,4_ | V,Zl)

i V) 2F1(1,2_ | V,4_ | V,Zz)

. X« . .

+6i WZF]_(].,:%— | V,4— | V,Zl)
o x@ o

—6i WZF]_(].,S— | V,4— | V,Zz)

X2(a+2iq)

+2| y5y2q3k(2—|v)(3—|1/) 2F1(2,2_ | V,4_|V,Zl)

. a*(x—2iq) o
—2i y5,6’2q3(2—iv)(3—iv)2F1(2’2_|V’4_|V’22)
2 .
Xk(a+iq) . .
6y6y2q—3(3_iy)2F1(2,3_|V,4_|V,Zl)
a®(x—iq) . .
—GWZFl(Z,?J—IVA—IV,ZZ)
8i sz F.(3,2—iv,4—i
+ |y5,y3q2(2_iy)(3_iv)2 1( 2y, —IV,Z]_)
a’k

+

e R L XY

Korol' et al.

21,2 H
. Xk“(a+4iq) : :
_4|W2F1(3,3_|V,4—|V,21)

. a®K?(x—4iq) . .
+4i szl(&B— iv,d4—iv,z,)
21,3
. Xk
—24 ye'y—4q2(3—iv) 2F1
a’k®
— 24 WZF]'(‘LB_ i V,4_ i V,Zz).

(4,3-iv,4—iv,z;)

(A3)

The following notation was used in EGA3):

1
k= \/E, VZE,

aX

E;

XX

1= , Zr=
1,)/y 2

a=\+ik+iq, B=\,—ik+iqg,

Y=No+ik—iq, y=A,—ik—iq,

X:)\2+|k, y:)\2_|k,

11+t

N 11+t,
ha-t,
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Instability and breakup of a thick layer of a viscous magnetic fluid in a tilted magnetic
field

V. M. Korovin
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A linear partial differential equation describing the evolution of an initial disturbance of a flat
free surface of a thin layer of a viscous magnetic fluid covering a horizontal plate in the
presence of a uniform magnetic field, is derived within a system of ferrohydrodynamic and
magnetostatic equations. The effect of magnetizing the plate on the stability of the flat

free surface is investigated. An estimate is obtained for the minimum value of the tangential
component of the magnetization vector of the fluid sufficient to radically alter the pattern of the
final breakup of the continuous layer. ®999 American Institute of Physics.
[S1063-784299)00310-4

INTRODUCTION and|w| 74~ 1, whererqy=d? v is the characteristic time for
the diffusion of vorticity across the fluid layer, the damping

It is known from theoretical studies and experiméfits  of the waves due to the viscosity of the fluid is significant. Of

that a fairly strong uniform magnetic field perpendicular to acourse, the motion is turbulent.

flat free surface of a motionless magnetic fldmt a flat In the general case the frequenayk) is a complex-

interface between immiscible fluids with different magneticvalued function of the real wave number; however, for any

permeabilities causes instability. As a result, the fluid passesy>0 there is a limiting layer thickness,,, which is such

from a hydrostatic state with a flat free surface to anothethat if d<d,, the frequency becomes purely imaginary, so

hydrostatic state. In the case of thick layers, a periodic surthat if d<d,, no sinusoidal progressive waves eXish ad-

face structure consisting of hexagonal cells forms, whereas @ition, the value ofd,, increases with increasing

thin layer on a solid substrate breaks up into separate Unlike the previous studies, the present work explores

drops®* the instability and breakup of a thid{A<1) layer of a
The theoretical analysis in Ref. 4 of the behavior of aNewtonian magnetic fluid caused by a tilted magnetic field in

stable stratifiedin the absence of a fieldonfiguration con- the case ofry/7;<<1, wherer; is the characteristic time for

sisting of two layers of magnetic fluids lying one on top of the development of instability.

the other and immersed in a tilted magnetic fieldwhose

normal component exceeds the critical value, showed thaNITIAL EQUATIONS AND FORMULATION OF THE

the tangential componert ;. stabilizes a certain range of PROBLEM

harmonic disturba_nces propagating aldrg. On the qther A layer of a motionless magnetic fluid with a flat free
hand_, the tangential component does not have any 'nfluen%rface on a horizontal nonmagnetic plate immersed in a
on disturbances propagating transverselfdio It was con- nicorm tilted magnetic field is considerd#ig. 1). We as-

cluded on this basis in Ref. 4 that a corrugated interface withy ;e that the fluid is homogeneous in composition and that

corrugation axes parallel td, forms, but an estimate of the 5 hermeability. depends only on the amplitude of the field.
magnitude ofH, needed for the actual realization of such @ "\v/a introduce the Cartesian coordinate sysbem x,

scenario for the development of instability of a flat mterfacexa, whosex, axis is directed along the horizontal component

was not obtained in Ref. 4. of the field, while thex; axis points vertically upward and

In the previous studies the instability of a flat free sur-yne . plane coincides with the free surface of the fluid.
face of a magnetic fluid caused by an orthogonal magneti¢e; ¢ pe the potential of the field in the region with flat

field was investigated within the theory of plane-parallel PO-poundaries occupied by the magnetic fluid, andflgtand

tential motiorjs of an inviscid fluid. It should be _noted in this fo, be the potentials of the fields in the regions lying above
context that in the closely related hydrodynamic problem of.

) ; . and below that layer, respectively. We u$do denote the
the damping of small-amplitude gravity waveas well as _ thickness of the layer. In the coordinate system under con-
capillary gravity wavey on a free surface of a nonmagnetic sideration we have
Newtonian fluid of infinite deptfffor kd— o, wherek is the
wave number and is the depththe model of an ideal fluid fo=Ho(xy sind+X3cos9),
is applicable only in the case af|w|> v, wherex =2x/k
is the wave numbery is the frequency, and is the kine-
matic viscosity of the fluid under consideration.dfx ~1 foo=fp1— d(Hgcosd—H,ocosdy), @

fOl: Hao(xl S|n ﬁa+ X3 COSﬂa),

1063-7842/99/44(10)/9/$15.00 1141 © 1999 American Institute of Physics
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Ty M —Mg=m; sin9¥+ m5 cos¥,
of 1 of
Hag m=a,| — +x2si? 9)+ = —
2 ay &Xl(XoCOSZﬂ X¢ S 9)+ 5 7,
Fa X (x° 20|+ apxo -+ gl =
z,=0(x,,z,,t) 0 (Xt~ Xxo)sin az)(o&x2 as 2 x,
= ~—— _— ~— — ~ Z.
v_—~H (Hy) of
d £ X (0= xo)sin 28+ — (xo Sir? 9+ x2 cog 9) |,
z=-d JX3
A Fo
. Mg o, dM
al b:,(,bo(m‘*'Vf), XOZH—, Xt:d—H s
0 H=Hg
pe=1+xo, pmo=1+x¢, €)
FIG. 1. Geometry of the problem. wherea;, a,, andas are unit vectors along the correspond-

ing coordinate axes.

] ] o We confine ourselves to an investigation of the instabil-
where the field amplitudebl, and Hao within the layer of . of 4 thin layer, wheres=d/x<1. In this case, neglecting

magnetic fluid and outside it, respectively, are shown in Figine terms in orders of (which appear because of the non-

1, the tilt angles and 9, of Ho andHy relative o thexs jinearity of the magnetization lawand higher terms in the
axis are related by the conditions known from magnetostaﬂcgquation divb=0 written relative tof. we have

on an interface between media with different magnetic prop-

erties P*f _
—5=0, Af;=0, j=1.2,
HaoSind,=Hgysind, 2
oHa0 €0V, = w(Ho)Hg cOSY, (2) A:ﬁ_2+ﬂ_2+&_2 @
and uo=4mXx10 " H/m is the permeability of free space. X X5 x5

In addition, H,, and 9, in (1) are assumed to be as-
signed, and the equaliti€®) are used to calculatd, and .

The induction within the flat layeBy=u(Hg)Hgy and
the magnetization of the fluitl =B,/ uo—H are homoge-

With consideration of the first expression (@), the lin-
earized equation of motion of a Newtonian magnetic fluid
takes the form

neous, and the pressure increases linearly with increasing  gv af of
distance from the free surface according to the Ry p, P =~ VPt nAvE uoMoV ax, on 9+ (9—)(300519 :
—pgX3— oM 33/2, wherep, is the air pressure near the free (5)

surfacep is the density of the fluid, ang is the acceleration
of gravity. The last term in the expression fg represents Wherev=(vy,v;,v3) is the velocity andy is the dynamic
the magnetic pressure jurfip. viscosity.

Let us formulate the linear problem of the stability of the ~ We note that if the fluid forming the thin layer undergoes
hydrostatic state®,, M, of a fluid layer with a flat free ~Wave motion, the condition for linearization of the equation
surface. Letxs={(X;,X,,t) represent the equation of the Of motionis{, /d<1, where{, is the characteristic ampli-
free surface in the presence of small-amplitude waves, wheriéide of the waves. This condition is assumed to be satisfied
t denotes the time. Introducing the potentials of small disturbelow.
bances of the magnetic fields withfii(x;,%»,Xs,t)] and Equation(5) can be simplified in the case under consid-
outside[f;(X;,X»,X3,t)] the fluid andj=1,2, we write the eration: to the accuracy adopted in writing the first equality
magnetic fields, as well as the induction and magnetizatiofn (4), the replacement oAv by #°v/9x5 is permissible in

of the fluid, disturbed by the wave-induced deformation ofthe equation of motiort5). Then, in estimating the ratio of
the free surface in the form the inertial term in Eq(5) to the viscous term to an order of

. magnitude, we have
H=V(fo+f), H;=V(fg;+fj), j=1.2,
-1

B=By+b, M=Mg+m N[V T g
0 ) 0 . p at 77 &Xg Ti 1 J T e,
We can similarly represent the distribution of the pres-
sure P in the fluid in the presence of wave®=P, d2_ 7
+ p(X1,X2,X3,t). To within small first-order quantities we (I p ©

have
e In the case of the appearance of instability,is the

H—Hy=——sind+ ﬂcosﬁ characteristic time for the development of the most rapidly
281 JX3 growing harmonidsee the corresponding formu{a1)]. If
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the flat free surface of the magnetic fluid is stable for ancorresponding boundary conditiori8) and (9) to a single
assignedH,, 7; is the characteristic damping time of the equation in partial derivatives, which relatééx,,x,,t) to
disturbances. f(x1,X2,X3,t). For this purpose, as a first step we integrate
We shall henceforth consider the casergfr;<1. Since  the projection of the simplified pressure equati@nonto the
the characteristic time for the diffusion of vorticity across thex; axis. With consideration of the first equality {4), from
layer 74 (6) falls off with increasing, it is natural to expect which it follows that 9f/dx3 does not depend or;, we
that the conditionry/ ;<1 holds for not excessively thick obtain
layers of fairly viscous fluids. The motion of the magnetic

fluid can then be described by a system consisting of the p= 77(9L+/.LOMOSIH19—f+C(X1,X2,t)

equations X3
divv=0, The unknown functionC(xy,X,,t) is determined from
&zv of pr the boundary conditiori8) for the pressure disturbance on
n—> [p MoMo( sind+ —cosﬁ) (7)  the free surface
(9X JX3
and'Eq.'(4). The condition for applicability.of the equation of C(Xq, X, 1) =3 (Xq,Xp,t) + 7]% ,
motion in the form(7) is written out below in the form of Eq. X3=0
(22).
The kinetic and dynamic conditions, as well as the con- P Pl
dition of continuity of the tangential component of the mag- > (X1:X2.)=pg{—a| — X2 22 P + 7M05'” 2‘? Xy

netic field and the normal component of the induction on the
free surface, are written in the approximation under consid- Y
eration in the following manner: Koo

N9+ v cosd
SIin —CO0Ss .
Y 9%a

(9X1 X3=0
(9§ (9V1 (9V2 (11)

3 0 ot V31 &Xg Or 01
As a result, we have

Vs L 9%
P=p9lit2n - —al -7+ =7 of vz vy
1 2 E+M0Mosm1‘}—+1} — . (12
0X3 0X3 %m0
+ oM 9 M 19 it ot i
cos sind——y—
Hoo 0 X1 7/&Xg After plugging the solution(12) into the projection of
f—f,=Mof cos® the equation of motioii7) onto thex; andx, axes and dis-
1o ’ carding the quantities of order, we obtain
(1+7) MM yosing 2L ®) v d of
— ——=Mgsin9— o
4 IX3 X3 0 Xy n—>p J =—, j=12, o=3%—pMqgcosd—.
x5 X X3
where y= xq sir 9+ cog 9. (13)
The boundary conditions on the surface of the nonmag- . ) ) ) N
netic plate have the form Solutions of these equations which satisfy the conditions

for the absence of tangential stresses on the free suf@ce

Xz=—d: v1=0, v,=0, v3=0, and the conditions for the attachment of fluid particles to the

of ﬁfz wall surface(9) have the simple form
f=f,, (1+7)(9—X3 s C) o oo
. L . Vi=—— —, j=1,2. (14)
The disturbances of the magnetic field, of course, vanish o2y ax
as the distance between the point of observation and the free - ] N
surface of the fluid increases: In writing (14) we omitted the quantities of order’.
Allowing for (14), from the continuity equatioki7) we find
Vi;—0 asxg—o, Vf,—0 asxz——=. (10 the distribution of the vertical velocity which satisfies the

The formulation of the problem of the instability of the condition of zero flow(9) at the wall
hydrostatic state of a fluid layer with a flat free surf@Ees. Po
(4) and(7)—(10)] also includes assignment of an initial con- :—(2d3+ 3d%x3— x3)(

l

Po
(15
dition for the function sought(x;,X5,t).

2 |-
(9X2

Taking into account this expression, we can easily see that
the last term on the right-hand side @f2) should be omit-
ted, since it is of ordes? in comparison to the first term.
Substituting the solutioril5) into the kinematic condi-
To simplify the ensuing mathematical manipulations, wetion on the free surface, i.e., the first expressiori@n with
reduce the system of hydrodynamic equati¢fswith the  allowance for(11) and(13) we obtain

EVOLUTION OF AN INITIAL DISTURBANCE OF THE FREE
SURFACE SHAPE AND CALCULATION OF THE
VELOCITY FIELD AND THE PRESSURE DISTURBANCE
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g d3( o? . 92 azg+azg
it 3l ok a)| P9 e T o
Mo 2 . ﬁg of
+ o M2sin 29 — — oMol —
2 VoS 15L&xl Kool 9x, xg=0

of
Xsind+(1+ y)aTCOSﬂ (16
3

] |

Thus, the temporal evolution of an initially assigned
small disturbance of the shape of an originally flat free sur
face of a fluid is determined by the system of equati@hs
and (16) together with the conditions for conjugation of the
magnetic fields on the interfaces between media with differ
ent magnetic propertie€8) and (9) and the conditions at
infinity (10). After solving this problem, the pressure distur-

V. M. Korovin

Substituting the solution consisting @f7) and(18) into
Eqg. (16), we obtain the dispersion relation

w=Iis,

d3

37

Mo
pY(KE+ kD) + - [M3y(ki+k3) %

—M3KE(K2+K3) 12— a(k2+K3)? |, (19

where My;=Mgsind and Mg3;=M, cosd are the compo-
nents of the vector of the undisturbed magnetization of the
fluid layer Mg.

" With consideration of(19) and the initial condition
(Xq,X2,0)={o(X1,X,) the disturbance of the shape of the
free surface of the fluid at>0 is written in the following

bance in the fluid layer and the velocity field are calculateqnanner.

using (12), (14), and(15).

ANALYSIS OF INSTABILITY

A disturbancel(x4,X,,0) of the shape of a free surface
appearing in the initial moment in time and decaying fairly
rapidly asx;,X,— * can be represented in the form of a

txa 0= Atk ket o)

+5(Ky ko) t]dkydko,

1 0 %
Ak =g || stk

Fourier integral. In the linear formulation, the subsequent
temporal evolution of each Fourier component is indepen-
dent of the evolution of the other Fourier components, so that
the solution of the problem formulated above can be con- Hence it follows that fors(k;,k,) <0 the initial distur-
structed in the form of a superposition of partial solutions ofbance damps with the passage of time, while $¢tk; ,k,)

Xexp[—i(klxl-i- kzXz)]XmdXZ. (20)

the form >0 it grows, and this growth, as can be seen frd®), is
N . B _ ) induced by the normal componelty,= M ;a5 of the mag-
(&1, 1)) =exri(kuxg kX~ o) 2, F(xs),Fi(Xa) ] netization of the fluid layer.
i=y-1; j=1,2. (17) It also follows from(19) that in the case where the angle

The complex amplitude functiors, F, andF; depend
not only onxs, but also on the real parametdeg and ks,
i.e., the components of the wave veckot (kq,k,,0).

After substituting the expressiof7) into the simplified
system of magnetostatic equatio@ with the correspond-
ing boundary condition$8) and (9), we obtain

F'=0, F{—K°F;=0, j=12, k=\ki+k5,
x3=0: F—F;=Mjacosd,
(1+,),)F’—Fi=iklaMosin1(},

¢ between the tangential componelt,, =M a; of the
magnetization and the wave vectordiffers from 7/2 and
3m/2, My, weakens the destabilizing effect bfy, on the
harmonic with the wave vectdt under consideration for a
fixed Hy, and a quasistatic increase in the vertical compo-
nent of the undisturbed field,, from an initial zero value.
BecauseH,# 0, the most favorable conditions for the ap-
pearance of instability include the harmonics for which
e=m/2 and ¢=37/2. Thus, asHg, is increased, the har-
monics withk L H,, begin to grow first.

An analysis of the dispersion relatidi9 shows that
instability arises whenM,; exceeds the critical value
M.=2%/pga/ul. For comparison, we present the
critical value of the magnetization of a magnetic fluid

In the approximation under consideration, the solution ofwith a flat free surface which is immersed in a vertical

this problem has the form
1

k

F

)

a
FlzﬂMo(iklsinﬂ—kcosﬁ)exp(—kxg),

2 Mo(iky sin 9+ k cosd)| —
> o(iky sind+ COS)lTy+

a
Mo(iky sind+k cosd)expkxs).

Fzzﬂ

(18)

field and occupies the entire lower half-spade:
M= V2luoVpga 1+ (ulul) T2 whereu. and uf are
defined by(3). It follows from the formulas presented that
Mc/Me.= 201+ (u2u®) " Y?>1, ie., a thin layer of a
viscous magnetic fluid is more stable than a thick layer of the
same fluid.

In the case oM y3/M >1, using the dispersion relation
(19 it is not difficult to find the characteristic time for the
development of instability
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K,S
Py 0.1
0.05
21 1 o
*
151 Y -0.05
Q.‘ - -
; 2 > 0.1
-0.15
6oy -0.2f
1 | I t 1
105 11 115 12 125 I, FIG. 3. Plots ofs, (0ky,). IT,,: 1—1, 2—1.01,3—1.015,4—1.02.
FIG. 2. Plots ofK(I1,) (1) andS(I1,) (2).
K =k o - 3an
n=[ max Imo(k k)]t " Npg T %
—00<kl<oc
—oo<k2<OC 3057] MOl
, _ S = 223S =y
and the wave vectork,, of the most rapidly growing har- p-9 c
monics in the dispersion relatiofil9), we obtain
i _ (L2 2
= ke, K=\ KT, 7=5 0,5k, e e
2023 X[Hﬁ(ki*+k§*)—Hiki*]—(k§*+k§*)2_ (23)
M -
S0, k)= " J S(I1,), M,= M03’ The families of s, (Ok,,) and s, (kq,,0) curves for
an c

various values ofll,, and I1. in the special cases d,
3 9 1 =k,,a, andk, =k;,a; are shown in Figs. 3 and 4. Each of
K(II,)= Zl‘[ﬁ+ \/—H;‘— =, the plots presented continues into the left half-plane sym-

16 2 metrically relative to the vertical axis. We note that cudve

1 in Fig. 3 and curvel in Fig. 4 are identical. Curvé in Fig.
S(I,) = ng(Hn)[HﬁK(Hn)_l]- (21) 3 and curves in Fig. 4, which correspond tbl, = 12— 1
andIl,=1.02, are also identical.
_ Plots of the function& (I1,,) andS(11,)) are presented in In the case of a vertical magnetic fiel (=0), Eq.(23)
Fig. 2. takes the forns, = Q(\k2, +k2, ,I1,). For a fixed value of

With consideration of21) the condition for applicability
of the simplified equation of motioi7) is written in the
following manner:

IT, this dependence is represented geometrically by the sur-
face formed when the curve in Fig. 3 corresponding to the
value of I1,, chosen is rotated about the vertical axis. If
p3g%d® I1,=const the level lines of) are naturally a family of
TSl)<1l, T=—"37". (22)  concentric circles with a center at the origin of coordinates in
n . .
the (ki ,k»,) plane of variables. In this case the temporal
As an example of commercial magnetic fluids, let useyolution of each of the harmonics appearing in the inte-
consider a perfluorocarbon fluid, for which we héve grand in(20) is determined only byk|, i.e., does not depend
p=2050kg/nt, »=2.5N-s/nf, anda=0.018 N/m. On the on the direction ofk. The experiment shofisthat the
basis of these values we finbll;=7.78 kA/m, which is  preakup of a sufficiently thin layer of a magnetic fluid im-
smaller than the table value of the saturation magnetizatiogersed in a vertical magnetic field results in the formation of
M¢=7.96 kA/m for a fluid of this type. Thus, in the case 3 system of hexagonal cells consisting of a central conical

under consideratioll,<1.023, andS(1.023)=0.034. Be-  drop and six similar drops surrounding it. We note that a
cause this quantity is small, the layer thickness at which the

constraint(22) is satisfied, can be found to an order of mag-
nitude from the conditionT~1. As a result, we obtain

d~1 mm. Whend=1 mm, we havery=0.007 s, and in the 0.1F 7

case of Myp;=Mg, formulas (21) give k,=12cm ! and 0.05

Ti:2.7 S. E': 0 i[zf ]\',*
tt -0.05

BREAKUP OF A LAYER IN A TILTED MAGNETIC FIELD o 01

-0.15

Turning to the case oMyz>M,, let us consider the -0z

development of an initial small disturbance of the shape of
the_free surface of a magnetic fluid in a tilted magnetic field.gig. 4. piots ofs, (ky,,0) for the fixed valuell,=1.02. II,: 1—0,
Going over to the dimensionless variables 2—0.15,3—0.201,4—0.25,5—0.312,6—0.5, 7—1.02.




1146 Tech. Phys. 44 (10), October 1999

V. M. Korovin

FIG. 5. Plot of thes, =s, (ki ,Ko,)
surface forll,,=1.02 andll,=0.201.

similar picture is observed when a thin layer of a viscousFig. 4, at which curves is tangent to the horizontal axis. At
fluid breaks up as a consequence of Rayleigh—Tayloa fixed value ofll,,, asll, is increased from zero, the saddle

instability.

As an example, Fig. 5 shows tilsg =s, (kq, ,ks,) sur-
face for I1,=1.02 andll = \/Hn2—1=0.201, and Fig. 6
shows the level lines of, (k. ,k,,) corresponding to the
case of instability §,>0). It is seen from Figs. 5 and 6
that in the case ofH.#0, along with the peakdthe
points C, ,=[0,=K(II,),S(II,)], which correspond to the
maxima on curved in Fig. 3 continued into the left half-
also saddle points atD,,

planeg there are

=[+K(JII2=112),08(yTI2—11%)]. If II,=TI2~1 and
I1,,=1, the saddle points correspond to the pointsL(0) in

TT T T T T
T [_Plll
Sy,

Lad 1l

FIG. 6. Level lines ofs, (ki ,k,,) for I1,=1.02 andII,=0.201. s, :

0.5

fryrprrrrrourr

\

1—0, 2—0.035,3—0.07,4—0.096.

points on thes, =s, (K1, ,K»,) surface that correspond to
the most distant critical points from the origin of coordinates
on the curves in Fig. 4 pass from the upper half-space into
the lower. Whenll ,= \/an—Z\/?/IB (curve5 in Fig. 4), be-
cause of the merging of the two critical points not at the
origin of coordinategamong the three critical points on each
curve in Fig. 4 wherll < \/HZH—ZVEB), the saddle points
on thes, =s, (kq, ,k,) surface cease to exist.

Figure 7, which shows a family o§, (ki, ,k,,)=0
level lines for the fixed valuél,,=1.02, illustrates the influ-
ence of the tangential component of the magnetization of the
layer on the form of the instability region in thé(, ,k,,)
plane of variables. In the case of a vertical (=0) mag-
netic field exceeding the critical value, the instability region
12— 1T - 1<K2, +k2, <12+ \II7—1 takes the form of
an annular ring bounded by two concentric cirdlesrvesl).

As II, is increased, the instability region, which remains
connected foll . in the range @SHTS\/HnZ—l, deforms in
such a way that the distance between its boundaries de-
creases for alk;, #0. WhenII .= \/an—l, the outer and
inner boundaries of the original ring merge at the points
which are projections of the saddle poirils , onto the
(k14 ;K> ) plane. As a result of such merging, the instability
region takes the form of two crescents bounded by cudves
Just this case corresponds to the=s, (kq, ,k,,) surface
plotted in Figure 5, as well as cun&in Fig. 4. WhenlI , is
increased further, the instability region breaks up into two
individually connected components, each of which is
bounded by curved—7.

Figure 8 presents thg, =s, (kq, ,k,,) surface forll,,
=1.02 andIl .= \/Hzn—Z\/i/3=O.312. Curvess in Figs. 4
and 7 correspond to the same valueslgfandIl . It can be
seen from Figs. 8 and 7 that tlsg =s, (kq, ,k,,) surface
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FIG. 7. Family ofs, (ki, ,ko,)=0 level lines

k >k for the fixed valuell,=1.02. IT.: 1—O0,

U 2—0.15,3—0.201,4—0.25,5—0.312,6—0.5,
7—1.02.

for I1,>1 andIl = \/an—zﬁ/3 has two clearly expressed 37/2 withH,. ForIl,>1 andIl,= \/Hn2—21f2/3 this means

peaks. Consequently, at fairly largehe main contribution a4 i the linear stage of the development of instability the
to the integral representation of the sha@é) of the free . . .

. . . shape of the free surface of the fluid varies considerably
surface is made by the harmonics having wave vectors

whose tips lie in the vicinity of the points which are the MOre rapidly in the direction transversetq than alongH...

projections ofC, , onto thek,, ,k,, plane, i.e., the harmon- Thus, forMg;>M. andM y;= \/M023— 2\/2MC2/3 the lin-
ics having wave vectors which form angles closerf@ and  ear theory of the breakup of a thin layer of a viscous mag-

",
s "’“""Iy“
Y
G
- b

: W&‘?A Z

FIG. 8. Plot of thes, =s, (K1, ,Kz4)
surface forll,,=1.02 andll,=0.312.
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netic fluid in a tilted magnetic field predicts the formation of When the first of the expressions (85) is substituted
a system of shafts of fluid extended aloAg, whose crests into Eq.(16) in the case of$=0 and VZX?, with consid-
are separated by a distance of the order ofkZ,. Unlike  eration of(17) we obtain the dispersion relation

the corrugations on the interface between thick layers of

magnetic fluids in a tilted field,in the case under consider- w=is,
ation the final breakup pattern of the layer will consist,
roughly speaking, of a system of shafts parallelHp, in d3
which the magnetic fluid is localized and which are separated g= _[ —pg(k§+ k§)+ Hot2 Mg(k§+ k§)3’2
by stripes representing portions of the plate surface not cov- 37 mr2t1
ered by the fluid.
—a(ki+ kg)z}. (26)

INSTABILITY OF A LAYER OF A FERROFLUID COVERING

A MAGNETIZED PLATE IN THE PRESENCE OF AN . "
ORTHOGONAL EIELD Using (26) to calculate the critical valuéM ., of the

o - magnetization of the fluid layer, we obtain
Let us explore the effect of magnetizing a thigh com-

parison to the characteristic wavelengths of the unstable har-

monic9 plate on the instability of a flat thin layer of a vis- |\/|Cm:4 pga M

cous magnetic fluid immersed in an orthogonal magnetic Hokr2

field. We assume that the material of the plate obeys a linear

magnetization law, while the fluid is magnetized nonlinearly. ~ In this case the wave number of the most rapidly grow-

In the configuration under consideration with a uniform fielding harmonics and the characteristic time for the develop-

Ho1=(0,0H,,) far above the fluid, the field in the fluid layer ment of instability are specified, as before, by formu2®,

with a flat free surfacél,=(0,0H,) and the field within the in which 11, must be replaced bil,,=Mq/Mp,.

plate Ho,=(0,0H,,) are calculated from the condition of Comparing the values oM., and M. related to the

continuity of the normal component of the induction at thecases of u,,>1 and w,=1, we have M¢,/M.

interfaces between media with different magnetic properties= V(#r2+1)/(2u,2) <1. Thus, in the case of a plate mate-
The potentials of the disturbances of the magnetic fieldgial with a high permeability &,,>1) the threshold for the

caused by deformation of the free surface are described bgppearance of the instability and breakup of a thin layer of a

the system of equation@), for which the boundary condi- Viscous magnetic fluid is roughly 30% lower than in the case

tions have the form of a nonmagnetizable plate.
0: f—f.oM o 9f oy
X3=0: 1=Mol,  mr X X'
o of af,
Xz=—d: f=f,, Hirt g T B2 gy (24)  CONCLUSION
where u,»= u,/ 1o is the relative permeability of the plate Order-of-magnitude estimates have been made in a lin-
material. earized system of ferrohydrodynamic and magnetostatic

Taking into account the representatid3), we can eas- equations with boundary conditions describing three-
ily write out a solution of the problem consisting 6f) and  dimensional wave motions in a thin layer of a nonlinearly
(24) that vanishes as;— + . In the approximation under magnetized viscous fluid on a horizontal nonmagnetic plate
consideration we have in the presence of a uniform tilted magnetic field which is
fixed far from the fluid layer. The condition for realization of

_ 4 Mo[ﬂ—r(fk(x3+d)+l 1 a fluid motion regime iniwh'iph the diffusion of voirticity
Mr2t1 Mot across the layer plays a significant role has been written out.
An equation in partial derivatives relating the distur-
fi=— Hr2t M exp( —kxs), bance of the shape of the initially flat, free surface of a mag-
M2+l netic fluid to the disturbance of the magnetic-field potential
caused by bending of the free surface, which is an interface
fz:,u 1 Mg exp kxg). (25 between media with different magnetic properties, has been
r2

derived in reference to such a case. A dispersion relation has
It is easily seen from the expressiais), (18), and(25) been obtained on the basis of this equation within a formu-

for the same vertical fielth,=(0,0H,) and the deformation lation of the problem of the instability of a flat layer differing

of flat free surfaces of identical layers that the disturbance ofrom the formulation in the approximation of plane-parallel

the field in the fluid covering a magnetized plaje §>1) is  potential motion of an inviscid magnetic fluid, and this

greater than in the case of an unmagnetized platg, ( relation has been analyzed.

=1). We note that for the flat configurations with a fixed The critical value of the vertical component of the mag-

Ho1=(0,0H,;) compared the fieldsl,=(0,0H) within the  netization of the layer has been calculated, and it has been

fluid layers are identical. established that a thin layer of a viscous magnetic fluid is
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Short-lived peaks of nonequilibrium emission are detected at 320—-350 nm in shock-wave fronts
in He, Ne, Ar, and H containing from 0.1 to 3% iodine molecules. The effect is observed

in the range of Mach numbers from 3.2 to 6.3 for initial pressures of the mixtures ranging from
133 to 2660 Pa. The emission observed is assigned to the electgdizl— B>II) band,

which is located at excitation energies 5-4%.8eV, i.e., significantly above the dissociation
threshold of iodine moleculed.54 e\j. An analysis of the results shows that the leading

role in the excitation of iodine molecules is played by high-energy collisions in the translational
disequilibrium zone of the shock wave. The best description of the experimental data is
achieved for the value of the effective collision energy in the front calculated on the basis of a
numerical solution of the Boltzmann equation by a modified Tamm—-Mott-Smith method.

The absolute values of this energy under the conditions of the experiments performed are roughly
10 times greater than the mean collision energy in the equilibrium zone behind the shock
wave. The probability of nonadiabatic supercollisions of the type J—1,(D33) +1,—6.4eV
exceeds the adiabatic values by a factor oP30?°. © 1999 American Institute of
Physics[S1063-78499)00410-9

INTRODUCTION times both by the Monte Carlo methttiand on the basis of
a solution of the generalized Boltzmann equation by a modi-

The possibility that the translational disequilibrium in a fied Tamm—Mott-Smith method.The results of all these
shock-wave front influences the kinetics of physicochemicaktudies give qualitatively similar results for the mean flow
processes was first put forward in Ref. 1. The essence of theharacteristics.
phenomenon is as follows. As we know, a plane shock wave  However, the investigation of high-threshold physico-
moving through a gas with a supersonic velocityand a  chemical processes with>kT, requires knowledge of the
density jump fromp; to p, sets gas into motion with slightly  distribution functions in the high-energy region, thereby
smaller velocitiesy=V(1—p;/p,), which significantly ex- complicating the problem. Therefore, the theoretical results
ceed the mean thermal velocities of the molecules in thén this area appeared later. The possibilities of using the tech-
shock-wave front. As a result, the velocity distribution func- niques of direct Monte Carlo numerical simulation for this
tion of the molecules transforms from a motionless narrowpurpose are fairly limited. Calculations have been performed
“cold” distribution to a moving “smeared” high- for two-component mixtures with threshold&<=30kT,
temperature distribution, and the region where the distribu¢Refs. 6 and Y. In this case the effect is small. The factor by
tion function undergoes this transformation can be regardedihich the partial contribution of collisions with such ener-
as a zone where a dense beam of hot molecules interacts wigfies exceeds the equilibrium contribution behind the shock
a less dense, cold gas medium. Under such an approach itusave does not surpass 10. At the same time, a numerical
qualitatively clear that the mean collision energy in the fron-solution of the Boltzmann equation by the modified Mott-
tal zone will be determined to a large extent by the velocitySmith methofl revealed that the contribution of collisions
of the front, rather than by the thermal velocities of the mol-with energiesE=100-250kT, can exceed the equilibrium
eculesc, andc,, and under certain conditions can signifi- value by a factor of 10-10'.
cantly exceed the mean collision energies of the molecules in The phenomenon just described should be manifested
the equilibrium zone behind the shock wave. most strongly in the case of the propagation of shock waves

Of course, real collision energies can be determined onlyn a light gas containing a small admixture of heavy mol-
on the basis of a detailed treatment of the transformation oécules. In this case the light gas, in which the speed of sound
the distribution function in the shock-wave front. Such anis high, serves as a sort of accelerator of the slowly moving
analysis was first performed in Ref. 2, where the Boltzmanrheavy molecules, and their relative velocities following col-
equation was solved in the case of a distribution functionlisions with molecules before the front are so high that the
assigned in the form of a superposition of the initial and finalkinetic energies of the colliding particles can exceed several
distributions with weighting factors that vary along the coor-electron volts even in weak shock waves. Let us illustrate
dinate. This problem has subsequently been solved martis by a simple example. If shock waves with a Mach num-

1063-7842/99/44(10)/9/$15.00 1150 © 1999 American Institute of Physics
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berM =2 propagate in heliumcge= 1050 m/s) containing a collision energies=E the transition probabilityp=1 (the
small admixture of iodine moleculesqg:loo m/s), the “strong-collision” mode), and the adiabatic-transition

“partial” Mach number for iodine will beM (I,)~ 20, which moo:e" f i ) eorics. the ma
corresponds to mean collision energies behind the shock- n fact, according to the current theories, the main
wave front of the order of 1.5 eV. In fact, the collisional mechanism for the activation of high-threshold processes is

kinetic energy of iodine molecules colliding with a relative Ehe “fweal;—coll'lsmn” Irr:jechanlsm% fundéar W.h'Ch eﬂergy' IS
velocity v~1200 m/s is of the order of 3.5 eV, so that their ransferred to internal degrees of freedom in small portions

partial “longitudinal temperature” can be still greatéOf equal toAE<E, which, as a rule, do not exceed the energy

; ; 0,11 ; ;
course, such a treatment is applicable only at distances of tl’fg a vibrational quanturf™! Obviously, such a stepwise

order of several mean free paths, i.e., until the partial distrimeChan'sm' which requires a large number of exciting colli-

bution function of the iodine molecules goes over to theSions, is not feasible under the conditions of the problem at
equilibrium distribution function with the helium atoms. hand, and the rea_l probability of the process is determined by
It is important, however, to stress that from the practicalthe partial probability of the transfer of an anomalously large

standpoint the occurrence of such high-energy collisions igortlpn O.f energy ih a smglg .coII|5|on. I'n. the adiabatic ap-
of interest only in so far as this energy can be manifested ijproximation, where the transition probability decreases expo-

inelastic processes, specifically in the excitation of internap‘in;:}lg W'th_ |rtlrc1:re_asmg tvalues cf[f fzhteh Masste_)t/) T_aramfeter
degrees of freedom of the molecules. In this respect the mo§t_ v (a is the impact paramefgt” the contribution o

significant role can be played by the initiation of processe?{cgoggocfs_sehs 'Sf neg“ﬁ'blﬁf small even Ef=1_evf and .
having an activation energg significantly exceeding the V= m/s; therefore, the effective cross section for an in-

equilibrium values ok T, behind the shock-wave front. In glatstlc pol!;smn Wl'tr: tlhebtr?rr:sfer %f st)gr\/teralf slictrorl volts is
order to estimate the contribution of nonequilibrium colli- etermined completely by the probability of “strong ™ nona-

sions to the inelastic processes, we turn to the most generg|abatlc transitions.

expression for the effective rate constant of such a process . . Thg most highly developed modgl Of. nonadllaba.tlc tran-
sitions is the Landau—Zener approximation, which is based

oc on a treatment of the potential surfaces of the quasimolecule
Kefi= f f Peitoel Vi | (Vi) f(v))dvidv;, 1) fprmed from t_h_e colliding _p_a_rtlcles, but quantitative calcula-
tions of transition probabilities even for very simple atom/
diatomic-molecule systems are very complicated and
where o is the elastic collision cross sectioRg is the ef- unreliable? In the last few years the discussion of the role of

fective probability of a transition with the energy transker “strong” collisions has heated up following the discovery of

Vij (min)

v;; is the relative velocity of the colliding particles;j,  SuPercollisions,” which, despite the small transition prob-
:m (u is the reduced magsand f(v;)f(v;) is their abilities, play a significant role in the relaxat|qn kinetics of
distribution function. polyatomic molecule$® However, the mechanism of such
In the equilibrium zone behind the shock wave E. “supercollisions” has scarcely been studied both because of
takes on the classical Arrhenius form the difficulties in analyzing low-probability processes in tra-
jectory calculations, on which all the theoretical treatments
Keii= PefiTe(VYeXH — E/KT,). 2) are based, and because of the extremely restricted amount of

experimental material availabté®

It is fairly clear at this point that, generally speaking, the For this reason, the proposed experimental approach
transition probabilityP 4 should be a function not only of should arouse special interest, since it opens up new possi-
the collision velocity, but also of the specific energy-transferilities for investigating very different types of inelastic pro-
mechanism. In particular, in the zone behind the shock-waveesses with the transfer of anomalously large portions of en-
front, where the characteristic time of the inelastic process igrgy. In particular, such processes with energies equal to
much greater than the time between elastic collisions, thé —10eV can include the excitation of high-lying vibrational
process can have a multiple-step character with the transfend electronic levels, dissociation, and ionization.
of energy in small portions equal tbE and If we attempt to classify the various types of effects of
practical interest which might be caused by nonequilibrium
collisions in a shock-wave front, we can distinguish between:
Pefi= AEE: 0 P(AE), 3 1) first-stage pulsed effects of the type

A+A(M)—=A* +A(M), (4)

AE=E

where for single high-energy collisions in the froPt
=P(E). It should, however, be stressed that in the studiegvhich briefly populate highly excited staté8 of the origi-
devoted to the role of translational disequilibrium in a shock-nal moleculesA and can thus lead to the appearance of in-
wave front in the initiation of physicochemical tense emission peaks in the visible and UV regions of the
conversion$;® the question of the real efficiency of the trans- spectrum; 2 second-stage macroscopic effects of the type
fer of such large portions of energpdE=1 eV) to internal A

. . .S . —B+C, (5)
degrees of freedom in a single collision was not considered
in detail, and the only models used were the very simplevhich are manifested by the appearance of small concentra-
model of reacting hard spheres, under the assumption that féions of dissociation and/or ionization products of the origi-
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nal molecules, which recombine over the course of a fairlywas monitored by measuring the equilibrium temperature
long time; and, finally, Bthird-stage macroscopic effects of and pressure behind the front. This was possible because the

the type effective speed of sound in a mixture of a light gas with a
B+A—D*, C+A—E+Q, small admixture of |od!ne and thl_Js the Mach n_umb_er _o_f
shock waves for a certain propagation velocity varied signifi-

D*+A—B+Q, ...etc. (6) cantly in response to a very slight change in the iodine con-

tent. For example, a 0.1% increase in the iodine concentra-
tion led to a roughly 10% increase in the Mach number in a
(]5% l,+99% He mixture.

which reflect the possible initiation of avalanchelike chain
reactions in exothermic systeni® is the heat of reaction

such as ignition, detonation, and electric discharge, by activ : . . o
The intensity of the spontaneous emission of iodine mol-

particles appearing in the front. | d usi | ¢ tical "
It should be noted that the only experimental evidence 019(;:.‘ ?18 was'dmdeasure t.uslmg al (zng— gcutsh op 'ﬁa ksyts t()am,
the existence of nonequilibrium effects in the translationalV''c" Provided a spatial resoiution in ihe shock 1Ube
=<1 mm. The temporal resolution of the recording equipment

relaxation zone of shock waves has hitherto come from Obd'd 40 Th 1 the Visibl q
servations of peaks of nonequilibrium emission from elec-" not exceed 0.s. The measurements in the visible an

tronically excited moleculd<®and that the interpretations of N€ar-UV regions of the spectrum were performed using a
the possible mechanisms for populating emitting states anla'ghly senS|t|ve.FFJ-171 photorr_]ullt|pller, yvhose output sig-
their relationship to the evolution of the distribution function Na!S were fed into an S9-8 digital oscillograph and were
have been developed to a clearly insufficient extent in th&tered by a computer. The required spectral resolution was
published studies. Therefore, setting up an experimental ifE"Sured by employing narrow-band interference filters, and
vestigation aimed at observing and thoroughly analyzing a”absolute calibration of the meas.uremel_ﬂts was performed us-
the aforementioned types of nonequilibrium effects in ang aTRU1300—2350 tungsFen_ nbbqn-ﬁlament lamp. i
shock-wave front would be extremely timely and interesting. In the experlments emission ;lgpals were recorded In
In particular, the purposes of the investigation re|oorteoseveral spectrql regions charactgrlstlc .of various electronic
herein include the experimental observation of first-stagd?@nds of the iodine molecule, |nclud|?g+a band at 900
pulsed effects in a shock-wave front, an analysis of the pos= 4-> M. which corresponds to Tl — 13 g tranS|t|?n,+a
sible energy-transfer mechanisms, and an attempt to extrap@nd at 50+2.5nm, which corresponds to RT3 g
quantitative data on the probabilities of “supercollisions” in transition, and a;band a 32(50 nm, which corresponds to
high-energy collisions of heavy molecules. the high-lyingD*% — B transition. _
Shock waves in inert gaséle, Ne, and Arand hydro- The res_ults_ pf the m_ea;urements_ at 900 and 50_1 nm did
gen containing a small admixture of iodine molecules werd10t reveal significant emission peaks in the front, while sharp
chosen as the specific object of investigation. The short-live§Mission peaks with intensities exceeding the intensity of the
peaks of nonequilibrium emission in the(D33 — B3I) equilibrium emission .behmd the shock-wave front by several
transition at 340 nm were recorded in the experiments. Th@"ders of magnitude in some cases were detected at 340 nm.
upper level of the emitting33. state has an energy of the The characteristic rise time of the S|gnals.|n the peaks' was no
order of 5 eV, which is significantly higher than the disso-9r€ater than 0:20.5 us, and the decay time of the signals
ciation threshold of iodine moleculed.54 eVj; therefore, ~Varied in the range from 0.5 to 2s. The emission peaks
populating it by the successive excitation of vibrational lev-Were recorded in argon at Mach numbats-4.5, in neon at
els in “weak” collisions is ruled out, and the only mecha- M>4-2, in helium atM>3.7, and in hydrogen av>3.2.
nism responsible for the appearance of nonequilibrium emist/9Ure 1a) shows some characteristic examples of the emis-
sion in the vicinity of 340 nm in the transitional sion signals in the band gt 340.nm for Mach numpers of the
disequilibrium zone was provided by nonadiabatic “super-SNOck wavesdl =4.4—4.6 in the inert gases containing about
collisions.” 1% iodine andM =5.12 in hydrogen with the same admix-
ture. It is clearly seen that as the speed of sound in the carrier
gas increases, the amplitude of the peak increases sharply,
and the decay time of the signal increases appreciably in the
The experiments were performed in a shock tube with anert gases. It is significant that in all cases the rise time of
diameter of 50 mm, which was outfitted with equipment forthe signal is comparable to the translational relaxation time
emission and absorption spectroscopy having high temporaif iodine, while its decay time is significantly greater. This
and spatial resolution. The shock-wave velocity was meaeould be associated qualitatively with the stepwise relaxation
sured using piezoelectric sensors at three points to an accaf the excitation energy of states which are higher-lying than
racy no poorer than 1%. Before each shot, the shock tubthe observed energy levels of tRe'S, state.
was evacuated to a pressure of 20~ ! Pa and purged by the Figure 1b compares the signals obtained in mixtures of
gas under investigation. lodine vapor was admitted by passedine with neon at various Mach numbers. In this case in-
ing the gas under investigation through a vessel containingreases in the emission intensity and increases in the decay
crystalline iodine heated to a certain temperature. The initialime of the signal with increasing shock-wave velocity are
pressures of the mixtures investigated ranged from 133 tobserved. In the hottest regim® =6.19, T>4000K) a
2660 Pa, and the concentrations of the iodine vapor werguasistationary signal amplitude is observed, which is as-
varied in the range from 0.1% to 3%. The actual iodine consumed to be equal to the equilibrium emission intensity in
tent in the mixtures at the time of passage of the shock wavthe L(D33—B3II) band for the particular shock-wave pa-

EXPERIMENT
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FIG. 1. a—Oscillograms of the emission signala.at320—340 nm in mixtures containing about 1% various gases for equilibrium temperatures behind
the shock wavd ,=2100+ 100 K (At is the time between, i+ M collisions, M: 1—Ar, 2—Ne, 3—He, 4—H, (the signal in hydrogen has been reduced by
a factor of 2. b—Dependence of the emission signals\at320—340 nm in 1%+ Ne mixtures on the Mach number of the impinging shock wawe,
1—4.46, 2—5.95, 3—6.55. c—Example of the absorption signal of iodine molecules at ¥83.5nm (J, is the total signal from the probing source,
Jo—J4 is the absorption of iodine before the shock-wavefront, &gnidJ, is the absorption of iodine behind the shock-wave fralEmission pulse of
iodine in a shock-wave front in hydroget=—0.8% b in H,, T,=1770K, P,=1.73x 10" Pa;2—1.2% b in H,, T,=1955K, P,=1.88x 10* Pa;3—1.9%

I, in Hy, T,=2507 K, P,=2.62x 10" Pa.

rameters. Emission oscillograms of similar form were ob-of thermal dissociation of iodine show that the loss of iodine

tained at 340 nm for all the mixtures of iodine with inert molecules in the mixtures with the inert gases during the

gases investigated. period of <2 us following passage of the front can be ne-
In addition to the emission measurements, a special sgjlected with a high degree of reliability over the entire tem-

ries of absorption measurements was performed in the difperature range investigated.

fuse Cordes bands of the iodine molecules in the vacuum UV The results of the measurements in the-0226 I,+ H,

region at 180—200 nm. These measurements made it possitigyres occupy a special place among the data obtained. In
to trace the current concentration of iodine molecules and 1 the experiments performed at Mach numbers from 4.5 to

determine the possible influence of the thermal dissociatiop} which correspond to equilibrium temperatures behind the
of I, behind the shock-wave front on the actual level of theshock—wave front in the range from 1300 to 2700 K, ex-

emission signals. A deuterium-neon lamp, which has a con: . . )
. Ao N ; . tremely intense emission peaks were observed in the band at
tinuous emission spectrum in this region, served as the radig;: . .
. 40 nm. Moreover, the decay time of the signal was no
tion source, and a VM-1 monochromator served as the spec-

troscopic instrument. The spectral region at 18735 nm greater than s and decreased with increasing temperature

which corresponds to the maximum absorption coefficienté':'g' 1d. This effect could be associated qualitatively with

of the Cordes bands, was singled out in the experiment§.he rotational and vibrational relaxation of hydrogen and the

Figure 1c presents an example of the absorption signal &fective vibronic exchange prpcessﬂH_zglerHz(v).
187.5-3.5nm in a 2% 4+ 98% He mixture afl,=2750K Another special feature of the mixtures of iodine with hydro-

and P,=4.55x 10" Pa. The oscillogram clearly shows a 9en was the need to take into account the variation of the
sharp jump in absorption in the shock-wave front and a sloweomposition of the mixture as a consequence of the fast
drop in absorption due to the dissociation of iodine mol-chemical reactions in the + H, system. Calculations using
ecules. The dissociation rate constant determined from thign expanded kinetic schefeshowed that at 2500 K and
oscillogram isky=1.1x 10" cm®/mol-s, which agrees well 5x10*Pa the initial content of iodine molecules decreases
with the data in the review in Ref. 17. These data on the ratby 10% in 5 us and that a corresponding number of Hl
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molecules, which are optically active at 340 nm, appear durresolving the vibrational structure of the band, and since the
ing that time. The features noted, nevertheless, did not haveptical layer in the range singled out was known to be opti-
an appreciable influence on the level of the maximum emiseally thin for all the regimes investigated, it was assumed
sion of the iodine molecules in the peak, which was achievethat the equilibrium emission intensitje, in the L(D3%

in less than Jus. Therefore, the analysis of the efficiency of —B2II) band is proportional to the integral population of
high-energy collisions in iodine mixtures with hydrogen wasthe initial state[lz(D32)]:n’e‘q, which, in turn, is related by
distinguished from the analysis of mixtures with the inertthe Boltzmann dependence
gases only by the need to take into account the rotational

relgxation of I—i_, wh.ose time can be comparable to the trans- n&=nexp—E/KT,) (7)
lational relaxation time of iodine molecules under these con-

ditions. to the total concentration of iodine molecu[és] =n and the
excitation energye of the L(D33) state. Figure 2a presents
DISCUSSION data from emission measurements in mixtures of iodine with

The first step in the treatment of the experimental datd€lium, which were determined in the high-temperature re-
was the construction of plots of the temperature dependend@on from the stationary emission level and in weaker shock
of the emission intensity in the vicinity of 340 nm. To deter- waves from the emission maximum in the peaks. The mea-
mine the level of disequilibrium of the emission in the front, sured values od, were normalized in all cases to a constant
it was useful to compare the values obtained at the maxim¥alue, viz., the emission intensity of a standard tungsten
of the peaks with the equilibrium level of the emission in thelampJ, in the range 326 350 nm afT,=1600 K. The slope
I,(D3%—B3II) band observed behind the most intenseof the experimental dependence
shock waves. The width of the spectral range singled out,
which extended from 320 to 350 nm, naturally precluded  In(Jeq/Jo-n)oc /T (8
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should reflect the effective excitation energy of the upper y

I,(D33) emitting state. The straight line drawn according to 1,(D33)—1,(B3I) + hv. (11
the least-squares method through the data from the equilib-

rium measurements of,, gave E=5.45eV, which agrees
fairly well with the known geometry of the iodine
molecule® At the same time, the data obtained at lower
temperatures from the maxima of the frontal pedkseveal dn*/dt= Kegn2(0r KegnM)— kgn* n(orkyn* M) — yn*.

not only a significant upward deviation of the intensity from (12

the equilibrium value, but also a significant decrease in the However, the most important feature of the processes in
slope of the temperature dependence, whose physical mean- 2 . o :
P P P phy athe translational disequilibrium zone is the fact that the ef-

ing can be associated with the relative decrease in the co?—

. . ective “rate constant” of the excitation proces$) is an
centration of the kinetic energy of the shock wave to the . . :
. . L . . extremely strong function of time and, as will be shown be-
energy of the inelastic collisions in the translational relax-

X low, varies significantly even during the time between elastic
ation zone.

Figure 2b summarizes the experimental data on the in(—:OIIISIOnS At. On the other hand, the lifetime of tH2"

- - - state under investigation is#7 nm (Ref. 19, and under
tensities of the frontal peaks of nonequilibrium emission " . . N
L . : o the conditions of the experiments performed it was signifi-
from iodine in various gases in the form of empirical plots of o N
. : — cantly shorter than the characteristic quenching times. There-
(8). Besides the scale of the reciprocal temperamzré, the . _ i
: —_ - . fore, it could be assumed that the observed emission maxi-
scale of reciprocal equilibrium collision energy behind the

shock wavequ1=(kT2)‘1 is presented in the figure. It is mum is caused by the “production” of excited molecules in

clearly seen that an effect similar to the one noted for heliuma single, very high-energy collision:

in Fig. 2a is observed in all the gases investigated, its great- n* ~kq4n?At(or kefNMAL). (13
est magnitude being achieved in hydrogen. It should be
noted that the data obtained in thetH, mixtures are re-
garded as the values @f, calculated under the assumption

of translational-rotational equilibrium for the hydrogen mol- . o
g yerog gasM was carried out. It was found that the emission inten-

ecules, although the rotational relaxation time ofiinl such N .

a mixture can be commensurate with the translational rela §|ty in the peaks does not depend on the conc.entratlon of the

ation time of the iodine molecules. The assumption made @ght gases i and He and_ Increases proportionally to the
concentrations of the heavier carrier gases Ne and Ar. It was

based on the results of a control calculationTaf before luded on this basis thatt | llisi lav the leadi
rotational relaxation, which led to the physically implausibleconc_u edon this basis that 1, colisions piay the leading
role in exciting the iodine molecules in the lighter gases,

result of an extremely low level of emissi@gB—4 orders of ; . .
y d while the L+ Ne and }+ Ar collisions are more effective.

magnitude below the equilibrium leyetven at temperatures The furth fitati Vs d with i
near 4000 K. It can be theorized that the rotational relaxation . 1€ Turtheér guantitalive analysis was concerned with in-
lastic b+1, collisions in media of H and He. Under the

rate of hydrogen on iodine molecules increased significantl)? . . : .
as a result of vibration-rotation exchange with the iodine@Ssumption that the cross section of the nonadiabatic process

molecules, which have appreciable vibrational excitation al-(g) depends weakly on the collisional kinetic enefg

ready at room temperatures, according to the scheg | (1) can be represented in an approximation in the form
+H2—>|2+ Hz(r) keff% PnaO'e|F(Vij), (14)

In order to move on to a quantitative analysis of the h is the elasti lisi R is th
nonequilibrium effects on a shock-wave front, some assump/N€r€ dei Is the elastic collision Cross sectioRy, IS the

tions must be made regarding the kinetic mechanisms r‘_:;:_)robability of an inelastic transitiofthe nonadiabaticity fac-

Under the traditional kinetic approach these processes
are described by the following equation for the population of
excited molecules:

In order to determine which type of exciting collisions
dominates, 4+ 1, or I+M, a special series of measurements
of the dependence @ on the concentration of the carrier

sponsible for the appearance of the emission observed. It hi&): and

already been pointed out above that the measured emission o

intensity in the band at 320—-350 nm reflects the integral _

population of the 4(D33) state, which is determined in the F(V”)_J f F(vif(vj)dvidy, (15

general case by the balance between the excitation of iodine Vil (min)

in single supercollisions of the type is the collision integral, which transforms in the case of
. translational equilibrium into the “Arrhenius factor” of the
eff 3 rate constant2)

o+ 1,(or+M)— 1,(D°%) +1,(or+M) 9)

Feq=(v)exp(—E/KT,). (16)
(whereM denotes the carrier gases He, Ne, Ar, andl &hd
the deactivation of excited molecules, which can occur botq N
in quenching collisions of the type 2

Figure 3 shows the evolution of the valueskd(iv;;) for
I, collisions in the translational relaxation zone of a
shock wave relative td-o,, which was calculated on the
Kq basis of a numerical solution of the Boltzmann equation by a
1,(D33) +1,(or + M)— I, +1,(0r + M), (100  modified Tamm-Mott-Smith methddA comparison of the
calculated~(vj;) profiles with the experimental data in Fig.
and as a result of the radiative transition la reveals qualitative similarity both in the rise times of the
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25+ Figure 4 presents the experimental values ofiifr)
measured in He andHas a function of the reciprocal of the
201 effective collision energy; . Besides the values &;=E*

calculated from formula$l5) and (18), the figure presents
estimates of the effective collision enerdy=uv?/2 [u
=mim,2/(mi+m|2) is the reduced masén the approxima-

s tion of a molecular beam of light E=E,

5L ~myev?/2my v?/2) and heavy E=E,=m,v?/4) mol-
ecules moving with the flow velocity behind the shock wave.

0 I It is clearly seen that the use of such valuesEpfand Ej,
=100 =50 : 3 " 50 00 leads both to significant disparity between the absolute val-

ues ofn* in He andH, and to obviously incorrect values of
FIG. 3. Evolution of the functiorF (v;;)/Fq [formulas(15) and (16)] for ~ the excitation energ¥ of the L(D33) state. At the same
I+ 15 collisions in the translational relaxation zone of shock waves in mix-time, the plots of |n(|*/n)o<(E*)‘1 describe the experimental
tures of 19 } with various gases foM =4.5 andE=5.45eV.1-4—same a3 quite well both from the standpoint of the agreement
as in Fig. 2b. .. .
between the absolute valuesrdt in different gases and with
respect to the slope of the common tangent, which is closely
signals and in their dependence on the kind of carrier gas. Agonsistent with the value obtained abolfe=5.4eV. This
the same time, the characteristic decay times of the signalggsult allows us to draw the fundamentally important conclu-
as we have already noted, are roughly an order of magnitudgion that the model used for an approximate solution of the
longer than the calculated relaxation tinfegv;;) and prob-  Boltzmann equatidhleads to correct values of the effective
ably characterize the integral relaxation time of the electronienergies of J+ 1, collisions in the wave fronE* calculated
energy of the iodine molecules stored in the front. Anotherfrom formulas(15) and(18), and such calculations can now
very important conclusion following from an analysis of the be used to quantitatively analyze diverse experimental data
plots in Fig. 3 is thaf(v;;) and thuske vary significantly — on inelastic processes in a shock-wave front.
even during the time between-t |, collisions, i.e.,At, A comparison of the values dE* obtained with the
_ -1 equilibrium collision energies behind the frol,,=kT,

At=(noe(v)) " an [Fig. 2(b)] permits determination of the real scale gf the non-

Moreover, as was indicated above, the observed emisequilibrium effects in the translational relaxation zone of a
sion maximum is caused by the “production” of excited shock wave. In particular, it can easily be seen that the mean
molecules in a single, very high-energy collision, whose ef-effective energies of the most high-energy-1, collisions
fective energye* can be estimated by writing, in analogy to iy the shock-wave fronts in He and,Hare roughly 5—10
Ref. 16, times greater than the equilibrium values in the flow behind

F*(vi;)=(v)exp(—E/E¥). (18 the front. _ _

The more focused view of the experimental plot of
In(n*/n)><(E*)~* shown in Fig. 4b reveals that its slope in-
Xreases slightly with increasirig* . This finding can be in-
SLerpreted in two ways. If we adhere to the assumption made
above[see formula13)] that the probability of the nonadia-
batic transition(9) P~ const in the range of collision ener-
n* ~k¥; n°At. (29 gies under consideration, the observed change in the slope
can be associated with a change in the mean effective exci-
tation energy of the iodine molecules acquired in the front.
n*/n=Pexp —E/E*). (200  For example, under the weakest regimes vith~0.5eV

Here F*(vj;) is the maximum value of the integralb).
These assumptions made it possible to estimate the ma
mum values of the concentration of excited molecule
n* =[1,(D33)] “produced” during the timeAt with ne-
glect of the quenchingl0) and the radiative processékl)

Taking into account14) and(16)—(18), we obtain

c b a
E=96eV Xk E=845ev

FIG. 4. Comparison of the nonequilibrium
populationsn* of the L(D®3) state as a
function of the effective collision energy
E; in shock-wave fronts in heliurtf) and
hydrogen (0): a—E;=E;=my,-v?/2,
Mye-V2/2; b—E;=E*; c—E=E,=m,,
-v2/4.
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log 7,

FIG. 5. Probabilities of nonadiabatic su-
=8y percollisions of the type kI,

-22 —1,(D32) +1,: a—determined from ex-
perimental data using Egq. (22);
b—adiabatic transition probability calcu-

Q'g —24 lated from Eq.(22).
(o))
ke

~26

-28 1 ) ) n

0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
1E™ , evT

the observed value @& is close to the zero-point energy of It is noteworthy that besides the extremely large differ-

the L(D3X) stateE’'=4.8eV, while in the most intense ence between the absolute valuePgf andP,q4, which can
shock waves, where the collision energy in the front reacheseach 18%(!), the calculated values of the adiabatic transition
E*~1eV, the mean excitation energy amounts Eg probability P4 exhibits an effective energy threshold, which
=8.5eV, which is close to the dissociation barrier of theis more than twice as great &=5.45eV and can be asso-
| ,(D%3) state. Such a conclusion can serve as indirect coreiated with the increase in the contribution of the high-
firmation of the assumption made above that the long decagnergy “tail” of the distribution function with increasing
time of the observed emission peaks reflects the stepwise*. On the other hand, the real transition probabilRy,
relaxation of the higher-lying iodine states populated in thedepends quite weakly on the collision energy, i.e., it has a
front. threshold at roughly one-half @&. Qualitatively, these facts

On the other hand, the variation of the slope of the plotsare evidence that the+1, collisions are a certain type of
in Fig. 4 can be associated specifically with the variation ofnonadiabatic supercollisions, which most probably involve
the transition probabilities as a function of the collisionalthe formation of the intermediate complex IObviously, a
kinetic energy. Under such an assumption the current valueguantitative analysis of the mechanisms of nonadiabatic tran-
of P, can be extracted directly from experimental measuresitions in b+1,—1,+1,(D33)+1, collisions based on an
ments. In fact, after determining the ratio of the emissionexamination of the potential surfaces of is beyond the
intensity in the peakl* to the intensity obtained by extrapo- scope of the present work and can be the subject of a special
lating the corresponding equilibrium dependerig [Fig.  theoretical treatment.
2b] and taking into accoun(7) and(20), we obtain

J* n*  Phsexp(—E/EY) -

Jeq Ngq  eXP(—E/KTy) - (21 CONCLUSION

Figure 5 compares the experimental valuesPgf with

the effective adiabatic transition probability 1. Sharp emission peaks have been recorded experimen-

tally at 320—350 nm in shock-wave fronts in inert gases and

Paa=(1/F(vj))) hydrogen with an admixture of 0.1-3% molecular iodine.
This emission has been assigned to theéDFS— B3II)

XJ _ f eXp(—é)Ivij|f(vi)f(vj)dvidvj band, wh|_ch is Ipca}t_ed at the excnan_on energies 5.45

vij (min) —1.8¢eV, i.e.,, is significantly above the dissociation thresh-

22) old of iodine(1.54 e\).

2. The emission intensity in the peaks increase signifi-
calculated with consideration of the Massey parametegantly with increasing speed of sound in the carrier gas for
¢=Ealhv; (E=545eV, a=2A s the impact shock waves with a fixed Mach number. The maximum
parametezrb). Both probabilities depend exponentially on the emission intensities in the lightest gagete and H) exceed
collision energy and can be approximated by the simple rethe equilibrium values by a factor of 16 10° at Mach num-
lations bers in the range 32M <5.5.

P,.=1.75¢ 104 exp( — 2.66E*), 3. The emission intens_ity of the iodine mo!e(_:ules did not
depend on the concentration of He angl, Hbut it increased
P.q=4.61x10 Pexp — 13.27E*). proportionally to the concentrations of Ne and Ar. It was
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Stability of a charged drop of a viscous electrically conducting liquid in a viscous
electrically conducting medium
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A dispersion relation is derived for capillary oscillations of a charged electrically conducting
viscous drop in an electrically conducting viscous medium. It is shown that aperiodic instability
of the charged interface between the two media can arise in this system, with a growth

rate that depends qualitatively differently on the ratio of their conductivities in different ranges
of values of this ratio. In a certain range of conductivity ratios the drop undergoes

oscillatory instability. © 1999 American Institute of PhysidsS1063-784209)00510-3

Investigation of the electrostatic instability of a charged () 1 ' _ '
drop of viscous liquid suspended in a different viscous liquid =~ ——=— ﬁVp(')Jr vOAUD; =1, 2; )
is of great interest in connection with many applications in P
which this effect appears: in technologies for the uniform divu®=0: divj;=0; %)

mixing of immiscible liquids, in the practical problem of
mixing fuel and oxidizer for the burning of liquid fuels, and ji=0iE;, E=—-Vd,, 3)
in geophysical experimentsee, for example, Refs. 1-4 and .
the literature cited thereinNonetheless, many questions re- 2nd the boundary conditions for them
lating to this problem have as yet been investigated very (—R : &,=¢,; (4)
little because of the complicated experimental technique and
the difficulty of the theoretical calculations. This refers also  r=R+¢&  u)=ul@; (5
to the effect of the finite rates of charge redistribution in the D) ()
two liquids on the mechanisms leading to instability of the Uy =Ug’; (6)
charged surface of a drdp.
1. We shall consider a system consisting of two immis- UEl):UEZ)Ié—g; )
cible incompressible liquids with densitigé") and p® and at
kinematic viscosities™) and v(?). Because of surface ten-
sion, which we denote bw, the interior liquid, which we 6+ pMp®
label with an index 1, will assume the form of a spherical
drop with radiusR. We assume further that the liquid in the
drop possesses conductivity; and permittivity e,, while +p()(2)
the exterior medium is conducting with the constamjsand
€,. Let a spherical electrode of radiby <R, such that the
effect of the electrode on the flow of the liquid in the dropis  II,,+ pMp()
negligibly small®’ be located at the center of the drop. We
assume the electrode potential to be constagptl et a con-
stant current, giving rise to accumulation of electric cha@ge +p2(2)
at the interface between the media, flow between the central
spherical electrode and a spherical counterelectrode, located (1)
at infinity in the exterior medium and maintained at zero ~ —pM+2pMpH—
potential. We shall seek the spectrum of capillary oscillations
of the interface. aul?
In a spherical coordinate system,©,¢) with origin at =—p@+2p@2) ar ;
the center of the undisturbed drop, the equation for the inter-
face between the two liquids has the form D, =Dy, (11)

1ou®  aul) 1
r 90 ar r

10u®  ou® 1

r 90 ar r

; 8

(1) (1)
1 du auy, —Eu(l)
rsin® do ar r-¢

=TIy,

) @)
1 Ju +(9U‘P —Euf)

rsin® Jdo ar r ; ©

ar +P.— Pe

(10

— dx
r=R+¢(0,0,0). 4 0-(05Ey— 1B+ iV (2t + xbE, ~ D,V ) =O;
The mathematical formulation of the problem formu-
lated, linearized around the equilibrium state, consists of the _ 1 .
x=—N-(gE;—e1Ey); (12

system of equations of electrodynanfics 4
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r—o: ®,—0; (13 Substituting the expansiofi8) into the incompressibil-
. L ity condition (2), we obtain
the condition that the volumes of the liquids are constant
Av{=0. (19)
f £(0,¢,1)d0=0; (19
@ Substituting the expansiofi8) into the Navier—Stokes

the condition that the center of mass of the system is statiorquation(1) gives three independent equations
ary

1 (i) _(Nllgi) (1) (i)
—pe+ — WA =0, 20
f £(0,9,0)6d0=0, (15 S0 PO T TR (20
Q
where&(0,¢,t), u(r,t), andp(r,t) are the perturbations of Taking condition(19) into account, we obtain the scalar

the shape of the interface, the velocity field, and the pressurgnalog of Egs(1) and (2) Whig)h consists of independent
field, respectivelyy is the surface charge density at the in- €quations for the scalar fields;
terface;b and D¢ are the surface mobility and the surface

diffusion coefficient of charge carriers; divs the surface 1 3‘1',0)

MN_(1=.)— —1 =
divergencé p, (&) is the surface-tension pressure Av-1 51'),,(0 at 0 D
o ) o
Po(&)=— E(2+ Ag)E (16)  and expressions for the pressure fipld
. : o ALY
pe is the perturbation of the electric-field pressirg, re- pi)=—p o (22)
lated with the capillary deformation of the interfad&;s and at

IT;, are the electric components of the tangential component ) ) .
of the stress tensors due to the currents of the charge redis- /& NOW substitute the expansiot®) into the boundary
tributed as a result of deformation of the interface betweerfPnditions(5) and(6), and after uncomplicated mathematical
the media accompanying thermal capillary motion of the lig-transformations we obtain

uid in both media;*°

J d
2 v+ —re®| - | p@+ —rpd|=0, (23
2 2 27, ar ar
PEzg[szEzn_81E1n]+(81_82)8ﬂ_a
. v -wd=o. (29
II,,=—E;,Ei,; i=1,2; 1 . .
Y (A7) Similarly, we obtain the scalar analog of the boundary

E;, andE; . are, respectively, the normal and tangential com-Cond'tlonS(g) and (9)

ponents of the electric field vectory and 7=¢gy, €, are
mutually orthogonal unit vectors of the normal and two tan-
gent vectors with respect to the surface of the dibps the

g 1 9
sne %(Sm@[ﬂm—Hz@])Jr m@(nhp—ﬂch)}

Laplagian operator, and, i.s its angular part in.a spherical g v 2yl (2+Ag)
coordinate system; and{) is an element of solid angle. +pMWyM)| 2— oy s _ @ 0
We shall construct the solution in dimensionless vari- arr ar? r?
ables, in whichR=1, =1 andp® or p®=1. We retain
. . . J \I}(z) 0’;2\1;(2) (2+A )
the freedom of choosing the scaling parameter, which has the (2),(2) 9~ ~1 3 _ Y y@| =0
dimensions of density. In the discussions below we retain the ar r ar? r2 2 '
density of both media and decide which dengify or p(® (25

should be set equal to 1 after the final expressions have been
obtained. All other quantitie¢for which we retain the old
notation will be expressed in units of their characteristic
values.

2. We shall now scalarize the problem, using the proce-
dure developed in detail in Refs. 9 and 10. The desired ve- + p1)y()
locity field u(’(r,t) can be decomposed into a sum of three
orthogonal fields, which we shall enumerate with the ingex
assuming the valugs=1,2, and 3,

J
sin® %mm_nw]_ sin® do

g Wi

fr— ——

r

(Siﬂ@[Hl‘p—HZQ])}

g
—p@v@r——1=0. (26

The scalar analogs of the boundary conditi¢is and
(10) are obtained immediately by substituting the expansion

uOD(r,t) =V (r,t) +(VX1r)¥y(r,t) (18) into the expression for the pressure fi¢hP)
H(IXV)XV)Wy(rt), i=12, (19 A S S | O D) S
whereV; are scalar fields. T St A T T U BT 27
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(1) 247 (1) 1)
p(l)’wl +2pWy w71 = —2pMyMA iq’T] JQ
(2) 2(2)
+P.—Pe= ,)(2)‘9\1’l +2p@2)
ar?
9 v
—2p@y <2>AQET . (28)

The constant-volume conditioii4) remains unchanged,
and substituting into the conditiofl5), expressing that the
center of mass is stationary, the expansion of the unit vector
of the spherical coordinate systemin terms of unit vectors
of the Cartesian system we obtain

We can see from the system obtained that the field
has no effect on the change in the shape of the surface, since
the problem of finding it does not depend¥n, ¥, and¢
and it does not appear in the equations¥oy, ¥,, and&.

3. We now proceed to the solution of an ordinary scalar
boundary-value problem. We seek the solutions of E2{b.
and the functior¢ in the form of the expansions

\P}i):% W)Y e exp(SY),

E= ZYmneXp(St), (30)

where S is a complex frequencyY ., =Yn(®,¢) are
spherical harmonics, the indew in general assumes values
from 0 toe, and the index assumes values fromm to m.
To simplify the notation, we omit the indicesandm in
the quantities*lfj(')(r) and Z. From the conditiong14) and
(29) we obtainm# 0 andm# 1. Substituting the expansions

aw ()
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1 J H
sin® Ers

d
%(sm@[ﬂl@ H2®])+S|n® P

g Py PwP(r)
+

2
ar r t9r2

—sz)}YmndQJr Py

a w(r)

+(m—1)(m+2)\1fg1>(r)l 2) (2){2(% .

v P(r)
ar?

[W&”(r)

+(m=1)(m+2)¥P(r)|=0

ar

|

+m(m+1)\1fgl)(r)}

Jv(r)

S T m(m+ 1)\If(32)(r)} =

S +m(m+ 1w (r)—sz=0;

P¥(r)

ar?

g w§(r)
+20Wm(m+1) - |~ p@| sTPr)

P sTM(r)+2,D)

U PAr)
————+2@m(m+ 1)
ar? r

+2v3@

0 wA(r )]

+(m—-1)(m+2)Z— f PeYndQ=0;
Q

()= w§(r)=0;
f 1 J
Q

sin® %ml@

1 9
~z0)~ ghe 70 (SNG4,

(30) into expression(16) for the surface-tension pressure q,(l)(r)
gives H2¢])}Ymndﬂ+p(1) ] — - }
pazg‘,n (m=1)(M+2)ZY,,expSt. (31) ] 2 a ‘I’(Z)(r)} -
’ a r
We now substitute expressiori30) into Eg. (21) and The solutions of Eqs(32) have the form
find the equation for the radial functions
‘ ' Wi(r)=byr™  Wi(r)=c,r (MY
2wy 2dwri(r) o) ()
- 1 2f
dr2 r dr 2( ) bZ |m(X) 2( )_ 2km( )
S m(m+1) )
21— sy Wy = (Xqr) Km(Xar)
L(i)(l 8yj) + 2 ]\PJ (r)=0. (32 wi(r)=b, m( i W2(r)= 3%’ (34)

Substituting expression80) and (31) into Egs. (23—  where x;=+S/v; and x,=S/vy; im(X) and ky(x) are
(28), we obtain the boundary conditions for the functionsmodified Bessel functions of the first and third kinds; and,
wO(r) andc; are constants.
Solving the electric part of the problem, the equations
(3) with the boundary conditiong}) and (11)—(13), we rep-

a a
(1) —rpd) — 2 —ryp@ =0:
[\Pl (r)+ ar s (r)} [\Pl (1+ ar s (r)} 0 resent the perturbation of the electric-field pressure and the
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electric components of the tangential components of the We now substitute the solution for the radial functions

stress tensofl7), using the solution$34), in the form v(r) (34) into the system of boundary conditiori33).
% 1 Taking Egs.(35) into account and using the recurrence rela-
pe~— ? gﬁ 3 [942 m(m+1)g,0s tions for the modified spherical Bessel functions
"9 00 imea(x)  m
i X in(X)  ig(X) X’
x| b+ xl%)(()l)ﬂml) b3 ]Ymnexp(St); m(X) m(X)
m 00 2ima00 [ mm-1)
Qa(02—01) im(X) X im(X) x2 ’
Hl@)—Hz@”?z L 7Z—m(m+1) " "
moz kn(0 _ Km-a(X) _m+1
X go(1—RE* M) by + Xl—IT+(1)((X)1) Km(X) Km(X) x
ma Kin(¥) 2 Kip_1(X) (m+1)(m+2)
Y m =% -5 |
+(m+1) b3” ) “exp(SY); k(X)X k(%) x?
after transformations we obtain a homogeneous system of
Qx(oy—0y) 1 linear equations for the coefficienlts, c,, bs, c3, andZ
H1¢_H2¢*L21 > | 72Z—m(m+1) .
4mg; mn =m Im+1(X1)
b, +bs Xlw'i‘(m'Fl)
X go(1-RE V) b, + XlL(l)
Im(X1) Km-1(X2) .
—CitCy Xo—~— k() +m|=0;
2
+(m+1)|b
(m )) 3 )SII’]@ dep [ (1, Mo(m—1)— Q (op—0q1) m(m+1)
R 92 Lm
Q= o002 i N=Seg,+47mo;;
1 I | 1
[U1R0+0'2(1_R0)] X(l—R82m+1)) b1+ p(l)y(l)[ 2% 1|m+(1)((x)1)
pi=NiFm(m+1)Dee; ) o
m(m+1
Lo, 8)=d(;) +m(m+1)Qb(1—RF™); +x242(m—1)(m+1) _f_ﬁ( g o (L :
2 m

d( )= pame+ po(M+1) + (g — o) (M+ L)RE™ L, L1(x0)
X(1— R<2m+1>)[ T( %y T(M+D

0=\ N (M) (A= Ag) (M4 DRE™ D, +[Q_2Mi,72]z
Lm

o

d(gj)=e1m+ey(M+1)+ (g1~ &) (M+1)RE™ Y,

4’7T 92
91=(2\1—Ny(m+1)) o+ N0 (M—1); 2

+[p@1@2(m+2) ¢, — pPp@
02=¢€2017¢€1072; Lp ( Jeamp

(X2)
gs=0,d(\)+gq[1-RE™V]; K-z

2
X | 2x z—km( %) +x5+2m(m+2)

C3:O

gs=sz0{(M+1)p3—(m—1)o[d(u;)+m(m+1)
XQb(1—RE™ )} +g,0,{[m+ (m+ 1)RE™ D9,
—20,d( i) —o,m(m+1)Qb[(M+2)
T+ (m—1)RE™ D], ( O(s+2vPYm(m-1))— —

mb;+m(m+1)bs+(m+1)c,—m(m+1)c;=0;
mb; +m(m+1)b;—SZ=0;

21 m(m+1)
4mwg, L, o/t

gs=[(M+1)e,01+Meyo,]— (M+1)g,RE™ Y, m+1(X1)

0 ”m_l)}

Q% 1 m(m+1) Im+1(Xq)
47T gZ Lm 5| % im(X1)

—p@(S+2v2(m+1)(m+2))c,+2p?

+{ 2pMpBm(m+1)| x

h1§(281_(m+ 1)82)+82(Tl(m_ 1),

h,=h(1-RE™ V) + g,d(&)); +(m+1)

=0 +tm(m+1)Dshy;  7,=gz+m(m+ 1)Dsh2(;3 )
5

Q is the total charge of the drop—medium interface in the
equilibrium state.

Km-1(X2)

X v(z)m(m+ 1) sz
m\A2

+(m+2)|c
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Q%1 acter of the hydrodynamic motions that arise; this ensures
+| (m=1)(m+2) + yP— L_ Z=0. that the model used in the analytic derivation of E@$) is
95 acceptable.
This system possesses a nontrivial solution only if the =~ Numerical methods were used to investigate the behav-
determinant constructed from the coefficients with unknowndor of the family of dependences of the real @t@nd imagi-
by, ¢;, bs, Cs, andZ is zero: nary (ImS) components of the complex frequency on the
conductivity o, of the exterior medium for various values of

detay=0; 1<l k<5; (30 the permittivity of the drop 1&&,<80. The curves pre-
a;=1; a;=-1; alszf%)(xl)Jr(er 1) sented in Figs. 1a and 1b were obtained ficr2 ande,
=2. In Figs. 2a—2d the analogous curves were obtained for
a1, =fD(x)+m; a;==0; g,=4.
) All calculations were performed with a supercritical
Q? (0~ 0y) (M(M+1))

(with respect to the Rayleigh valueparameterW: W
=1.1W, (W,=n+2;n=2,3,4,... —mode numbef)The
dimensionless kinematic viscosity of the drop and the exte-
rior medium were assumed to be the samg=v,=v
=0.02; the exterior medium was assumed to be much less
dense than the drop mediupt?=1 andp®=0.01; in all
calculations the dimensionless electric conductivity of a drop
was assumed to be I;;=1; moreover, the charge-carrier
mobility and the surface diffusion coefficient were assumed
to beb=0.01 andD =10, respectively.

According to the numerical calculations, the complete
family of branches of the dispersion relation is infinite be-
cause the set of poloidal vortex motions which arise is
infinite.!! Calculations were performed to investigate the in-

a21_ Z(m l)p(l) ) 477_ g2 L
m

X (1_ R(()ZTTH-].));
ay=2(m+2)p@p?);
ayg=p MW= 2fD(x ) +x2+2(m—1)(m+1)]

Q? (op—0) m(m+1)
Am Jd2 Lm

X{f O (xg) + (m+1)};

(1_ R(OZI’TH' 1))

azs= = pPP[ 21 (xp) + 35 +2m(m+2)];

2 (o
azs=Q— Minz; ag=m; stability of the capillary motions of the liquid that are not
4m g5 Lm associated with poloidal vorticé$.However, for complete-
ness, all branches of the dispersion relation which are real-
azp=(m+1); ag=m(m+1); axy=mm+l);

ized in a prescribed range of the characteristic physical pa-

azx=0; a;=m; az=0; rameters are presented in the dependences.
Two types of aperiodic instability are observed in the
ag=m(m+1); agu=0; agx=-S dependences shown in Fig. 1la. A type-1 aperiodic instability

with £,=40 is represented by the brantland is character-
Os; ized by a growth rate decreasing monotonically with increas-
ing o, from the maximum value fos,= 0, corresponding to
the growth rate of the Rayleigh instability, to zero fep
=0.005. Ase varies in the range ¥e,=<80, the changes

2 1 m(m+1)

as;= pY[S+2m(m— 1)1/(1)]—477 5 L
m

as,=— p@S—2(m+1)(m+2)p@ (2,

asg=2pMrMm(m+ D[ fP(xy) +(m—1)]

Q? 1 m(m+1)

(1) .
A gz Lm gS{fm (X1)+(m+1)}'

ag=p@v@2m(m+1)[fE(x,) +(m+2)];

in the behavior of the branch fall within the thickness of
the line representing this curve in Fig. la.

A type-ll instability is illustrated by the branch&s(e;
=80) and 3 €,=40). It is observed in the range
0,>0.005 and is characterized by the fact that its growth

rate increases withr,, reaches a maximum, and decreases to
g* zero aso, increases further. There is a one-to-one correspon-
L dence between each value of in the interval®®* and a

T 92 curve of the one-parameter family, formed by a continuous
i a(Xg) K 1(X5) mapping of the brancR into the branch3 as &1 decreases
W' 2) =X ZW from 80 to 40. In what follows we shall call this character of
mioL the dependences, witty varying continuously in the inter-

4. The dispersion relatiori36) was analyzed numeri- val bounded by its values for which the diagram of the
cally. The parameteWEschSMTr was used to characterize branches is presented, intermediatlative to the branches
the intensity of the electric fiel@charge of the dropat the 2 and3). It is evident from Fig. 1a that the growth rate of the
interface between the media. Fep=0 this is the same as instability is determined in some range of valuesogfthat
the definition of the Raleigh parametét?W=Q?%/4xe¢,. does not contairr,=0; on this interval it reaches a maxi-

The radius of the in-drop spherical electrode was asmum and decreases to zero. The magnitude of the maximum
sumed to be the sani®,=0.1 in all calculations. According and the width of the interval within which instability is ob-
to Refs. 6 and 7, the presence of a solid spherical core foserved to decrease substantialljeaslecreases. The position
Ry<<0.5 inside the drop has virtually no effect on the char-of the maximum shifts rightward. For ;<40 the type-II

2
ags=(mMm— l)(m+2)+ Q—

fO(x)=x, f@(x
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ReS[ b

ReS a
051
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FIG. 1. a — Real and imaginary components of the dimensionless complex frequency of capillary motions of a liquid versus the dimensionlessyconductivi
of the exterior medium: a branch corresponding te- 80 lies within the thickness of the cunde for £ ;=80 branch2 of a type-Il aperiodic instability and
branch4 of damped oscillatory motions are additionally observed;efpr 40 branch3 of a type-Il aperiodic instability and branéhof damped oscillatory
motions are observed. b — The part of Fig. 1a near the origin of the coordinates: the brarGlsracterize the behavior of the same branches as in Fig.
1a;6 and7, in contrast to Fig. 1a, divide into two individual curvessand9 — poloidal vortex motions witte ;=80 and 40, respectively.

aperiodic instability is not observed, and the correspondingreases appreciably with increasingand passes through a
branch lies on the bottom sheet of the Riemann surf&, minimum ato,~0.1. In the range 18¢,<80 the branch
on which the dispersion relatiof36) is defined, everywhere whose dependence an, is similar to the branche4 and5
with the exception of the small regiom,C[0,0.02 where s essentially identical to the bran&hand is not shown in
for this branch R&<0. The corresponding curves are not Fig. la.
shown in Fig. 1a so as not to clutter the figure. Thus, the The left side of Fig. 1a is constructed in Fig. 1b on a
characteristics of a type-Il instability depend strongly on thelarger scale. The branch separates near its right-hand end
electric properties of the medium. into two parts, designated by the numbérgs;=80) and7

In all cases studied, the branghis accompanied by a (e;=40). The calculations showed that variatioregfin the
branch of the dispersion relation determined on the bottommange 16<e,<<80 does not appreciably influence the growth
sheet of the RS, which coincides with brantlat least to rate of the type-l aperiodic instability. It was found that the
within the thickness of the line.As, increases, continua- motions corresponding to the branch2ge,;=80) and3
tions of the branch and the accompanying branch of the (e,=40) for small values otr, are damped oscillations. In
bottom sheet into the region <0 are bounded by the addition, aso, increases, the damping decrements decrease
branch point, from which a branch of vibrational motion de-to ~0.02 and switch to the bottom sheet of the RS.As
velops — the branche$ and5 in Fig. 1a. The permittivity increases further, each of the brancleand 3 approaches
£,=280 corresponds to the braneh while £;=40 corre- the branch point, which is the origin of the same branch of
sponds to the branch For ¢4 taking on values in the range the aperiodic instabilityFig. 18, accompanied by an aperi-
40<e,<80, the behavior of the corresponding branches isdic branch on the bottom sheet of the R&is branch co-
gualitatively the same, and the branches themselves occupycides with the curve on the first sheet to within the thick-
positions between the curvdsand5. The frequency of the ness of the ling As &; decreases from 80 to 40, the
vibrational motions grows very little with increasirrg and  frequency and damping decrement of the motions discussed
increases rapidly with increasing,. The damping decre- above increase from values determined by the brahoh
ment of the vibrational motion increases with for values values corresponding to the bran8hBesides the branches
of o, from a neighborhood of the branch point. &s in-  enumerated in Fig. 1b, there are also branches of vibrational
creases, the damping decrement of the periodic motions deaotions 8 (for £,=80) and 9 (for £;=40), describing
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ReS| 1 a
014 Re§ K / b
J
051
0 0275 0;0 = 0 \ ) \ L2 FIG. 2. a — Same as in Fig. 1a for
’ ) 2 s = g a-10° £,=4. b — Behavior of the branches
‘ of Fig. 2a near the origin of coordi-

2 -0.5—_/2//\’——/ nates calculated fog,=80: 2,3 —
-0.1+ - damped oscillatory motion. ¢ — Be-
/ havior of the branches of the disper-
Im$ sion relation, calculated fog,;=70
/ (3,4 and 60(5,6), near the origin of
3 3 the coordinates. d — Behavior of the
branches of Fig. 2a with,; =10 near

L 2 Im$ the origin of coordinates and6 —
damped oscillatory motions.

poloidal vortex motions. According to Fig. 1b, ag de-  sion relation for small values af, (on the left-hand side of
creases from 80 to 40, the range of valwesfor which the  Fig. 29 in the range 18 e,=<80 it is not enough to consider
corresponding motions are observable expands rightwaraénly the extreme situations, =10 and 80. For this reason, a
For 10<&,=<40 the configuration of the branches of the mo-configuration of branches calculated foy==80 is presented
tions being analyzed is essentially identical to the figure corin Fig. 2b; the configuration fog,=70 and 60 is presented
responding to the value; =40. The values 48&,<80 cor-  jn Fig. 2c; and, the configuration far, = 10 is presented in
respond to branches with intermediate behavior relative tgrjg 24. It is evident from Fig. 2b that for the scale em-
the branche and 3, branchest and5, branchess and7,  pioyed, besides the unstable branctiesnd 2, branches of
and branches and9. “two oscillatory motions3 and 4 are present in the upper

In contrast to Fig. 1a, the dependences presented in Figpaet According to the numerical calculations, the bragich

2a were obtained for a different value of the permittivity of switches to the bottom sheet of the RS fey=0.005 and

the exterior mediume,=4. The branchl has the same branch4 for 0,=0.005. In Fig. 2c, the previous enumeration

meaning and shows the same behavior as the same branch iRy, . _ 70 is retained for the curvedand4 (the unstable
Fig. 1a. However, there are fundamental differences. !

S D . Abranches are once again described by the cuivasd 2).
type-Il aperiodic instability is not observed, since the Corme~— - "came fiaure shows the computational results obtained
sponding branches lie in the bottom sheet of the RS and are g P

not shown in Fig. 2a. At the same time, the vibrational mO_With £,=60, and the branches associated with the instability
tion (denoted in I.:ig 2a by the numbez<or £,=80 and3 correspond, to within the thickness of the line shown, to the

for &,=10) engendered at the branch point of braadbe- branched and2. The branches and6 form as the branches
comes unstable as, increases tar,~0.01. Thus, it is evi- 3 ant;i4 reconnect as; decreases from 70 to 60. The branch
dent from Fig. 2a that fok,=4 and 16<¢;<80, in some 6 switches to the bottom sheet of the RS @2_0.08 and
range of values ofr, that does not contaim,=0 an oscil- he branchs for 05>0.008. Further evolution of the
latory instability with growth rate reaching a maximum in branchesS and 6 as e, decreases te;=10 reduces to a
this interval is observed. The value of the maximum and th&ontinuous increase in the growth rates of the instability and
width of the range of values af, where oscillatory insta- the frequencies of the motion 6 and to rightward expansion
bility occurs decrease substantially with increasinpgwhich ~ of the range of values of, where the motion 5 is deter-
is opposite to the behavior of a type-Il aperiodic instability in mined. Figure 2d shows the corresponding dependences cal-
Fig. 1a. The position of the maximum shifts leftwardsas  culated fore,;=10. Foro,=0.005 the frequency of the mo-
increases. The frequency changes very little as a functiotions described by the branch are much lower than the
of £4. value of the corresponding damping decrement, making it
To describe the behavior of the branches of the disperpossible to assume the motion to be aperiodically damped.
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FIG. 2. (continued

According to the numerical calculations, fer;=10 the Dependences similar to those considered above can be
branch5 moves off the first sheet of the RS fop=0.04 and  obtained for other modes. Figure 3 shows the unstable part of
the branct6 for o,=0.4. The values 18¢,<60 correspond the branches associated with the type-Il aperiodic instability,
to branches with intermediate behavior relative to the samahenn=4. The branct? was constructed fot; =80, while
branches in Figs. 2c and 2d.

Figures 1la and 1b and 2a—2d show that for nonzero con-
ductivity of the exterior medium, besides a Rayleigh insta- Re S
bility, one other type of instability is also observed. Its char-
acter depends strongly on the dielectric properties of the 06
exterior medium. Thus, as, varies from 2 to 4 the instabil-
ity changes the aperiodic behavior to oscillatory. The aperi-
odic behavior is characterized by an increase in the growth
rate of the instability with increasing,, whereas the growth i
rate of the oscillatory instability decreases substantially with
increasinge4. In both cases a non-Rayleigh instability is
observed with a supercritical value of the paramé&teand
exists in a certain range of values of, not containing 0.2
o,=0. Forg,>0.25 instability was not observed in any of
the situations that were analyzed. The calculations show that
ase, increases, the spectrum of the damped poloidal oscil-
lations occurring together with the unstable motions becomes 0
more complicated. In contrast to the casg=2, for e,=4
variation ofe; leads to reconnection of certain branches offig. 3. The parts of the branches associated with a type-Il aperiodic insta-
the poloidal oscillations. bility for n=4: £,=80 (2) ande,=230 (3).
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the branch3 was constructed fog, = 30. The instability un-
der consideration is not observed even dégr=20. The cal-

Shiryaeva et al. 1167

waves. Only one type of instability can occur for any specific
value of o,.

culations show that as the mode number increases, the

growth rate of the type-Il instability increases and the range

of o, and e, for which this instability exists expands sub-
stantially. Comparing Figs. 1a and 3 illustrates this fact. It
was found that the growth rate of the Rayleigh instability for
n=4 rapidly decreases to zero ag increases te=0.005, it

is virtually independent o, and on the scale of Fig. 3 it
merges with the R® axis. Qualitatively, however, the
branches of the dispersion relation witk=4 behave simi-
larly to the branches considered in Figs. 1a and 1b.

CONCLUSIONS
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Physical model for the evolution of the defect system of silicon carbide with allowance
for the internal elastic stress fields during implantation of Al *and N* and
subsequent annealing

D. V. Kulikov, Yu. V. Trushin, P. V. Rybin, and V. S. Kharlamov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted November 20, 1998; resubmitted April 30, 1999
Zh. Tekh. Fiz.69, 43-50(October 1999

A theoretical analysis is offered for the formation and development of defects in silicon carbide
implanted with nitrogen and aluminum ions and then annealed. The diffusion of defects,

the formation of complexes, and the influence of the internal elastic stress fields produced by the
implanted ions and the created complexes on the migration of interstials are taken into

account. The computed distributions of defects agree satisfactorily with the experimental data.
Certain kinetic parameters of silicon carbide are estimated numericallyl99)
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INTRODUCTION Controllable and selective doping is required in order to

. . , , . use SiC in semiconductor devices. The most widely used
Silicon carbidg(SiC) and materials based on it are prom- dopants are N and P fon-type and B, Al, and Ga for

ising for high-power, high-frequency electronics. SiC is ap_type_la However, diffusion doping of SiC is difficult be-

W|de-gap sermconductor,_ Wh'Ch. could find appllcatlop " cause of the smallness of the impurity diffusion coefficients,
electronic devices operating at high temperatures and in the

resence of hard irradiation and a corrosive environnieht which for most impurities range from 18° to 10°° ene/s
b " for the temperature range 1700—2400"°CThe activation

The promise of silicon carbide for applications was d|scov-energies for the migration of Al and N atoms are!8.4nd

ered back in the 1950s and 19608owever, scientific and 7.6 eV?° respectively. Therefore, satisfactory diffusion rates
industrial interest in SiC waned because at that time it was’ ! P Y- ' y

impossible to produce high-quality SiC crystals and also begeqwrgdtemperlflturdgs at.)love 2800 C. attWhl')dl ?k?t gng .?O(T:'
cause of the rapid development of silicon electronics. Recenpe oxide mask ordinarily used evaporate, but the Sit 1ise

progress in growing bulk single crystals and thin films of sicean de_compose chemlcglly. An alt.ernat|.ve path IS 1on im-
has given a new impetus for extensive investigation of this,plantatlon. Its advantage is that the impurity distributions and
material’® concentrations can be controlled by varying the energy and

A characteristic feature of silicon carbide is the largedS€ Of the implanted ions. Here problems associated with
number of structural forms, or polytypes, of this mateti, radiation damage. to the matepal arise. However, they can be
which, however, all have approximately the same densitfc’lved by annealing the irradiated sample at lower tempera-
(3.2 glent or 9.66x 102 at./en?) 1! The arrangement of the tures and for shorter times than for diffusion doping. The
nearest-neighbor atoms is identical in all forms, only the@nnealing regime required for the optimum result depends on
packing sequence of the carbon—silicon double Iayeréhe types and concentrations of defects generated by irradia-
changed? 23 There are more than 250 different polytypés tion. For this reason, it is necessary to study the processes
but only two are investigated in connection with applications®¢cUNng durlr;g |rrad|at|on_an?_;gr_meah_ng of SiC. Both
in electronic devices: the cubic for(8C) and the hexagonal experimentdf—>and theoretical”™*’ investigations of this
form (6H).12 The 3C form is interesting because it has thekind have been performed for different types of ions.

highest electron mobilitf1000 cn?/V-s) of all the poly- The theoretical investigations have consisted in simula-
typeS, and the 6H structure has the |argest band gap _tions of the ranges of the ions in irradiated SiC USing the
2.9 ev!? TRIM code or other computer codes based on the Monte

The diffusion of intrinsic defects in SiC has been studiedCarlo method'® As a resullt, it has been found that dynamical
by many authors, both experimentdly and and channeling effects during ion irradiation must be taken
theoretically*5~18 However, there are few quantitative data into account to describe the experimental data corréetf.
on the diffusion parameters of the material, and the resultdoreover, it has been found that the particular polytype that
that have been obtained differ strongly. For example, thés irradiated plays a large role in implantation proces8es.
migration activation energies of the intrinsic atoms vary = The main experimental results are as follows. Depending
from 1.47% and 3.26° to 7—8 e\!® for carbon and from ¥  on the mass of the atom and the irradiation temperature, the
to 9 eV!® for silicon. For vacancies, the only result available defect density increases with increasing ion dose, and at a
was obtained by molecular-dynamics calculatidhthe mi-  certain critical value of the energy per unit volume trans-
gration activation energies are 6.1 eV for a carbon vacancferred to nuclear processes, an amorphized layer forms. At
and 7.4 eV for a silicon vacancy. room temperature this critical energy density is approxi-
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mately 2<10?* keV/cn? (Refs. 21 and 28 which corre- 1,\_\ a

sponds to a defect level of 0.2-0.25 displacements pe 1.0[ SR An SN 1/2
]
\

atom?* During implantation the properties of the material .
\—  TRBS§,200 C

change. At low ion doses the strength increases, while ¢ & 0.8 | ! RBS. 400 °C

high doses it decreases with the onset of amorphiz&fiéh. & IRBS. 600 °C

The chemical activity and the optical and electrical proper-g (.6 ERBSz 800 °C
[}

ties of SiC also chang®:? For use of the material in elec- ,
tronic devices the defect density must be lowered. Foi
weakly damaged unamorphized material virtually all of the
defects generated are annealed at temperature
200-1000 °G??5The behavior of amorphized layers during 2R/ .

annealing is much more complicated and has not yet bee o

adequately studied. For example, it is reported in Refs. 2: 0 100 ' 200 300 400
and 25 that recrystallization of amorphized SiC starts at tem

peratures above 1450 °C, whereas in Ref. 29 the onset ( [ b

recrystallization was observed at 1000 °C. In Refs. 31-33 1.0
annealing of SiC samples irradiated with 200-keV'Gens

was investigated at temperatures of 500, 950, and 1500°Ct 0.8
various methods. It was found that at a dose of 1D'
cm 2 a large number of defects do not vanish during anneal‘z 0.6 ’y
ing at 1500°C, although the material does recrystallize ® | 1y
while for 1x 10'> cm™ 2 the material contains regions of high & ¢ 4 |. I
defect density after annealing at 1500 °C. However, som | 1/
recrystallization of the material is observed. A polytypic 0.2 ke I
transition 6H— 3C at temperatures 1300 °C was reported. A i
Since complete annealing of amorphous SiC has still no F ) . ' .
been achieved, many authors strive to prevent amorphizatio "~ 100 200 300 400
by increasing the irradiation temperature to 1800$€e, for r, nm

example, Refs. 11, 34, and 3%-or example, the authors of

Ref. 35 showed that implantation of Ga and Sb ions at tem-FIG' 1. a — Comparison of experimental and computed ballistic character-
) istics of implanted silicon carbided( — defect densityr — depth: experi-

o o
peratures 200-400 °C suppresses amorphlzatlon._ quever'nll ntal RBS depth profiles of defects for various substrate temperatures;
has not been reported in any work that amorphization was — computed profile of implanted nitrogen and aluminum idhs- com-

Comp|ete|y prevented_ It has been shown that the minimunguted total profile of defects taking into account only balligascade

: : rocesses3 — computed ballistic profile of defects taking into account the
denSIty of defects is observed at temperawre%)otal athermal recombination. b — Experimental RBS depth profiles of de-

6001000 °C*3 This is explained by the fact that at Iow fects after annealing in samples irradiated at various substrate temperatures

temperatures the recombination rate of vacancies and inteand then annealedfd h at1200 °C.

stitials is too low to prevent their accumulation, while at high

temperatures radiation-stimulated segregation and cluster

formation lead to the appearance of secondary defects. Morgygied in the last few years. This is motivated by the quali-

over, surface degradation is possible during annealing &fes of the system, such as, first and foremost, the good mis-

temperatures above 1000 °C. cibility of silicon carbide and aluminum nitride and, second,
At present, investigators are directing their efforts to-the good correspondence of their crystal lattices as well as

ward developing a technology that would make it possible tqhe possibility of varying the band gap from 2Z8H-SiO to

produce SiC-based devices by an industrial mefidd" 6.2 ev(2H-AIN).“2-*The use of combined implantation of

These investigations have made it clear that the materigh|* and N' ions in 6H=SiC at high temperatures to obtain

properties required for using SiC impede its production. Forsjc); _,(AIN), was first reported in Ref. 46. Each sample

example, the high-temperature stability is related with theyas irradiated with ions in the following order: first with

low mobility of the atoms. Therefore, as we have said, ex65-keV nitrogen ions with dose »610'® cm 2, then with

tremely high temperatures are necessary to stimulate diffut20-keV nitrogen ions with dose 1x310'" cm 2, and fi-

sion and annealing processes. However, processes occurringlly with 100-keV aluminum ions with dosex510'¢ cm™2

at high temperatures are difficult to monitor and greatly com-and then with energy 160 keV and doseX 8" cm 2. The

plicate the device fabrication technology. Moreover, materiakubstrate temperatures were 200, 400, 600, and 800 °C. After

contamination and degradation problems arise in connectioimplantation the samples were investigated by the Ruther-

with high-temperature processes. Therefore it is very imporford backscattering metho@RBS/O using a 1.4 meV Hé

tant to develop a low-temperature technology. ion beam. The RBS spectra were analyzed using a specially
lon implantation is a standard process for semiconductodeveloped computer program, which made it possible to ob-

technology. For example, ion implantation can be used tdain the depth distributions of the structural defétwis-

produce (SiC); _,(AIN), — a quasibinary system widely played in Fig. la. Then the samples were annealed at

D, al
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\ \\

RBS, 400 °C
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1200°C fo 1 h and once again investigated by RBSg.  recombine athermally, then the remaining intrinsic defects
1b). It was found that only irradiation at 200 °C gives a com-and implanted ions will give a total profile lying below the
pletely amorphized layer, while irradiation at other tempera-experimental RBS dat&urve 3 in Fig. 1. Substantial dif-
tures increases the density of defects but complete amoferences are already seen from the two limiting casedy
phization is not observed. The polytypic transformationsballistic distributions — curve, and with the total recombi-
6H-SIC— 3C-SiC was observed at depths 50-120 nm imation taken into account — cun&in Fig. 18, and hence
the sample irradiated at 800 °C and was identified using théheir comparison with the experimental d4RBS)*' > re-
RBS data and the results of transmission electrorveals the role of diffusion processes accompanying high-
microscopy*®—° In Ref. 47 it is concluded that the solid temperature implantation in regions of irradiated SiC at dif-
solution SiC/AIN forms in the irradiated sample. In the ex-ferent depths.
perimental part of Ref. 48, the nitrogen ion distributions pre-  In the experiment$ERD) whose results were first pre-
sented in Fig. 2the experimental conditions are the same assented in Ref. 48, the Ndepth profiles were measuréeig.
in Refs. 46 and 4j7were determined by the ERD method for 2, ERD) in SiC samples. Comparing them with the ballistic
silicon carbide implanted with Al and N' ions. In Ref. 51  computed nitrogen profile for all irradiation sequences at the
elastic compression stress fields at depths greater than 1@0rresponding experimental do4€sg. 2, DYTRIRS shows
nm in nitrogen and aluminum ion implanted SiC samplesthat the implanted nitrogen essentially does not diffuse at the
(the experimental conditions are the same as in Refs. 46—5@emperatures employed.
were observed by the PIRR meth@ablarized infrared spec- In accordance with Fig. 1éRefs. 46 and 4)7and also
troscopy. Refs. 53 and 54, to simplify the description of the physical
changes occurring, we shall separate in the sample two large
regions according to depth=<120 nm and >120 nm. This
separation was introduced becaugearilthe regionr>120

The ballistic distributions of N and AI" ions nm the distributions of defects after irradiation at tempera-
(DYTRIRS) obtained in Refs. 48—50 are presented in Fig. 1aures 400, 600, and 800 °C behave approximately the same
(curve 1). Summation(taking the dose into account and ne- way: for 120<r<270 nm the dependence oncan be ne-
glecting recombinationof the depth distributions of defects glected; forr >270 nm the density of RBS scattering centers
calculated with the TRIRS program for a single incidentdecreases virtually identically for samples irradiated at dif-
ion*®~*%gives curve? in Fig. 1a. The ballistic distributions of ferent temperatures;)an the regionr<120 nm all three
implanted nitroger{as a result of all four successive irradia- irradiated samples behave differently, which is reflected in
tions with the doses used in the experimenre presented in the defect distributions.
Fig. 2(DYTRIRS). Comparing the ballistic data@urve 2 in In Ref. 53 we proposed a model that describes the evo-
Fig. 18 and the RBS results for irradiation at 200 °C showslution of defects in SiC for the experimental conditions of
that this temperature does not lead to annealing of the modRefs. 46—50 only in the region>120 nm. The surface re-
fied (“amorphous”) material at the depth of the implanted gion was not studied in Ref. 53.
nitrogen and aluminum ion&urve 1). In elaborating the model of Ref. 53, to describe the pro-

If it is assumed, for a rough estimate, that all vacanciesesses occurring when SiC is irradiated with" Adnd N
and interstitial atoms separated from one another at sponténs at temperatures 400 and 600 °C in the entire depth
neous recombination distancésee, for example, Ref. 52 range, we propose the followin@Ref. 54.%

PHYSICAL MODEL
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1. The AI" and N' ions, interacting with the crystal 3C,(r,1) )

lattice of SiC, form interstialgi) and vacanciesw) in both T:aiCDiCCiC(r1t)- %)

subsystems of the materiedarban — C and silicon — %

(the relative concentrations a@c(r,t), C,c(r,t), Cig(r,t), IC,4(r,t) )

andC,g(r,t) respectively. i~ asDisCis(rb), (6)
2. Implanted Al ions occupy vacancies in the silicon

sublattice, and N ions occupy vacancies in the carbon IC(r,1)

sublatticé [the relative total density of both ions &(r,t)]. — =gn(r,t)+ga(r,t). (7)

3. Diffusion of interstitial carbon(iC) and silicon(iS) Jt

atoms and their recombination with their own vacancies ( Hereg,(r,t) is the rate of generation of the corresponding

andvs) are possible during irradiation. defects (=iC, iS, vC, vS, Al, N), and under irradiation

~ 4. Vacancies and implanted ions are assumed 0 be Stg-(; )= 3p,(r), where the flux density of the incident ions
tionary, since avacancies have a higher migration activationiq y—g 24 cnr 2.5 4647 ang P,(r) is the depth distribution

8 . : 49
energy” and b compgglvzlg the experimentar a'gld COM- " of defectsl produced by one incident ion, which are deter-
puted(using DYTRIRS®*) depth profiles of the Nionsin | 1ined from TRIRS calculatiod&?® (the total profiles for all

SiC (Fig. 2) shows that these ions do not diffuse at the teM-yefects taking the dose into account and neglecting recombi-
peratures employedhis is also assumed for Alions). nation are presented in Ref. 4Big. 1a, curve2); u, is the
) 5 In th? regionr >120 nm the carborm_C)_ and silicon o compination parameter for vacancies and interstials in the
(iS) interstitials can form complexes consisting of two Car'subsystermzc S: D, =Dy exp(—&"KT) and £™ are the
bon or silicon interstitialgthe relative concentrations are diffusion coefficient a]nd thé migrataon activatién energy of
Cac(r,1) and Cod(r, 1)]. y , ___interstitial carbon or silicon atomsj€iC, iS), eM=1.47

6. Complexes of interstitials do not form in the region eV 18 and since the value of™ is unknown from the litera-

) I

r<<120 nm. This can be explained by the effect of the SUlMyre, it was varied during the caIcuIatiorB'oj=10’3 cn?

face, specifically, impurities on the surfateee peak in the .s"1; a; is a parameter describing the formation of com-
distributions of defects for<50 nm, Fig. 1& )

_ plexes of the corresponding defects;{~4ma for r>120
7. At depths of the order of 100 nm, i.e., where the

N . C - “nm anda;=0 for r <120 nm(according to the assumptions
defect density increasd§&ig. 1), there exist internal elastic 5and 6 (j=iC, iS), wherea~2 A is the average inter-

compression stress fields which are produced by the imétomic distance in SiC

planted ions and by the complexes which are formed. Such g effect of elastic stress fields on the diffusion of in-

Lnte-rnal ]:s-tress f_iellds, idenftified th P_IFf?;Rinﬂuence thi dif-  terstitials is taken into account by introducing a drift term in
usion of interstials. In Ref. 53, this influence was taken 'mothe expression for the flux of migrating defedjs(r,t) (]

accoun.t effectively by decreasing the diffusion coefficient in:iQ iS) (see Eqs(1) and(3))%
the region near 100 nm.

On the basis of the assumptiofs)—(7) we write the C;(r,t)
following system of kinetic balance equations for the above-  J;(r,t)=—D;VCi(r,t)=Dj— =
named relative concentrations of point defects, which depend
on depthr and timet: whereEL (r) is the interaction energy of a defgcinteract-

ing with the stress field.
ICic(r,y) _ (r.0)— divd.(r.t) Only qualitative data on the spatial dependefég(r)
at Gicll e are availablgsee Table 1 in Ref. §1but this dependence is
1D CielF D Coe(r 1) not known accurately, so that various methods were used to
CHicHICt el calculate the expression for the flux. In Ref. 53 the fact that
— aicDiCcfc(r,t), ) the diffusion of carbon and silicon interstitials in the region
r<120 nm is impeded by possible compression stresss
aC,c(r,t) assumption ¥Ywas taken into account effectively in the dif-
9w =on(rY) fusion termsD;AC;(r,t) in Egs.(1) and (3) by decreasing
the diffusion coefficients without considering the drift term
—ucDicCic(r,t)C,(r,1), (2 in the expression for the divergence of the flux. In addition,
such a decrease was prescribed at different points of the re-
dC;g(r,t) i gionr<120 nm differently, since the stress field should de-
g Gisnh)— divigr,t) pend on the spatial coordinate, as is evident from the inho-
mogeneity of the defect distribution in Fig. 1a. Moreover, in
— usDisCis(r,)Cys(r,t) — a;isDisCis(r,t),  Ref. 53, the decrease of the diffusion coefficient of interstials
(3 Wwas prescribed as follows: the diffusion coefficient of the
interstitials in the direction of decreasing fidice., from the
aC,&(r,t) volume into the surface regipiis greater than in the reverse

i us(nO—ga(r,t) direction.

To refine the results obtained, in the present work an
—usDisCig(r,t)C,g(r,1), (4) attempt was made to take into account the drift term in the

VEL(r,H), (8
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FIG. 3. Comparison of the experimental
RBS depth profiles of defeés*® with the
computed total defect distributiongaking
diffusion processes into accolnin SiC
samples irradiated at 600 °C and annealed at
1200 °C: 1,2 — experimental results of
Refs. 47—-49 on irradiation and annealing,
respectively3 — calculation(the irradiation
—10.4 and annealing profiles are identigat —
computational results from Ref. 58;— the
total ballistic depth profile of ions in SiC,

. calculated using DYTRIRS% — spatial

g 0.2 dependence of the interaction enefgly(r)

; of defectj interacting with the stress field,
i.e., the functionf (r).

<
o0

10.6

D, arb. units
£, arb. units

10.0
400

expression for the flux of migrating interstitial8). For this, Since it is assumed that there are no defects in the initial
the interaction energyL(r,T) of interstitials interacting (before irradiation samples, the initial conditions for the
with the stress field was represented as concentrations will be
EL(r,T)=AQ; Tro(r), 9) Ci(r.t)]i=0=0, (12)
] ) ] ) wherel =iC, iS,vC, vS, Al, N.
where AQ) is the defect-induced change in the atomic vol- The boundary conditions for mobile defeqtsiC, iS
ume and Tw(r) is the trace of the stress fietd;(r). were chosen as

To calculateo;(r) it is necessary to sum the stress fields

from the implanted ions and the complexes formed, which ~ 9C;(r,t) o 13
make their own contribution to the resulting field. Since this a |,

is extremely difficult to do for the present problem, the fol- o

lowing approximation was proposed: i.e., no flux of diffusing defects through the surface, and

. Ci(r,t)];-»=0, (1239
Tro(r)= —3f(r), (10 i.e., the concentrations of defegts iC, iS is zero at infinite
a depth.

: . . . . To describe annealing of the irradiated samples at
wherea is the interatomic parameted, is a factor with the o g :
. . . . . . 1200 °C, we assumed that @combination of vacancies and
dimensions of energy, anr) is a dimensionless function S )
interstitials is possible, )9new complexes do not form, and

ij the coordinates, which gives the spatial dependenc%) the complexes formed during irradiation are assumed to
Es"(r’.T)' . e stable.
Since the internal stresses should reflect the defect pat- In accordance with the assumption 1, during annealing

o o s B o o snte (00 10 all pes f defec €1, 15.YC.vS, AL .
P =0 (j=iC, iS; see assumption) 9i.e., only Egs.(1)—(4)

implanted with ions at 600 °C and annealed, i.e., actually ag’ . * ~
the distribution of stable defectgurve 6 in Fig. 3). Then, femain in the systert)—(7).
substituting expressiofiL0) into Eqg. (9), we obtain

EL(r, T)=K(T)f(r), (1)  RESULTS
where the factoK(T)zAQjA/a3 determines the interaction The system of equationd)—(7), describing the evolu-
energy. tion of defects in SiC irradiated at 400 and 600 °C, and the

The temperature dependence of the enégyr,T) can  system (1)—(4) for describing annealing of a sample at
be explained by the fact that defects of different nature ard200°C were solved numerically using the MGEAR
formed at different irradiation temperatures and create theiprogram:® The result was the distribution of the concentra-
own stress fields. This approximation makes it possible tdions of defects in SiC after implantation at 400 and 600 °C
solve correctly Egs(l) and(3) taking into account the drift and annealing of irradiated samples at 1200 °C. Figure 3
term in the expression for the fluk(r,t) (j=iC,iS; see Eq. shows the computed and experimer{RBS) total distribu-
(8)). tions of defects after implantation. It is evident that the the-
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FIG. 4. Same as in Fig. 3 but the samples
were irradiated at 400 °@he curvesl-5
correspond to the curves in Fig).3

D, arb. units
o
N

oretical result{curves3 and4) agree satisfactorily with the pendence of the defect structures formed on implantation and
experimental data for irradiatiofturve 1) and for annealing the temperature dependence of the internal stress fields pro-
(curve?2). duced by these structures. For example, the size of the inter-
Figure 4 compares the calculatéclirves3,4) and ex-  stitial complexes could increase with implantation tempera-
perimental(curves1,2) data for a SiC sample implanted at ture; this should be reflected as an increase of the strengths
400 °C. It is evident from the calculations that recombinationof their stress fields. It is evident from Eq41) and(13) that
of the vacancies and interstitials remaining after implantatiorthe interaction energy of interstitials interacting with the
at 400 °C in the course of annealing at 1200 °C leads to atress field for the sample irradiated at 600 °C is greater than
decrease in the total concentration of defects in the sampl®r the sample irradiated at 400 °C. In addition, in samples
(curves3 and4 in Fig. 4). During irradiation at 600 °C the implanted at 800 °C and annealed, defects that can be iden-
vacancies and free interstitials recombine already during théfied as interstitial dislocation loopsform at depths of the
implantation process, so that the curves for the irradiated andrder of 100 nm.
annealed samples are virtually identi¢glg. 3.
Near the surfacdfor r<50 nm the computed curves
can differ from the experimental curves. This is due to the

fact that the model neglects the impurities arising on the"ONCLUSIONS

surface when the samples are prepaisee he peak in the In the present work, taking into account the elastic com-

experimental distribution of defects, curvkand2 in Figs. 3 pression stress fields produced by implanted ions and com-

and 4. _ . ) plexes of interstitial atoms, the model which we proposed in
In the course of the calculatiofis” and in the present pRef 53, describing the evolution of defects in silicon carbide

work, certain kinetic parameters used in EGB~(7) were  gamples with high-temperature, high-dose implantation of
varied. The best agreement between the computed and ex;+ and N ions and also with subsequent annealing, was

perimental profiles was obtained for the following values ofg|aporated. On the basis of this model defect distributions
these parameters: migration activation energy of interstitia}yere calculated in satisfactory agreement with the experi-
Si atoms in silicon carbides~1.55 eV, recombination pa- mental RBS data. Comparing the theoretical and experimen-
ram%tle; s in the carbon an7d103|l|con subsystems=4m (5] results made it possible to establish a hierarchy of defects
X10"*“ cm andug~4mXx 10 " cm, respectively; the fac- formed during implantation. Numerical estimates were ob-
tors tained for individual kinetic parameters of silicon carbide.
K(T;)=0.21eV (T,=400°0 (133 This work was partially supported by Grants No. 97-02-

18090 and 96-02-17952 from the Russian Fund for Funda-

mental Research and Project No. 467-97 from the Moscow
K(T,)=0.49eV (T,=600°0. (13p  Science and Technology Center.

The relations(133 and (13b) show that the interaction
energies of migrating interstitials interacting with the internal o _ _ . _
stress fields(see Eq.(ll)) due to the implanted ions and The sample irradiated at 800°C is 5nlot con5|dergd in the model, since
. . . . transmission electron microscopyEM>") showed this sample to have a
complexes are different for samples irradiated at different special muttilayer structure that is different from the structure of the

temperatures. This can be explained by the temperature desamples irradiated at other temperatures.

and
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Acoustoelectric conversion in concretes is investigated by physical modeling methods. It is
shown by means of equivalent circuit calculations of the electric field in the sample—detector
system that the surface of the sample has no effect on the parameters of the signal. An
investigation of the temporal and spectral characteristics of acoustoelectric conversion in model
and real concretes confirms the calculations. 1€99 American Institute of Physics.
[S1063-784299)00710-2

Concretes and structures made of concrete are most o$urface of the sample, was placed into a cement—sand mix-
ten utilized in places where they are exposed to environmerture from which a 108 100X 100 mm sample was fabri-
tal conditions and are subjected to static and dynamic loadgated. The scheme of the experiment was as follows. One
Under such conditions the probability of unforeseen fracturesurface of the model sample was subjected to a dynamic
during service is high. For this reason, the problem of fracimpact, and two electrical signals were recorded simulta-
ture diagnostics is of great practical importance. As wasieously using the two-channel “Emission” devitene sig-
shown in our previous investigatiohd,the phenomenon of nal directly from the piezoelectric element and the other
electromagnetic emission can be used for monitoring fracturéom an electromagnetic pickup placed 3 mm from a surface
processes in concretes and for diagnostics of the strength ofiented perpendicular to the impacted surface. To estimate
concretes. the travel time of the shock wave along the sample to the
In our testing method the electromagnetic emission arissurface near which the electromagnetic pickup was placed,
ing in the detection zone upon the dynamic excitation of ahe delay time between the electrical signals from two piezo-
sample of concrete is a superposition of the signals deteelectric sensors, one located on the sample surface and the
mined by the acoustoelectric characteristics of the grains abther at a definite depth inside the sample, was measured and
the aggregate, the contact of the aggregate with the cemetite propagation velocity of an elastic wave in this sample
base, the cement base itself, the surface of the sample, améhs determined. In this experiment the piezoelectric element
the geometry of these elements with respect to the detectowas located 50 mm from the electromagnetic pickup, and the
Concretes usually fracture along the contact of the agapproximate arrival time of the acoustic wave at the surface
gregate and the cement base. In addition, the state of theear which the electromagnetic pickup was located was
exterior surface also influences the mechanical characteri®0 us. At an instrumental resolutiosr1 us, time delays
tics of concretes. To develop an electromagnetic method focould be easily determined for spatial separations of the sig-
monitoring the mechanical characteristics of concretes it i:ial sources as small as 1 mm. If the electromagnetic re-
important to determine the sources of electromagnetic emissponse is detected directly from an interior sou@eiezo-
sion in the interior volume and on the surface of concrete anélectric element the delay time of this signal compared with
to determine the contribution of each source to the total sigthe detection of a signal along the wires is determined by the
nal. It is especially important to identify the fraction of the polarization time of the sample<{(10 1° 9), i.e., there is
electromagnetic response that is directly due to internal deessentially no delayFig. 1). It is seen from the figure that
fects, because they are what most strongly affects the mehese two signals appear at the same time. When the electro-
chanical characteristics of concrete. Moreover, the depth of enagnetic pickup was replaced by an acoustic pickup at-
defect zone can be determined from the detection time of theached to the same surface that the electromagnetic pickup
electromagnetic response from an internal defect relative tbad been mounted near, it was found that the arrival time of
the time of impact. the electromagneti€a) and acousticb) signals was shifted
Special experiments were performed to investigate thdy 50 us (Fig. 2.
effect of internal sources of electromagnetic emission on the If the piezoelectric element is replaced by gravel in the
parameters of the electromagnetic signal accompanying theement—sand mixture, the picture of the process remains the
dynamic excitation of concretes. A model sample was presame, i.e., if electromagnetic and acoustic signals are simul-
pared so that the electromagnetic response accompanying tteneously detected from the same surface of the sample, then
excitation of the internal source of electromagnetic emissiorthe time delay in the appearance of these pulses is the same
would be separated in time from that of the source due t&0 us, provided that the gravel is located inside the sample
vibrations of the sample surface, which is polarized on acat the same depth as the piezoelectric element.
count of induction from the internal source. A piezoelectric ~ The temporal character of the signals detected with an
element, from whose faces electric wires were brought to thelectromagnetic pickup is very close to that of the piezoelec-
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FIG. 1. Electrical respons@) and electrical
signal from a piezoelectric elemen(b)
which are detected as a result of impact ex-

Amplitude, arb. units

citation of the model sample.
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tric element. To determine whether or not there are differ-
ences in the signals, their spectral characteristics were calcu-
lated. Comparing the spectral energy density of the pulses 0.8k
from the piezoelectric element and the electromagnetic a
pickup (Fig. 3 shows that the spectrum of the electromag-
netic signal(a) is essentially identical to that of the piezo- 0.4
electric elementb); the differences are negligible. Compar-
ing the spectral energy density of the signals detected from
the piezoelectric elemeriFig. 3b and the acoustic pickup 0zr
(Fig. 39 shows that the spectra of these pulses are substan-
tially different. Specifically, components below 5 kHz, o 0 Y 4 . r
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FIG. 2. Acoustic oscillations of the surfa¢a) and electric signal from a

FIG. 3. Spectral characteristics of pulses detected as a result of dynamic

piezoelectric elemenb), which are detected as a result of dynamic excita- excitation of the model sample: a — electromagnetic response, b — signal

tion of the model sample.

from the internal piezoelectric element, ¢ — acoustic signal.
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Cy C neglect the input capacitancg;, at angular frequencies
i Tl w<1/RC.y; U(w) is the output voltage. The output voltage
1 | | 1 is determined by the formula
U(w)=E R 2
G) E(w) " Uio) (0)=B(0) G T TjwC, ljoCs R @
The capacitance§,, C,, andC5 can be represented in
Cs the form
] S S S
ll * C1:8'80d_1, C1:80d_2, C3:8'80d_3,

FIG. 4. Equivalent circuit for the acoustic-electric conversion signal. . . . .
whereSis the effective area of the two-layer capacitgy,is

the effective area of the closing capacitantgjs the effec-
in the spectrum of the signal from the piezoelectric elementtive distance from the signal source to the sample surfhice,
these components are the ones that could be caused by sig-the effective distance from the surface to the face of the
face waves, near which the electromagnetic pickup is lo€apacitive pickupds is the effective distance from the cur-
cated. rent source to the grounding surfaeeis the dielectric con-

To estimate the contribution of surface oscillations to thestant of the sample, ang, is the permittivity of free space.
resulting electromagnetic signal, detected with impact exci- It should be noted that the representation of sections of
tation of the experimental object, theoretical calculations ofan electric circuit where a displacement current flows by flat
this contribution were performed using the measurementapacitors is arbitrary. The justification for such a represen-
scheme indicated above. A capacitive pickup senses a digation that the dependence of the change in the capacitance
placement current, whose sources are acoustoelectric convamn the distance between the plates is stronger for a flat ca-
sions. The displacement current is modeled by oscillations gbacitor than for spherical or cylindrical capacitors, i.e., the
the sample surface turned toward the detecting face of thmost favorable situation with respect to modulation of the
pickup. The magnitude of the current is determined by thesignal by oscillating surfaces obtains.
distributed and lumped parameters of a closed electric circuit  Substituting the values of the capacitances into &y.
and can be described by the equation for the field of armnd performing a transformation, we obtain
electric currerft

1
U(w)=E(w)RjweepS - .
V'(’)’E‘I‘SSOE):O (1) (@)=E(0)R] 02 (d;+ed,) +d3S/S;+jwes SR
at ’ <)
whereE is the intensity of the electric field driving the mo- The incrementAU to the output voltage due to the

tion of the electric charges; is the conductivity of the elec- change in the distancé; by an amountsd andd, by an
tric circuit, ande ande are, respectively, the dielectric con- amount— &d (d; andd, change in antiphagean be found
stant (relative permittivity of the medium carrying the by representingAd as a differential of the function
displacement current and the permittivity of free space, reu=1f(d;,d,) (here and below the argumedatin U andE is

spectively;V is the differential operator dropped for simplicity,
. d. 9 U U
V=—i+—j+—=k. = — (=
ox ayJ 9z AU ﬁd15d+(9d2( &d). (4)

To assess the effect of surface oscillations on the mag-  gypstituting expressio8) into Eq. (4) we obtain
nitude of the currentthe percent of modulatigrEqg. (1) must _
be solved(for example, numericallywith allowance for the AU=E-R-jw-g-£9-S

temporal factors of the change in the boundary conditions. 5d.(e—1)
(e—

At the same time, it is easier to estimate the percent modu- % _ (5)
lation, replacing the above-described scheme with distributed (di+e&-dy+d3S/S;+jw-e-£4- S R)?
parameters by an equivalent electric circuit with lumped pa- ) ,
rameters(Fig. 4). We define the modulation factét as

In the circuitE(w) is the emf produced in a part of the AU 5d-(e—1)
circuit; C, is the capacitance of the system comprising the K= o - dit 60,7095, jw 6-69 SR’ (6)

acoustoelectric transducer plus the sample surface facing to-

ward the signal detecto€, is the capacitance of the system Approximate calculations taking into account the energy
comprising the sample surface plus the detector f@geis  of the impact, the duration of the impaghe width of the
the capacitance of the system comprising the acoustoelectréxcitation spectrum the spectral components of the surface
transducer plus the grounded surface that closes the circuitaves, and the elastic constants of concrete givestbra
and includes the internal impedance of the emf part of thevalue of the order of 10 microns for the most favorable con-
circuit; Ris the input resistance of the capacitive pickwe  ditions, whiled,; andd, can vary from several millimeters to



1178 Tech. Phys. 44 (10), October 1999 Fursa et al.

when the acoustic pickup is located at the shortest possible
distance from the impactor. Once again the delay increases
when the acoustic pickup is moved in a direction opposite to

the electromagnetic pickup and the impactor.

In addition, the electromagnetic response for tests per-
formed on beams with a more complicated structure, than the
model sample consisting of a cement base and one piezoelec-
tric element, because of the presence of a large number of
grains of the aggregate with nonuniform mechanical and
electrical properties, is more complicatégig. 53. Evi-
dently, in this case the electromagnetic response from many
sources lying in the propagation path of the acoustic wave

through the beam is detected.

L 20 w0 T This example presents a concrete case of excitation of a

Time, ps source of electric signalémpact on the aggregate emerging
at the surface of the beanHowever, in complicated hetero-
geneous systems such as concretes the acoustoelectric con-
version picture is ordinarily more complicated. If the impact
is made at different locations on the surface of the beam,
. then depending on the arrangement of the internal sources of
tens of centimeters. Thus, as one can see from the last ex-

. ) . . lectric transformations, which the grain of th
pression, modulation essentially does not contribute to th(t:jqe acoustoelectric transformations, ch the grain of the

detected signal aggregate are, and their elastic and electric characteristics,

Therefore, when a source of electromagnetic emission igifferept variants, with respept t9 the time of appearance of
present inside the sample, the parameters of the electroma@QOUSt'C and electromagnetic signals, are observed. Cases
netic response from the sample into which this source i§vhere acoustic and electromagnetic pickups are located at
placed are determined virtually completely by its own acousthe same distances from the impactor and the signals from
toelectric characteristics. The delay time in the appearance dfiese pickups are detected simultaneously are sometimes ob-
the electromagnetic response compared with the time of imserved. This is due to the fact that an acoustic detector is
pact can serve as a criterion for determining the depth of theccidentally located near a source of acoustoelectric conver-
internal source of the acoustoelectric transformati@se-  sion, whose electric field energy is higher than the detection
fect) inside the sample relative to the point of impact. How-threshold of the detector. Because the acoustoelectric conver-
ever, if the sample contains a large number of sources, thef|on factor of other sources, which an elastic wave can reach
the minimum delay time of the electromagnetic response will,5 ey s small, these waves are not detected by the electro-

determine the dep_th of the source closest 1o the 'mpaCterg\agnetic pickup, i.e., the acoustoelectric conversions occur-
surface. To determine the depth of the most dangerous defect

and the parameters of this defect, further investigations g I complex heterogeneous systems such as concretes are

this direction must be performed. also very complicated and require further investigations.

A picture similar to that presented in the present model ~ 1hese investigations show that the grains of the aggre-
experiments is observed in tests of concrete with a randorat€ play a determining role in the generation of electromag-
distribution of sources of electromagnetic emission and théetic emission of concretes under dynamic excitation. Oscil-
source of electromagnetic emission in the form of a grain ofations of the sample surface due to mechanical excitation
the aggregate that emerges at the surface of the concretetigve virtually no effect on the acoustoelectric conversion
subjected to dynamic excitation. As an example, we preserignal. The depth of an internal defect can be determined, in

the results of the following experiment. A 128A30X65  principle, from the arrival time of electromagnetic pulses
cm concrete beam was used for the investigations. One grajg|ative to the time of excitation.

of the aggregate emerging at the surface was mechanically

excited with an impactor. A beam was used so as to be able

to detect electromagnetic and acoustic signals when they are

separated by quite large distances. At first, the electromag-

netic and acoustic pickups were placed at the same distancg, | chakniov, Yu. P. Malyshkov, V. F. Gordeest al, Izv. Vyssh.
(25 cm from the impactor(Fig. 5. It is evident from the Uchebn. Zaved. Stroitel'stvo, No. 5-6, §2995.

figure that at first an electromagnetic emission signal is de-Yu. P. Malyshkov, V. F. Gordeev, T. V. Fursa al, Izv. Vyssh. Uchebn.
tected, after which the acoustic signal appears with a/465  Zaved. Stroitel'stvo, No. 5, 81995.

delay. If the electromagnetic pickup is left at its previous 3;\/]-0264(;?153:&’29 V. P. Eliseev, Yu. P. Malyshket al, Defektoskopiya,
Iocayon and the acoustic pICkl..lp is moved in t.he d|rect|9n Of4V. A. ’Govorkov,EIectric and Magnetic FieIdSénergiya, Moscow, 1968
the impactor, then the delay time decreases in proportion to

the change in the distance. The minimum delay is recordetiranslated by M. E. Alferieff

Amplitude, arb. units

FIG. 5. Electromagnetic respon& and acoustic oscillation of the surface
(b) which are detected as a result of dynamic excitation of a concrete bea
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Experimental data on the evolution of macrodeformation fields of single-crystal samples of
austenitic chromium—nickel steel with a superequilibrium nitrogen content under tension are
analyzed on the basis of a model of autowave plastic flow. The conditions for the

appearance and observation of different types of autowave deformation structures are established;
such structures include a solitary front, a traveling autowave, and a stationary dissipative

structure and are determined by the crystal-geometry of deformation and by the nitrogen
concentration in the material. It is shown that a one-to-one correspondence exists between

the type of deformation autowave and the stage of the plastic flow curve of the materidR9®
American Institute of Physic§S1063-784£99)00810-7

INTRODUCTION hardening changes, the type of localization of deformations
changes. At the transitional stage a chaotic distribution of the
The stability of the plastic flow of materials during pres- components of the plastic distortion tensor is observed.
sure treatment, the longevity, and the fracture of parts and These laws are quite universal, since they were estab-
structures under a load depend strongly on the degree dikhed in experiments performed on a representative range of
macroscopic uniformity of the deformation. Although the materials in single- and polycrystalline states, single- and
facts concerning its inhomogeneity on this scale have beemultiphase states, with face-centered cryéfad), body cen-
known for a long timé;® usually it has been assumed that tered crystal(bcg), and hexagonal close-packébcp) lat-
this effect is immaterial and the distribution of local defor- tices. Their generality has made it possible to formulate the
mations over the volume of the loaded object can be ashypothesis that this process is of an autowave chardcter.
sumed to be quasiuniform at least up to the high degrees diowever, to refine the ideas about the nature of autowaves it
deformation, for which a neck forms. The works of the au-is necessary to determine whether their forms are associated
thor of Ref. 4 are an exception. He showed that the foci ofwith large differences in the kinetics of plastic flow of ma-
plastic deformation of a sample under active loading anderials with different structure or they can also be observed in
creep move in a regular manner, creating a so-called “trava single substance whose work hardening varies, for ex-
eling” neck. ample, as a result of additional doping, which does not
Fundamentally new results, making it possible to deterchange the structure of the alloy but influences its plasticity.
mine the quantitative parameters of the evolution of the dis-
tributions of local deformations, have been obtained usin%
the speckle-interferometry method to investigate the inhomo- ATERIALS AND METHOD OF THE INVESTIGATIONS
geneity of deformatioR-® It was found that in the course of Single crystals of additionally nitrogen-doped austenitic
plastic deformation three types of spatiotemporal distribusteel with the compositiofin mass % C (0.013, Cr (18.0),
tions of local defects can be distinguished, and there existsidi (12.4, Mo (2.3), Mn (1.2), V (0.01), and Si(0.06 are
unique correspondence between the law of plastic tigw) convenient for this purpose. The parameters of work harden-
and the type of spatiotemporal evolution of the deformatioring are controlled in this case by choosing the crystallo-
distribution. The following can be stated on the basis of argraphic orientation of the direction of application of the load
analysis of the experimental data of Refs. 5-8pm the and the nitrogen content in the solid solution.
“yield bench” (the section of easy slipwhere the work In the present work single crystals grown by the Bridg-
hardening coefficient® =do/de~0, an isolated front of man method on a Redmet-1 apparatus were Usaéer the
plastic deformation moves through the sampleatithe lin-  single-crystal ingot obtained was homogenized for 50 h at
ear hardening stagesE0¢g, ®=cons} an equidistant se- 1473 K, samples in the form of a double paddle were cut out
qguence of localized deformation zonésutowaves moves on an electric erosion stand in a manner so that their wide
with a constant velocity through the sample) ait the para- face would coincide with th€011) plane and the longitudi-
bolic hardening stages(~ /%) a stationary pattern of local- nal axis would coincide with thg001] or [111] directions.
ized deformation foci is formed; jwwhen the law of work The dimensions of the working part were 25X 1.6 mm

1063-7842/99/44(10)/7/$15.00 1179 © 1999 American Institute of Physics



1180 Tech. Phys. 44 (10), October 1999 Zuev et al.

TABLE I. The elements of slip and the growth stages in the experimental saftipéedominant slip systems
are indicated in boldfage

Nitrogen content, Orientation of axis  Acting slip Strain Stage of the deformation
mass % of extension system intervals, % curve
0.35 [o01] [oi1] (111 0-3.3 Elasticity+transitional section;
[o11] (111 3.3-7.0 linear stage ¢=0¢, ©®=1100 MP3;
[101] (111
[TOl] 11y >70 parabolic stageo(~¢")
0.35 [117] [011] (111) 0-1.0 elasticity-transitional section;
[101] (111) 1.0-4.0 elasticity tooth-easy slip
[111] (111) (6=250 MPg;
4.0-8.0 transitional section;
8.0-17.0 linear stageo(=0¢, ®=1200 MPg;
>17.0 parabolic stages(~¢")
0.50 [o01] [011] (111) 0-1.8 Elasticity+transitional section;
[011] (111) 1.8-4.0 linear stages(=0¢c, ©®=4200 MPy;
[101] (111) >4.0 parabolic staged=¢")
0.50 [117] [011] (111) 0-15 Elasticity+-transitional section;

[101] (111) 1.5-4.0 linear stage §=0¢, ®=1500 MPg;
[101] (111)
4.5-17.0 linear stageo(=0¢, ®=2000 MPg;
>17.0 parabolic stages(~e")

for the [001] samples and 305x 1.6 mm for the[111] angles of 19°28 35°16, and 90°, respectively, with the
samples. Nitriding of the samples was performed by a gasaxis of extension.
temperature-pressure methibdit 1473 K temperature and The basic experimental procedure consisted in succes-
saturation atmospheric pressure 4 BY Pa, which made it  sive reconstruction of the fields of the displacements vectors
possible to obtain the required nitrogen concentration in th@f points of the sample surface by the method of double-
solid solution. After nitriding, the samples were once againexposure speckle interferomelfydirectly during extension
homogenized in vacuum at 1473 Krfth h and quenched in at a rate of 5.%10 ° s ! in an Instron-1185 testing ma-
water. The final nitrogen content in the experimental sampleshine. The vector displacement fietdx,y) was recorded
was 0.35 and 0.5%. This choice of concentration range isliscretely with 30 s intervals, which corresponded to the in-
based on the fact that according to Ref. 10, in tests otrement to the total deformatiofe,=0.2% X,y — coor-
samples with the axis of extension oriented in f@81] and  dinates of the points on the working surface of the saiple
[111] directions at temperature 300 K and nitrogen con- The values of the components of the plastic distortion tensor
centration less than 0.3 mass %, its influence is negligiblgg=Vr(x,y) (local elongatione,,, shears,,, and rotation
and only a small increase of the critical cleavage stress witlw,)!® were determined by numerical differentiation of the
no change in the course of the work hardening is observed(x,y) data file with respect to the coordinatesandy at
For 0.35-0.4 mass % nitrogen and the same deformatiopoints of the sample surface Wit 1 mmstep. The distribu-
temperature, together with a substantial increase in the crittions of the slip traces in the deformed samples were ana-
cal cleavage stress, a change was noted in the form of tHgzed in a Neophot-21 metallographic microscope. The tests
plastic flow curve of 111] crystals. Doping up to 0.5 mass % were performed at 300 K.
N strongly influences the form of the curvege) of single
crystals of both orientations.

The crystal geometry of plastic displacements for the
indicated orientations is such that multiple slip is possible INnExpERIMENTAL RESULTS
samples of both types immediately after the yield point is
reached. Fof001] orientation the four_slip systenm®11] The experimental conditions and the data obtained by
(111, [101] (111, [101] (111), and [011] (111) have a tensile testing of samples with two orientations of the axis of
Shmid factorm=0.41. In the observation plan@11) they extension and different nitrogen concentrations are summa-
give slip traces at angles of 9@first two) and 35°16 (sec- rized in Table I. In these four cases a complete set of pos-
ond two with respect to the axi of extentions. Fpt11]  sible types of dependencege) was observed in different
orientation three_systems _have the same Shmid factastrain ranges. The strain curves for these four variants of the
m=0.27:[101] (112), [011] (111), and[111] (111). The slip  samples are presented in Fig. 1.
traces from them on the working surface of the sample make The experimental results will be presented below in the-
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sample at distinct stages of the plastic flow curve, identified
above as i, ii, and iii.
1) The stage of easy slipas observed in 0.35 mass % N

1100

7000 samples whose axis of extension was oriented aldrid]
900 (see Table)l In this case the strain diagrams of the samples
(Fig. 1, curve2) showed a distinct tooth and a yield bench
800 (section of easy slip whose overall length is limited to the
range k=eg,=4.5%. The existence of the first stage and the
700 predominance of the slip systdrh01] (111) at this stage are
3 attributed® to the instability and localization of the displace-
s 600 ment in one of the three equivalent slip systems because of
o 0 an increase in the splitting of the gliding dislocations with

Burgers vectors/2(110) into partial Schockley dislocations
with Burgers vectora/6(110) as a result of a decrease of the
effective energy of a stacking fault under the action of an
external tensile stred8
The distributions of local elongations, in the process
of deformation of these crystals was analyzed in the range
1.2%<¢,w~=11%, covering the section of easy slip, the tran-
100F sitional stage, and part of the linear stage. Ugig=2%,
- no stable regularities were found in the arrangement of the
00.0 . 011 L 012 : 0:3 L VS 0f5 e' zones of localization ok, relative to one another and the
pattern was completely chaotic. Then a spatial pattern con-
FIG. 1. Typical deformation curves of single crystals of austenitic steel. sisting of three equidistant maxima of local elongations,
(’;lfltggsgsfgr?tlericg 3;”[3251]%2""”_0' grésst?ﬁ%ragh'_c %”Ser[‘ff'ﬁ” 4°f_th8 gx's whose dynamicgFig. 2) was characterized by the following,
[0o1]. formed against the chaotic background. Of the three foci
arising initially, one moved with velocity~3.5x10°° m/s
over the entire extent of the easy-slip stage. The two others
form of a description of the spatiotemporal patterns of dis-soon stopped and remained stationary up to the end of the
tribution and motion of the deformation foci in a deformed stage. Thus, motion of a solitary plasticity front was ob-

63\‘2
0.010
OZgg FIG. 2. Evolution of the distributions of lo-
| el ti t th -slip st f
0 25 x, mm cal elongations,, at the easy-slip stage o

single crystals of high-nitrogen ste@) and
dependence of the positions of the maxima

Jor b of &, on the loading time (b).
- 4 Cn=0.35mass %[111] axis of extension.
25k a Symbols — positions of the deformation
L A maxima at different times.
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FIG. 3. Positions of local maxima,, as a function of the loading time at FIG. 5. Same as Fig. 3 but ‘.""@01] axis of extension andy=0.5
mass %. Symbols — same as in Fig. 2b.

the stage of linear hardening of single crystals of high-nitrogen steel with
[111] axis of extension an€y=0.35 mass %. Symbols — same as in Fig.
2b.

occuring in a manner such that the foci of localization of
deformation appearing later increase in velocity, so that ulti-
served at the easy-slip stage. At the end of this stage, fanately an autowave structure is forms.
eo> 4%, the distributions of local elongations, just as other  The stages of linear hardening were also observed in
components of the distortion tensor, once again became chaustenite nitrided up to 0.5 mass % N for both orientations of
otic. the axis of extensiolisee Table )l In the case of extension
2) Linear hardening §~e, ®= cons} commenced along[001], starting ate,,;~2% a system of four equally
with further extension of this single crystad(;>8%) and spaced maxima o§,, with spatial period\ =4.5+1 mm
was accompanied by the creation of three moving equidistarformed (Fig. 5. Here, at first an adjustment of the velocities
deformation zones from the chaos. This is shown in Fig. 3 ifis observed also, after which this group of maxima moved
the form of a dependence of theoordinates of the maxima during the entire linear stage up #q,=4% with virtually
of £,, on the deformation time. One can see that synchrothe same velocities-2.6x 10> m/s, forming a typical au-
nous motion of all three foci commences with a certain detowave pattern.
lay, but after the regime is established, the characteristic dis- An interesting feature was observed in an investigation
tance between themm~7x1 mm remains throughout the of the plastic flow curve of a single crystal containing 0.5
extension process. The direction of motion of the foci is themass % N with 4111] axis of extension. In this cagEig. 6)
same as at the easy-slip stage, and the velocity, calculatéde two foci of deformation formed at the beginning of the

from the slope of the straight lines, is~5.0x10°> m/s. linear hardening stage and moving synchronously with the
The position of such foci on the frontal plane of the samplesame velocity stopped successively at the same location in
was normal to the axis of extension. the sampldapproximately 10 mm from the epdafter which

A similar picture was observed in the tensile testing of atheir motion resumed with the same velocity. We note that
single crystal with 0.35 mass % N af@01] orientation. In  the second focus stops for a 1.5 times shorter time than first
this case it was possible to record the process establishimmne. Next, at the same stage but with larger deformations,
self-consistent velocities of the foci of plastic flawig. 4,  motion of a similar bound pair of such foci is once again

J0r
= 24
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FIG. 4. Same as Fig. 3 but with[801] axis of extension. Symbols — same
as in Fig. 2b. FIG. 6. Same as Fig. 3 b@y=0.5 mass %. Symbols — same as in Fig. 2b.
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tion. The fact that the same materials were used in the ex-
periments makes it possible to assert that the changes in the
patterns of deformation localization are actually controlled
% only by the nitrogen content in steel and by the orientation of
the axis of extension of the samples. This means that a causal
link exists between the observed macroscopic patterns of de-
formation localization and the microscopic mechanisms of
elementary acts of plastic flow which are specific to each
stage of the process. The two most important common indi-
ar . cators of the processes investigated are the appearance of a
macroscopic scalk~4—-7 nm in the arrangement of defor-

16

T

L

Z, mm
]
T T

6 L : o '|' | mation foci throughout the sample and the low velocity of
860 880 900 920 940 960 the foci ~(2-8)x 10 ° m/s. At the same time, the elemen-
t,s tary acts of deformation of dislocation nature, naturally, do

not have such a scale, and the dislocation velocity character-
FIG. 7. Positions of the local maxima ef, versus the loading time at the istic for them is ordinarily much higher The spatial scale of
parabolic stage of the hardening curve of single crystals of high-nitroger{h distributi fl | def fi ) h ltt] ith
steel for 001] axis of extension an@y= 0.5 mass %. Symbols — same as e _'? nbutions or local ae Orma_ Ions changes fitlle wi _a
in Fig. 2b. transition from one stage of plastic flow to another and with
a change in the general form of the deformation curve as a
o ] o function of the nitrogen content, but it is largely determined
observed, but this time with a lower velocitifig. 6 and no  p the orientation of the axis of extension. The velocities of

stoppages. The latter, as microscopic investigation of thgeformation foci were of the same order of magnitude in all
sample showed, were related with the boundary of a crystalsyperiments, irespective of the nitrogen content and the ori-
lite with a different orientation, randomly formed at the time gntation of the samples. However, it is observed that they

the sample was grown. Under the indicated conditions, thgsnq 1o decrease as the total deformation of the sample in-
deformation zones were not perpendicular to the sample axigyegses during the testing process.

but rather they made an angle of approximately 20° with it. ¢ i evidently impossible to describe these complicated
This seems to be determined by the fact that the traces frofqyarities of plastic flow on the basis of the traditional

the predominant slip system in this case intersect the obsef,qdels of the mechanics of a continuous medium. The dis-
vation plane, as indicated above, at an angle of 198 |ocation theory is also found to be inapplicable for these
respect to the axis of extension. A similar crystalIographwpurposes, primarily because of the large difference of the

causation of the arrangement of moving deformation zonegp 5 acteristic spatial parameters: the Burgers vector of a dis-
had been observed previously in similar investigations of thgycationb~10"1° m and the scale of the observed nonuni-

plasticeity of single-phase_ single crystals Ciu 10%N +_ formity of plastic flow A~10"2 mm >b. The observed
6%Sn- Thus, the formation of an autowave structure is aeqyjarities should be attributed to spatiotemporal self-
common feature of the linear hardening stages in all dopegganization of the deformation field of the sample. Just as in
austenite single crystals_mvestlga;}ed._ _ Ref. 18, here self-organization is taken to mean the acquisi-
3) Parabolic hardening(o~e’ ?) in the experimental  {jon of spatial, temporal, or functional structure by the sys-
samples completed the deformation process in all four casggm without any specific external action. Self-organization in
investigatedsee Table)l but for different values of the total gy stems of different kinds can be successfully described phe-
strain(Fig. 1). At these stag'es a stationary d|SS|pat|ve Stl’UC-nomeno|Ogica||y on the basis of the theory of nonequilibrium
ture_was a!ways observed, i.e., three or four §tat_|onary deforsrocesses in open systerfg/nergetics'® Attempts in the
mation fom were I_ocated al(_)ng_the sample with _mterva_ll 4—Tjiterature (see, for example, Refs. 19-2® use such an
mm. This pz_ittern is shown in Fig. 7 for tr_\e tensile te_stmg Ofapproach for the problem of plasticity have largely been
a sample with 0.5 mass % N for[@01] axis of extension.  haged on the use of dislocation modéscept for Ref. 19,
where the evolution of the fields of deformation gradients
was studiedl In our works’*>~1"such laws of localization of
The results obtained, on the one hand, confirm the predeformation have been discussed on the basis of one of the
viously established regularities in the patterns of deformatioryariants of synergetics — the theory of autowave
localization, while in the other they enrich with details our Processe&’ In so doing, plastic deformation and elastic
ideas about the dynamics of the development of this phestress were used as variables to characterize the state of the
nomenon. For plastic deformation of single crystals of highlysystem, since the experimental technique employed makes it
dopedy-Fe, all patterns of deformation localization observedpossible to fix directly at least the deformation field. In ac-
previously in different materials were found: solitary front, cordance with Ref. 24, these quantities are the autocatalytic
traveling autowave, and stationary dissipative structure. Adte) and damping ¢) factors, which control the kinetics of
ditional, to that found previousf8?~" confirmation was Pplastic deformation. The differential equations describing
found for the correspondence between the stage structure #feir evolution have the forfri>~*/
the work hardening and the type of patterns of deformation
localization which are observed, as described in the introduc- &= x(&,0)+D?%gyy, (D)

AUTOWAVE REGIMES OF PLASTIC FLOW
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o= ¢(0,8)+D%0yy (2)  which can be interpreted as the condition of complete syn-
chronization of the elementary acts of displacement in the

(the |OW€I‘ indices indicate differentiation W|th reSpeCt to theentire V0|ume of the Samp|e_ At the |inear hardening Stage |t
corresponding variable is impossible to analyze the behavior of autowaves on the
The first terms on the right-hand sides are related withyasjs of such a rough approach. Here it is necessary to take

the continuous(“hydrodynamic”) parts of the strain and jnto account in detail the specific contribution of autocata-

stress fluxes, respectively, and the functiop@,o) and |ytic and damping factors to the kinetic process.
¢(o,e) are the nonlinear rates of change of the stresses and

strains in local volumes and describe the kinetics of elemen-
tary acts of plastic deformatién’?°of a dislocation nature.
The terms containing the second spatial derivatives ahd
e give the stochasti¢"diffusion” ) redistribution of these The experimental investigation of deformation localiza-
quantities in space. The quantities’ and D with dimen-  tion in austenitic steel with a high nitrogen content made it
sions of the diffusion coefficiertm?®/s) contain information  possible to establish, as an elaboration of Ref. 27, that all
about the relation between the micro-, meso-, and macrossutowave structures of plastic deformation can be observed
cales of the levels of plastic floW:*"2>2° in this material: a solitary front, a phase autowave, and a
Equations(1) and (2) are very difficult to solve. Al-  stationary dissipative structure. It was confirmed that a one-
though a solution has not yet been found, these equations c@g-one relation exists between the law of work hardening and
still be used for qualitative analysis of the character of autothe character of the deformation localizatitiype of auto-
wave processes. The parameter controlling the evolution of @ave process It was found that the microscopic features,
self-organization process on the basis of the idea that it is ofontrolling the deformation process at the dislocation level
an autowave nature is the so-called refractory tithé& For  (orientation of the slip planes, tendency toward transverse
spatiotemporal patterns of deformation localization whichslip), is reflected in the character of the distribution of the
are observed at the corresponding stages of plastic flow, it i®calization bands of plastic deformatiédmacrolevel. It is
determined by the dynamics of local elementary acts of disobvious that this interrelation is realized directly via phe-
placement at the corresponding stages of the cueg and  nomena occurring at the mesoscopic level of plastic #ow
is the time period during which the system remains locallyand corresponding to the development and motion of the
unsusceptible to external actions after a single realization dfocus itself of the plastic deformation. Plastic deformation
an elementary displacement. We shall examine below thregevelops in a manner so that starting at the yield point and
variants of an assessment of the situation, assuming that ap to fracture, microscopic-scale elementary displacements
the yield bench stagéeasy slip ® —, at the linear hard-  self-organize into mesoscopic foci of deformation, and the
ening stagec>®>0, and at the parabolic hardening stagelatter in turn form a macroscopic pattern of deformation lo-
®—0. These assumptions are physically adequatelyalization in the entire sample.
grounded. Thus, in the case of the yield bench, on which
plastic flow occurs by propagation of a ders band, on the
front of the latter each elem_entary dlsplacement occurs (_)nlylll A Oding, V. S. Ivanova, V. V. Burdukskiand V. N. GeminovThe
once and then the deformation moves to a different location. theory of Creep and Creep Strength of MefatsRussiail, Metallurgiz-
At the parabolic hardening stage the process is controlled by dat, Moscow, 1959, 488 pp.
transverse slip processes, i.e., displacement can be realized &t Garofalo,Fundamentals of Creep and Creep-Rupture in Mefiac-
any time. At the linear hardening stage, evidently, a more,Mlan London, 1965, Metallurgiya, Moscow, 1968, 304 bp.

. . . . . . P. J. Wray, J. Appl. Phystl, 3347(1970.
complicated intermediate situation occurs. Using Bdrthe “A. A. Presnyakov,Localization of Plastic Deformatiofin Russiaf,

CONCLUSIONS

obvious relatio® Nauka, Alma-Ata, 1981, 119 pp.
5V. E. Panin, L. B. Zuev, V. I. Danilov, and N. M. Mnikh, Dokl. Akad.
DS~Vf2®, (3) Nauk SSSR308 1375(1989 [Sov. Phys. Dokl34, 940(1989].

6L. B. Zuev, V. I. Danilov, and N. V. Kartashova, JETP Le80, 553
whereV; is the velocity of the plastic deformation front, it (1994 ,
. . L. B. Zuev, V. I. Danilov, and V. V. Gorbatenko, Zh. Tekh. F&5(5), 91
can be assumed, on the basis of what has been said above f%995 [Tech. Phys40, 456(1995].

the yield bench, thaD®— and x(e,0)<D®g,,. Corre- 8L. B. Zuev, N. V. Kartashova, V. I. Daniloet al, Zh. Tekh. Fiz.66(11),

spondingly, from Eq(1) follows 190 (1996 [Tech. Phys41, 1189(1996].
9L. B. Zuev, Metallofizika(Kiev) 16(10), 31 (1994.
=D°® 4 10yu. I. Chumlyakov, I. V. Kireeva, A. D. Korotaev, and L. S. Aparova, Fiz.
€t Exxs (4)

Met. Metalloved. No. 2, 1501993.
. . . . . y 11 1 H
which corresponds to an ordinary diffusion equatifick’s Q- Pk Bsagg‘;he&k?v NA- \2 ?g‘éggge”ko' and V. |. Soshnikov, Izv. Akad.
. . . . . auk. , Met. No. 4, .
Secor!d equat'on the So_luuon of which fOI’. one dimension 2R, Jones and C. M. Wykedolographic and Speckle Interferometry
describes the propagation of a front, as is observed on the[cambridge University Press, Cambridge, 1983; Mir, Moscow, 1987,
yield bench. 328 ppl. o
For parabolic hardening the situation is, evidently, re_13A. Kadic and D. G. B. EdelenA Gauge Theory of Dislocations and
. . s Disclinations [Springer-Verlag, Berlin, 1983; Mir, Moscow, 1986,
versed. In this casB®—0, andy(e,0)>D?%g,,. From Eq. 168 ppl.

(1) we obtain 4. J. Kestenbach, Philos. Mag6, 1509 (1977.
5L, B. Sujew, W. I. Danilow, S. A. Barannikova, and |. M. Kireewa,
e=x(e,0), (5) Z. Metallkd. 88, 748 (1997).



Tech. Phys. 44 (10), October 1999 Zuev et al. 1185

6. B. Zuev, V. I. Danilov, N. V. Kartashova, and S. A. Barannikova, 23V. A. Vasil'ev, Yu. M. Romanovski and V. G. YakhnoAutowave Pro-

Mater. Sci. Eng., A324-326, 699 (1997). cessegNauka, Moscow, 1987
1. B. Zuev and V. I. Danilov, Fiz. Tverd. TeléSt. Petersbung39, 1399  24|. Prigogine and G. NicolisExploring ComplexityfW. H. Freeman, San
(1997 [Phys. Solid Stat&9, 1241(1997]. Francisco, 1989; Mir, Moscow, 1990, 336 pp.
84, Haken, Information and Self-OrganizatiofiSpringer-Verlag, New 25|, B. Zuev and V. I. Danilov, Int. J. Solids Struc4, 3795(1997).
York, 1988; Mir, Moscow, 1991, 240 ph. 28, B. Zuev, Metallofizika(Kiev) 18(5), 55 (1996.
19g, C. Aifantis, Int. J. Plast3, 211(1987. 27y, 1. Danilov, S. I. Barannikova, L. B. Zuev, and I. V. Kireeva, Fiz. Met.
20sh. Kh. Khannanov, Fiz. Met. Metalloved. , No. 4, (¥992. Metalloved.83, 140(1997).
?'s. N. Nagornykh and G. F. Sarafanov, Metally, No. 3, 12993. 28y, E. Panin, Uzv. Vyssh. Uchebn. Zaved. Fiz., No. 1, pp. 7£®08.

22G. A. Malygin, Fiz. Tverd. TelgSt. Petersbungd7, 3 (1995 [Phys. Solid
State37, 1 (1995]. Translated by M. E. Alferieff



TECHNICAL PHYSICS VOLUME 44, NUMBER 10 OCTOBER 1999

Silicon two-emitter differential tensotransistor with an accelerating electric field in the
base
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Results are presented from a study of silicon two-emitter tensotransistors. Tensotransistors are
strain-sensitive semiconductor devices with a horizontal structure and an internal

differential output. The optimum device topology and its main characteristics are determined.
The transfer coefficient of the transistor is close to unity. 1899 American Institute

of Physics[S1063-784299)00910-]

Integrated semiconductor pressure sensors occupy a s8g,which is also known as the conversion efficieiéyne-
cure leading position in the manufacture and utilization ofglects the current consumption of the entire tensotransistor as
mechanical sensors. The existing semiconductor sensors withwhole. Thus, by analogy with magnetotransistong can
a resistive output can be divided into two groups: “monopo-introduce the concept of the conversion efficiency of ten-
lar” and “bipolar,” in which the output signal is formed by sotransistorSy, defining it as
the directed motion of majority and minority charge carriers,

. . - . . . T 1 a(lcl_lcz)
respectively. The first group includes piezoresistive sensors SE=| | ———
and tenso-emf sensofutilizing the mechanical analog of the do
Hall effect, and the second group consists of sensors Withyhere | is the sum of all the currents required to bias the
sensitive elements based on bipolar semiconductor dewcet%' ;

> ) iioR0 nsotransistor.
multlcolleptor tensotran5|stor§ gnd tensothyris ne of. Equation(3) can also be regarded as a special case of
the most important characteristics of a pressure sensor is tri:eq. (1) for a two-collector tensotransistor.

relative current sensitivity,
[ a() _ . Y
lo (E) : (1) included a separating—n junction that separates the base
o=0 region of the tensotransistor from the substrate. Since the
Here I (o) =1+ Al(0), wherel, and Al(o) are, respec- thickness of the base of the tensotransistor was much less
tively, the current passing through the sensor in the absendban the diffusion mixing length for the current carriers,
of pressure and the change in the current owing to a pressutle bulk of the injected carriers did not reach the collector
ando is the mechanical stress in the region where the sensgr—n junctions, but were collected by the separatmgn
lies. Sy, is relatively small for monopolar sensorss, since thgjunction (the collector of a parasitic vertical transist@nd
relative change in the current during deformation, which, inrfecombined near the current electrode of the base that was
turn, is proportional to the relative change in the mobility of most distant from the emitter. For these tensotransistgys,
the majority charge carriers, is only a few percent. For bipo-equals the sum of the currents flowing through the base elec-
lar semiconductor sensors, even a small change in mobilitirodesl,, the emitterl ., and the separating—n junction
can lead to a large change in the curreht(o). This is  of the tensotransistot:
because\l (o) in this case is proportional both to the rela-

, ()

o=0

In the tensotransistors studied befdrd,in order to
achieve maximum sensitivitithrough the factoE/E;) we
R=

. . . . . ltot=lpptletlctls. 4
tive change in the mobility and to the ratio of the magnitudes _ _ .
of the pulling electric fieldE and the diffusion electric field With Egs.(3) and(4), Eqg.(2) can be written in the form
Ep.* The product of these parameters can be quite large,

. .. (ac1t ac) Sy
even for a small change in mobility because of the factor S,= (5)

R [l
E/Ep. Because of this, the relative sensitivity of bipolar 1H(acyt acy) (1+Tpp/lct1s/le)

sensors is substantially higher than that of monopolar serwhere a.; () are the transfer coefficients for thel (c2)
sors. Thus, for two-collector tensotransistdgg,, which is  collector currents, which are related to the efficiencies of the
given by emitter y, and collectorsy; ), as well as to the transfer

coefficient . b
(I )1( ‘9('01—|c2)) Beic2)» by
C

SR= Jo

2) Ac1(c2)™ '}’eﬂcl(cz)?’cl(cZ)v (6)

(Ic=1lc1+1c2, wherel, andl, are the individual collector whgre Bei(cz) Is the ratio of the hole pomponents of the
emitterl . and collector ¢; (¢, currents, i.e.,

currents, is more than an order of magnitude higher than the
analogous value for monopolar sensors. However, Beic2)=lpe/lcico)- @)

o=0

1063-7842/99/44(10)/5/$15.00 1186 © 1999 American Institute of Physics
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When a separating—n junction is present and recom- substantially higher transfer coefficients for the collector cur-
bination takes place in the base region of a tensotransistorents.
lpe>1c1(c2), SO that for the tensotransistors considered pre-  The topology and electrical circuit diagram for connect-
viously, B¢1(c2) and the associated, ;) are considerably ing a tensotransistor are shown in Fig. 1.
smaller than unity(See Refs. 1 and 7, for example. Nonequilibrium charge carriers are injected into the base

In the optimum caselfy,,ls<I., ac2)>1), the con-  region of a tensotransistor by two emitters whostype re-
version efficiency and the relative current sensitivity of agions are at different potentials. The current carriers drift
tensotransistor are essentially the same. However, in praalong the base region of the tensotransistor in the accelerat-
tice, acy(c2)<1 andSR;&SE. In this case, it is appropriate to ing electric field at the basé&, . (E, is determined by the
optimize the design, topology, and operating regime of thelifference in the potentialsl at thep™-base electrodesin
tensotransistors simultaneously with respect to the two pahe absence of elastic deformation, the collector currents ow-
rametersSg andSL, thereby reaching both a maximum rela- ing to diffusive flow of charge carriers in theand z direc-
tive sensitivity and a minimum energy consumption for thetions, are equal. Because of this, the output sighalt the
device. load resistanceR.; andR., is zero.

In this paper we analyze the operation of a two-emitter ~ Under uniaxial elastic deformation of the base region of
differential tensotransistor with high&g and SE owing to  tensotransistors in thgl10] crystallographic direction, the
its design features, which eliminate the need to create a separajority carrier(hole) mobility becomes anisotropic in the
ratingp—n junction (I;=0) and make it possible to achieve xy plane, so a transverse potential difference develops which
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is shifted in the forward direction or in the reverse direction 25
by one of the emitter junctions, depending on the sign of the
deformation. The resulting modulation in the injection of g zo}
emitterp—n junctions leads to an imbalance in the currents S
in the collector circuits of the tensotransistor and to the ap—%
pearance of an output signal. s

The operating principle of the tensotransistors describec,

%0

5

here is formally equivalent to the principle of the differential § ™[ 1
amplifier magnetic sensdrin which the injection of emitter = | ,
p—n junctions is modulated by the Hall field. S0

As before! = we shall assume that the tensotransistor is
located on a membrane which transforms a load uniformly o I I L - 1
distributed over its surface into a uniaxial elastic tengion v o y, pm 7 “ »
compression deformation of its base region in tHa 10|
crystallographic direction. In this case, the anisotropy param¥IG. 2. Transverse distribution of the nonequilibrium charge carrier distri-
etera s related to the elastic mechanical stresi the base bution for different values of the anisotropy parameief — 0, 2 — 0.055.
of the tensotransistor by

o F

a= H440'/2, (8) |
ot EX taE |y — Ey)
wherell,, is the shear piezoresistive coefficient fBSi. Dd(x',y')=e (11)
In order to optimize the topology and geometric dimen- ' kgT '

sions of the elements of a tensotransistor, we shall calculatg0 is the initial bias voltage on the emitter p junction, T

its main characteristics. The calculation will be done in theig e temperaturekg is the Boltzmann constant, aredand
approximations of a low level of injection and weak defor-, - are the electronic charge and the equilibrium electron
mations, such that the anisotropy parameter is rather smalkyncentration in the base.

.e.,[a]<1. In view of the smallness ofdll,<1, we shall The following analysis is for dimensior(all in um) of
also neglect the effect on the spatial distribution of the nony,o basé x|, x1,=200x 50 3 and of the emitters, x|/
x "y

majority charge carriers in the base of the tensotransistof | — 4« 5%x15 g separationy; — e, =25 between the
. . . z -~
owing to the layer of thicknessd2(Fig. 1) that separates the .anters of the emitters,=42, and a diffusion mean free

collectorp—n junctions. _ path for the nonequilibrium charge carriers lof 30. The
We limit the base of the tensotransistor &°8<l,, 0 5 jjing field isE, =500 V/cm, and the surface recombination
<y<ly, and 0<z<I,. Under the above assumptions, the 3te 5=0. In the calculations, we have taken an anisotropy
equations for the distribution of the electrical potential in theparameter 0fi=0.055, which corresponds to a uniaxial elas-
base region of the tensotransistor are the same as b‘eforeaC mechanical stress =800 kgf/cn?. The changes in each

Thus, the results obtained there on the choice of geometrigyeific case are indicated specially. Note that the condition
dimensions for the base of the tensotransistor and the posiz 5 |ow level of injection imposes limits on the quantity
tion of the emitters remain validl,/l,=0.2 and x./I

=0.25, wherex, is the distance from the center of the emit-
ters to the nearest base electrode.

Po

For calculating the output characteristics of the ten- . I . .

. ) Her is th ilibrium concentration of the majori r-
sotransistor, we must know the spatial distribution of the erepy is the equilirium concentration of the majority ca

o : S Pers(holes} in the base of the tensotransistor. In the opposite
nonequilibrium charge carrier concentration in the base o S . .
. ) .~ _~case, the nonequilibirum carriers generated by amp junc-
the tensotransistor. Using the source function ill sh h field and th dulation i
n(x,y,z,x",y’,z"), we find an expression for the concentra- tion will short out the transverse field and the modulation in
tion, c;f ’the, n(,)ne’ Lilibrium carriers by intearating over thethe injection vanishes. Figure 2 shows transverse distribu-
volumeV/ emitte?S' y 9 9 tions of the concentration of nonequilibrium charge carriers
¢ ' in the base of a tensotransistor along the line specified by the
coordinatesum (80y,3). Evidently, in the absence of de-
n(x,y,z)zf dx’f dy’f dz'p(x',y")n(x,y,z,x",y",z"), formation (oc=0), the distribution is mirror symmetric with
respect to the central plane,(,/2,z) (curve ). When a
9 mechanical stresg is present, the distribution becomes
sharply anisotropic with the concentration increasing rapidly
Here p(x',y') is the source density of the nonequilibrium &t one of the collectors and decreasing at the dftenve 2.
carriers, which in our case is a function of the pulling field, Héré the overall number of nonequilibrium carriers in-

o (12)

_ _|_|'<2_B|n
Ye1™ Ye2 y |a| Ex

x",y',z' eV,.

the anisotropy parameter, and position creases, as implied by a comparison of the areas under
curves 1 and 2. This variation in the spatial distribution of
p(x"y")=nolexd ®(x’,y")]—1}, (100  the nonequilibrium electrons in the base is a direct conse-

quence of the modulation in the injection.
where The collector currents are found by taking the integral
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the anisotropy parameter.
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FIG. 5. Dependence of the(1,2) andy componentg3,4) of the C; (1,3
andC, (2,4 collector currents on the anisotropy parameter.

The distribution of the collector ion currenjs;(x) and
jc2(X) along the lines specified by the coordinatgsy(,,!,)
and (,Yeo,l,), respectively, are shown in Fig. 6. The length

Figures 3 and 4 show the relative variations in the col-of the collector junctions can be optimized on the basis of

lector currents as functions of the anisotropy parameter anghjs dependence. In our case, the collector junctions can be
pulling electric field in the tensotransistor base. These figuregound by 46<x<565.

imply that when elastic deformation forces are applied, the  The relative variation in the collector currents during

collector current can increase by more than a factor of 3, anfleformation are plotted as a function of the distance between
its dependence on the anisotropy paraméserthe amount  the collectors in Fig. 7. As the distance between the collec-

of deformation is substantially nonlinear. tors increases, there is a rise in the transverse potential
Figure 5 shows the variations in the compondpnisand

| .y of the collector currents flowing through the,y,1,) and
(x,0,2)(x,ly,2) planes of the collectop—n junctions. Evi-
dently, the main contribution t is from the current flowing
through the X,y,l,) plane of the collector junction. This

difference that modulates the local injection at the emitter
p—n junctions.

The results of a study of the relative variation in the
collector currentsAl /g (Al=1;.—1s, Wherel; andl
are the collector currents with and without deformation, re-

curve also implies that for this tensotransistor, the relativespectively, as a function of the diffusion displacem;ant
increase in the collector current during elastic deformation ofength L for the charge carriers and the width of the emitter
its base region is r0ugh|y a factor of 2 smaller than for thEp n junctions reduce to the fo”owing whdn is reduced
n—p—n tensotransistor studied before under the samgrom 30 to 5um, Al./l, increases slightly, whilé., de-

conditions! since in this design, the charge carriers injectedcreases by a factor of 4.5, which leads to an undesirable
by the emitter, whose current increases during deformationncrease in the output resistance of the device. Similar be-
reach both collector junctions. This effect is substantiallyhavior is typical in the dependence &f /1 on the width

less for ann—p—n tensotransistor, since its collectors are of the emitterp—n junctions when the distance between
separated from one another by a substantially greater dis-

tance.
2
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FIG. 4. Field dependence of the relative variation in @e(1) andC, (2)

FIG. 6. Longitudinal distributions of the collector current densities without
collector currents.

(2) and with(1,3) deformation of collector€, (2) andC, (1,3).
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FIG. 7. Relative variations in th€; (1) andC, (2) collector currents with
deformation as functions of the distance between the collectors.

their centersyq; — Yoo, is held constant. As the width of the
emitter junctions is reducedAl ./l increases slightly,
while | increases substantially.

Babichev et al.

that Sg=1.8x 10 3 cn?/kgf. An expression for calculating
the absolute sensitivity can be obtained from Ez).by re-
placing () ~! by the load resistance in the collector circuits,
R.=R.1=R.,. Then, for zero pressure collector currents
lc1=leo=1mA and R.=5 kQ, we obtain
S,=18 mV- cnP/kgf. For a pulling electric field in the base
of Ex=500V/cm, Eq.(7) yields B;2)=0.8, which is
roughly two orders of magnitude higher than for the earlier
tensotransistor designs.

We thank Z. S. Gribnikov for stimulating these studies.
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The effect of prolonged operation and temperature on the spectral distribution of the quantum
yield of silicon carbide light-emitting diodes operating in an electric breakdown regime

is investigated. The spectrum of the light-emitting diodes is found to change in a regular manner
during prolonged operation. It is found that self-absorption and the temperature shift of the
bands have a large effect on the spectral distribution of the temperature coefficient of emission.
The conditions for obtaining the most stable light-emitting diodes possible, which can be

used as standard visible-range emitters, are determinedl99 American Institute of Physics.
[S1063-784299)01010-1

Silicon carbide light-emitting diodes operating in an cupying a substantial portion of thg-n junction area were
electric breakdown regiméreakdown LED§s meet, to the selected. Such samples were obtained by careful optimiza-
maximum degree possible, the requirements for standartion of the technological regimes with defects artificially in-
sources of optical radiation for sensitivity calibration of troduced into a near-surface layer of the initial silicon car-
spectral apparatus. They are distinguished by a wide flabide wafers. In the optimal variant the microplasmas are
spectrum similar to the spectrum of a black body at 6000-switched on at essentially the same voltages. In the current—
8000 K, high temperature and temporal stability of the inte-voltage characteristic, an inflection preceding the section of
grated radiation power, and resistance to current overloadsharp current growth corresponded to the appearance of mi-
and corrosive actions. croplasmas. The high stability of the radiation power at con-

One of the basic parameters whose values determine trgtant current during prolonged operation was achieved for
possibility of using breakdown LEDs as standard sources arsuch samples on a section of “sharp” breakdown located at
the temperature and temporal instability of the spectral diseurrents quite far above the inflection pofnSome charac-
tribution of the quantum yield of radiation within the oper- teristics of the breakdown LEDs containing similar structures
ating wavelength rang€250-800 nm However, previous are presented in Ref. 1.
investigations of the instability of the quantum vyield of The maximum number of microplasmas was switched
breakdown LED%® concern primarily its integrated values on when the reverse current pulse through the experimental
(over the wide spectral rangdn addition, the radiation was structures reaching several amperes. These microplasmas be-
extracted through a base silicon carbide crystal, since seltame equally bright and a system could be discerned in their
absorption strongly influences the characteristics of the dearrangement. They were localized predominantly along
vices. closed segments of curves surrounding the region where the

In the present work we investigated the effect of pro-maximum brightness of injection electroluminescence, aris-
longed operation and temperature on the spectral distributiomg when a sample is powered with dc pulses with amplitude
of the quantum yield of silicon carbide LEDs operating in greater than 0.5—1 A was observed. For this reason, it can be
the electric-breakdown regime with radiation extractedinferred that the appearance of microplasmas is due to regu-
through a thinp region. lar nonuniformities of the doping front. The number density

The p—n structures were prepared by alloying Silumin of the microplasmas increased with the degree of doping of
disks with commercial SIC—6H crystals grown by the Leli the initial crystals.
method. The structures were 150-3@0n in diameter. Some of the experimental-n structures formed groups
Fusing-in was done in the faces of the crystals perpendiculasf structures together, approximately 0.5 mm apart, on the
to the crystallographic axi€. The uncompensated donor same crystal. Such structures exhibited characteristics with
density in the initial crystals was of the order of'f@m 3. the minimum variance, which makes it possible to attribute

Breakdown in the experimental structures was localizedhe uncontrollable technological factors affecting them ap-
in microplasmas, whose position and characteristics depreciably to the properties of the initial SIC—6H wafers and
pended on the degree of doping, the surface treatmerhe temperature—time regime of alloying.
method used for the initial crystals, the temperature—time In order to use the photons whose energy is greater than
regime of alloying, the masses of the Silumin disks, andhe band gap in SiC, the radiation of the LEDs was extracted
other factors. Structures in which the microplasmas unithrough a thinp region. Such photons are completely ab-
formly fill the entire area or are localized within a ring oc- sorbed when the radiation is extracted through the bulk of

1063-7842/99/44(10)/7/$15.00 1191 © 1999 American Institute of Physics
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the SiC. As shown in the present work, the temperature deguite high gain for efficient operation in the single-electron
pendence of the optical absorption in this case can stronglgnode. However, a model which was substantially different
influence device stability. from the others and had excellent characteristics was found.
The presence of drops of the emitter alloy made it pos-The FEJ-142 signal was recorded in integrated ligimo
sible to obtain, by thermal compression welding of an alu-ight filters).
minum wire, a reliable stable contact to theegion, capable As a rule, in the temperature range 300—400 K the
of passing for more than 100h a pulsed current with am- curves of the spectral density of the quantum yield versus
plitude exceeding 10 A without appreciable degradation. Théemperature were linear. This makes it possible to character-
resistance of such a contact did not exceed se¥graWhen ize them by the relative temperature coefficieny,, ex-
radiation was extracted from theregion side the contact pressed in %/K.
“masked” no more than 20—-30% of the emitting area of the ~ To obtain the spectral dependengg(hv) the spectrum
p—n junction with a uniform field of microplasmas and, for of a sample was measured successively at room temperature
all practical purposes, did not impede the extraction of radiaT; and at a temperaturg, 100 K above room temperature.
tion from the samples with ring-shaped radiation topographyln so doing, it was checked that the photosensitivity of the
The simple possibility of obtaining a “transparent” stable detecting system remained constant. The quantjtyhv)
contact to thep region is a substantial advantage of the al-was determined for each photon energy with stefv)
loying technology forp—n junction fabrication. =0.05 eV according to the formula
The structures on which the measurements were per- _ _ _
formed were placed in heat-removing cases. The base con- Yho(Nv) =100% 1 (T2) = (T VI(T1)(To= Ty)].
tact was obtained by vacuum deposition of HiNi. The spectrumN,,,(hv) of a sample, expressed in units of
The method for determining the temporal instability of the number of emitted photons in a unit photon energy range,
the quantum yield; consisted of measuring the signdtom  and the spectral distribution of the relative slope of the spec-
a photomultiplier when the photomultiplier is irradiated with trum &(hv)=(1/Ny,)- ANy, /A(hv) were used for com-
radiation from the experimental LED before and after thebined analysis.
given operating periods with a constant relative arrangement The radiation spectra were measured in the photon en-
of the periods and comparing this signal with the signal ergy range 1.8—-3.8 eV with a 0.05 eV step using a ZMR-3
from a reference emitter. In so doing, the relative radiatiormonochromator. A photon counter based on atJ#®B pho-
intensity ® =1/1, of the experimental LEDs which is pro- tomultiplier, carefully selected to ensure the maximally
portional to the quantum vyield, was found. The relativestable radiation detection, was used as the photodetector. The
change in the quantum yield over a periodf operation of  experimental samples were placed in a special holder directly
the LED was determined a$p=[®(0)—d(t)]/P(0). in front of the input slit of a monochromator. The holder
A set of breakdown LEDs of the same type as the eximade it possible to regulate and stabilize the sample tem-
perimental LEDs, which had undergone preliminary agingperature in a range from room temperature up to 400 K. The
and were subjected to mutual verification throughout the enmagnitudes of the signal from the experimental sample
tire period of the tests, was used as reference emfttéh®  within the entire spectral range during the measurements of
reference LEDs were placed together with the experimentaivo spectra corresponding to room and a high temperature of
LEDs on a common removable holder in front of the photo-the sample(about 2 h, were reproduced with an error not
multiplier unit about 30 cm from the photocathode in a mas-exceeding 0.1%.
sive case. The arrangement of the LEDs in the holder was Fourteen typicap—n junctions, some of whiclicontain-
not changed during the tests. Its construction made it posng the same first number in their designajiovere placed
sible to operate simultaneously all of the experimental LEDson the same crystal, were selected for measurements of the
and to control their characteristics. For this, the holder wasemporal instability. Multiplexed LEDs with several indi-
moved from one measuring stand to another. Radiation in &idually powered emittingo—n junctions in the same case
narrow spectral interval was extracted using interferencevere prepared from such structures. The LEDs were placed
light filters, placed in front of the photocathode of the pho-on two holders. Each holder contained two standard emitters,
tomultiplier. Reference LEDs were used under the same corene of which was used as the main emittée signals of all
ditions as the measured LEDs. Their radiation intensity wasther samples were normalized with respect joaind the
the same. The same powering and switching systems werher served as a control.
used to switch them on. Light-emitting diodes were operated “around the clock”
Measurements in the spectral range 687—-361 nm werat a 50 mA current. The temperature of the holder was about
performed in the photon-counting mode using anUFE 350 K. This “easy” (as compared with Ref.)3powering
photomultiplier. An FEJ-142 photomultiplier, which is in- regime is optimal for device operation on considerations of
sensitive to visible-range radiation, was used in the UV remoderate power dissipation.
gion. The photomultipliers were carefully selected from a  The relative radiation intensity was measured in narrow
large number of models from different batches according tespectral intervals with a current of 50 mA through the LED
the criteria of maximally stable detection of weak radiationas well as in integrated light at currents of 3, 10, and 50 mA
fluxes(intensity of the order of 19-10' photons per second  using an FE-84 photomultiplier(whose spectral sensitivity
in the single-electron regime. It should be noted that theange is 300—740 njrand 50 mA with an FB-142 photo-
FEU-142 photomultiplier had a multiplication system with a multiplier (whose spectral sensitivity range is 112—365 nm
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TABLE I.
(577)max7 %
U, Vv Integrated light Interference light
FEU-84 FRU-142 filters
Current, mA Wavelength, nm
Sample 3 10 50 3 10 50 50 361 410 474 560 618 687
Holder 1
31-1 20.6 21.2 22.8 7 10 10 15 8 6 7 11 12 11
31-2 20.4 21.0 22.4 10 10 8 21 7 6 6 9 11 9
21-1 18.5 19.0 20.3 4 6 6 9 8 7 2 5 6 4
21-2 185 18.9 20.0 2 5 6 8 9 6 5 4 5 3
19-1 18.4 18.8 19.5 1 5 7 9 12 11 9 5 5 3
19-2 18.2 18.6 19.7 -10 2 5 8 9 7 3 3 1
19-3 18.4 18.9 19.9 2 7 9 13 15 12 10 6 6 4
19-4 18.1 18.6 20.0 -14 0 0 6 8 7 6 3 3 1
21-3 18.6 19.0 19.8 -1 7 10 20 13 12 8 9 4
26-3 17.3 20.5 21.6 -2 1 2 2 1 3 4 2 2 0
Holder 2
11 18.0 18.5 19.4 -4 -5 9 37 16 9 5 3 2 1
14 20.4 20.7 215 6 4 4 17 12 10 8 5 4 3
28-1 225 23.4 25.7 8 10 9 25 10 6 5 6 9 5
28-2 223 23.1 25.2 8 7 6 17 4 2 3 5 7 2
18-5 21.4 22.4 23.3 15 16 14 19 18 14 12 11 12 12
18-3 21.1 21.6 22.8 1 0 -1 0 -1 -1 -1 -1 -1 -1

with a relative spectral sensitivity of the photocathode at 365 57),,,,, corresponding to the control sample 26—2, ob-
nm corresponding to 0.4% according to the manufacturer'sained for various spectral intervalgpparently, temporal
certificate for this sampJe “pulsations” of the quantum vyield appearedA large

For all samples the voltage corresponding to the infleCtpange was not observed in the current—voltage characteris-

tion in the current-voltage characteristic preceding the S€Gic of the main and control reference LEDs during the period

tion of sharp curre_nt growth .range.d fro.m 17to 21V, Theof the tests. Unfortunately, this does not make any of them
current corresponding to the inflection did not exceed 1 mA.

Table | gives data characterizing the form of the preferable with respect to stability.

current—voltage characteristic of the experimental samples in /S ON€ can see from Table |, the quantum yield, as a
the 3-50 mA section as well as the maximum relative'ule, increases as a result of continuous operation. The maxi-

change 67) .. iN quantum yield over the entire operating MUm value 67)mnax, reaching 37% for one of the samples, is

period (5779 h for samples on holder 1 and 5965 h on holdePbserved in the UV region of the spectruintegrated light
2). with the FEUJ-142). Substantially lower values of8#) max

As one can see from Table I, the 3—50 mA section corwere obtained in the spectral range 361-687 nm; they do not
responded to “sharp” breakdown. Considering its distanceprevent using the devices as standard emitters. The inte-
from the inflection in the current—voltage characteristic, onegrated quantum yield corresponding to currents of 3 and 10
would expect, as follows from the preceding investigatibns, mA was also quite stable. The higher negative values of
a high temporal stability of the integrated quantum yield of(577)max with 3 mA for samples 19-2 and 19-4 agree with
light-emitting diodes on this section. the character of the change in their current—voltage charac-
~ The samples 26-3 and 18-3 were not subjected 0 CoRgyigtic, similar to that described previously in Ref. 3. These
tinuous operation; they were used as control samples. Th§amp|es are distinguished by lower values of the operating

measurement error can be judged according to the value Q/foltage and, correspondingly, a position closer to the inflec-
(6n) maxcorresponding to them. As one can see from Table I.. . . I
tion in the current—voltage characteristic.

(67) max for 18—3 did not exceed 1%, which gives an esti-
mated error of 1% in determiningn for samples placed on The s_pec_tral depe_nde_nce OM)’“"”.‘ averaged over all
samples is displayed in Fig. 1. The circles denote the aver-

holder 2. The values of§%) max for the control sample 26—3 ) _
turned out to be highelf( 57) ., reaches 4% in one case ages, and the short horizontal bars denote the maximum and

attesting to an unsuccessful choice of the standard LEDs fdPinimum values of §7) may- The data on §7)maxin the UV
holder 1. Apparently, one or both of them exhibited instabil-"ange (integrated light with the FB-142) are also plotted

ity during the testing period, even though they were not subthere. Since(when the form of the emission spectrum of
jected to continuous operation. For this reason, we estimateEDs and the photosensitivity spectrum of theUFE42 are
the error in determiningdy for holder 1 to be 4%. It is taken into accountphotons with wavelengths from a small
interesting to note that the random character of the quantityegion near 300 nm make the main contribution to the signal,
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FIG. 2. Relative intensity of the radiation of breakdown LEDs versus the
operating time: a — holder 1, b — holder 2; current through the sample,

0 mA: 1 — 50, 2 — 10, 3 — 3; spectral range — integrated light with the
FEU-142(1) and FEJ-84 (2,3 multipliers; interference light filters at wave-
lengths 361, 410, 474, 560, 608, and 687 (&n
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FIG. 1. Spectral dependence of the maximum relative change in quanturmamed l_'mChanged during the operation to within three sig-

yield of breakdown LEDs over the entire operating period: a — holder 1,Nificant figures.

b — holder 2. The current—voltage characteristic of the samples was
measured before and after the tests. It was found that during
prolonged operation the characteristic changed negligibly

a wavelength of 300 nm was conditionally assigned to theand touched the initial sections lying below the inflection.

corresponding value ofd7) nax- No clear connection between the changes in the current—

As one can see from the figure, the change in the specroltage characteristic and the quantum yield was found.

trum of the LEDs as a result of their continuous operation is  The growth of the quantum yield of breakdown LEDs

of a regular character. It should be noted that for spectrabbserved in this work during prolonged operation is opposite
curves of the samples located on holders 1 and 2, not onlio the behavior of injection LEDSwhere the quantum yield

are the characters of the curves close, but the values afrops because of the appearance of nonradiative recombina-

(6n)maxare close. A large difference is observed only at 30Qtion channels.

nm. It seems to be of a random character and is due to the It seems that diffusion of charged impurities can occur

stronger influence of uncontrollable technological factors orunder the influence of the strong electric field of §hen

the characteristics of samples in the UV region of the specjunction. This diffusion expands the space-charge region and

trum as compared with the visible region. A similar changetherefore increases the breakdown voltage and, correspond-

in the shape of the emission spectrum of breakdown LEDé#ngly, changes the energy distribution of the high-energy car-

(spectra before and after continuous operation were conmiers (it shifts the distribution into the region of high energies

pared, in both cases normalized to 1 for the same waveas a result of an increase in the drift length of free carriers in

length, undergoing continuous operation with the maximumthe strong-field region which can increase the quantum
possible current load with radiation extraction through theyield of the breakdown electroluminescence and the fraction
base silicon carbide crystal was noted in Ref. 3. of high-energy photons in the spectrum. Near 2.6 eV, as well
The dependence @b averaged over all samples on the as in the red region of the spectrum, in alloyed silicon car-
operating timet is presented in Fig. 2. As one can see, thebide p—n junctions injection electroluminescence bands due
guantum yield increases monotonically during the operatingo radiative recombination of minority carriers are observed.
time in most cases. For hold& a less sharp dependence is Similar bands are present in the breakdown electrolumines-
observed, possibly because of the higher instability of th&ence spectrum and can be explafhley radiative recombi-
standard LEDs. nation of minority carriers arising in the neutral regions of
In the course of the tests, the values of the voltage on théhe spectrum as a result of impact ionization by high-energy
sample were recorded in parallel with the measurement afnajority carriers which have left the strong-field region. Dur-
the radiation intensity. It was established that for all samplesng operation these bands can be quenched because of the
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TABLE II.
Tint 10,
Current, photons per
Sample mA UV X108, %K Ymao WK v, %Ky, %IK electron
164 50 12.61 —23 —.06 —.15 —.08
100 13.33 —15 —.02 —.08 —.04 .682
120 10 16.60 -3.0 —.02 -1 —.03
50 17.24 0 +.01 —.05 —.01 2.85
100 17.63 0.57 +.02 —.04 0
11 10 18.50 -1.1 0 —.05 —-.02
50 19.45 -1.0 +.04 —.02 +.01 2.12
100 20.05 -1.0 +.06 0 +.03
19-1 10 18.78 -3.2 0 —.03 —.02
50 19.47 —-5.1 0 -.03 -.01 2.71
100 20.01 -6.0 0 —.03 —.02
90-1 50 20.28 —-3.4 +.01 —.04 —.02
* 50 20.28 —-3.4 +.03 -7 —.03
14 10 20.78 1.9 0 —.04 —.02
50 21.50 0.93 +.01 —.03 -.01 2.29
100 21.51 0.93 +.01 —.03 —.01
18-1 10 21.45 -19 0 —.05 —.03
50 22.50 —-3.6 +.01 —.03 —.02 3.45
100 23.23 —2.6 +.01 —.03 —.01
28-2 10 23.13 -35 0 —.05 —.02
50 25.09 —-17 0 —.05 —.02 3.48
80 26.05 —20 0 —.05 —.02

appearance of nonradiative recombination channels, which igsacted from thep-region side as well as through the base
possible under conditions of a strong electric field and locatrystal (this case is marked by an asterisk in Table Il
heating in microplasmas. This quenching can partially com-  As one can see from Table Il, the valuesgf; in vari-
pensate the growth of the main component of the radiationgus samples differed negligibly, increasing appreciably with
due to transitions of high-energy carriers which occur with-U. An exception is the low-voltage sample 164, whose op-
out the participation of impurities and defects. These considerating regime seems to correspond to the tunneling break-
erations can qualitatively explain the character of the curvelown region preceding the above-mentioned inflection in the
in Fig. 1. current—voltage characteristic. Low values gf; and a

In choosing samples to investigate the temperature instasharper dependencey(U) are characteristic for such
bility of the spectral distribution of the quantum yield, essen-samples.
tially the entire range of working voltages suitable for prac-  Uniquely low values ofy;,, in the entire experimental
tical application of LEDs was covered. Certain spectral range, which, as a rule, do not exceed the limits
characteristics of the samples and the measurement resu(ts0.09—(+0.09%/K, are observed when the radiation is
are presented in Table IlI. extracted through a thipregion. A weak dependence ¢f,

Where it is possible to do so with acceptable accuracypn U is observed. The low-voltage sample 164 is an excep-
the dependencey,,(hv) was measured at the limits and at tion. Such samples have high negative valuesgf, which
the center of the working range of currents in the stationaryncrease in the direction of positive values with increading
powering regime of a sample. Table Il gives the maximumSample 11, which has high positive values gf,, also
Ymax @nd minimum-y,,;, values ofy,,, in the photon energy stands out.
range 1.8-3.4 eV as well as the integrated vajg with As the current through a sample increases,, as a
respect to a nonselective photodetector, calculated for theule, shifts in the direction of positive values. This tendency
same spectral range. For some samples the integrated inteappeared to a maximum degree for low-voltage samples as
nal quantum yield of the breakdown electroluminescenge well as for sample No. 11. For emitters with working volt-
in the photon energy range 1.8-3.4 eV is presented; it waages above 20 V, the effect of a current in the range 10—-100
estimated with an error not exceeding 100%. mA on the temperature dependence of the quantum yield is

For combined analysis, Table | also gives the voltlge negligible. It was established that a large increase in the
on the sample(determined mainly by the uncompensatedmodulus of negative values ofy,, starts when the current
donor density in the initial crystalgt room temperature and decreases to values close to the inflection in the current—
the relative temperature coefficient, of the voltage. voltage characteristic.

To determine the effect of self-absorption on the shape As one can see from Table II, a low negative or positive
and temperature dependence of the spectral distribution ofalue of y is characteristic for most samples. An exception
the quantum yield of breakdown LEDs, measurements werg the low-voltage sample 164. Such samples possess a much
performed on the same typical sample with the radiation exsharper dependendd(T), whose slope decreases as the
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working regime approaches the inflection in the current—
voltage characteristic and the transition to the section of
sharp breakdown. The high-voltage sample 28-2 also stands
out. For this sample high negative valuesygf, which in- <
crease in modulus with increasing current, are observed. For %
this sample the influence of the serial resistance, which de- 5
pends on the temperature more strongly than the resistance ™ -
of the space-charge region, seems to be substantial. The hig}
value of the differential resistance of sample 28—2 on the — 06
working current section agrees with this supposition. -.08

The positive values of the temperature coefficient of the
voltage which we observed in a number of alloyeéh junc-
tions based on silicon carbide prepared on crystal faces per-
pendicular to the crystallograph(€ axis in the present and
previous workgfor example, Ref. Ldo not agree with data
on the “anomalous” temperature dependence of the eIec—‘~
tronic coefficient of impact ionization ia-SiC with electric k
field orientationE| C.” The reason for this disagreement
cannot yet be explained on the basis of existing motlels.

The character of the distributions,,(hv) and&(hv) is
reproduced well for all samples. Figure 3 shows the spectra
of a typical sample 90—-1 with radiation extracted through a
thin p region (curvesl) as well as through the base crystal
(curves?2).

As one can see from the figure, the character of the 1
curvesyy,(hv) and&(hv) is similar in many respects. This
suggests that one of the factors determining the temperature
coefficient and its spectral dependence is the temperature
shift of the main components of the radiation. The quantum

g, el

> ™

hv? arb. units

yield of radiation increases on the approaching slope of the = 4

spectral band and decreases on the receding slope, and th 2

relative change in quantum yielde., the quantityy,,) in 0 . , . . |
the absence of any effect from other factors should be pro- 1.6 2.2 2.6 3 3.4 38
portional to the relative slope of the spectrum in this spectral hv, ev

range. As one can see from the figure, when radiation is ) i
. FIG. 3. Spectral dependences for a typical breakdown LED: a — distribu-
extracted through the base SiC crystal, the temperature dg

on of the relative temperature coefficient of the spectral density of the

pendence of the optical absorption is the main factor deterguantum yield b — distribution of the relative slope of the spectrum; ¢ —

mining the value and spectral behavior of the temperaturghoton energy distribution.

coefficient in the region corresponding to the absorption

edge (photon energies exceeding 2.6 e\t also plays a

large role in the impurity absorption range at the location ofture dependence of optical absorption also appears in the

the well-known band with a maximum near 1.9 eV. As oneform of a dip near 3 eV in the curvey,(hv) when the

can see from Table Il, the integrated quantjty;, improves radiation is extracted frorp region side. The small fraction

for this sample by a factor of 1.5 when the radiation is ex-of radiation reflected from the crystal faces in the direction of

tracted from thep-region side, primarily because any effect the detecting system is subjected to self-absorption in this

of the temperature shift of the optical absorption edge ixase.

eliminated. It has been established that, according to data for 40
The integrated temperature coefficigndf the quantum  emitters,y for the UV component of the radiatiofwith re-

yield of breakdown LEDs with respect to different types of spect to FEJ-142) at a current of 100 mA lies in a compara-

photomultipliers is of special practical interest. A calculationtively narrow range from—0.15 to —0.06%/K. The high

for the most commonly used types of photocathodes, pervalues of y in the UV region compared with the visible

formed for sample 90-1 for radiation extracted throughghe region correlate with the larger slope of the emission spec-

region, givesy= 0.108-0.025%/K. For all types of photo- trum, which makes it possible to attribute the indicated dif-

cathodes a gain by more than a factor of 2 obtains comparef@rence to the temperature shift.

with radiation extraction through the base crystaven In summary, we have determined the conditions under

though the region of the optical absorption edge contains ahich LEDs, operating in the electric breakdown regime and

small fraction of the radiation of the LEDs, the maximum possessing the maximum stability of the spectral composi-

sensitivity of photocathodes lies in this region tion of the radiation, are obtained using the alloying technol-
As one can see from Fig. 3, the influence of the temperaegy for obtainingp—n junctions on commercial silicon car-
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bide crystals of the 6H polytype. Such devices can be used agide spectral range is distinguished by high capacity, which
standard sources of visible-range radiation. The preliminarynakes it possible to use the method for metrological support
data obtained on the parameters of LEDs in the UV region obf standard emitters under conditions of serial production.
the spectrum show that standard emitters can be produced for
this range. Mor.e .detalled |nve§t|gat|0ns of the spectral andlYu. M. Altaiskii and A. M. Genkin, Zh. Tekh. Fiz52, 543 (1982 [Sov.
other characteristics of UV emitters are required. _ Phys. Tech. Phy7, 350(1982]. ’

We have shown that the quite high temperature stability,?vu. m. Altaiskir, A. M. Genkin, V. K. Genkinaet al, Elektronnaya tekh-
one of the most important requirements imposed on standargnika, Ser. 2, No. L0), 76 (1987. _ _
sources of radiation, can be achieved in the case of break-'i"éov('lgggl[’iéﬁh ’\gh(;:zlz(”}l\é(fégﬁnkmm al, Zh. Tekh. Fiz.67(1),
down LEDs not by thermostating the device, as in the case ofa . Genkin, V. K. Genkina, and L. G. Ogneva, itriki i Polypro-
all conventional types of emitters, but rather as a result of the vodniki, No. 32, 81(1987.
characteristic features of the mechanism of breakdown eIecZA- A. Ptashchenko, Zh. Prikl. Spektrosg3, 781 (1980.

. : . - _°L. A. Kosyachenko, A. V. Pivovar, and V. M. Sklyarchuk, Zh. Prikl.
troluminescence. This determines the possibility of produc Spektrosk36, 236 (1982,

ing small devices controlled by the powering current, which 74" o. konstantinov, Fiz. Tekh. Poluprovodt7, 2124(1983 [Sov. Phys.

are ready for operation virtually instantaneously, and which Semicond17, 1358(1983].

can be used effectively in the pulsed regime. 8M. M. Anikin, M. E. Levinshtén, 1. V. Popovet al, Fiz. Tekh. Polupro-
The method proposed in the present paper for determin-VOdn'zz’ 1574(1988 [Sov. Phys. Semicon@2, 995 (1983,

ing the temporal instability of sources of weak radiation in aTranslated by M. E. Alferieff
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A model is proposed for the thermal and electrical responses of films of theThigh-
superconducting material YB&u;O;_, to current and optical pulses. Numerical calculations are
compared with experimental data for current pulses of durationu$0&nd laser pulses of

duration 0.1 ns; this yields improved data on the thermal conductivity of thin,€B#D, _, films
(1.5-2 W/m-K) and thermal resistance of the film—substrate contast{® & m?- K/W) in

the neighborhood of the superconducting transition. This model can be used for optimizing the film
structure parameters and control regimes for switching elements for pulses lasting longer

than 0.1ns. ©1999 American Institute of PhysidsS1063-78429)01110-]1

INTRODUCTION sponse and to establish the thermophysical parameters of
HTSC films more accurately.

Microwave cryoelectronic components for operation at
Ilqwd nitrogen temperatur_es, sn_Jch as switches, modulators HYSICAL JUSTIFICATION FOR THE MODEL
clippers, etc., based on disrupting the superconducting state
(9 of thin films of the highT, superconductofHTSC) The computational models were constructed in confor-
YBa,Cuw;0,_, (YBCO) by supercritical current pulses or la- mity with the geometrical and temporal conditions typical of
ser pulses, have been under intense development and stutihe switching components under consideration. At present,
in recent year$?? The main requirements for these compo- switching processes are usually studied using elements based
nents are speed and switching quality, which is evaluated ion YBCO films. High speed can be achieved only with high
terms of the ratio of the resistances of the film in the resistivequality films with a low temperature width of the supercon-
and superconducting states. The latter requires that the filducting transition AT.=0.5—1 K). These films must be
undergo a transition into the normally conducting stdt¢.(  single crystalline with a crystallographicaxis perpendicular
The physical limit on the rate at which a film can undergo ato the plane of the film. In order to improve the quality of
transition into theN state is determined by the electron— films on some substrates, such as MgO, a buffer l&yeh-
phonon interaction time, which is on the order of 2s’he  layen of material that is crystallographically matched to the
rapid transition of an entire microbridge film into thestate  structure of the HTSC film is first deposited. An HTSC film
in the leading edge of a current pulse can be attained witlis produced in the form of a microbridge with the following
high rates of rise of the current to average current densitiesharacteristics: thicknesf;=0.1-0.2um, width w=10
on the order ofj=10" A/lcm? and with laser irradiation at —100um, and lengthl =0.1— 15 mm. The substrates usu-
irradiances on the order of 1Wv/cn?. The shortest experi- ally have a thickness of 0-20.5 mm and the sublayer thick-
mentally observed resistive responses of HTSC microbridgesess is 0.3 0.5um.
with completeS— N switching lasted less than 0.5 ns with an An equilibrium state develops in several stages in an
applied laser pulse of duration=0.1ns®> Responses with HTSC film. For example, under optical irradiation, the ab-
risetimes of less than 0.3 ns have been observed duringprbed photons initially transfer energy to electrons at the
switching with current pulses of duration=1.3 ns® penetration depth of the radiatior,100 nm® Electrons with

Experiments and calculatiohshow that the response of energies on the order of 1eV thermalize primarily through
a film to this type of interaction with pulse lengths of more electron—electron collisions over times300fS and pen-
than 0.1 ns is determined mainly by heating of the film. Theetrate to an estimaté¥'! depth of 506-800nm at liquid
response has been simulated numerically since the charactenitrogen temperatures. As the excess energy of the electrons
istics of the electrical response of HTSC films to a control-falls below 0.1 eV, thermalization through electron—phonon
ling interaction depend strongly on the level of heating of thecollisions begins to predominafewith a time constant of
films and the thermophysical and geometric parameters of 1 ps>“ The phonon component of the thermal conductivity
the film structure, and because of the difficulty of interpret-along thec axis in YBCO single crystal$ is roughly two
ing and quantitatively evaluating the experimental data. Nuorders of magnitude greater than the electron component,
merical simulation makes it possible to determine the degreee., heat is mainly carried by phonons whose mean free path
to which various factors affect the characteristics of the reat 90 K is on the order of 1 nm. These characteristic relax-

1063-7842/99/44(10)/5/$15.00 1198 © 1999 American Institute of Physics
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£ I3 £ m?. K/W comparable to the thermal resistance of an HTSC
film of thickness 106-200 nm. The filml is acted on by

0 optical radiation with an irradiandé and a transport current
| flows along the film.

For the characteristic geometric dimensions of micro-
bridges, when the length and width of the HTSC film are at
least 50 times its thickness, in the calculations of pulsed
heating of the film a one-dimensional model can be used
with the assumption that heat propagates alongxttais
perpendicular to the plane of the HTSC film. The system of

T time dependent heat conduction equations for the layers of a
film structure have the following general form:
FIG. 1. Physical-geometrical model of an HTSC film elemént- HTSC oT 2T
film, 3 — sublayer,5 — substrate2 and4 — thermal contact regiong& is CPk——=Ac—— + pk(x,t,T), (1)
the irradiance of the radiation, is the current, and, is the thermostat ot ax?
temperature.

wherek is the number of the layer of the film structuifeig.
1); Tis the temperature;is the time;x is the coordinateg,,

ation times suggest that a local thermodynamic state devep, , and\, are the specific heat, density, and thermal con-
ops in YBCO films over times shorter than 10 ps. ductivity, respectively, of the material in tik¢h layer; andp

Other mechanismgbesides bolometrjdfor conductivity s the volume power density of heat released in the plane at
switching in these control regimes; 0.1 ns;h;=1000 nm positionx.
either do not act at all, or end earliéheir effect can be Since dielectric, optically transparent substrates and su-
characterized by the appearance of an effective resistanceylayers are usually used in film structures, we may assume
or make a small contribution to the resulting response. Rethat heat is released only in the superconducting layer and
sistance owing to heating of the electrical subsystenihat Egs.(1) will be homogeneousp=0) for layers 2—5.
(Testradi effegtcan have an independent effect only in films The thermophysical parametexg, c,, andp, were as-
with thicknesse#, <30 nm}* while in thicker films for times ~ sumed to be constant, since in the temperature range from
7,>10ps, the effect reduces to heating of the film. An elec-77 K (liquid nitrogen to 90 K (the onset of the supercon-
trical response caused by the kinetic inductance of a microducting transitioh of greatest interest for analyzing the re-
bridge has been analyzed in a number of pap€mnd it has  sponse characteristics, the errors associated with neglecting
been shown that it is also caused by rapid heating of the filmthe temperature dependences of these parameters is less than
so it can be referred to as an inductive—bolometric effect15%.
Estimate8 show that the amplitude of this response is atleast  The volume power of the heat source in the HTSC layer,
an order of magnitude smaller than the purely bolometriqp, is made up, in general, of the powgyr generated by the
response. absorption of the light and by Joule heatipg, and depends

Current disruption of the superconductivity of narrow on the time, position, and temperature of the superconductor,
films by currents much above critical also takes place overe.,
~10 ps(on the order of the electromagnetic diffusion tife
and for modelling of the response to current pulses lasting POLET) =P (X, D) +pi(L,T).
>0.1ns, can be taken into account by introducing a resis-  Since the penetration depth of visible and near infrared
tance in the leading edge of the response pulse. light in YBCO, ~100 nm® is commensurate with the thick-

Given these factors, the basis of the mathematical modejess of the HTSC film, on taking the transmission of the film

for the response of HTSC films to light and current pulsesinto account, the radiative powerabsorbed per unit area of
was assumed to be a thermal response mechanism, and #@ film is given by

temperature distributions were calculated using the nonsta-

— —«h
tionary heat conduction equatiotfs. q(t)=qo((1-R,)(1—e""™),
where R, is the spectral reflectivity of the filmg is the
MATHEMATICAL MODEL absorption coefficient of the film material, ang(t) is the

Besides the superconductti), sublayer(3), and sub- ~Surface flux of the incident radiation.
strate(5) layers, the geometric model of an HTSC element ~ Since the diffusion mean free path for fast electrons ex-
shown in Fig. 1 includes layer€ and 4) that model the ~C€eds the HTSC layer thickness, we may assume that on a
region of thermal contacts between the HTSC film and thdime scaler>100ps, the heat sources are uniformly distrib-
sublayer, as well as between the sublayer and the substrate Ufgd over the film thickness, i.e.,

is necessary to introduce contact layers because experimental q(t)

data indicate that there is a large thermal resist&cia the pi(x,t)=consk(t)= o

contact regions. For example, the interface between an !

epitaxial YBCO film and an MgO(or SrTiO;) substrate The time variation of the laser pulses was approximated

has been fourld to have a thermal resistand®,~10 8 by a rectangular or gaussian shape. The shape of pico- and
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/o((v) T. andp at a given temperature and, on the other, through
' the heat releas€). In the front of the current pulse a tran-
sition from onep(T) curve to the other at a fixed tempera-
ture is carried out in the prograffig. 2); this is fully justi-
fied, since the time to disrupt the superconducting state with
a current is~10ps, an order of magnitude shorter than the
shortest pulsed interactions considered here. The resulting
value of p is used to calculate the resistance of the film
assuming a uniform distribution of resistivity. This model-
ling approach is suitable for analyzing the responses to cur-
rent pulses well above critical, sufficient to bring all or most
of the length of the microbridge into a normally conducting
state in the leading edge of the current pulse. A two-
dimensional model is used to model the nonuniform disrup-
tion of the superconducting state along a bridge; in that

nanosecond light pulses is usually assumed to the rectanglode! the length of the thermal domain formed during the
lar, since in this case the response is determined mainly b9urrent pulse rlset|me_ and It$ reS|sta_nce are de_termlned using
the total energy delivered to the film. The amplitude of thedependences of the film resistance in the leading edge of the
pulse was then determined from the density of the total enSurrent pulse,R(j,T), that are analogous to the(j,T)
ergy of the optical signakj,=E/r,. curves shown in Fig. 2 _

The volume Joule heating powgr is determined as- In the completg heat conductlon boundary value prob-
suming a uniform distribution of the current over the film €M, Eq.(1) for the five layers is supplemented by boundary
cross section, which is valid after the disruption of e and initial conditions. At low temperatures, heat removal

I

|

|
o

FIG. 2. Approximating the(T,j) curve by piecewise continuous functions.

state, i.e., from the outer surface of the film into the surrounding me-
dium is negligible and fox=0 we can assume Neumann
pi(t,T)=j%(1)-p(T.j), (2 (type II) boundary conditions,
wherej is the current density ang is the specific electrical
resistivity of the HTSC film. aor
Modelling the current interaction is a complex task, be- IX | o+
cause in the region of the phase transitiodepends on the N ) )
current density, as well as on the temperature. The follow- ~ TYPe IV boundary conditions hold for the inner inter-

ing algorithm was carried out in the model. The onset temfaces of the layersy, ; these represent equality of the fluxes
perature of the\— S transition, Ty, andp(T)) are assumed ©n the left and right,
constant. Thg.(T) curve, which is linear over a wide tem-

) L dT(t) aT(t)
perature range near the superconducting transition, is essen- ) =Ny ——
tially used to solve the inverse problem of determining the IX |- IX
transition temperatur€; from the current density in the film.

The p(T) curve between these points was approximated byhere k=1—(N—1) is the number of a layer from the
different functions selected by analyzing the experimentaHTSC film to the layer adjacent to the substral¢ i6 the
pulsed current—voltage characteristics of the HTSC filmsnumber of layers while
The functionp(T,j) used in this paper, which contaffishe
square of the sine, is plotted in Fig. 2. The critical current
densities at the temperatures of liquid nitrogen and the su- X= kzl hi
perconducting transition were used as fit parameters for com-
paring the calculated and experimental response characteriepresents the coordinate of the interface of the layers, where
tics. h, is the thickness of the layers.

Therefore, the effect of the transport current was taken  For the substrate surfagg, which adjoins the heat sink,
into account in the model, on one hand, through its effect ora Dirichlet (type ) condition is specifiedT(x5,t)=T,. The

N
Xy

TABLE I.
hy, wm w, zm |, mm Tn. K T., K p(Ty), mQ-cm ic (77 K), Alcn? R,, K, wm~t
j=0
0.1 100 1 90 86.7 0.1 fo 0.1 10
N1, W/m-K ¢y, JkgK p1, kg/n? Ry, MPK/W N3, W/m-K C3, JikgK pa, kg/n? To, K .S I, mA

5 150 6350 108 5 200 5000 86 10* 20-40
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initial condition T(x,0)=T, reflects the fact that at time u,v
t=0 the entire structure is at the temperature of the 4 I=39mA
thermostat.

The heat conduction boundary value problem formulated Jr
here is a system of homogeneous, inhomogeneous, and non-
stationary differential equations that are linear in the thermo- ar
physical properties of the materials and boundary conditions, J6
but have a highly nonlinear volume heat soupgén the first iy 32
layer. The problem can only be solved numerically, with the
entire set of parameters of the structure, material, and exter- 0 Zlo 4'0 5'0 8;7 10'0
nal interactions. The method chosen was a finite difference
method employing a purely implicit Euler scheme. The sys- b
tem of algebraic equations was linearized by Newton's I=39mA

method. This yields a system of equations with a tridiagonal
matrix which is rapidly solved by iteration.

In the program for executing the model, the parameters
of the electrical circuit for hookup of the HTSC film are also
established.

TEST OF THE MODEL

T 1 1 |

}
The model was tested by comparing experimental re- g 40 40 60 40 700
. z, /S
sponses to rectangular current pufSesf duration 7

=100us and to laser pulsef duration 7,=0.1ns with FIG. 3. Responses of a YBau,O,_, microbridge to current pulses of

calculgtlons for these Cond|t|0ns-' . duration 7;=100us with different amplituded: a — experimerif, b —
Thin layers of YBCO deposited on SrTiCsubstrates calculations.

were studied in Ref. 20. The parameters of the structure and

external interaction employed in the calculations are listed in

Table 1. Judging from the critical temperatur€g and Ty, and « are the same as in Table I. The following parameters
the critical current density. (77 K), and the specific resis- were used for the LaAlQ substrate: A=50W/m-K,
tancep(Ty), the films used in the experiments were of goodc=100 J/kg K, and p=6000 kg/ni.

quality. Figure 4a shows the experimental responses of films of

The experimental responses of HTSC microbridgas different thicknesses for the currenttisted in Table Il. The
the form of voltage pulsgsto 100 us current pulses with duration of the respons@t half maximum decreased with
different amplituded are shown in Fig. 3a. The responsesfilm thickness from 8 ns foh;=0.22um to ~1 ns forh,
calculated for conditions corresponding to these experiments-0.03,m. The calculated responses are shown in Fig. 4b.
(Table ) are shown in Fig. 3b. The calculated and experi-The general variations in the theoretical and experimental
mental curves are in good qualitative and quantitative agreezurves are in good agreement. This confirms the validity of
ment. In these curves, a sharp rise can be seen clearly duritige model choice of the bolometric mechanism as the major
the thermally unstable conditions that occur when the Joulenechanism for conductivity switching in HTSC films as they
heating released in the film exceeds the amount of heat re&re brought into the resistive state. The experimental results
moved from the microbridge into the substrate. were also interpreted in terms of a thermal response in Ref.

The calculated responses of HTSC film elements to op5, but a simpler heat conduction model was used there.
tical pulses were compared with experimental data from Ref.  The thermal conductivity of the HTSC film\,,, and the
5. That paper is of interest because the responses obtaingtermal resistance of the film—substrate cont&gt, were
there had good time resolution and the applied laser pulsehosen as fitting parameters in the simulations. The best
was very short. In addition, the properties of the N tran-  agreement between the calculated and experimental re-
sition in the experimental samples of YEBa,0,_, flms  sponses was obtained with thermal conductivities of
deposited on LaAl@ substrates were studied quite thor- YBa,Cu;0;_, in the range 1.52 W/m- K andR,, equal to
oughly. ~5x 10 8m?. K/W. This value of the film thermal conduc-

In the experiments, the HTSC films were irradiated bytivity is close to that of single crystals in theedirection, but
pulses of the second harmonic of a YAG : Nd la&€&32 nm) is substantially higher than that given in Ref. 17. The contact
with a half-width =0.1ns and a surface energy densitythermal resistance was modelled, as in Ref. 17, by a layer of
E=10 *J/cn?. A constant current, slightly above critical, thicknessh;=1 nm (which is comparable to the lattice con-
was fed through the film to raise the initial temperatligeof ~ stant of YBaCu;O,_, along the axis of orientation of the
the HTSC films byA T, into the onset region for the resistive film, 1.16 nm) with a thermal conductivity of~0.02
transition. The parameters characterizing the experimentdV/m - K; the value ofR, was roughly a factor of 2 smaller
conditions and assumed as initial parameters for the calculadhan that given in Ref. 21 for a YB&u;O,_,/LaAlO5
tions are listed in Table Il. The values &f, ¢4, p1, R,, structure.
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TABLE 1.
hy, um W, um Lmm Ty, K T., K p(Ty), mQ-cm je (77 K), Alcn? To K I, mA N, Wim- K Ry, m?- KIW

j=0
0.03 20 0.2 89 86 0.18 8310° 73 20 2.0 5¢10 8
0.13 20 0.2 89 87 0.16 9:610° 70 13 1.8 5108
0.22 20 0.2 91 90 0.11 2310° 84 80 2.0 5¢10°8
CONCLUSIONS metric parameters of film structures in order to minimize the

i . recovery time for the superconducting state after termination
The proposed physical and mathematical model for they the griver signal.
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The dispersion properties of slow electromagnetic surface waves propagating across a constant
external magnetic field and along a plane plasma—metal interface at harmonics of the ion
cyclotron frequency are studied. The motion of the plasma particles is described by a
Vlasov—Boltzmann kinetic equation. The effects of the plasma size, the dielectric

permittivity of the transition region between the plasma and metal, and the magnitude of the
constant external magnetic field on the dispersion characteristics of ion surface cyclotron waves are
studied. ©1999 American Institute of PhysidS1063-7849)01210-9

INTRODUCTION Surface electromagnetic perturbations at harmonics of
the cyclotron frequencies at the boundary between plasmas
The dispersion properties and propagation behavior oind metals coated with a protective layer of insulator have
volume cyclotron waves have been extensively studiidd. been studied in the case where a constant external magnetic
These waves are widely used in such areas of science affiéld is oriented perpendicular to the interfa@&® This ori-
technology as controlled thermonuclear fusion, plasma physentation of the vectoB, can be realized in the divertor re-
ics, and electronics. Meanwhile, the existence of plasmagion of thermonuclear machines, as well as when a ferro-
within limited volumes in the laboratory means that surfacemagnetic metal is used as the wall of a waveguide structure.
waves may propagate in these plasmas. The dispersion prophe spatial distribution of the field of rf surface electron
erties of surface waves and numerous effects associated witlyclotron waves has been studi€d? including the depen-
their propagation have been under intense theoretical andence of their frequency on the magnitude of the external
experimental stud§.® Their integral properties are deter- magnetic field, on the characteristics of the insulator coating
mined by the parameters of the plasma device, such as trseparating the plasma from the méthand on the inhomo-
plasma density and temperature, the direction and magnitudgeneity of the plasma densif It has also been shown that
of the external magnetic field, and the material and shape dhe penetration depth of these waves into the depth of the
the surface surrounding the plasma. In controlled thermoplasma is much greater than the wavelength of surface elec-
nuclear fusion experiments, volume cyclotron waves are extron cyclotron waves and that the characteristics of these
cited by external rf energy sources and are used for auxiliaryvaves depend on the parameters of a insulator layer separat-
plasma heating and the generation of noninductive current®g the plasma from a metal wall. However, the dependence
in tokamaks->~*3 The conditions under which they are ex- of the properties of surface cyclotron waves on the param-
cited can also favor the excitation of surface cyclotroneters of a waveguide structure remains an open question in
waves. However, since the energy of a surface wave is lothe case where the penetration depth of the field into the
calized along the plasma boundary, the existence of wavelasma for these waves is of the same order as or less than
excitations of this type may cause undesirable heating of ththe size of the plasma region. This paper is devoted to an
plasma edge and, therefore, enhance the interaction dfvestigation of this question.
plasma particles with the structural material of the machine.
Increasing the energy of plasma particles in the divertor re-
gion of thermonuclear machines is particular undesirable,
since this may raise the flux of charged particles to the walls; pescrIPTION OF MODEL AND BASIC EQUATIONS
In recent years, surface waves have come into wide-
spread use in plasma technologies for precision working of Let us consider a uniform plasma layer occupying the
materials, thin film deposition, the creation of plasmaspace 6<z<a,. The ideally conducting metallic walls of a
sources, ett?! Plasma electronics is yet another domain ofwaveguide lie in the regiong<-—ay and z>a, where
application of surface waves. The possibility of using thea=a, +a4. The waveguide walls are coated with an insu-
distinctive features of surface waves for developing thdator layer of thickness,. It occupies a region whose di-
physical foundations of the operation of various rf electronicmensions are determined by the inequalitigs<z<a and
devices has been discusséd'® —ay<z<0. The dielectric permittivity of the insulator is

1063-7842/99/44(10)/6/$15.00 1203 © 1999 American Institute of Physics
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eq4. The plasma—insulator interface is assumed to be sharp,,. The real part ofe;, determines the dispersion of the
A constant external magnetic fieBy||Z is applied perpen- surface cyclotron waves. Here we give expressions for the

dicular to the plasma surface. terms of the tensor which enter in the system of Eds.

A hydrodynamic description of the motion of the plasma w 5 2

icles does not account correctly for the finiteness of th N"wp,
particles do ®u=1-2 Pl (Vo) X~ V),
Larmor radius, so we shall employ a Vlasov—Boltzmann ki- @ n= = Yoo(o—Nw,)
netic equation for that purpose. The distribution function for . )
the particles in the unperturbed plasma is assumed to bse . =—2 Swp® K3 | (y.)exp —y.)
maxwellian. We shall consider a mirror model for the reflec-"*% "3t~ < <. () (,—nw )2k, " Ya Ya),
tion of particles from the plasma-—insulator interface. This

. . . % 2

approach is widely used for problems of this typad per- _ E 2 Wy
mits fairly simple calculations of the wave damping associ-£33~ 1~ 2 2 (w(o-nay) In(Ya)exp(—Ya), )

ated with the interaction between the plasma particles and _ ) .

the surface surrounding the plasma. The space is assumed4$€reé @p, IS the plasma fgeguencyn(x) is the modified

be uniform along they direction and the dispersion of the Bessel functiorf, andy ,=kip&/2. _
medium along the direction of the external magnetic field is ~ We shall solve the system of Eqfl) for the Fourier
assumed to be weak, i.&zvr,<(w—S|w,|), wherekz is ~ COMponent,. _ _

the z component of the wave vector of the surface cyclotron N order to determine the tangential components of the
wave, vy, and w, are, respectively, the thermal speed angglectric and magneuc fields of the surface cyclotron waves at
cyclotron frequency of the particles of species with  the boundaries of the plasma layéi,(H,) using Watson’s
a=e for the electrons andvr=i for the ions, ands is an  Method, we calculate the corresponding Fourier sums. The
integer. This inequality means that the penetration depth ofystem of Eqgs(1) can also be. used to fin.d the structure qf
the surface cyclotron waves into the plasma is much greatdp€ surface cyclotron wave field in the insulator. For this
than the Larmor radiug,=vr,/|w,| of the plasma par- PUrpose, it is necessary to made the following substitutions:
ticles. The expressions for the components of the dielectri€11—&d» £13=€31—0, andegz—&q, ap—aq.

permittivity tensor of the plasma,;,, obtained under these

assumptions are the same as those for an infinite magnetoac-

; -5
tive plasma’ 2. DISPERSION RELATION
The electromagnetic field of a surface cyclotron wave
obeys Maxwell's equations. Thedependence of the field of Once an expression has been obtained for the tangential

a surface cyclotron wave was chosen to have the fiym components of the electric and magnetic fields of the surface
Hoexp(k,x—iwt), wherek, andw are the component of the cyclotron wave at the boundaries of the plasma and the two
wave vector along the propagation direction and the wavénsulator layers, it is possible to calculate the corresponding
frequency, respectively. Assuming that space is uniformimpedance ratiosA=E,/iH,),

along they direction, i.e., ¢/dy)=0, and that the electro- 7 (a.)cosh |k Iba.)+C1 sint |k:|ba.

magnetic perturbations are sloWwle;,| <k2c?, wheree is Zp,(0)=Cl:Zp'( p) : Mkl'b o) o1 mkl'b p')],
the dielectric tensor of a magnetoactive plagnidaxwell’'s pi(@p)sinf([ky[bap) +C1 costi|ky|bay)
equations break down into two subsystems. One, with the Z.(0)cosh |ky|ag) + C2 sink|k,|ag)
electromagnetic field componens,, Hy,, and E,, de- Zd(_ad):Cz[zd(O)sinI*(|k1|ad)+C2 cosm|k1|ad)]’
scribes the slow surface cyclotron wave. In order to solve
Maxwell's equations, we expand the components of the sur- oo Z4(a)cosh|ky|ag) + C2 sinh(|k,|ay)
face cyclotron wave field in a Fourier series. The system pfzd(apl)_ Zq(a)sinh(|ky|ag) + C2 coshi[k,|ag)
differential equations transforms to a system of algebraic

equations for the Fourier coefficients of the wave field in theVhere

], 3

plasma region, 1o Ik coe M
ik811E1—ianHz-l-ik813E3:(_1)nHy(apl)_Hy(0)' Kenlesst28)’ .
2ap| €11 ky
o ikH ik By — @) “EXO) P Noree PR
2ay, B is independent of the component of wave vectd(;

Ke g E 1+ kyHp+ KegsE=0, 1) qf the surface cyclotron wave. We obtain a di_spersion rela-
tion for the surface cyclotron wave on equating the corre-

wherek= w/c anda,= 7n/a,, is the variable of the Fourier sponding surface impedances at the plasma—insulator bound-
sum. ariesZ,(0)=2,(0) andZ(a,) =Z4(a,). Because of the

It has been showfthat the damping of surface cyclotron infinite conductivity of the metal, the surface impedances of
waves owing to the dispersion of the medium is weak. Sincehe insulator at the interfaces with the metal must go to zero,
we shall not be concerned with its magnitude here, we shalle., Z,(—a4) =0 andZy(a)=0. The dispersion relation for
ignore the imaginary terms in the plasma dielectric tensothis waveguide structure has the form
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Ver(eazt 2B)tant(|ky|ag)tanh(|ky|bag) =&g4. (4)
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Equations(7) and (8) were obtained first. They imply
that the dispersion of ion surface cyclotron waves depends

The effect of the plasma density inhomogeneity on thegjgnificantly on the size of the plasma layer. A gradual re-

dispersion of surface waves is often studied by modelling the tion ink
nonuniformity of the plasma profile by a set of uniform lay-

ers with different thicknesses and different densitig& In

pi leads initially to a drop in the frequency of the
surface cyclotron waves and in their group velocity and, fi-
nally, to the disappearance of surface cyclotron waves as an

this case, the surface cyclotron wave dispersion relation W”Eigenmode of the waveguide structure under consideration.

be different from Eq.4). We shall write it for the case in

which the plasma inhomogeneity is modelled by a seiof

layers with thicknessea;, a,, ..., ay and corresponding

densitiesny, n,, ..., Ny, i.e.,

N
\/Sll(no)(sss(no)+23(n0)):§l f(ny)

+e4coth(|kq|ag), )
wheref(n;)=e11(n;) (e33(n;) + 2B(n;))tanh(k,|b(n;)a;).

Equation(5) can be studied for arbitrary values of the

An analysis of the asymptotic solution§) and (8)
shows that as the magnitude of the constant external mag-
netic field By is reduced, the region in which the surface
cyclotron waves exist shifts toward longer wavelength per-
turbations in the limity;<<1 and to shorter wavelength per-
turbations in the limity;>1. The conditions for existence of
surface cyclotron waves deteriorateollisional damping
increasey as a;—0 and, in the absence of an insulator
layer, surface cyclotron waves do not propagate.

parameters only by numerical methods. The results of such 4 NUMERICAL RESULTS

study are given in Sec. 4.

3. DISPERSION PROPERTIES OF SURFACE CYCLOTRON
WAVES

The dispersion relatioiid) was solved numerically for
arbitrary thicknesses of the plasma and insulator layers. This
numerical study of the dispersion of surface cyclotron waves
was done for the first four harmonics of the ion cyclotron
waves. The dispersion of surface cyclotron waves in the

An analysis of Eq(4) shows that the dispersion of sur- waveguide structure considered here differs from that in the
face cyclotron waves depends substantially on the transversemi-infinite plasma—semi-infinite insulator system consid-
size of the plasma layer. In the limit of a thick plasma layerered in detail previousl§ At long perturbation wavelengths,

(|ks|b>1), the dispersion relatio4) transforms into the

there is a change in the dispersion of surface cyclotron

dispersion relations for surface cyclotron waves in the wellwaves. A segment with forward dispersigine group and

studied limits of thick (k;|aqg>1)% and thin (k,|ag<1)*®
insulator layers. In the limit of a thin plasma laygik{]b
<1), the dispersion relatiod) transforms to the simpler
form

|&1|tank([kq|ag) [kq|ap =2¢q. (6)

Simple analytic solutions of Ed6) in the form

o s| il ]
1-h;’

can be obtained only in the limit of thickk;|as>1) and
thin (Jk,|ag<<1) insulator layers.

|hi| <1

phase velocities of the waves have the same directien
velops. This occurs when, as the thickness of the insulator
region or the size of the plasma region are reduced, the en-
ergy flux of the wave in the insulator region becomes com-
parable to that in the plasma region. As the plasma region is
reduced in size, this equality is achieved when the penetra-
tion depth of the surface cyclotron wave field into the
plasma,

)\ _2’7T 833+ZB
P K1 €11

becomes comparable to the thickness of the plasma layer,

For thin plasma and thick insulator layers, in the |0n9i.e.,)\p,wap,.

(yi<1) and short y;>1) wavelength limits, the solution of

the dispersion relatiof6) has the form

2c2,,s5-1
[ @pi| 7S
i= ?.) st ig) Kpro  Yi<l,
wpi 2 S2 wpi 4/3
i w; J;(Zyi)m pl Yi ; ( )

whereky = (Kiap) /&g
For thin plasma and thin insulator layers, we have

| @pi 2S’Zyis_1
I o 25+ls!

kplkd8d1 yi<1!

Wj

h:(%)zs—zk K.e y_><ﬂ)4/3_ ®)
i o \/;(Zyi)yz plhded i o

The results of the numerical study of the dispersion re-
lation (6) for the case of a thick insulator layek,@4=1) are
shown in Fig. 1 and for a thin insulator layek;64<1) in
Fig. 2. Increasing the thickness of the plasma layer makes
the dispersion approach a form typical of a semi-infinite
plasma—semi-infinite insulator modeNote that in all the
figures, the domain of existence of volume cyclotron waves
lies above and to the right of the segments of the dispersion
curves with reverse dispersion, denoted by the number 3. As
the thickness of the plasma layer is reduced, the dispersion
undergoes a transformation in the short wavelength region.
Here the group velocity of the surface cyclotron wavegg,
in the segment with forward dispersion is considerably
higher than in the previously studied metal—thin insulator
layer—plasma structurés.For sufficiently small plasma re-
gions, the group velocity of surface cyclotron waves ap-
proaches zero over the entire range of wavelengths and the
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2.0 =2x10P, ay/p;=10; plasma layer thick-
’ nessa, /p;=10"° (1), 107° (2), 10°* (3).
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resonance detuning becomes smaller. This is an indication permittivity of the insulator is increased, the dispersion prop-
of a deterioration in the conditions for propagation of theerties of the surface cyclotron wave change in the same way
waves being studied here. as when the thickness of the insulator layer is increased.

A numerical study of the surface cyclotron wave disper-  We have also done a numerical study of the dependence
sion relation(4) shows, increasing the thickness of the insu-of the dispersion of surface cyclotron waves on the magni-
lator layer causes the forward dispersion segment to shifiude of a constant external magnetic field. The results are
toward longer wavelengthsy{<1). But it must be kept in shown in Fig. 3. For the parameters of experimental plasma
mind that if the wavelength is long enough, the conditionand semiconductor electronics devicesﬁlqwizwlecﬁ),
that they be slowksvy,<(w—s|w,|), will be violated. As  the dispersion relation for surface cyclotron waves is similar
the thickness of the insulator layer is reduced, the grouphe relation for these waves in a semi-infinite plasma—semi-
velocity of the wave increases in the forward dispersion reinfinite insulator(curve3). As w,zji/coi2 is reduced, the surface
gion. In other words, there is an increase in the velocity atyclotron wave dispersion relations squeeze toward the cor-
which the energy of the surface cyclotron wave is transtesponding asymptotes=sw; . In controlled thermonuclear
ported along the direction of propagation. As the dielectricfusion experiments on stellarators, the characteristic plasma

45T

4.0

35r

5.0
§ 25r 3 2 FIG. 2. As in Fig. 1, fore3/w?=2x10°;
3 n 1 ag/pi=10"% ap/pi=10"% (1), 10°% (2),

107t (3).
0.5 I ] I [ S S | 1 1 I [ |
0.1 10
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FIG. 3. Asin Fig. 1 foray/p;=10; ay, /pi=10"%; wgi/wf:5o 1), 10 (2), FIG. 4. As in Fig. 1. The conversion of ion surface cyclotron waves into a
2x10° (3). lower hybrid mode is shown fow/w?=50.

2f(c— —~ H _ 2
densities and magnetic fields in the divertor region vary ovef? (8= 7)~w.w; . Here it was assumed tha'ﬁi_50' o A
n=10"-10%cm™3 and By,=10-10*G, with wsi/wiz similar effect has also been observed with volume cyclotron

waves>*

~200. Curvel was plotted forw3/w?=50. This implies
that for modelling the conditions of a divertor in
thermonuclear experiments, the approximation of
semi-infinite plasma turn out to be incorrect and the [N this paper we have examined the dispersion properties
approximation of a plasma layer with small transverse9f surface cyclotron waves at ha_lrmonic_s of the ion cyclotror_1
dimensions may have to be used. Here the deptﬁrequenzcy. T_hese waves can exist only in dense plasmas with
of penetration of the surface cyclotron wave field @pi~ @i This study has been done for the case of weak
into the plasma can exceed the dimensions of the plas,rn_%loa'“al dispersion of the medll_Jm along the normal to the
region. interface betwegn the medla.' Simple analytlc expresgions

A numerical calculation is in good agreement with theand(8) for the elgenfreq_uenmes of the ion surface cyclotron
analytic solutiong7) and(8). In Fig. 1 the asterisks denote waves have been obtained for Io_ngi<(§1) and Sh?” Yi
the surface cyclotron wave frequencies obtained from the 1_)_ wavelength$cp mpared _to _the ion Larmor radjus the_
analytic solutions of the dispersion relati¢s) in the long Imiting cases of thick and thm insulator layers. As the thick-
wavelength limit. In the short wavelength limit the analytic nesses of the plasma anq msullator layers are |ncreaseq, the
solutions are valid foyiz(wpi/wi)m, s0 they do not show syrface_ cyclotron wave dispersion curves develop a stra|ght
up on the scale of Fig.1. dispersion segment and the group velocity of the wave in-

A study of the dispersion relatio(b) shows that it, as creases in this segment. I the limit of thin plasriie, (0)

d to Eq(4), hasN soluti : . h > <1) and thin insulator |k,|]ag<1) layers, the ion surface
opposed 10 £qi4), has ¥ Solutions Tor a given harmonic cyclotron wave dispersion curves approach the asymptotic
number of the ion cyclotron frequency and a given wav

Clines w=sw; .
number. But only one of these corresponds to a surface cy- \ypep the thicknesses of the plasma and insulator layers
clotron wave propagating along the plasma-insulator interz e \ery much greater than the penetration depth of the sur-
face, while the rest of the solutions appear because of 0yfqq ¢yclotron wave field into the corresponding medium, the
choice of a model for the inhomogeneity of the plasma dengrface cyclotron wave dispersion curves resemble the dis-
sity profile. These additional modes propagate along theersion curves for volume extraordinary cyclotron wabis,
boundaries of the plasma layers with different particle deny though their field structure and energy characteristics differ
sities. The frequency of the surface cyclotron waves is lowegijgnificantly. When the effect of the finite sizes of the plasma
for an inhomogeneous plasma than for a uniform plasmaang insulator regions on the surface cyclotron wave disper-
The Valldlty of this result of the numerical calculations for sion relations are taken into account, a Segment with a for-
the surface cyclotron wave dispersion relati@ is con-  ward dispersion develops in which the group velocity of the
firmed by the analytic solution&) and (8). Since the inte- wave can be controlled by changing either the thickness of
grated plasma density is smaller for an inhomogeneous defthe insulator layer or the size of the plasma region. Here the
sity profile than for a uniform plasma, according to EGS.  surface cyclotron wave frequency is lower than in the case of
and (8) the surface cyclotron wave frequency will also be a semi-infinite plasma—semi-infinite insulator geometry. The
lower. penetration depth of the surface cyclotron wave into the
Figure 4 shows some calculations based on Bifor  plasma is very much greater than the wavelength. It should
an ion surface cyclotron wave in the case where it is conalso be noted that a larger increase in the group velocity can
verted into a lower hybrid mode subject to the conditionbe achieved by reducing the plasma region in the forward

a5. CONCLUSION
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The excitation of electromagnetic pulses is examined in various generation schemes. The

physical mechanism for excitation of the radiation is studied and the field from transition radiation
by high current relativistic electron beams is analyzed. An analysis of the efficiency of the

various generation schemes shows that the electron efficiency of beam radiators based on transition
radiation may be quite substantial for beam parameters that are easily realized experimentally.

© 1999 American Institute of PhysidsS1063-78499)01310-7

INTRODUCTION diation which develops during the motion of a charged par-
ticle in an electrically(magnetically inhomogeneous me-

Research on the mechanisms for generation of higheium is that the emission takes place with a constant particle
power short electromagnetic pulses is of interest in a numberelocity® Because of this property, the transition radiation
of scientific and applied areas, in particular, for the developfield from an electron beam is proportional to the beam
ment of a new generation of pulsed radar technology. Anaeurrent? rather than to the time derivative of the current, as
lytic studies and numerical simulations have shbfvthat in traditional sources, such as an electric dipole, or to the
the transition radiation owing to the interaction of a high-second derivative with respect to time, as in the case of a
current burst of charged particles with a finite conductingmagnetic dipole.
body has a broad-band character. The output power and In this paper we present the results from a study of the
shape of the electromagnetic pulses are determined by thgeneration of short duration, high-power electromagnetic
parameters of the current pulse and can be varied over widsulses by transition radiation from high-current relativistic
limits. electron beams.

High-power microwave generators employing high-
current relativistic electron beams are intended to produce
narrow band pulsed signals whose duratigngreatly ex-  EXCITATION OF ELECTROMAGNETIC PULSES AS AN
ceeds the period of the high frequency electromagnetic ELECTRON BURST INTERSECTS A CONDUCTING SCREEN
oscillations ¢,/T>1) and are unsuitable for generating o L -
electromagnetic pulses with,<T. In fact, the generation of The model of the radiating dewcg is illustrated in Fig. 1.

; yb\n electron_bu_rst moves from a drift vacuum chgmlﬂ_er

resonant energy transfer between the beam electrons and t ough a foil2 into free space. The effect of the cylindrical

excited electromagnetic field. The grouping of beam par) oundary of the drift tube on the excitation of transition ra-
ticles into bunchegmodulation and, therefore, the excita- diation is neglected. An electromagnetic pulse is formed as

tion of microwave radiation take place over times substanEhe electron burst intersects the conducting plane, which in-

tially longer than the period of the microwaves. This makesCIUdeS the foil2 and a conducting _screeh o
We shall assume that the radius of the screen is infinite.

it clear that efficient generation of electromagnetic pulses b¥n addition, we neglect the change in the shape of the burst

high-current beams requires the use of nonresofeoiti- di fthe b e it i di
siona) emission mechanisms, such as spontaneous cohere&?e ivergence of the beam partigles it is transported into

transition radiation, bremsstrahlung in an external magneti '€ interaction region. We write the current density of the

field, or bremsstrahlung of short, pulsed beams in their owrPUIse in the form

electromagnetic fieldgpulsed radiation from a virtual cath- ) Iy z

ode. The duration of the output electromagnetic pulses will | =~ &5 p(r)l (t_ V_o)

be determined by the duration of the current in the burst and

the output power, by the magnitude of that current and thavhere

energy of the burst. Short electron bursts with durations of ( z ) 1 fx
|

0.1-10ns, energies of 0:51 MeV, and peak currents of t— |, e(t=ZVold,

10— 100 kA can be obtained either by converting continuous Vo

electromagnetic beams into sequences of electron pulsegr) is a function describing the transverse beam profile,

(modulated beam$ or by direct generation of short and ul- 1(t—z/V,) specifies the shape of the bunch as a function of

trashort high-current relativistic electron beams in high-the longitudinal coordinate and timet, V is the velocity of

current devicesexploding emission diode$ the bunch], is the peak beam current, ahg is the Fourier
The fundamentally important feature of the transition ra-amplitude of the total current.

I

— o0
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_ 1
I TeY

1+p% 1+p )
In -2].
B 1-B
The total radiated energy is found by integrating B).
with respect to time. Thus,

21 -
W= (- DF(B) | 170t @

We define the electron efficiency of the beam radiator as
the ratio of the emitted enerdy) to the kinetic energy of the
bunch,

FIG. 1. A semi-infinite circular waveguide with an infinite flange. 7=W,a0/ Wiin » (5)

whereW,;,= Omc*(y—1)/e and Q=1,/ I (t)dt is the to-
tal charge in the bunch.
The electromagnetic field excited by the bunch in the  For a Gaussian profile
region z>0 (transition radiation obeys Maxwell's equa- B 5 2
tions, which are conveniently reduced to an inhomogeneous H(t)=exp(—t7p), ©®)
Helmholtz equation for the Fourier component of the mag- integrating Eq.(4) gives W= V2F(8)Wyin(1p/1,4). Thus,

netic field, for the efficiency of a beam radiator, we have
19 dH, ¢°H 1 41 0] 7=\2F(B)lp/1A.
——r £+ —F+| K- S |H,=— —, (1) _
ror  or Fria r2 c or For a 1 MeV electron beam with a peak current of 8 kA,

about 40% of the kinetic energy is converted into electro-

where ko= w/c, o is the angular frequency, amdlis the magnetic pulse energy

speed of light.

For electron bunches with small transverse dimensions,
EXCITATION OF ELECTROMAGNETIC PULSES DURING

My INJECTION OF AN ELECTRON BUNCH FROM A
CToy <1, SEMI-INFINITE WAVEGUIDE
wherer, is the radius of the bunchy, is its duration,y is the 1. Basic equations.et us consider a radiating system in
relativistic factor, and we can sei(r) = &(r)/r, wheres(r) the form of an ideally conducting semi-infinite cylindrical
is the delta function. waveguide, whose end is covered by an ideally conducting

Equation (1) has cylindrical symmetry and is easily dia_phragr_n(foil) that is transparent tc_> the_ beam_particles.
solved using the forward and inverse Fourier—Bessel transtNiS device resembles that shown in Fig. 1 without the

formations. flange. The electron beam leaves the waveguide and enters
An asymptotic estimate of the field fagR>1 yields an free space through the diaphragm. The bunch has an annular
expression for the emitted pulse in the far fi2ld, cross sectiorftubular shape We shall neglect the thickness
of the bunch and approximate it by a surface current with
21, Bsin® density
Hy=— S I(t—R/c) —————, (2
CR 1—B?cos O _ Iy 5(r—rb)|(t z @
whereB=V,/c, Ris the distance from the coordinate origin 2m Ty Vo/'
to the observation poing) is the angle between the longitu- Equation(7) specifies a current pulse whose shape does
dinal axis of symmetry (8) and the vectoR. not change as it propagates. The Fourier amplitude of the
Equation(2) yields the important result that the emitted current density is given by
pulse has exactly the same shape as the current pulse, i.e., the L sr—
beam antenna for transition radiation has a broad-band char- jo=—6—— Mei wzlVy (8)

acter. 2T Ty

energy of the beam is converted into electromagnetic pulsgy|se field reduces to solving the inhomogeneous system of

energy. The total emitted powepower summed over all \axwell's equations for the Fourier amplitude of the elec-
directiong is related to the parameters of the electron bunchromagnetic field,

by
. ) 4
Iy curlE,—ikoH,=0, curlH, —ikoE,=—j,-
Prag=21%(t=RIC)F(B)Ppy—, tc) ¢
A We shall resolve the space into three regions: I{+—
whereP,=1,mc*(y—1)/e is the peak power of the electron <r,,z>0}, I — {a=r>r,,z>0}, and lll — {r>a,

bunch,l ,.=mc®/e=17KA is the Alfven current, and w>7>—w}, wherea is the waveguide radius. The condi-
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tions on the tangential components of the electromagnetitons (10) subject to the conditiongll) is equivalent to the
field at the boundaries between these regions and at the suollowing system of Hilbert boundary value problems:
face of the ideal conductor are

¢ —¢ =0, (12)
r=ry, Ep,(z2>0)=E},(2>0), N ’
P =, (13
HL (20) = ! (22:0)+ -2 gloalV Cb mi(k®~h?)
w w Cr 1
” ) ° K=k =0T =0, (14)
r=a, E,(z>0)=E,(z>0), .
2ol )= Bzl ) AT=N"T=—iZ(0T-0"), (15)
Il gl
Heu(220)=H . (2>0), 21O +07) +(Z1—Zp)(k + &)
El(z<0)=0, re Jo(vr)
Y0 N N WAL I L
r<r,, E'(z=0)=0, ( 12 Jo(vay LAl e
a=r>r,, E'(z=0)=0. 9 . _ 2l Jo(vrp) h
b r( ) () _|(¢++¢ )]:a\](va) k2 h2 , (16)
Because of the axial symmetry of the problem, we shall 0 m(k"—h*)
seek the radiated field in each region in the form of an intewhere
gral superposition of cylindrical waves. "
2. Mathematical model of the boundary value problem.., _ko Ji(va) _ko Hi"(va) b_ Ko Ja(Vrp)
Let us substitute the expression for the field components it v Jy(va)’ 27y H(()”(va) ' v Jo(vry)
the boundary conditiong9). According to the Wiener— ] o
Paley—Rapoport lemnfathe resulting system of integral The solutions of Egs(12) and (13) are found trivially
equations determines the following coupled system of anaffom the known jump at the contact surfageal axig. Tak-
lytic functions in the complex plane: ing Eq.(14) into account, as well, we obtain
| 1
(1= €2)Jo(vry) —egHEP(vry) =™ (K), tmp =0, fto— o
17 ©2)Y 3110 ¢'=¢ =0, ¢ crp mi(k+h)’
0 ey 3y (v~ eH D vr )] l, 1
Vv - :—w — +— + T = -
¢ e mitkm <@ =6 1D
21, 1
=—" " (k=h) "+ ¢ (k), The system of boundary value problerfi$) and (16),
Cry 2l with Eq. (17), can be reduced to the following singular inte-
ezJo(va)+(e3—e4)Hgl)(va)=®+(k), gral equation for the functior=«x*—«x:
Ko 27,0k ZoT k7 o JoVT)
—i Teadi(va)+(es— e HE(vry) 1=\ " (K), SRR e Jo(va) (ke —h?)
" (18
1 =K A
eaHo (va)=r(k), (10 Here L is the Cauchy operator. It is not easy to find the
wherev = ‘/koz_kz_ general solution to the integral EG18). However, in the
In accordance with the radiation condition, we chooselimiting case of a small waveguide radius, i.e.,
the branch of the double valued functiarfk), for which koa<1l (19

Imv=0 and Res=0, wherek is the longitudinal wave num-
ber, J,(vr) is the Bessel functionHY(vr) is the Hankel EQg.(18) can be greatly simplified and solved approximately.
function, withn=0, 1, ande,(k) are the Fourier amplitudes In fact, neglecting the term proportional B ~koa in Eq.

of the fields, witha=1, 2, 3, 4. The functiong™*, ¢+, ®*,  (18), we shall have
and\ ™ are analytic in the upper half of the compleyplane

and in the lower half of the complex™ plane, and ZzZK‘FzZzK:_M—w%. (20)

h=w/V,y+i0. The boundary condition at the diaphragm ca m(k“—h?)

(z=0) implies Using the notationd =Z,« and the Sohocky formula,
el(k)=e;(—k), e k)=ey(—k), esk)=es(—k). we reduce Eq(20) to an inhomogeneous Hilbert boundary

(11)  value problem for the half plane with contogk: Imk

Given Eg. (11), we can show(a consequence of the =0}

Wiener—Paley lemmathat there exists a coupled system, . 21, h

analogous to Eq10), with functionse ™, ¢~, ® ", A~ and U'=-Zk ———————- (21

+ : el ca m(k’~h?)’
k" that are analytic, respectively, in the lower and upper
halves of thek plane. Thus, the system of functional equa-whereU™" and «~ are the unknown functions.
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The solution of Eq(21) for k= has the form /2
2l X0 koK) (ko ) s s
caky x*(h) 2mi(k—h) °
In the limiting case(19), the expressions for the functions
X=(k) have the forr 5
3 4
. JIn(i7vkoa) N7 :

X ok 2ivav2ko ket k]

FIG. 2. Directional diagram of the energy emitted in electromagnetic pulses

) for y=1.05(2), 2 (2), 3(3), 5 (4), and 10(5).
Vko—kIn[2i/vay/2ky(ko—k
X~ = 0 .[ V o(ko )],
ivin(i/vkya)
»=1.781. (22) 15 7
Weag= 5| D(©)dO, (25

The magnetic field for>a is given by Czmlo

w2l quo H{Y(vr) where

Focale xXt(h) HiY(va) D(0)=sin®-Y%(©)

ko+h e ik xe g
“Ni K 2a(k—h) o 23 o7

Restricting ourselves to the principal term in the expan-

S 2
ReJ e—!)2/4—i()TA(®'Q)dQ ,
0

t

sion of the field folkyR>1 and using the representatip) Q=wrn,, 7=—.
for the functionsX=(k), we shall have b
| elkoR Figure 2 shows the energy of the radiation pulse as a
wa:?w r A0,0)-Y(0), (24 function of the observation angle for different valuesyof
The directional diagram has a clear maximum at small angles
where for relativistic energies of the driver electron bunch. @s

increases, for angles greater thaf2 the angular distribution

Y(0)= Bsin® N sin® of the energy emitted by the electromagnetic pulse is essen-
1-pBcos® 1+cos® tially independent ofy. This is because the backward emis-
sion is formed on the surface of the thin cylindrical conduc-
and . o
tor by the current of induced free charges moving in a
2i 2i direction opposite the bunch. In terms of the physical model
A(O,w)=In = / In . considered here, the directional diagram of the energy emit-
vkoay2(B ' +1) vkoay2(1+cos0) ted in the electromagnetic pulse has a singularity at observa-

The first term originates in the emission by the chargedion @ngles close tar, but the total emitted energyhe en-
particle beam, while the second corresponds to the emissidif9Y integrated over all anglesemains finite, since this
produced by the current induced by the beam in the surfacsingularity is integrable. The curves in Fig. 2 have been plot-
of the conductor. ted on a scale corresponding to the peak output energy for

The electron beam emits in the forward direction at an? = 10- . )
angle of @~1/y to the axis. The induced current radiates ~ 1he emitted power corresponding to the peak pulse as a
backwards. The maximum emission from the induced curfunction of polar angle has the same appearance as the cor-
rent is at an angle of == This is because of the directional "€SPonding plot of the emitted energy in Fig. 2.

properties of a thin cylindrical conductor. A gaussian current W€ now determine the efficiency of the proposed
pulse(6) with a durationr,= 1 ns was chosen for the specific scheme for a beam driven electromagnetic pulse source. Ac-

calculations. cording to Eq.(5), for a gaussian bunct6), we have
A numerical analysis of the electromagnetic pulses i

showed that the duration of the emitted pulse increases f D(0)d®

slightly compared to the current pulse for angi<lose to 1 Ko

7. At the same time, because of the weldgarithmio de- g 2w Ia y—1

pendence of the function () for angles® not too close to

, the shape of the emitted electromagnetic pulse is ex- The radiator efficiency as a function of the energy in the
tremely close that of the applied current pulse and essentiallgxciting bunch for a peak currehf=3 kA is plotted in Fig.
reproduces it. The total energy emitted in the electromag3. The ratio ¢) of the energy of the electromagnetic pulse
netic pulse can be calculated using the formula emitted in the forward direction to the energy emitted from
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L FIG. 5. Coaxial line with a semi-infinite cylindrical rod.
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of the inner conductor. We divide the free space inside the
FIG. 3. The radiator efficiency as a function of the energy in a bunch. ~ Waveguide into three regions. To determine the radiation
pulse, we shall use the Hilbert boundary value problem de-
veloped in the previous section. We seek the field in each of

the surface of the conductor by the induced current is plotteghe regionsl — {r<r,, z<0}, Il — {b>r>r,, z<O0},
in Fig. 4 as a function of the relativistic facter(the kinetic  andill — {a>r>b, ©>z>—o} in the form of integrals
energy of the bundh with respect to the longitudinal wave numbers of cylindrical

If the forward emission, int® < /2, is of interest then waves. Hera is the waveguide radius ariis the radius of
in Eq. (24) one can set\(®)=1 for a relativistic beam. the central conductor. Using the continuity conditions for the
Integrating by parts, we obtain a simple expression for theangential components of the field at the interfaces of regions

output pulse, [, I, andIll, we obtain the following system of functional
_ equations
n_(RIe) Y(O). (26)
¢ cR (el_EZ)JO(Vrb)_e3A0(Vrb ,Vb)
As in the case of a conducting half space, the forward _ikg
emitted pulse has the same shape as the beam current pulse. = ® — — [(€17€2)Ja(Vrp) —€3A4(vrp,vD)]
EXCITATION OF ELECTROMAGNETIC PULSES IN A 2 1 e
COAXIAL LINE c ry, 2mi(k—h) ’
A method has been propod$édor exciting short(pico- e,Jo(va)+(es—ey)Ag(va,vh)=0",

secondl electromagnetic pulses with powes10°W by
scanning a relativistic electron beam on the inner surface of a
coaxial conductor without rigid requirements on the synchro-
nism between the scan rate and the velocity of the charge 4
wave. We shall show that electromagnetic pulses can be ex- €sdr(va,vb)=r. 27)
cited extremely efficiently based on the transition radiation ~ Then, proceeding as in the previous section, we reduce
effect in a special device, a coaxial converter. the system of functional equations to a singular integral
Figure 5 is a sketch of a possible device of this type. Aequation for the functio and find a solution in the quasi-
pulsed electron beam from a drift tube in the form of a cir-static approximatior(19). This case is of greatest interest,
cular waveguide is incident on a center conductor that isince the contribution of the waveguide modes to the radia-
coaxial with the waveguide. As a result of the transition ra-tion field is negligible. The bulk of the beam energy goes
diation from the beam, ZEM field pulse is excited in the into exciting aTEM field in the coaxial waveguide.
coaxial line. The solution of the integral equation makes it possible to
We shall consider an electron bunch with an annuladetermine the Fourier amplitudey(k) and, ultimately, to
cross sectioli7). The radius of the bunch is smaller than thatfind the electromagnetic field in the coaxial line,

1, (= X“1(h) Ay(va,vb)
HY,=—i— f, !

k
i Vo[ezjl(va)+(e3—e4)A1(va,Vb)]=?\7

&l = X* (k) Ao(va,vb)
0.2 ko—h  e*? dk -
I “Nko—k 2m(k—h) %% (28)
0.1+ The functionsX* (k) (the solutions of the homogeneous
| problem) can be approximated by

0.0 ] ] 1 ] ] | ] ] Il ] S+ i 1
0 4 8 12 7 20 = :
Y In(b/a) (ko + k)a

FIG. 4. The ratio of the energy emitted in the forward directi@h<(/2) In(b/a
to the energy emitted by the induced curre@t% /2) as a function of the -
parametery.

V(ko—k)a. (29
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Leaving out the calculations, here we give an expressiomion ration is an efficient mechanism for generating electro-
for the excitedTEM pulse, magnetic pulses. The shape of the output pulse and its dura-
tion are close to those of the electron beam current pulse.
2l(t—2z/c) - . . .
LL':— (30)  The efficiency of radiators using beams with currents of
cR 5-20kA and energies of 0:51 MeV can be 36-60%.
This formula implies that the shape and amplitude of theMagnetobremsstrahlung radiation from short pulse high-
TEM pulse are determined only by the current in the bunchgcurrent relativistic electron beams in an external magnetic

The power transported in tHEEM pulse is given by field and the radiation generated by a short pulse high-
212 current relativistic electron beam during formation of a vir-
Prad:%ln(a/b)- (31) tual cathode are also promising mechanisms for generating
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The amplitudes of the spatial harmonics of the field are calculated for given displacements of the
electrodes in a quadrupole mass filter relative to their optimum positions. The cases of

radial and angular displacements of the electrodes, asymmetries in voltage supplied to the
electrodes, and nonidentical rod diameters are considered. These data are required for calculating
the actual shape of the mass peaks and will be useful in designing mass filters.

© 1999 American Institute of Physids$1063-784£99)01410-5

INTRODUCTION the electric field in a quadrupole mass filter from hyperbolic
is caused by errors in fabricating and assembling the elec-

Quadrupole mass spectrometers are widely used in vartrodes.
ous techniques for analyzing the composition and structure In this paper we calculate the spectral composition of the
of matter because of their great advantages in terms of lowarmonics of the field of a quadrupole mass filter as a func-
cost and characteristics: mass range, resolution, and sensititien of the displacement of circular electrodes from their op-
ity. The design flexibility of the quadrupole analyzer meanstimum positions. Knowledge of these dependences makes it
that it can be used effectively in tandem mass spectrometrgossible to compute the effect of the analyzer geometry on
(MS—MS), mass spectrometry of inductively coupled plas-the shape of a mass peak and, thereby, to determine the tol-
mas (ICP MS), and secondary ion mass spectrometryerances for the fabrication and assembly of the electrodes
(SIMS), as well as for selective detection in gas and liquidwhen they are used in the various stability regions of a quad-
chromatography:? rupole mass filter.

The main requirement for a quadrupole mass spectrom-
eter is that the mass peak should have high quahithout ~ STATEMENT OF THE PROBLEM
regular dips in the transmission profilevhen it is necessary
to separate ions of a single mass for a long time: parent ion
in MS—MS, layer-by-layer elemental analysis in SIMS, and
isotopic analysis in ICP MS.

The splitting of a mass peak is explained by resonan
enhancement of the amplitude of the oscillations of the ions
in harmonics of the field, when partéorf the ions drift to a rod
during scanning and reach the detectdiThe conditions for
observing nonlinear resonances were first obtained by X COgN(O =B)](U+V coswt), @
Lammert’ A quantitative relationship has been obtained bewherer and ® are the polar coordinatedyy are the har-
tween the limiting resolution and the permissible electrodemonic amplitudesP,, is the initial phaseN is the harmonic
loss for the first stability regioh.A general theory of non- number,= (U +V coswt) are the supply voltages applied to
linear resonances in weakly nonlinear quadrupole fields haspposite pairs of electrodes, amg is the “field radius™
been develope®’® The conditions for observing nonlinear (the radius of the circle inscribed between the electrode. tips
resonances as applied to quadrangular stabilityqé 3) A linear working field corresponds to harmoriit=2,
have been obtained in Ref. 7, where it has been shown th&r which the field components,=x andE,«y. When har-
resonant oscillations are not excited at the lowest harmonicsionics (1) are present, the field components are nonlinear
of the field for high resolutions. This makes it possible toand coupled. For our case of a two-dimensional fighl we
attain resolutions of more than 9000 and 5000, respectivelyestrict ourselves to field distortions caused solely by parallel
in simple electrode structures with circular rods operating indisplacements of the electrodes. Noncylindrical, barrel-
the second §~0, q~7.55f and third @,q~3)° stability  shaped, roughness, and nonparallel distortions of the
regions. electrode¥ are neglected in this approach.

It has been shownthat detailed knowledge of the har- Our task is to calculate the electric field created by four
monics of the analyzer field is required for the theoreticalnonidentical electrodes positioned in an external metal shell
description of the shape of the mass peak. The deviation aff radiusR at zero potential, as shown in Fig. 1. The multi-

For the case of a two-dimensional field, when the rods
(Selectrode}sof the analyzer are paralléFig. 1), the spectral
composition of the spatial harmonics of the figir, §) can
Pe described using the series

@(r,0)=2 Ay(rirgN

1063-7842/99/44(10)/5/$15.00 1215 © 1999 American Institute of Physics
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solution can be estimated by calculating its values at other
points on the boundary of the region.

For the two-dimensional problem, a point charge is an
infinite charged filament. The potential function of a filament
in the perpendicular plane is equal to the real part of the
analytic complex functiom(z) = A 1In(z—z,), where is the
linear charge density of the filament=x+iy are the carte-
sian coordinates of a point, arzd=xy+iyg is the location
of the charge. Here and in the following we represent the

x two-dimensional potential by complex numbers, since, ac-
cording to the Cauchy—Riemann conditions, the real and
imaginary parts of any analytic function satisfy the Laplace
equation(i.e., the function is harmoniclt is known that the
potential of a point charge located inside a grounded circle is
the superposition of the potentials of two point charges, one
of which is the original charge at the poizh=Xy+iy,
while the other is its image with respect to the grounded
circle lying on the same ray at the poinyt=R?/z} . In order

to automatically account for the grounded metal shell of ra-
_ _ diusR with its center at the coordinate origin in our problem,
FIG. 1. Structure of the electrodes in a quadrupole mass filter and the, . . “ "
location of the elementary chargétenoted by dots in circles !t IS necessary to te_lke a pptentlal of the elementary cha_lrge
in the form of a mirror pair as the real part of the function

Ux(2,20) =\ In(z—29) — In(z— R%/z5) + In(R. /28) |.
poles are calculated in order to study the harmonic compo- (2
sition of the field, i.e., the amplitudesy(Ar) for specified

displacements\r of the electrodes by amounts Ar = (0 The last term in this formula ensures that ithe total po-
~10 ), tential of the pair equals zero on the cirde R-€e'?. In the

case of a mass filter with ideal cylindrical symmetry of the
electrode placement and absolutely symmetric power sup-
plies, the electric field has an additional mirror symmetry
with respect to the bisector of the coordinate angles. In this
We shall consider a system consisting of four cylindricalcase, it is possible to limit the field calculation to just the first
electrodes of infinite length positioned parallel to one an-quadrant of the plane and the potential of the “elementary
other. With these restrictions, the electric field is independentharge” has to be taken in the form of a superposition of
of the longitudinal coordinate and the problem reduces tdields (2) which are mirror symmetric with respect to one
solving the Laplace equation in two dimensions. Despite thig@nother at the coordinate axes,
significant simplification, the problem still cannot be solved
analytically in general. Thus, to calculate the fields in this Ug=U2(X,Y:Xo,Yy) + Ua(X,Y; = X0, ~Yo)
paper we shall usia numerical method, the “method of —Un(X,Y:Y0.Xo0) = Ua(X, Vi — Yo, — Xo)- (3)
equivalent charges:
The essence of this method is the following. The object ~ The potential3) goes to zero on the coordinate axes, as
is to find a function satisfying the Laplace equation in somewell as on the circleR.
region G bounded by a finite number of closed surfaces on  In the case of a mass filter with symmetrically positioned
which it takes fixed value@Dirichlet problem. We shall use €lectrodes, in order to determine the field by the method of
a function which is known to satisfy the Laplace equation,equivalent charges we placed a finite numker 60— 120 of
the potential of a point charge. We plat¢e elementary ~€lementary charges of tyg®) inside a cylinder at distances
charges outside the boundaries of reg®rat fixed points, ©f (0.5-0.8)-r from its center. For arbitrary position and
whose coordinates are known. We take the same nuitber supply of the electrodes, charges of ty(@ lie within each
of charges on the boundaries of regi@rand require that the 0f the four electrodesFig. 1).
resulting potential of alk charges at these points satisfy the =~ Determining the amplitude of the spatial harmonics of
boundary conditions. This gives us a systemkofinear  the electric fieldAy using the complex representation of the
equations for determining the magnitudes of the charges. Opotentials reduces to expanding the potential in the Taylor
determining the latter, we obtain a potential function whichseries
is a superposition of the potentials of the elementary charges
anpl_ cle_arly satisfies the_: Laplace equation and has no singu- U(x,y)=Re
larities in the regiorG, since the elementary charges lie out-
side the region and it also satisfies the boundary conditions at
a finite numberK of points on the boundary of the region.
The accuracy with which this function approaches the true

METHOD FOR CALCULATING THE ELECTRIC FIELDS

2 AN'(Z/ro)N}
N=0

M s

=Re

AN-(roe“P/ro)N] (4)

pd
I

0
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The magnitudes of the charges are determined by a sys 4,
tem of linear equations which is obtained by satisfying the Z .
boundary conditions at a finite number of points. Having <
determined the magnitudes of the charges and using the 7
known position of the logarithmic function in the Taylor
series(2), we find the amplituded, of the spatial harmonics ¢
of the resulting field in the form of a superposition of the
fields created by the individual charges. -1

Y 7000%A
~— 10
RESULTS AND DISCUSSION -2 S— x_

1) Optimum electrode position# this problem the cal- T T T
culation is done for a system with symmetric position and | 10000%A., ///
power supply of the electroded/,=V,=V and V,=V; . ’
= —V. Because of the symmetry of the boundary conditions, “#[~ _--- / 700000%A,,
the amplitudes of the odd order spatial harmonics are zero. Ir [~ /
the working region of the mass filter, the field is given by '

| 1 1 |

0.9 1.0 1.1 1.2 1.3 1.4
0(X,Y)=Vea(X,y) =V- (Ar’cod 2¢) + Agrcog 6¢) ar/r,

+ Ao Pcog10p) + .. .). (5) FIG. 2. The amplitudes\y of the spatial harmonics as functions of the

. . . . . displacementAr for a symmetric shift of the four cylindrical electrodes.
In this case the potential contains the spatial harmonics

N=6, 10, 14, 18 ..., iraddition to the fundamentd=2.
The optimum position for circular electrodes with radiuis  tions of the ions can show up only in the harmonics with
determined by the structural parametgtfor which the am-  N=10, 14, 18 for resolutions- 100, and the depth of the dips
plitude of the sixth harmonidg= 02 r also depends on the in the mass peaks will depend weakly on the position of the
radius R of the cylindrical metal shell. The latest studies rods for a quadrupole mass filter operating in high stability
show that there an optimum value ofr ;=1.14511, which  zones’
depends weakly on the shell radiRs 2) Asymmetry in power supply to the electrodes.

In the calculations we chose the practical case of a sheltxperiments® show that an asymmetry in the power supply
radiusR=4r,. The criterion for the required accuracy of the to opposite electrodes leads to an asymmetry in the shape of
field distribution calculation was the magnitude of the devia-a mass peak and a reduction in the throughput of a quadru-
tion of the potential at the electrode surfaces. The specifiegole mass filter. A sharp drop in the output signal is observed
error Ap/¢=<10"8 in the calculations was achieved by with an imbalance of 2—4% in the supply voltages. Thus, it is
choosing the positions for the charges indicated by the dotignportant to know the spectral composition of the harmonics
in Fig. 1 within the interval (0.50.8)r and with K=50  owing to asymmetric supply. The method we have proposed
charges. All of the following calculations were done for for calculating the electric field makes it possible to analyze
K=60 with charges located on a circle of radiusrQ®hich  the case of asymmetric power supply in a mass filter for
required solution of a system okdinear equations. arbitrary electrode potentialé;, V,, V3, andV, (Fig. 1),

Our method also yielded the “magic” valie™ of  but, in practice, equal potentials are applied to the electrode
riro=1.145111 forR=4r,; this value had been found ear- pairs 1, 3 and 2, 4. Thus, the situation wh&re=V;=V and
lier by conformal mapping. In the absence of a grounded/,=V,=—-V—AV is of practical interest. In this case,
cylinder (R—). this ratio equals 1.1451081. We then ex- based on the principle of superposition we obtain
amined the effect of symmetric drift of the four rods from
their optimum positions on the amplitudés, of the field e(xy)=—=0.8Veo(x,y) +(V+0.5AV) ¢2(x,y),  (6)

harmonics. whereoq(X,y) is the field produced in the system with iden-
Figure 2 shows plots of the coefficientsy for N tical potentials on all four electrodes, i.eV,;=V,=V;
=2,6,10, 14,18 as functions of the displacemant Here  =V,=1, while the fieldp,(x,y) occurs for quadrupole feed

and in the following, the unit of length is taken to bg i.e.,  with V;=V3;=1 andV,=V,=—1. The spectral composi-
the displacemenAr is represented br/ry. We limit our-  tion of the fielde,(X,y) was studied in the previous section.
selves to the 18th harmonic, since resonances in the highéwccording to Eq.(6), an asymmetry in the power supply
stability zones of a quadrupole mass filter can be observeslupplements this field with a componeag(x,y), which
there’ We note as an example that =5-10"° corresponds  does not change upon rotation by 90° and has an amplitude
to 1um for a standard field radiu,=5 mm. Figure 2 im-  that is directly proportional to the magnitude of the asymme-
plies that a symmetric, simultaneous shift of the four rodstry, —0.5AV. This result is exact, since it follows only from
over fairly wide limits of 1.12<Ar/ry<<1.18 has little effect the superposition principle. Thus, for a complete analysis of
on the amplitudes of the harmonics of the field witk=10.  the effect of the asymmetry, we study the spectral composi-
Thus, one of the major tasks in the technology of fabricatingion of the fieldey(X,y) as a function of /ry. As opposed to
qguadrupole analyzers is to ensure maximal symmetry in théhe field ¢,(X,y), the symmetric componenpy(x,y) de-
position of the four electrodes. In this case, resonant oscillapends strongly on the radidof the grounded electrodén
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[

FIG. 3. The multipole components of the field induced by an asymmetry in
the supply voltages to the electrodes as a function of the relativer shjfof
the four electrodes. a rod by 5Qum for a standard electrode diameter of 10 mm.

It can be seen that, besides the nonremoveable multipoles
with N=10, 14,18, ..., thalisplacement of a single elec-
the absence of a grounded electrode, this component is sinfrode causes all the spectral components to appear, with the
ply equal to a constaptthus, it is important to emphasize amplitudes of these harmonics being comparable in order of

that our calculations of the spectral composition apply to thenagnitude. The amplitudes of the odd, lowest multipoles

caseR=4r,.

with N=3.5 increase the most. Displacing an electrode in-

In the case of a symmetric electrode geometry, the exward into the analyzerXr <0) leads to a more rapid growth
pansion of the fieldpy(x,y) in terms of spatial harmonics in the lowest even harmonics witi=4 and 6 than in the

has the form

o]

¢o<x.y>=Ao+k§1 Ayr ¥ cogake). (7

In particular, at the optimum ratio/r,=1.145111 for
R=4r, the calculations yield

z* z8
oo(X,y)=Re | 1.67605# 0.000670—4 — 0.000138—8
o Mo
12 16
+ O.OOOOOST2 + 0.0000005?3 , (8)
) o

wherez is the complex coordinate of the field point.

case of positive displacements. The amplitude of the deca-
pole componenf\q is 0.25% of the fundamental quadrupole
component and varies little with the radial displacement of
the electrode. The nonremoveable harmomes14 and 18
have amplitudesA;,~2.8x10 % and A;g~2.2x10°°. The
displacement of an electrode produces zeroth and first spatial
harmonics of the field. The first harmoni®N€ 1) gives a
shift in the axis for zero potential on the analyzer. Figure 4
shows that the small permissible radial displacements of an
electrode such that the amplitudes of the lowest harmonics
will be insignificant ard Ar|<0.0003,.

4) Angular displacementdlhe effect of an angular dis-
placement® of a rod on the spectral composition of the
spatial harmonics is illustrated in Fig. 5. Given the symmetry

As with the field ¢,(x,y), the spectral composition of of the electrode positions, the field is identical for electrode
the field ¢o(X,y) depends on the electrode geometry. Figuredisplacements of- ®. The amplitude®Ay increase linearly
3 shows the calculated amplitudes of the harmonics of thevith the angular displaceme®, except for the hexagonal

field ¢o(x,y) as functions of the ratia/ry. This figure

componentN=6. Angular errors of 2° is the electrode

shows that an imbalance in the supply voltages has the gregitacement yield powerful harmonics with=3 and 4 and

est effect on the lowest quadrupole harmonic Witk 4. The

amplitudes of 1% of the fundamenta,. An angular dis-

presence of a zero harmorlit=0 causes a small change in placement of 0.1° shifts the position of the electrodeMry
the transport energy of low mass analyzed ions and may ber, ®=0.002 and give#\;~10 3. Thus, the angular posi-

substantial for high mass ions.

tions of the electrodes should be maintained to within 0.001

3) Linear displacementg:igure 4 shows the amplitudes rad.

Ay of the spatial harmonics as functions of the radial dis-

5) Nonidentical circular rodsFigure 6 shows the effect

placementAr of a single rod relative to its optimum position of changing the cylinder radius on the formation of the mul-

when Ag=0. The unit of length is taken to be the designtipole field components. The components shown here have
parameter . The signs of the coefficien#sy correspond to amplitudes of the same order of magnitude. The permissible
the case where a rod with a positive potential is shifted. Avariations in the electrode radii which cause small distortions
displacement of\r =0.01 corresponds to an absolute drift of in the working field lie within|Ar|<0.0005,, and for
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FIG. 5. The amplitudes as functions of the angular displaceménhbf a
single rod.

ro=>5 mm the cylinders must be machined with a toleranc
of £2 um.

A simple estimate of the effect of a machining ertaor
in a quadrupole mass filter on the resolving poRegives®

R=Ar/2rg, )

and our result$Figs. 2—6 show that the maximum resolving
power is related to the harmoniés, by

0
-0.010

0.000
dr

-0.00

FIG. 6. The effect of a changar in the radius of a single rod on the
spectral composition of the spatial harmonigs.
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R=constY, (1/Ay), (10)

where const depends on the choice of level for the peak
height from which the resolving power is determined, while

its magnitude can be determined experimentally from the
known spectral composition of the spatial harmonics.

CONCLUSION

We have examined the simplest types of displacements
of circular quadrupole mass filter electrodes and calculated
the multipole components in the expansion of the field for
these cases. Displacements of 0—0.01 have little effect on the
nonremoveable harmonichl=10,14, and 18 but create
strong multipole components in the lower ordéts 3, 4, 5,
and 6, which strongly distort the shape of a mass peak and
limit the resolving power through a resonant enhancement in
the amplitude of the oscillations of the ions in the multipole
fields. An imbalance in the supply voltages “turns on” the
spatial harmonicdl=4, 8, 12,16, ..., ofvhich the quadru-
pole momentN=4, is significant.

Knowledge of the spectral composition of the spatial

éﬁarmonics of the field in a quadrupole mass filter with a

controllable displacement of the electrodes will make it pos-
sible in the future to calculate the dips in the peaks and,
thereby, to determine the allowable electrode drift and to
estimate the effect of the quality of the field on the analyzer’s
throughput.

1C. Brunnee, Int. J. Mass Spectrom. lon Proced$zd —236(1987).

2S. A. Lammert, Rapid Commun. Mass Spectrdr,. 821 (1997.

3F. von Bush and W. Paul, Z. Phys64, 588 (1961).

4P. H. Dawson and N. R. Whetten, Int. J. Mass Spectrom. lon Rhyk.
(1969.

5Y. Wang, J. Franzen, and K. P. Wanczek, Int. J. Mass Spectrom. lon
Processed24, 125(1993.

Y. Wang and J. Franzen, Int. J. Mass Spectrom. lon Procd82<55
(1994).

’N. V. Konenkov and S. S. Silakov, Zh. Tekh. F&(7), 146(1991) [Sov.
Phys. Tech. Phys36, 807 (1991)].

8Ji-Feng Ying and D. J. Douglas, Rapid Commun. Mass Specttont49
(1996.

9N. V. Konenkov and V. I. Kratenko, Int. J. Mass Spectrom. lon Processes
108 115(199).

10G. M. SlobodenyukQuadrupole Mass Spectrometéis Russian, Atom-
izdat, Moscow(1974).

1. V. Danilov and E. S. FilippoEds), Computer Calculation of Elec-
trical Circuit and Electromagnetic FieldsRadio i Svyaz’, Moscow
(1983,

344 pp.

2A. J. Reuben, G. B. Smith, P. Moses al, Int. J. Mass Spectrom. lon
Processed54, 43 (1996.

1BN. V. Konenkov, V. I. Kratenko, G. I. Mogil'chenko, and S. S. Silakov,
Pis’'ma Zh. Tekh. Fiz15(15), 23(1989 [Sov. Tech. Phys. Letl.5(8), 589
(1989].

Translated by D. H. McNeill



TECHNICAL PHYSICS VOLUME 44, NUMBER 10 OCTOBER 1999

Structural transitions and phase transitions in titanium thin films under irradiation by a
nitrogen—hydrogen plasma
A. M. Chaplanov and E. N. Shcherbakova

Institute of Electronics, National Academy of Sciences of Belarus, 220841 Minsk, Belarus
(Submitted May 6, 1998; resubmitted September 9, 1998
Zh. Tekh. Fiz.69, 102—-108(October 1999

Structural and phase transitions in titanium films under nitrogen—hydrogen plasma treatment are
investigated. Regularities in the formation and growth of titanium nitride are established as
functions of the plasma irradiation parameters. The electrical resistivity of the irradiated films is
determined. ©1999 American Institute of Physid$$1063-78429)01510-X]

In recent years a great deal of attention in thin-film tech-tions of the experimentR=5-6 Pa,U.,=80A) the ion
nology has been devoted to developing new methods angurrent densityd;=4.0+0.2 mA/cnt. The radiation dosél,
improving existing methods of preparing films of refractory was calculated using the formfila
compounds. This is explained by the wide applications of
such materials in microelectronitsNitrides are of special
interest, due to the presence in them of a rare combination of =J,-1/q 1)
properties: high hardness and melting temperature, chemical ~ ° ’
inertness, and high electrical and thermal conductivity. Thin
films of nitrides of refractory metals are used to create ) S ] .

Schottky diodes with a low potential barrier in fast integratedWheret is the irradiation timeg is the ion chargeNs was

circuits, to passivate aluminum surfaces, and as barrier layei@ri€d within the limits < 10'°~3x 10 "cm* by varying
preventing aluminum diffusion into silicon, and in ohmic the treatment time within the limits 3—20 min. The tempera-

contact< ture on the surface of the films was measured with the help
In the present work, using transmission electron micros-mc a Chromel—Alumel thermocouple and was 400, 500, 550,

copy and electron diffraction on a JEM-100CX electron mi-600’ or 700°C, depending on the cathode current,

croscope and anMR-102 electron diffraction setup we have EIectron—mmroscopy anq e_Iectrc_)n-d|ffract|on studies
showed that the deposited titanium films were polycrystal-

carried out a study of structural and phase transitions in tital—ine finely dispersed, and had an average grain size of 15-20

nium films under irradiation by a nitrogen—hydrogen plasma.nm (Fig. 13. To examine the kinetics of formation of tita-

I&sgg)'t'tona V\t/e er_nplct)r)]/ed ;](—ray pth?toikiﬁtr?c? spe_?;]roscop){_"um nitride as a function of temperature, we subjected the
tivi ?f'l © e:jmlne it Z P asle state o B’? III ms.b ¢ etreS'Sfilms to plasma treatment for 10 min at various temperatures.
ity p O ms deposited on g ass-cerantiSitall) substrates alculation of the electron-diffraction patterns of films irra-
and treated in an arc-discharge gas plasma was measured by, by a nitrogen—hydrogen plasma at 400[F@. 1b]

the four-probe techniquié. indicate that the lattice period of the titanium films increased.

Titanium films 100 nm in thiCknf’fS were prepared byThjs is due to diffusion and solution in the titanium of nitro-
electron-beam evaporation in ax30  Pa vacuum onto  gen \which leads to the formation efsolid solution of ni-

freshly cleaved NaCl crystals and glass-ceramic substrates ﬁ‘Bgen in titanium, which possesses a larger lattice period
a substrate temperature of 373 K. The films deposited ofyap, titanium(Table ). As the temperature was increased to
NaCl were separated from the substrate and placed on mggg°c, along with the rings belonging to thesolid solu-
lybdenum reticules, the titanium—glass-ceramic composition of nitrogen in titanium, lines appeared belonging to ti-
tions were scribed with the aim of obtaining samples withtanium nitride with a low content of IN [Fig. 1c, Table].
dimensions 1610 mm for XPES studies and ¥& mm for  |ncreasing the temperature further to 550 °C leads to the for-
measurements of the resistivity. The titanium films on mo-mation of titanium nitride TiNFig. 1d]. Films treated at this
lybdenum reticules and on glass-ceramic substrates wekgmperature consist of two phases: TiN angNTilncreasing
then treated on a URMZ 279.026 setup in an arc-dischargghe temperature to 600 °C leads to a complete rearrangement
gas plasma. of the crystalline lattice of the films to a cubic lattice with

The pressure of the nitrogen—hydrogen mixture was kepa=0.423+0.1 nm, and the diffraction lines in the electron-
at a level of 5-6 Pa for the starting level of vacuum in thediffraction pattern[Fig. 1€ can be interpreted as belonging
working chamber equal to 1.3310 2Pa. The hydrogen to TiN. As the temperature was increased to 700°C, the
content was 5%Ref. 4). To determine the ion current of the form of the electron-diffraction patterns did not change.
plasma we used a Langmuir probe to which a reverse bias dff]. On the whole, the phase composition of the titanium
30 V was applied, which made it possible to measure thdilms varies with temperature according to the following
ionic component of the plasma curréntnder the condi- scheme:

1063-7842/99/44(10)/6/$15.00 1220 © 1999 American Institute of Physics
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FIG. 1. Electron diffraction patterns of titanium films: a—initial sample, b—f—after irradiation by a nitrogen—hydrogen plasma at 400, 500,,%6@ 600
700 °C, respectively.

. 400°C . . ) belonging to titanium completely disappear, and the
Ti ——— a-solid solution Ti . _ . . o
electron-diffraction pattern consists of rings pointing to the
b00c a-solid solution Ti+Ti,N presence of TiN and IN [Fig. 28. When the radiation dose
is increased to 7:810®cm™2, the films become single-
550 °C 600-700 °C o o i
——— TiIN+Ti,N —— TiN. phase, consisting of pure TiNFig. 2b]. The films have a

To examine trends in the formation of nitrides as func-9°lden color characteristic of titanium nitride. Increasing the

tions of the ion dose, we irradiated the films at a constantadiation dose further to 1:610'%, 2.3x10%, and 3

temperature (700°C) for 3, 5, 15, and 20 min. After treat-x< 10'°cm™2 has no effect on the phase composition of the
ment with an ion doseN;=5x10%cm 2 the diffraction  films [Figs. 2c and 2§ Results of deciphering the electron-
rings in the electron-diffraction patterns of the titanium films diffraction patterns are summarized in Table Il. On the

TABLE |. Dependence of the phase state of titanium films irradiated with a nitrogen-hydrogen plasma on the treatment temperature.

. T, °C
Starting

d, nm hkl films 400 500 550 700 800
0.261 010 Ti
0.259 101 s s Ti,N Ti,N
0.256 010 Ti cee cee e
0.247 200 TioN Ti,N
0.244 111 TiN TiN
0.229 111 Ti2N
0.228 011 Ti Ti
0.224 011 Ti
0.212 200 TiN TiN TiN
0.179 211 Ti,N Ti,N
0.151 002 Ti,N
0.1496 220 TiN TiN TiN
0.136 103 Ti Ti
0.133 103 Ti
0.1277 311 TiN TiN TiN
0.126 201 Ti
0.125 213 Ti,N Ti,N
0.1233 201 Ti
0.122 222 TiN TiN TiN
0.099 211 Ti Ti---
0.0946 211 Ti .-

0.094 420 TiN TiN TiN
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FIG. 2. Electron diffraction patterns of titanium films irradiated by a nitrogen—hydrogen plasma at 70Q=@:5x 10'® (a), 7.5x 10'® (b), 1.5x 10" (),
3x10"°%cm™2 (d).

whole, the variation of the phase composition of the titanium  The carbon spectra correspond to its free state in the
films as a function of radiation dose for irradiation at 700 °Cgraphite modification. The peak intensities in the irradiated

can be represented as follows: films are decreased in comparison with the initial fil(Rgg.
- . - 3b). No significant difference in the spectra taken on the
5x10%cm 7.5x101%-3x10em 2 surface after etching is observed. The presence of carbon

i TIN, TIoN TiN. uniformly distributed with depth in the film is explained by

As the structural phase transition studies show, as thdS presence in the residual gases during deposition of the
radiation dose is increased the titanium-nitride grains growilm due to the decomposition of diffusion-pump grease. The

as a result of recrystallization. After irradiation with=5  invariance of the C 4 spectra in the irradiated films indi-
% 10" and 1.5¢< 10:%cm2 their mean diameter was 40 and cates that interaction of titanium with carbon does not take

60 nm, respectively. place and that during treatment in a nitrogen—hydrogen
The XPES method was used to study the initial titanjumPlasma it does not have an effect on the phase composition
films and films treated in a nitrogen—hydrogen plasma aff the films.
700°C at radiation dose¥,=5x 10" and 1.5¢<10°cm™2. In the XPE spectra of Ti g (Fig. 3¢ for the initial films,
The C s, O 1s, Ti 2p, and N Is spectra were taken on the @ peak is observed corresponding to the dioxide state of tita-
surface of the films and after etching to a depth of 10 nm. Nium (E.=458.5eV). In the spectra of the irradiated films,
The oxygen spectréFig. 3a correspond to the chemical N addition to this peak another peak is present corresponding
state of oxygen in titanium dioxide TiQvith binding energy  to the state of titanium in TiN with binding energy 455.7
E.=529.6 €V in the initial film and binding energies 530.6 =0.2€V. This again confirms that the phase detected in the
and 529.9eV in films irradiated with doses equalNg=5 irradiated films in the electron-microscopy studies belongs
x 10" and 1.5¢10'%cm™?2, respectively. All these values of Specifically to titanium nitride. The intensity of the dioxide
E. agree with the values of the binding energy for oxygen inP€ak is decreased in the treated films in comparison with the
TiO,. The oxygen peak intensiti¢s, differ substantially: the initial films, but grows with depth, which confirms our hy-
maximum value is equal tb=954arb. units in the initial pothesis, stated earlier in this paper, of a decrease in the
films, and for the films irradiated by a nitrogen—hydrogenoxygen content on the surface of the films due to the action
plasma the maximum value on the surface is equal to 4680f ions of the plasma.
492 arb. units; however, with depth it grows to 700 arb.  For films irradiated with a dose equal tox8.0'®cm™
units. The decrease of the oxygen content on the surface die intensity and area of the peaks decreases somewhat with
the irradiated films is apparently explained by the action ordepth. This is evidence of nonuniform growth of titanium
the surface layer of hydrogen and nitrogen ions from thenitride under the given conditions of treatment. In films sub-
plasma, which knock out oxygen atoms from the surface ofected to plasma treatment with a dd$g=1.5x10"cm™?
the titanium film. Varying the dose within the limits the differences in the TiN peaks in the spectra taken on the
5x 10*—1.5x 10*°cm 2 does not have a substantial quan-surface after etching are insignificaig. 30. Thus, after
titative effect on the oxygen content of the films. irradiation with a dose of 1:810"cm2 titanium nitride is
On the basis of an analysis of the G &pectra on the uniformly distributed with depth.
surface after etching, it may be concluded that oxygen atoms In the N 1s spectra the principal peak corresponds to
adsorbed by the film during deposition are responsible foliN for all the irradiated films, and its intensity is that much
oxidizing processes in titanium films during plasma treat-larger, the higher is the radiation dod€g. 3d.
ment while oxygen contained in the residual gases is com- In addition, in the spectra of films treated with a radia-
pensated by the presence in the plasma of hydrogen ions ation dose 5<10'%cm 2, taken at some depth, a peak is
does not have an effect on the phase composition of thpresent, corresponding to tlesolid solution of nitrogen in
films. titanium. The presence in the spectra of some less intense

2
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FIG. 3. X-ray photoelectron spectra: a—@,1b—C 1s, c—Ti 2p, d—N 1s; 1—initial sample,2—after irradiation withN;=5x10"¥cm™2; 3—after
irradiation with Ng=5x 10" cm™~2 and ion etching4—after irradiation withNy=1.5x 10'°cm™2; 5—after irradiation withNg=1.5x10'cm~2 and ion

etching.

peaks is apparently explained by the formation in insignifi-ordinary nitrogenation. On the whole, the following pro-
cant quantities of the titanium oxynitrides TyNOy 17 (E.  cesses take place during irradiation by a nitrogen—hydrogen

=397.5eV), TiN 310944 (Ec=397.7 €V), or compositions plasma.
similar to them’ The nitrogen and hydrogen ions formed in the plasma

Thus, the combined electron-microscopy and XPESmove under the action of a magnetic field toward the surface
studies confirm that when titanium films are irradiated by aof the film. The nitrogen ions actively interact with the sur-
nitrogen—hydrogen plasma, a nitride phase is formed in therface of the titanium film and diffuse into it. Diffusion takes
having a face-centered cubic lattice. hionds are present place preferentially on grain boundaries since the initial tita-
in the irradiated and initial films, as indicated by the XPE nium film is finely dispersed. The ions and radicals arising as
spectra. a result of molecular dissociation have an unpaired electron

Our study of the processes of formation and growth ofin their outer electron shell and as a consequence they ex-
nitrides of refractory metals under the action of ions of ahibit a high degree of chemical activity. In addition, the con-
plasma shows that a nitrogen plasma contains several forntentration of the chemically active particles in the plasma,
of the ions N', Ny, N3, and N; ; however, it is ions of and also of the products of their reaction as a result of the
atomic nitrogen that are responsible for the formation ofpresence of high-energy electrons substantially exceeds their
nitrides? where the energy of an ion formed in an arc- concentration in thermodynamic equilibridhThus, the(pri-
discharge plasma exceeds the energy of the nitrogen atomsmarily atomig nitrogen ions that have diffused into the film
dissociated ammonia by a factor of 3000 under conditions opossess a high reactivity. Therefore, at 500 °C diffusion
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FIG. 4. Temperature dependence of the resistivity of titanium films irradi-FIG. 5. Dependence of the resistivity of the titanium films on the radiation
ated by a nitrogen—hydrogen plasma. dose.

gives way to reaction—diffusion, and formation of a nitride films is ~90x10 8Q-m. The decrease in the resistivity
phase with low nitrogen content—N—commences in the with the appearance of TiN is due to a phase transition from
films. Increasing the temperature to 60000 °C and the ra- hexagonal Ti to cubic titanium nitride with a high nitrogen
diation dose toNs=7.5x10'*~3x10"cm™? leads to fur-  content, whose resistivity is higher than for titanidm.
ther saturation of the film with nitrogen, and its content in Increasing the irradiation temperature to 600 °C leads to
the film becomes sufficient for the formation of TiN, which a further decrease qf to 60x 108 Q- m (Fig. 4) since the
has a wide interval of homogeneity from 30 to 53.7 at. %fiims become single-phase, consisting only of TiN. This
nitrogen? phase is homogeneous over a wide interval of concentrations
Increasing the radiation dose causes the growth of TiNrom 30 to 53.7 at. % nitrogen. With further increase of the
grains as a consequence of processes of recrystallization gfmperature to 700 °C the resistivity varies only insignifi-
the films, which is connected with the thermal action of thecantly, its decrease to 5010 2 Q- m is apparently due to an
plasma. The role of the hydrogen ions reduces to suppressigfcrease in the nitrogen content within the limits of the ho-

of oxidation. Thanks to their presence, oxygen adsorbed byhogeneity interval of TiN, which results in the decreasg.in

the film during deposition has no effect on the phase com-
position of the sample.

The dependence of the resistivity on the irradiation dose
for a given irradiation temperature is also determined by the

The change in the phase composition of titanium filmsphase state of the irradiated filniBig. 5, Table 1). For a
upon irradiation by a nitrogen—hydrogen plasma results in @ose of 5<10'%cm 2 the phases TiNTi,N are formed;
change in the resistivity of the films. The initial films have athereforep is observed to decrease t0>800 2Q-m, in-
resistivity ~110<10°°Q-m (Fig. 4. Plasma treatment at creasing the dose to 2GL08cm™ 2 results in complete con-
T=400°C results in a growth in the resistivity, which is version to TiN and a further decrease in the resistivity to

connected with an increase in scattering of conduction elec-
trons by implanted ions in the solid solution of nitrogen in

titanium. As was established in Ref. 11, with increasing deTABLE Il. Variation of the phase state of titanium films during treatment in

viation from stoichiometry the mobility of the charge carriers dose
decreases due to the presence of vacancies in the nitrogen

a nitrogen hydrogen plasma &@t=700 °C as a function of the radiation

sublattice which serve as scattering centers. Since an in-
crease in the implanted impurity content byl at. % leads
to an increase in the resistivity of the titanium films by

Radiation dose, ci?

8x 1080 -m, it is possible to estimate the percent content0.259
of nitrogen in the titanium film after irradiation at 400°C 0-256
as 10at. %. According to the phase diagram, this correz
sponds to ar-solid solution of nitrogen in titanium, which g 2og
confirms our earlier analysis of the electron-diffraction pat-0.224
terns(Table ).

Increasing the temperature to 500 °C results in an in9-179
crease in the concentration of the dissolved nitrogen to 1%14
at. % and, as a consequence, further growth of the resistivity 133
to ~210x10 8 -m. The given percent value of nitrogen 0.1277
corresponds to the + & phases of titanium.

The abrupt decrease in the resistivity in the temperatur&-1233
interval 500-550°C is due to the formation of TiTable

Before
hkl processing %108 7.5x 1018-3x 10
101 Ti,N
010 Ti
0.247 200 Ti,N
0.244 111 TiN
111 Ti,N
011 T| e oo
0.212 200 TiN TiN
211 Ti,N
151 002 Ti,N
96 220 TiN TiN
311 TiN TiN
0.125 213 Ti,N
222 TiN TiN
0.0946 211 Ti
420 TiN TiN

[). Films prepared at 550°C consist of two phasesggoa

TiIN+Ti,N; therefore the resistivity of the titanium nitride
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~55x10 8Q-m. The difference in the values @fin the  discharge nitrogen—hydrogen plasma to form thin films of
interval of radiation doses 7556108—3x 10%cm 2 without  titanium nitride with prescribed values of their resistivity.
any change in the phase composition of the fi(fable II) is
due to a difference in the nitrogen content within the limits , _ . .
f the homoaeneity interval of TiN and an increase in the L. A. Dvorina and A. S. DranenkoMicro-Electronics and Refractory
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fetingi (1965.
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The flow of a liquid conducting film in the gap between the rail and the metallic projectile
(armaturg in a railgun is considered. In contrast to the usual problems in the theory of the
hydrodynamics of lubricants, the statement of the problem here takes into account such
additional forces acting on the liquid as the ponderomotive force and the inertial force arising as
a consequence of the accelerated motion of the armature. As a result, even in the case of a
gap of constant width not only is the existence of flows with negative velocities possible, but also
of flows with negative flow rates. An analytical solution of the problem is obtained with the
convective terms neglected. The influence of the convective terms is estimated by integrating the
lubrication equations numerically. Primary attention is devoted to a calculation of the

lubricant flow rate, viscous dissipation in the liquid layer, and the pressure distribution along the
gap. Calculations are performed for specific cases of linearly expanding and linearly

narrowing gaps. ©1999 American Institute of Physids$1063-784£99)01610-4

INTRODUCTION lubricant in the gap. In the case of boundary lubrication,
partial contact of salients of the surface roughness takes
In Ref. 1 it was shown that the intentional introduction place and a large quantity of lubricant accumulates in the
of a liquid conducting lubricant into the gap between the railhollows between the salients. Therefore, boundary lubrica-
and the metal projectiléarmature of a railgun can substan- tjon is a combination of hydrodynamic and mechanical con-
tially alleviate the velocity skin effect and thereby improve tacts between the moving surfaces. Finally, the elastohydro-
the parameters of the railgun. The present paper is a contindynamic regime arises under conditions in which elastic
ation of Ref. 1 and is dedicated to a study of the flow of ayeformation of the contacting bodies plays a substantial role
conducting lubricant in the gap between the rail and the acy, he hydrodynamic process of lubrication and in turn de-
celerated body. _In principle, the role of the lubricant can bependS on it. From the point of view of providing good elec-
play_ed by the film .Of. molten metal _for_med as a res_ult Oftrical contact between the armature and the rails and reduc-
melting-off of _the_slldlng surfac_es. Similar problems in the ing the wear on the sliding surfaces, the regime of boundary
theory of lubrication have received ample studge, e.g., lubrication is undesirable although it is completely possible

Refs. 2—6. However, in the case of a railgun the use of the o o .
. ... _that it will arise in the initial stage of acceleration, when the
melt-off of the contacting surfaces themselves as lubrication

hardly solves the main problem of improving the eIectricalvek?City of the boqu is still i.n:.;ufficie.nt to maintain by Vis?
contact between the rail and the armature, since it is notosity a lubricant film of sufficient thickness. Hydrodynamic

possible to maintain a stable, contiguous liquid film be’[weeri”mfj elast_ohydrodynamic lubrication are _equivalent from the
the armature and the rail as a result of melting of their surlP0int of view of the passage of an electric current. The elas-

faces. Therefore it has been suggested that an external liquighydrodynamic regime exists if the thickness of the lubri-
be used as the lubricant, introduced into the gap between &Nt layer is comparable with the deformation of the contact-
rail and the armature. Specific means of introducing the 1uing bodies. It is possible that this form of lubrication will
bricant into the gap have not been considered. In principled/iS€ in rail guns when lubricant is introduced into the gap
this can be done either by depositing a corresponding laydt€tween the armature and the rail since the only form of
on the surface of the rail or feeding the lubricant from theloading on the gap from the armature side is stresses caused
armature. by deformation of the armature under the action of inertial

As is well known, there are several lubrication regimes, forces and the magnetic pressure. However, in the present
which can be classified as hydrodynamic, boundary, okvork we restrict the discussion to the hydrodynamic regime,
mixed, and elastohydrodynamic. In the hydrodynamic rewhere the profile of the gap is assumed to be known and
gime the sliding surfaces are completely separated by thidependent of the motion of the liquid. Primary attention
film of lubricant. In this case, the pressure in the film iswas given to calculation of the flow rate of the lubricant as a
insufficient to lead to significant deformation of the surfacesfunction of the shape of the gap and its width, and also to
bounding the film. In this case the profile of the gap is as-calculation of the viscous dissipation and the pressure distri-
sumed to be known and independent of the motion of théution in the liquid film.

1063-7842/99/44(10)/8/$15.00 1226 © 1999 American Institute of Physics
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the pressure at the entrance to the gap=p.+ Bg/zﬂo is
the pressure at the exit from the gap, hpgds atmospheric
pressure.

For the pressurepy we used the estimatepy
=L"1%/2S, whereL’ is the inductance of the rails per unit
length, | is the current, an@ is the cross-sectional area of
the channel. The pressugg, will, in general, differ from
3 Yy 2 atmospheric pressure. In particular, if lubricant is deposited

0 on the rail, this will occur due to compression of the lubri-

4 cant as it enters the gdpee, e.g., Ref. J1However, in the
3 present study this difference is not taken into account. In the
—y calculations we used a model lubricant with properties simi-
lar to those of liquid indium: y=7300kg/n and
FIG. 1. Diagram of the gapgt—armature 2—film, 3—rail. u=0.00146 Pas.

Problem (1) differs from the classical problem of the
lubrication theory in that, first of all, due to the non-inertial
STATEMENT OF THE PROBLEM character of the coordinateT sys_tem, on the right-hand side of
Eqg. (18 there appears an inertial teryra, and, second, the
In contrast to the classical theory of hydrodynamic lubri- pressure that appears in the equation is the the total pressure,
cation, in the modeling of the motion of a liquid film in a not the hydrodynamic pressure. As will be shown below,
railgun it is necessary to take into account the presence dhese two apparently minor differences lead to the appear-
additional forces acting on the liquid. Such forces are theance of solutions with qualitatively new properties.
ponderomotive force and the inertial force associated with Let us estimate the effect of the inertial terms in Eq.
the accelerated motion of the armature. So far, in the treatla. As a characteristic time scale we may choose either
ment of such problems the indicated forces have not beer hi/n, where h, is the characteristic gap width and
taken into accourft® A diagram of the gap is shown in Fig. 7= u/y is the kinematic viscosity, ot,=1/U. During the
1. As usual, the coordinate system is bound to the movindgndicated time the velocity of the armature varies &y
armature. We consider the usual shape of the gap adopted #at; ,. As a result, the condition of quasistationary motion
the solution of lubrication problems, where the lower bound-of the lubricant takes the forndU/U<1. Hence, setting
ary (in our case the rail surfagas planar, and the upper U= J2aL, whereL is the length of the channel, we obtain
boundary(armature surfagecan depend on the longitudinal the following two conditions:
coordinate. At the same time, under actual conditions, as was h2
already mentioned, the shape of the gap can depend to a _* \/E<1 and 1/2L<1.
significant degree on the deformation of the armature and the 7 Y 2L
rail and, consequently, the lower boundary can also be non-  the second condition is always fulfilled, while the first

planar. As in Ref. 1, we restrict the discussion to the planagyngition. for typical values of the parametar=10° m/s
problem, where only thg component of the magnetic induc- gnq | =1m givesh, <1.710°5m. Thus, for films of

. . . . 1 * . . il

tion B is nonzero. As a result, taking the usual assumptiongnickness on the order of 16m or less, the time derivative
of lubrication theory into accourif,the motion of a conduct- in Eq. (18 can be neglected and we can take the flow to be
ing liquid in the gap will be described by the following sys- qyasistationary. This is the approximation we will use below
tem of equations: in the specific calculations. The contribution of the convec-

ou au au Ips 92U tive terms in Eq(18) is governed by the modified Reynolds
v E'FU&'FWE):_W"‘/.L?‘F va, (18 number Ré=Uhi/77I. For U=2000m/s and =0.01m we
find that R& <1 for h, <1 um. Thus, the convective terms

Ju  ow in Eq. (18 can be neglected only in the case of sufficiently
Xz 0 Ps=Ps(X) (1) thin films.

The intensity of viscous dissipation in the filga and the

with boundary conditions flow rate of the lubrican@ are given by

z=0, u=U; z=h(xt), u=w=0; h(ou)? h

Qf:/-Lf (E) dz, Q(X)=f udz, )
x=0, ps=pin;  X=I, Ps=py- 2 0 0

and the thickness of the film of lubricant that remains on the

HereU is the velocity of the armatures, w are thex andz o
rail is given by

components of the velocity of the lubricant;and w are its
density and dynamic viscosity;is the length of the gap in 1 (z
the direction of motion, which in general differs from the hres:Uf
length of the armature is the acceleration of the armature;
ps is the total pressure in the gap, equal to the sum of thavherez, is the value of the coordinate at which the veloc-
magnetic B%/2u,) and hydrodynamic pressur@); p;, is ity vanishes in the exit cross section of the gap.

"udz, 4
0
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The motion of the lubricant was calculated in two ways.where
In the case when the convective terms in Ebp can be
neglected, we found an analytical solution of the problem, B= pUl¢
and to estimate the effect of the convective terms we inte- pmhg’

grated Eqs(1) numerically. 1-ps(0)—2B80—6BF(1)
€= G(1)

) ) o Expressing the acceleration of the bain terms of the
possible to obtain the distribution of the velocity of the lu- wherel . and y, are the effective length of the armature and

yahg
7T 20"

(113
ANALYTICAL SOLUTION OF PROBLEM (1)

bricant over the cross section of the gap its density, we obtain for the coefficient
u=-—|———va|(z—h)z+U 1——) (5) _ YPm~Pin)No
2u | ox h o 2ydeg U (11b

and also the Reynolds equattdifior the pressure distribution
along the gap

i(mﬁ

Differentiating expressiof9) with respect tax and sub-
stituting it in Eq.(10), we find that

dh
=3(2uU+yah?) —. (6) _( z)( ( o )z
IX u={1-+]|1-\3+ 55|
h 2Bh/ h
Now substituting expressiofi2) in Egs.(2) and(3), we

obtain expressions for the dimensionless flow rate and di-
mensionless viscous dissipation

X X . (12

It is not hard to see that Ed6) can be integrated by
guadratures. Indeed, the first integration of Eg). with re-
spect tox gives

d
3ﬁ=(eﬂu+yah2)h+c, ¢y F(1)

h X Q=

1
55" m-& m(ZUﬁ—H' ps(0)),
Q 2)

1_ —
Recalling expression€lla and (11b) for 8 and o, we

wherec is the integration constant, determined by the bound-
ary conditions(2).

After the second integration, taking the boundary condi-
tions into account, we obtain the following expression for the

_1 1+3
qf_ﬁ + h

pressure: finally have
X)=ps(0)+6uU-F(x)+ yax+cG(x), 7
where G(1) " 68G(L) \yder /)
E _JX dr G _jx dr 7 7 Q
=] 2 = By u= 1—5)1—35(1—FJ» (14)
o Pm—Ps(0)—vyal=6uU-F(I) (7b) It can be seen from formuld&3) and(14) that the effect
G(l) ' of the pressure drop in the gap and the acceleration of the
We transform in Eqs(5) and (7) to dimensionless vari- body on the velocity distribution in the liquid film is gov-
ables erned by the paramet@: The latter in turn depends strongly
on the thickness of the film. Indeed, far=2000 m/s, y,
%=x/l, h=h/hg, T=u/U, W=w/U, =2700kg/m, | =1,4=0.01m, andp,,= 135 MPa(the latter
_ . holds forL’=3x 10"’ N/m, | =300 kA, and a channel cross
Ps=ps/pm, G=Ghyl, section of 104 m?) we find that@= 150 forh,=1 um, and
5 B=1.5 for hy=10um. Thus, whereas in the first case the
E= thn , 0=Q—, velocity distribution over the cross section of the film is gov-
Uho erned mainly by viscous forces, in the second case inertial
ho 5 h and ponderomotive forces also have a substantial effect.
<~2|f=qflu—uz, hres=hLes, (8) Expression(14) shows that the velocity in some region
0

of the cross section of the film can be negative. Indeed, the
wherehy is the height of the entrance cross section of theright-hand side of Eq(14) becomes equal to zero when
gap (from here on we drop the tilde

Then the pressure and the velocity profile in the gap in =~ 7 — h/3< 1— 9)
dimensionless units take the form h

ps(X)=ps(0)+ B- (6F(X)+20X) +C1- G(X), (9) . Conseg_uently, the condition for the appearance of nega-
tive velocities takes the formz, <h or Q<2h/3. Hence,

Z. ( 1 dpsy substituting expressiofi4) into Eq.(4) we obtain an expres-

h 28 dx

u=1- sion for the thickness of film remaining on the rail

—0) z(z—h), (10
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Q condition is fulfilled if the effective length of the armature
5 for z,=h |t IS 2.7 times greater than the length of the liquid fllnAs
can be seen from expressi8), decreasing the paramei@r

and favors the appearance of negative flow rates. On the other
0 hand, it follows from this same expression that foy

9( 1— m) -1 >Ieﬁ3'/S .asﬂ de.c.reases3 the flow ra€@ grows without limit, '

hrec=h(1) for z. <h. remaining posmvg. Thls I_ead_s to the appearance of a maxi-
res 54( Q )2 * mum in the velocity distributior{14) for Q>4h/3. The in-

Nres=

- h(1) dicated maximum is unphysical since it implies that in the
) ) ) coordinate system bound to the rail, velocities appear di-
It is also of interest to calculate the volume of lubricant rected opposite the motion of the body. The appearance of

that is used up as the armature passes through the channekffs maximum is probably due to neglecting the local time

the railgun. We restrict our attention to the case where negaygriyative in the equation of motion of the lubricant. Thus,

tive velocities do not arise in the exit cross section. Then th,e ohtain another restriction on the applicability of the ana-
indicated volume in dimensional form is equal to lytical solution.

ho (t The existence of solutions with negative flow rate gives

V= 2 J UQdt. reason to believe that lubricant can be injected into the gap

0 not only in front of the body, but also through the rear cross

In order to integrate analytically, we assume that thesection of the gap. However, to consider this question it is
armature moves with uniform acceleratianand the length necessary to use more detailed models of a hydrodynamic

of the rail is equal td_. Then lubricant which take account of the behavior of the liquid in
- the vicinity of the entrance and exit cross sections. It is also
V= ho QLaUQdU necessary to emphasize that in the classical theory of lubri-
2a Jo ' cation, due to the absence of ponderomotive forces, the sec-

ond term in expressioflL3) is absent and therefore the above

Substituting the expression for the flow raf3) and enumerated peculiarities of the solution generally do not

expressions foB anda, we obtain

arise.
hol [ F(1) 2/ 1y (1—ps(0))22 It is not possible to analyze the behavior of the lubricant
= 7(6(1) + ?( I - ) G for an arbitrary shape of the gap. Therefore, in the remainder
eff Vs of this Section, we consider linear channéls 1+kx. In
hS l o) 22 this case, expressiongb) take the formF(x)=x/1+Kkx,
Xm(pwsf (19  G(x)=(2x+kx?)/(1+kx)2. Correspondingly, F(1)=(1

+k)7L, G(1)=(k+2)(k+1) %2, andh(1)=1+k. As a

result, for the flow rate of the lubricant we obtain
ANALYSIS OF THE BEHAVIOR OF THE LUBRICANT IN THE

AP 214K 2(1+k)?

As was shown in the preceding section, the velocity of - 2+k 2+k
the lubricant in the gap can become negative. This implies . i i
the appearance in the gap of retéeirculationa) flow. How- where for convenience we have introduced the notation
ever, from the point of view of providing normal lubrication
of the gap the appearance of negative velocities only at the p_— 1- p;(O)( lry _1>_
entrance and exit cross sections of the gap is of fundamental 68 lefrys
importance. Indeed, this means that lubricant is partially
drawn into the gap through the exit cross section and ex-
pelled from the gap through the entrance cross section. i
turn, this means that if we wish, for example, to feed lubri-9"
cant into the gap in front of the body, then the appearance aof
negative velocities in the exit cross section seems to indicat®
that lubricant will be sucked away from the rear edge of the
armature.

EXpreSSion(l3) shows that not Only the Velocity, but and in the entrance cross section
also the flow rate of the lubricant, can become negative. A

A, (16)

It can be seen that for narrowing gaps, as the slope
creased the flow rate decreases, and for expanding gaps it
OWS.

The condition for the appearance of negative velocities
the exit cross section of the gap takes the form

A<—(1-Kk)/3(1+k), (173

necessarybut not sufficient condition for the appearance of A<—(1+2k)/3(1+k)>. (17b)
a negative flow rate, and also of negative velocities in the
vicinity of the rear edge of the armature=1) is |y Hence for the thickness of the film remaining on the

<l 7. From the physical point of view, this means that thesurface of the rail we obtain
lubricant per unit cross-sectional area is lighter than the ar-
mature and, consequently, will accelerate faster. In particu- 1 1+k 1-k

lar, for an aluminum armature and indium film the indicated hres:2+k +A2+k’ it A== 3(1+k)
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and 1.5r a
9 K 2A1+k 1 | ’
ek 2+k “T2+k/ . 1-k 2
o= (1K) LS AR e 1oy 3
2+k “T2+k =
<
It is clear from relationg16) and(17) that in narrowing 05|
gaps increasing the slope hinders the appearance of negative :
velocities at the exit from the gap, and for expanding
gaps—at the entrance to the gap. At the same time, for nar-
rowing gaps negative velocities near the entrance cross sec- 0 ; i L L
tion can also arise for positive values Afif k<—0.5. On -1.00 -0.75 -0.50 -0.25 0k
the other hand, in the case of expanding gaps the analytical 10t b
model does not give negative values at all while in the nu- : 3
merical solution(which is considered belowsuch velocities |
do appear. 0.8
In the particular case of a channel of constant cross sec- 206t 2
tion we have S0 , 1
N
1+A 1 0.4t
Q=1+A, hreszT, if A>— 3
0.2¢
and
9A+1 1 07008 -0.6 -0.% 0.2 Ok
Nyes= — W, if A<— § (18 1.0 -0. : : ’

FIG. 2. Dependence of the flow rate of the lubricémtand the volume of

Obviously, it would be desirable to have the thickness ofexpended lubricarth) on the degree of narrowing of the gap, the parameter
the film remaining on the rail be as small as possible. It is? g”dlgheshiﬂ Ojtlho‘if”;’a’lcc)?frgsszsxezt(i)?'; of tgemam_ﬁzl @
clear from relation18) that if A— — o thenh . will tend to (2), 10(3) b—ho= @, @. m .
zero. Thus, it would seem that we have the fundamental pos-
sibility to make the thickness of the remaining film as smalldepicts the distribution of the viscous dissipation along the
as desired. However, this conclusion requires additionalength of the gap for various values lfand 3. It can again
checking and refinement since it is based on a very approxbe seen that fog>1 and|k|<0.5 the dimensionless viscous

mate model. dissipation is quite well approximated by the expresgipn
And finally, for the volume of expended lubricant we =1/, or in dimensional forng;=xU?/h, everywhere ex-
obtain the expression cept in the immediate vicinity of the point= 1.
hol 2(1+K) Vil Ly As was already pointed (_)ut, the pressure in the gap is
=— 1+ (1+Kk)— I — composed of a hydrodynamic and a magnetic part. Here,
2 2+k 6 lerys since the magnetic field is concentrated in a narrow region
_ 12 p2 1/2 about the pointx=1 thanks to the velocity skin effect, the
(1-px(0))™ hg left : ) :
T m pMysr (19 total pressure in the gap is equal to the hydrodynamic pres-
f

sure everywhere except this region. As a result, even a layer
From the point of view of a better capture of lubricant of lubricant of constant thickness is capable of withstanding
into the gap between the armature and the rail it would besignificant loads while in the case of ordinary hydrodynamic
desirable to use a narrowing gap. Figure 2 plots the deperubricant such a layer does not possess a carrying capability.
dence of the lubricant flow rate and the volume of expended he distribution of the total pressure along the length of the
lubricant on the degree of narrowing of the gap. It can begap is depicted in Figs. 4 and 5. Figure 4 shows that for
seen that as the degree of narrowing of the gap is increasg#t>1 even in the case of quite moderate rates of narrowing
the flow rate decreases. In this case, if the rate of narrowinthe pressure inside the narrowing gap reaches large values,
of the gap is not largék|<0.5, then for3>1 the dimen- substantially exceeding not only the magnetic pressure ap-
sionless flow rate will differ only slightly from unity. The plied to the accelerated body, but also the strength of the
volume of expended lubricant for small film thicknes¢es  construction materials. This means that in such cases the
the order of several micropss determined mainly by the hydrodynamic regime is apparently not realized and either
first term in large parentheses in expressi@f), i.e., it is  boundary lubrication or elastohydrodynamic lubrication
directly proportional to the film thickness and essentially in-arises. Figure 5 depicts the pressure distribution in expanding
dependent of the acceleration parameters. With increase gaps. In this case, the picture is the opposite and even for
the film thickness the role of the second term grows rapidlyquite small rates of expansion the pressure in the fiim be-
and for small rates of narrowing the dependenc¥ @ the  comes negative whe@>1. This means, first of all, that
width of the gap approaches a cubic dependence. Figure @Gvitation phenomena can arise in the film and, second, that
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FIG. 3. Distribution of the viscous dissipation along the length of the gap:
B=1 (a), 10 (b); k=—0.6 (1), —0.4(2), —0.2(3), 0.0(4).

the model under consideration is probably not applicable fo
such rates of expansion of the gap.

NUMERICAL SOLUTION OF PROBLEM (1)

The derivation of the analytical solution rested on the
assumption that the convective terms in E.are small and
can be neglected. However, in the presence of radical na
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FIG. 4. Distribution of the pressure along a narrowing gap for different
values of the parametgg=1 (a), 10 (b), 100 (c) and rates of narrowing
k=—0.6(1), —0.3(2), and 0.0(3).

rowing or expansion the indicated terms can become ex-

tremely important. We transform in E¢l) to the new vari-
able = z/h(x,t). Using the dimensionless variable®, we

now have
au 19 7 au\ B d*u  dps
a-(U&—H&(hfo Ud‘r])% —W&—UZ—W‘FZUB,
(20
for =0u=1, for p=1u=0,
for x=0 py=pm/pm, for x=1 py=1, (21

wherea= yU?/py, .

Besides condition$21) the solution of Eq(20) should
obey the condition of constancy of the flow rate, i.e.,
hféu d»=Q. The latter condition was used to calculate the

to the gap at the start of the calculation was assigned arbi-
trarily (e.g., it was calculated according to an analytical for-
mula obtained by solving an equation which neglected the
convective terms After the x coordinate reached the right
boundary, the pressure at this point was compared with the
boundary conditiop=py, and a new value ofps /dx at the
entrance to the gap was found. The initial velocity profile,
which had previously been assumed to be parabolic, was
then recalculated and the calculations were repeated until the
boundary conditionp=py at x=1 was satisfied with the
prescribed degree of accuracy.

Equation(20) is an equation of parabolic type. There-
fore, the problem under consideration is well-posed as long

gradient of the total pressure at each step of the integratioas the velocityu remains positive. The latter condition is
with respect tox. At the entrance to the gap the velocity violated as soon as such significant positive gradients appear
profile was assumed to be parabolic and was calculated aa: the gap that they will cause return flow, where the velocity

cording to formulga10). The value ofdps /9x at the entrance

of the lubricant is greater than the velocity of the body. In
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FIG. 5. Distribution of the pressure along an expanding gap for different

values of the parametg8=1 (a) and 10(b) and rates of expansion: a— FIG. 6. Distribution of the pressure along an expandmgnd a narrowing

k=0.0(1), 0.3(2), 0.6 (3), 0.9(4); b—k=0.0 (1), 0.03(2), 0.06(3), 0.09 (b) gap:1—numerical solution2—analytical solution=10, a=216; a—

(4). k=0.03(solid curve, 0.06(dashed curve b—k=—0.4(solid curve, —0.5
(dashed curve

this case, boundary conditions at the entrance to the gap are
insufficient and it becomes necessary to use a boundary cofarrowing or expansion of the gap. It appears that such films,
dition on the velocity at the exit from the gap. because of the large velocities of the armature, are hardly
It is clear from Eq.(20) that the role of the convective capable of providing the regime of purely hydrodynamic lu-
terms depends substantially on the magnitude of the paranfrication and preventing direct contact between the rail and
etera. As a rule,a>1 as a consequence of the high veloci- armature surfaces. In this case, we are dealing in all prob-
ties of the armature in a railgun. Therefore, it may be ex-ability with the elastohydrodynamic regime. In the case sig-
pected that the convective terms will have a considerabl@ificantly thicker films, lubricant flow in the gap becomes
effect. Figure 6 depicts pressure distributions in linearly narsubstantially nonstationary and possibly turbulent, and an ex-
rowing and a linearly expanding gaps, obtained numericallyplanation of its regularities requires further study. Such an
and by means of the analytical solution for a valueqof interesting and important problem as the effect of the lubri-
corresponding to velocities on the order of 2—3 km/s andcant on the washing-out of molten metal from the gap be-
pressures in the range 100-300 MPa. It can be seen that thgeen the rail and the armature upon melting of the latter
convective accelerations decrease the pressure in the expanthder the action of Joule heating is also beyond the scope of
ing gaps and increase it in the narrowing gaps. Here the rolthe present study. The indicated problem has a direct bearing
of the convective terms grows with decreasjhignd increas- on the formation of a melting wave and the transition from
ing k. Because of the appearance of return flows it is poscurrent flow via a metallic contact to current flow via an arc
sible to obtain numerical solutions in a substantially nar-contact. A study of this problem within the framework of the
rower parameter region than is the case for analyticafluasistationary model is impossible. Moreover, a numerical
solutions. study of the given problem requires the use of the full set of
Navier—Stokes equations, an account of the free surface of
the film behind the armature, and a correct description of the
CONCLUSION flow of lubricant in the vicinity of the line of contact of three

. ) ) phases.
The calculations performed here make it possible to ex-
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The effect of a conducting liquid lubricant on the heating of a rail and proje@imature is

studied theoretically and experimentally. It is shown that both the Joule and friction

heating of the accelerated body can be reduced significantly by using resistive liquid films. When
the contact resistance of the film is high, its temperature is determined by two competing
processes: Joule heating and heat removal by the moving film. As a result, the dependence of the
film temperature on the magnetic Reynolds number, its thickness, and its resistance is
nonmonotonic. In the limiting case where the velocity skin effect is completely suppressed and

the magnetic Reynolds number is sufficiently high, the film temperature is extremely low.

In intermediate cases, however, the film temperature can turn out to be rather high and exceed the
melting point of the armature. Viscous dissipation in the liquid film has no significant effect

on the temperature of the rail—-armature interface until the melting of the armature is determined by
Joule heating within it. In the case where the velocity skin effect is strongly suppressed,

viscous dissipation along with Joule heating in the resistive film can become one of the major
factors controlling the attainable velocity of bodies in railguns. 1899 American

Institute of Physicg.S1063-784299)01710-9

INTRODUCTION is determined by the local Joule heating at this point and heat
conduction can be neglected. This approach has been used in
This paper is the last of three devoted to a study of theall the papers devoted to the formation of a melting wave.
effect of a conducting liquid film on various aspects of ac-However, thin resistive films and coatings are present, it is
celeration of a metal projectiléarmaturg. The first paper  no longer possible to neglect heat conduction and it must be
dealt with the influence of a lubricant on the distribution of taken into account in calculations of the temperature distri-
the electrical current and magnetic field in a rail and armapution in the neighborhood of these filnisoatings. In this
ture and the secorfdwith the hydrodynamics of a conduct- paper, we focus on the effect of a conducting lubricant on the
ing lubricant. The major purpose of this paper is to study theemperature of the rail—armature interface and, in particular,
effect of a lubricant on the heating of the armature and rail. lton how the Iubricant changes the onset time for melting at
is known that the sources of heat in a railgun are slidinghis interface.
friction and Joule dissipation. The problem of frictional heat-
ing in railgun gc_celerators has been. stud|ed_ pr_eV|c_>3u§|y. STATEMENT OF THE PROBLEM
Because dry friction is replaced by viscous dissipation in a
liquid film when a lubricant is present, it is possible to As beforel? the problem was assumed to be two-
greatly reduce this heating and prevent or, at least, delay thdéimensional and the armature shape was assumed to be rect-
onset of melting of the armatufeail) at high sliding veloci- angular. It was assumed that the velocity of the body and the
ties. In addition, when highly resistive films are used, there iurrent distribution are constant in time. Thus, we considered
a substantial reduction in the velocity skin effect, which, inthe heating of the rails and armature by constant Joule and
turn, reduces the Joule dissipation in the armature and delaygscous dissipation. The distribution of the electrical current
the transition from metallic to arc contact between the raildensity in the armature, rail, and film was taken from Ref. 1.
and armature. These are all positive factors. However, therim order to simplify the problem, it was assumed that all the
are some negative ones, as well. The higher resistivity of théhermal characteristics of the armature mateiialsminum,
film will cause additional Joule heating and, therefore, addi+ails (coppel, and liquid film (indium) are constant and in-
tional heating of the armature and the lower thermal conducdependent of temperature. This assumption introduces an er-
tivity of the lubricant will inhibit the removal of heat from ror of no more than 10-20%. The specific values of these
the armature to the rail. Thus, the actual effect of a lubricantharacteristics are listed in Table I. The other parameters of
on the temperature distribution in the armature and rail canthe materials in the armature, rails, and film used in this
not be determined without further, correct numerical calcupaper are given in Refs. 1 and 2.
lations. In a coordinate system attached to the armature, the tem-
In studies of the heating of an armature, it is usuallyperature distribution in the armature, rails, and film obeys the
assumed that the temperature at a given point of the armatufellowing equations: in the armature

1063-7842/99/44(10)/8/$15.00 1234 © 1999 American Institute of Physics
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TABLE |. Thermal characteristics of the armature, rail, and lubricant.

Characteristics Armature Rail Lubricant
Thermal conductivity 230 W/nK 360 W/m-K 43 Wim-K
Specific heat 1000 J/kék 450 J/kg K 245 Jlkg K

Thermal diffusivity =~ 8.5<10 °m?/s 9.2x10 °m?/s 2.4x10 °m?/s

237\ 771 T oo (1)
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HereT is the temperature; the indicasr, andf apply to the
armature, rail, and film, respectivelyjs the electrical cur-

rent density;u andw are the components of the velocity of
the lubricant;y, c, A, and o are the density, specific heat,

thermal conductivity, and electrical conductivity; is the
dynamic viscosity of the lubricant; is the length of the
armatured is half its height; andh is the film thickness.
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Then we obtain
Ty dT, Ty _ dT; j?2 u?
}\aE_ArE_Vfo<h7+QW) _ho__f_,“fr-
4

This equation, together with the conditidp=T,=T, at
the contact interface between the rail and armature, serves as
the boundary conditions for Eq&l) and(2). In this paper we
did not consider heating of the body by dry friction, so that
Eq. (4) contains only viscous dissipation. The latter increases
without bound when the film thickness goes to zero. Thus,
this model is applicable only to films that are not very thin,
i.e. to those whose thicknesses exceed the dimensions of sur-
face roughness of the rail and armature. At the same time, for
calculating the temperature in the case where there is no
liquid film, we have considered a model that neglects friction
entirely.

REDUCTION TO DIMENSIONLESS FORM

We transform Egs(1), (2), and (4) to dimensionless

form using the variables introduced in Refs. 1 and 2,
B=B/By,, h=h/hy, Xx=x/l,

| ~
#oBo’ Q=Q

1=l U_ho'

'z=7/1 in the armature and=z+/Rell in the rail, as well as
the variables

~ T—Toom ~ ~
T=———, D=D/D}, t=tlt,,
Tm_Troom & 0
where
12 Cy(T—T ul
o= :“O'ya2 a* :12 room) and Re:D_- )
BODa|J|maX r

Here Re is the magnetic Reynolds numbEy, is the arma-
ture temperature in degrees CelsiB$0 °C for aluminum

and D} is the diffusion coefficient for the magnetic field in
the armature at the point where the current density is highest.

We shall assume that heat transfer across the film take&he time scald, was chosen so that the temperature of the

place sufficiently rapidly that the change in temperature ovefmature at the point where the current density is highest will
its thickness can be neglected. This assumption is valid iféach the melting point over a dimensionless time equal to 1
\/ﬁ>h, wherea; is the thermal diffusivity of the film and if the condl_JctNe flux |s.neglected. With this n_ormal|zat|on,
t, is the characteristic time of the process. As will be seerf® onset time for melting of the armature will not exceed
from the following, this assumption was not always satisfied!Nity, regardless of the parameters of the problem. As a re-
for the computational variants that were considered. NeversUlt: EGs:(1), (2) and(4) take the form(the overhead tilde-
theless, we have used this assumption since, first of all, & omitted in the following; in the armature

corresponds to the best conditions for heat exchange between PT. 2T
the rail and the armature and, therefore, it can be used to find —2=p; —; +—|+Dad, (6)
the minimum temperature of the armature surface in contact IX 9z

with the rail (film). Given these remarks, we integrate E8).  for x=0, T,=0; for x=1, T,/dx=0; for z=ddT,/9z=0,
perpendicular to the film, assuming that the temperature i§nereq. =\ Iv.Ca, andd=[j|/[]|..; in the rail
constant along its thickness. We also approximate the vis- a A e max
cous dissipation term in Eq3) by aT, dT, 3T,
ro——+——=r3——+r.J,
Jh(au)z U2 ot X (9772
—| dz=pui—.
Ht o\ oz H1h for x=0, T,=0; for z=—o, T,=0, where

(7a)
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TABLE Il. Maximum absolute value of the current density, melting onset tiimexs), and thickness of the thermal boundary layer for a uniform armature.

Reynolds numbers, Re

30 100 300 1000
Variants (7 max to Srx10° (7 max to Srx10° (7 max to Srx10° (7 max to 85X 10°
1A 32 13.1 33 69.8 2.8 15 146 0.76 0.8 288 0.17 0.37
2A 28.9 16.2 3.7 58.5 3.9 1.8 113 1.1 0.92 234 0.26 0.45
3A 17.7 43.1 6.3 34.3 11.2 3.1 64.7 33 1.63 133 0.8 0.79
4A 20.3 32.8 5.3 35.4 11 3.1 65.2 3.3 1.7
5A 11.9 95.3 9.0 19.4 36.2 55 33.3 12.3 3
6A 3.9 889 27.4 6.1 362 175 11.3 105 9.4
1 a A, 1 a, ANALYSIS OF EQS. (6)—(8)
rl_,BTRe D* A rz_,BTRe D,’ The positive influence of a liquid film on the temperature
at the rail-armature interface shows up primarily through the
a, N, time scalet, and the coefficienpt, which depend on the
rs=— and a,=——; (7b) - i ill i
D, YeCr electric current density and, therefore, will increase as the
) _ velocity skin effect is reduced. The parameggrdetermines
and, at the rail-armature contact interface Zer0 the thickness of the temperature boundary laykr, in the
T, T, T, T, S, armature prior to thg qnset of melting;= \/E In order to '
oy S5, =s4h7+s3w —hs;J— o _calculgteto and o7, itis necessary to specify the magnetic
induction By. To calculate it, we have used the expression
T.=T,, (8a) B3=uoL'1%/S, whereL' is the linear inductance of the rails,
| is the total current flowing through the armature, &is
where the cross sectional area of the railgun channel. In the calcu-
2 lations, these quantities were assumed to be fixed, with
Sl:i&@ s,~RE Dru 33239 L'=3x10"7G/m, | =300kA, andS=10"* m~2. For the
Brpx I’ holNa T’ Ng ar’ magnetic induction in the railgun channel this yielBg
(8b) =18.4T. For calculatingdy it is also necessary to specify the
length| of the armature. In this section it was taken to be
54:i 8a ﬁ @ So= \/@ﬁ (80) 0.01 m. Then, for a uniform armature and an armature with a
Brashg |’ N’ resistive inserfvariants A and C in Ref.)]l we obtain the

Lo followi ions f :
and for calculating] it was assumed that thecomponent of ollowing expressions foto and oy

the current density in the film, averaged over the thickness, t,= 13600ﬁ|r2T]axM3, 5T:o_1o5m max-
equals half the sum of thecomponents at the interface with

the rail and armature, i.e., On the other hand, for an armature with a resistive layer

(variant B in Ref. ], the diffusion coefficienD} Eq. (5) is
Jx.fim=(DajxatD¢jxr)/2Ds. (8d) 10 times greater. Thus, for this variant we shall haye
=1360[j |2, s andér=0.0333] | max-

Tables II-1V list the values ofj|max, to, @and &y for all
the variants considered in Ref. 1. It is clear from these tables

It should be noted that Eq$5), (7b), and (8b) contain
dimensional diffusion coefficients for the magnetic field. Re-
call, also, that in Eqq.7a) and(8a), as well as in Eq(6), Jis
equal to the ratio of the square of the absolute value of the

current density to the maximum of the square of the absolute

value of the current density in the armature. TABLE IV. Maximum absolute value of the current density, melting onset
time (in ws) and thickness of the thermal boundary layer for an armature
with a chevron-type resistive insert in its rear portion.

TABLE Ill. Maximum absolute value of the current density, melting onset Reynolds numbers, Re

time (in us) and thickness of the thermal boundary layer for an armature 100 1000
with a resistive layer. Re1000.

Variants (7 max to X108  [floax o 5 X 10°
Variants (T max to Srx10°
1C 33 12.4 3.2
3B 33.5 1.2 1.0 3C 21.2 30 5.0 122 0.9 0.88
4B 26.6 1.9 12 4C 18 41.7 5.9 82 2.0 1.3
58 19.5 3.8 1.7 5C 14.2 67 7.5 52 5.0 21

6B 10.0 135 3.4 6C 7.5 240 14.3 24 24 4.5
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that the onset times for melting are extremely short and théABLE V. Maximum absolute value of the current density in the rail at the
thickness of the temperature boundary layer are extremel§Pundary with the armature.

sfmall_. Even for a thick f|Im(var|ant_ 6A at Re: 1000, this  \Ziants Re-300 Re— 1000

time is on the order of 10Qs, while the thickness of the

boundary layer is 0.01 times the characteristic dimension of 1A 152 325
the armature. Nevertheless, in these variants the time for on- 122 ggg
set of melting of the armature increased by three orders of 45 101 294
magnitude because of the presence of a film. Table Il shows 5A 76 167
that using a resistive coating on the armature does not sig- 6A 38 102

nificantly reduce the melting onset time, since the effect of
increasing the velocity skin depth mainly reduces to nothing

because of the large increase in the resistance to the electrical

current. A comparison of these tables with Tables -1V ofjng starts: for variant 1A 30, for variant 3A<50— 60, for
Ref. 1 shows that the maximum absolute value of the currenjariant 54~150, and for variant 6A400. Thus, only

density differs little from the maximum of thecomponent  through lessening of the velocity skin effect is a resistive
of the current density in all these variants, except those ifiquid film able to shift significantly the time the armature
series C which simulate an armature with an Ob“queabegins to melt.

chevron-shaped rear wall. In this case, because a significant  gesides having a dependence®nandt,, the tempera-
component of the current develops, there is a rapid rise in thg,re distribution in the rails and armature depends on the
absolute value of the current density and, therefore, in th@ther coefficients which show up in Eq§) and(8a). Sub-
Joule heating. Thus, although taeomponent of the current  gtityting the characteristic values of the coefficients for the

density can be significantly reduced by this type of armaturggj| armature, and film materials from Table | in EG&b)
and, thereby, the velocity skin effect made smaller, againyng(gc), we obtain

there is no real advantage in terms of reducing the heating of

the armaturgTable V). r1=0.108]|7,,/Re, r,=0.214]|7,/Re,
It should be noted that, determines the onset time for

melting under the assumption that the body is moving at a  r,=0.263x 1072, 31:62-3€1Dfmﬁ1ax1

constant velocity. In a real situation, the time for onset of

melting of the accelerated armatufas before, neglecting

__R€
heat conductionis determined by the condition $,=0.832}10 7.9_1’ s3=136e;Re,

1 ()’ -
T~ Troom=¢ - fo —dt $4=57.81[][7a0  S5=1.56/Re, (10
ar’sa

Assuming uniformly accelerated motion of the body, weWheree; andD; are parameters introduced in Ref. 1. fr
have and for s3 in Eq. (8c) we have used the representation

Q=D, &,Re/2 which follows from Eq(11) of Ref. 1. The
3 N . . .
T Mo 1°Ca¥a @  [Re* =, R 9 resulting expressions will be used below for analyzing heat
(Tm— room)? D* D_r_ [ilmadRe, ©) transfer processes in the rails, film, and armature.
o e _ _ As noted in Ref. 1, th& component of the current in the
where R&=alt,/D, anda is the acceleration of the body. raj| is significantly higher than that in the armature. Thus, not
In the present cas@="5x10°m/s. As a result, EqO)  surprisingly at first glance, the local Joule heating in the rail

takes the form is greater than in the armature. This is evident from Table V,
RE* which lists the maximum absolute values of the current den-
fo [712,dRe=1.9x 10%. sity in the rail at the interface with the armature, and Table

VI, which lists values of the integralS-®°7j|2dx calculated
Using the data of Table Il, we can obtain the following in the rail, film, and armature foz=0. It should be noted
estimates for the magnetic Reynolds numbers at which melthat, since thex component of the current in the film is much

TABLE VI. Value of [59°7j|2dx atz=0 in the ralil, film, and armature.

Re=300 Re=1000
Variants in the rail in the film in the armature in the rail in the film in the armature
1A 70.2 46.3 190 121
2A 73.3 22.5 44.0 206 53.4 112
3A 79.6 18.8 34.6 240 44.0 83.8
4A 85.9 12.2 22.6 274 24.7 47.5
5A 92.4 7.7 13.8 301 14.0 26.1

6A 104 2.9 4.5 339 55 9.5
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TABLE VII. Maximum temperature in the rail neglecting heat conduction. TABLE VIII. Maximum temperature in the film neglecting heat conduction.

Variants Re=300 Re=1000 Variants Re=300 Re=1000
1A 0.025 0.020 2A 0.248 0.177
2A 0.026 0.022 3A 0.207 0.146
3A 0.028 0.025 4A 0.560 0.341
4A 0.030 0.029 5A 1.178 0.644
5A 0.033 0.032 6A 0.443 0.254
6A 0.037 0.036

plies, the square of the absolute value of the current density
in the armature equal§|2=1, while that in the rail equals

[]|?=1+ (4/7)Rex, we find that the maximum temperature
in the rail will be 0.067, regardless of the current or the
armature velocity. Thus, even in this limit, the heat of the rail

lower than thez component, the absolute value of the current
density in the film will be essentially equivalent to the
component of the current.

a) Heat transfer in the railThe equation for heat trans-
fer in the rail contains the hyperbolic operator

is negligible.
aT, dT, b) Heat transfer in the flmWhen highly resistive films
oo ¥ ox are used, substantial Joule heating will occur right in the

. : . film. This effect can be estimated using the same analysis as

This means that without heat conduction, heat transfer iNone above for the rail. In fact E¢8a) contains an analo-
tbe rail ywll tﬁke place along tf;}e charaC'fe”_StItS][2}(1 aﬁous hyperbolic operator. Thus, if we again neglect thermal
=const, 1.e., the temperature at the cross section of the rall,,q,,ctivity and viscous dissipation, then the temperature

ywth_coordmatq at timet will b,e determmed by Joule heat- yigiiption in a film with constant thickness will be given by
ing in the regionx— (t/r,)<x’'<x lying upstream of the

motion of the rall, S1 ,
Tﬁlm:S_J’( Sst J(X )dX (12)
X X— =—
Tr=r1f o J(xDdx, (11) R
(Xf G)+ As with the rail, the temperature distribution in the film

rapidly becomes essentially independent of time and the
lower limit in the integral can be set to zero. Table VIl
shows the maximum values of the film temperature calcu-

where an expression of the form)(, equalsa, if a>0, and
equals 0, ifa<0. For T, we can also write an equivalent

expression, lated using Eq(12). Evidently, as the magnetic Reynolds
ro (to number increases, the film temperature decreases; this is ex-
T':E fOJ(X )dt’, plained by the fact that as the velocity of the body increases,
the rate of heat removal by the moving film increases more
where rapidly than the Joule heating within it. For R&000 these
t—t’ results correlate well with the numerical calculations of the
x’=(x— T) temperature of the rail-armature interface presented in the
+

next section. At the same time, for R800 the temperatures
Tables II-1V of Ref. 1 imply that even if a film is absent, in Table VIiI are twice as high and in one variant even ex-
whenr,>1, the thickness of the velocity skin layer turns out ceed the melting point of the armature. Thus, as opposed to
to be substantially less thanr}/ This means that the tem- the rail, at Re=300, the motion of the film is insufficient to
perature distribution in the rail very quickly ceases to dependeémove the heat that is generated and the excess heat will be
essentially on the time and in E€L1) we can set the lower delivered to the rail by heat conduction. However, this will
limit equal to 0. Given Table VI and Ed10), it is easy to  occur only for films with a rather high thermal diffusivity,
see that in all the variants considered here, the heating of tréhere the assumption of a constant temperature transverse to
rail by its intrinsic Joule dissipation is negligible, as con-the film is valid. In the opposite case, Joule heating in the
firmed by the data of Table VII, which lists the maximum film at relatively low velocities of the body turns out to be
temperatures in the rail calculated according to @d). Itis ~ the main reason for melting of the_ armature. It should also be
clear that as the contact resistance of the film increases, tioted that in the present calculations, we have assumed that
temperature in the rail rises slowly, but remains low. Here ithe average film velocity is half that of the rail. For thick
turns out that the temperature is essentially independent dfims, this assumption is too crude and the average velocity
the magnetic Reynolds number. This is explained by the facf these films will obviously differ less from that of the rail.
that the as Re increases, the increased Joule heating is fully In the case of highly resistive films, therefore, their tem-
compensated by the heat carried away by the moving raip€rature can be comparable to that of the armature. Here the
Thus, as should be expected, the rail will have a coolindilm temperature has a nonmonotonic dependence on its con-
effect on the armaturéor on the film), removing heat from tact resistance. In this regard, it is again interesting to exam-
its boundary with the rail. In the limiting case of a high ine the limiting distribution of the magnetic field &— .
contact resistance of the filnD¢— ), when, as Ref. 1 im- In this case, Eq(8d) yields [j|2,=1 andJ=1+(D,/D;)

max
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X (Relm)x. Given the estimate foD; from Ref. 2, we can Joule heating yields the following expression for the tem-
neglect the second term h As a result, the maximum tem- perature of the rail-armature interface:
perature in the film at timet=1 will be Taxfim

=0.38D;/Re. Substituting the estimate far; from Ref. 2 T 2 st (13)
here, we obtaif ay fim= 0.19(1+ 3.1/, \/Re). This result is bound™ 5 i 1\, a,

inei i i Sp——=\t+ —+—
convincing enough, since, on one hand, as-Re the film 4\/; Jg. N VDRe,

temperature turns out to be well below that of the armature,

while, on the other hand, as the magnetic Reynolds number  As an example, let us consider variant 2A for=RE000.
decreases, the film temperature increases. This last point j§ this caser,=11.6, whiles,=316. As a result, fot=1
consistent, in principle, with the data of Table VIII. Thus, the we obtain T, 0.156, which, again, is in fair agreement
effect of a film on the heating of the armature can be nonwith the numerical calculations. Thus, even in the case of
monotonic and have a maximum at a certain resistivity of thehin films (¢=10"%), viscous dissipation cannot signifi-
film and a certain finite Reynolds number. The following cantly heat the rail-armature interface over the time prior to
circumstance should also be noted. Since the absolute valyge onset of melting of the armature by Joule dissipation;
of the current density in the film is determined by the therefore, introducing a liquid lubricant actually makes it
component of the current, in variants 2B—5B and 2C-5Cpossible to reduce the frictional heating substantially. Never-
where this component of the current was significantly retheless, if the velocity skin effect is eliminated by employing
duced by reducing resistive layers, we can expect the filn resistive coating on the rail and a liquid film is used only as
temperature to be significantly lower. a lubricant, then in the case of thin films, viscous dissipation
c) Effect of heat transfer from the armature to the rail on will be one of the main processes determining the onset of
the temperature of the ratarmature interfaceThis analysis  armature melting. In fact, if we neglect the time derivative in
has not taken the transfer of heat by conduction from theeq. (8a), then, given Eq(10), it is easy to obtain the follow-
armature to the rail into account. In order to evaluate thisng expression for the case of uniformly accelerated motion
process, we use the condition of balance between the hegf place of Eq.(13):
fluxes at the rail—armature interface, which can be written in
the form a%4 542

Thoun=1.05x 107 ,
1+ —\/—
A, Ya

a r

2
Tbound_ Tr,oo _ E Ta,oo_Tbound 8lDr
5, N 5

JRe

where, recalla is the acceleration of the body amdis the
length of the railgun channel. Foa=5x10° m/s and

=1m. we find that if the dimensionless thickness of the
quid layer thickness:, is less than X 10 4, then the tem-
perature of the rail—armature interface reaches the melting
point before the body leaves the accelerator channel. If, on
the other hand, Joule heating in a resistive coating is taken
into account, then it turns out that melting of the body can
begin long before it leaves the railgun channel.
1 e) Numerical solution of Egs. (6)8). Because the tem-
use the estimatéVSL=mf%J(x’,O)dx’_ perature boundary layer in the armature is so thin, in(B).

we can neglect the second derivative with respect to the co-

Brdinatex. Here we shall seek the temperature distribution in
the armature in the form

whereT, ., and T, ., are the maximum temperatures at the
boundary in the rail and in the armature calculated neglectin
heat conductionT ,,,nq IS the temperature of this interface,
and é, is the thickness of the temperature layer in the rail,
which equalsyéyga, /D, .

The above remarks imply that,.=1, while T, .
=r,[3d(x’,0)dx". As an estimate fowy,s, we can either
take the thickness of the velocity skin layer from Ref. 1 or

The latter appears to be more accurate. As an exampl
let us consider variant 1Awithout a film) with Re=1000. In
this caseT, ..=0.020, whiled, s, equals 0.0025. As a result,
we find that, because of heat transfer from the armature to  T,=T,;+ T, (14

the rail, the temperature of the rail—-armature interface turns ) ) o
out to be Tpu=0.117, i.e., substantially lower than the whereT,, is determined by the Joule heating in the arma-

melting point, so that melting of the armature begins at inte{Uré: 9Ta2/dt=DaJ, and, thereforeT,,=D,Jt, while the

rior points, separated from the boundary by the thickness df€at conduction near the rail-armature interfacg, obeys
the temperature bpundary Igyer. This valug of the tempera- 4T, 9Ty 9T,
ture correlates fairly well with the numerical calculations =
presented below.

d) Effect of viscous dissipation in the film on the tem-  The character of the distribution of Joule dissipation in
perature of the raitarmature interfaceThe effect of vis- the armature shows that the second term in (&) can be
cous dissipation on the temperature of the rail-armature inaeglected. As a result, for calculatifig; we obtain an or-
terface can estimated in a way similar to that of the previouslinary heat conduction problem
section. Setting the dimensionless boundary layer thickness )
. _ : ; 0T I Ta1
in the armature equal té,= 7B+t and in the rail, tos, al _ . a
=ma,t/D,r,, using the condition(8A), and neglecting ot 9z,

= +
ot T 9z, T oz, (15

(16)
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FIG. 1. Maximum temperature of the rail—
armature interface as a function of time for a
uniform armature: left Re300; right —
1000;1-6 — Variants 1A—6A, respectively.

) 1 3 3 ) 2
/] 0.2 0.4 06 08 10t ) 02 04 086 08 1.0t

with the conditionsT,;=0 for t=0 andT,;=0 for z=d.  variant 6A, the film thickness had been kept constant and its
Similarly, in the boundary condition8A) we can neglect resistance increased by an equivalent number of times, then
the derivative with respect toof T,,. As a result, this con- the maximum film temperature would have increased sub-
dition takes the form stantially. As Figs. 1 and 2 show, in variants 4—6 the tem-
T aT, ( o (ﬂ_a2> perature distribution at the interface actually reaches a sta-
Sy

P _a tionary state fairly quickly. In all the cases considered here,
gz T° oz at at - ; i
the rail—-armature interface temperature was substantially be-
JT oT s low the temperature inside the armature, since the Joule heat-
al a2 2 . . . . . .
+S3 X + W) —hsJ— - (17 ing in the interior substantially exceeded the combined heat

production at the boundary between the armature and rail.
The system of Eqg.7), (8b), and(14)—(17) is parabolic  However, if the velocity skin effect is more completely sup-
and a Crank—Nicholson scheme was used to solve it. Thpressed, then the situation can change and the main source of
numerically calculated temperatures of the rail-armature inheating of the armature becomes heat production in the re-
terface are plotted in Figs. 1-3. These results are evidently igistive film and viscous dissipation. The interesting thing is
good agreement with the analysis in the previous sectionshat this phenomenon can arise in a rather early stage of the
Thus, for Re=1000, beginning with variant 3A, the tempera- acceleration of the body, when its velocity is still relatively
ture of the rail-armature interface depends mainly on théow. It is also interesting to note that in variants 3B—5B and
Joule heating in the film itself, while the heat release to the3C-5C, the temperature of the rail-armature interface was
armature is less than 20%. The temperature increase on geubstantially lower than in variants 3A-5A. This is ex-
ing from variant 1A to variant 2A is related to the rather plained by the fact that the resistive layers in the armature
substantial viscous dissipation and the temperature decreaseade it possible to reduce tteecomponent of the current
on going to variant 3A, to a reduction in the viscous dissi-density at the rail-armature interface significantly, which, in
pation owing to the increased thickness of the liquid film.turn, led to a drop in the Joule heating in the film.
The temperature drops on going from variant 5A to 6A be-
cause of a rise in the contact resistance of the film and theoncLusION
lessening of the velocity skin effect was caused by the in-
crease in the film thickness rather than by the increase in its
resistance. If, on the other hand, on going from variant 5A t%e

The above results yield the following conclusions.
Resistive liquid films can be used to reduce the Joule
ating of the accelerated body substantially. Thus, in vari-

T
0.3 T
1077
0.2
1072
0.1 1073 3
107 1
) L l 1 A L 4 ] ) ! L
0 0.2 04 06 08 1.0t 0.90 092 094 096 098 1.00

x
FIG. 2. Maximum temperature of the rail-armature interface as aa function

of time for an armature with a chevron-type resistive insert=R@00; FIG. 3. Temperature distribution along the rail-armature interface at times
1-4 — Variants 3C—6C, respectively. t=0.2(1), 0.6 (2), and 1.0(3). Variant 1A (without a film); Re=1000.
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ant 6A the melting onset time increased by almost three or- In the limiting case of complete suppression of the ve-
ders of magnitude compared to the case without a film. Howlocity skin effect and sufficiently high Re, the film tempera-
ever, even here melting of the armature begins when thare is extremely low. However, in intermediate cases, the
magnetic Reynolds number approaches 400, i.e., the velocifyim temperature can turn out to be extremely high and ex-
exceeds 1-1.5 km/s. Complete suppression of the velocityeed the melting point of the armature.
skin effect requires that the contact resistance of the film  Viscous dissipation does not have a significant effect on
should exceed the resistance per unit area of the armature the rail-armature interface temperature in those cases where
the direction perpendicular to the film by tens of times. the melting of the armature is controlled by Joule heating
Although Joule heating in the rail substantially exceedswithin itself. When the velocity skin effect is strongly sup-
that in the armature, the heating of the rail by its own Joulepressed, viscous dissipation and Joule heating in the resistive
dissipation turns out to be negligible because the heat is cafim can become one of the main factors controlling the mag-
ried away by the moving rail. nitude of the velocities attainable in a railgun.
Applying a resistive coating to the armature does not  This work was partially supported by DER&ontract
significantly reduce the time for it to start melting, since theNo. SMC/4C2061L
increase in the thickness of the velocity skin layer mainly
reduces to nothing owing to the large increase in the resis-
tance to the electrical current. Similarly, installing a chevron-
type reSIStlve. insert also fails to S|gn|f|c§1ntly reduce the Ons.etlé. M. Drobyshevski E. N. Kolesnikova, and V. S. Yuferev, Zh. Tekh.
time for melting of the armature, since it causes a substantial ;, gg7), 103 (1999 [Tech. Phys44, 831 (1999].
rise in thex component of the current and, therefore, in the 2E. v. Flegontova and V. S. Yuferev, Zh. Tekh. FB9(10), 109 (1999
Joule dissipation within the armature. On the other hand,3[BTe£h~UPh£::, iZ%G(izgzg-ev and K. K. Milvaewaterials from the
using these coatings and inserts reducgsz.tbempolnent Of_ Séco.ndr),/AII-Ur;ion. Séminar on’ the Dy'na.micsyof High-Current Arc Dis-
the current and, therefore, the Joule dissipation in the film, charges in Magnetic Fieldiin Russiaf, Novosibirsk(1993, pp. 33—71.
itself. 4V. P. Bazilevski, R. M. Zayatdinov, and Yu. A. Kareevhid., pp. 285—
When the contact resistance of the film is high, its tem-sioi- Hsich and B. K. Kim, IEEE Trans. MaghAG-33, 237 (1997
perature is determined by Joule heating W|th|_n the film, it- 6D. J. Hildenbrand, J. R. Ra’pka’ and B. J. Longg’ \EEE Trans. waé-
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Interference detection of flaws in periodic objects in real time with adjustable sensitivity
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A technique of interferometric testing for macroscopic defects in periodic objects is proposed
which works in real time and with an adjustable measurement sensitivity. The possibility

of compensating the aberrations of the interferometer by using a reference hologram is
demonstrated. Interference patterns with different measurement sensitivity are presented
which visualize flaws in a metal screen consisting of two overlapping grids19@9 American
Institute of Physicg.S1063-78499)01810-3

INTRODUCTION trol of the width and orientation of the reference fringes, one
of the negatives was pre-overwritten in a special scheme,
Defects(flaws) in objects having a periodic structure can which complicates the visualization process.
be investigated by Moir@nd holographic methods? The The present paper examines the possibility of visualizing
image of a grid can be projected onto the surface of a referdefects of an object having a complex periodic structure of
ence object and onto the surface of the object to be testeits transmittance by obtaining a two-beam interference pat-
Then, by using double exposure and spatial filtering one obtern of one of the components of the complex object in one
tains contour-difference Moirdéringes which visualize the of the side diffraction orders.
surface defects.The method of depositing a light-sensitive
coating onto the surface of the object to be tested and then
0 ) L . EXPERIMENTAL SETUP
recording images of grids on it is also use€tdTo obtain
contour lines of the surface relief in real time, two grids, Figure 1a depicts the optical scheme of the experimental
arranged symmetrically about the line of sight, are projectedetup based on an 1AB-451 shadow device. The basic
simultaneously onto the investigated surfadée possibility  scheme of the setup consists of a laser interferometer with
of rapidly adjusting the distance between the relief contoursuperposition of the wide object beam and the narrow refer-
in the Moire pattern in this scheme through the appropriateence bearfi. The setup allows one to form the interference
choice of the filtered diffraction orders of the diffraction pattern of an object with periodic transmittance using one of
gratings used for the projection has been investigatethe side diffraction orders of the transmitted light and the
previously® regular reference beam, and also to form an image of the
There exists a class of objects with pronounced periodebject and its spectrum. The narrow beam from the laser
icity of their transmittance or surface texture. The contourdivided in the illuminator attachmer? into two beams
of a surface with periodic texture are visualized in real timewhich are directed after reflection from the mir®into the
in the form of a pattern of Moirdringes formed by the collimating objective4, 5 of the shadow device. One of the
simultaneous imaging of an object with an amplitudebeams, the unexpanded one, passes through the working
grating® Macroscopic surface defects of the slit mask of azone along the edge of obje6tand is directed by the re-
television kinescope are visualized in real time by the Moireceiver objective7, 8and the mirro into the receiver attach-
method by superposing the image of the mask to be tested anent 10. The other beam is expanded into a wide parallel
the negative image of a reference mask.this latter work, beam and illuminates the obje6t The object is a transpar-
to visualize surface defects with enhanced measurement seeacy consisting of superimposed linear gratings. The optical
sitivity a holographic method was also employed, in whichscheme of the receiver attachmdiitis depicted in Fig. 1b.
negatives of the reference and tested masks, mounted in opit the receiver attachment the narrow reference beak is ex-
tically conjugate planes in the optical analyzer, are used tpanded by the television systetd, 15after reflection from
obtain the interference pattern when symmetric orders of difmirrors 12, 13and is directed by mirrof6 onto the beam-
fraction on the negatives are selected. It is also possible teplitter 19. The diaphragni?7 selects one of the beams dif-
use other holographic techniques. The deviation of the shafeacted by the object. The object beam selected by the dia-
of the tested surface of the kinescope mask from that of thehragm is combined with the reference beam at the
reference surface are visualized by overwriting the negativebeamsplitterl9. The objectivel8 has controllable travel and
of these surfaces with filtering of the complex-conjugate dif-serves to equalize the curvature of the reference and object
fraction orders. In both these works, to increase the mea-waves. The interference pattern is observed in real time in
surement sensitivity in the visualization of defects of an ob-the recording plané1l or is recorded on a photographic film
ject with periodic transmittance, pre-exposed negatives ofmounted in the plane optically conjugate to the object being
the reference and tested objects were used. For arbitrary cotested.
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Here a,, are the expansion coefficient§, and », are the
spatial frequencies of the grating; apg(X,y) is the distor-
tion of the periodic grating associated with defects in the
object. The shape of the functian(x,y) is affected by local
deviations of the shape of the surface of the object from
planar and by distortions of the regularity of the spatial fre-
guency of the grating.

When the transparendyl) is illuminated along its nor-
mal by a plane wave with complex amplitudg, the distri-
bution of complex amplitudes of the diffracted waves has the
form

AX,Y) =a071(X,Y) T2(X,Y) X ... X TN(X,Y). ©)

Expression(3) describes a set of waves diffracted o
4 77 orders into the angles, and 8, by each individual grating,

Tl where the direction cosines of the waves are equal to

18 oSy, =n\§ and coB,, =N\ 7, Where is the wavelength
of the illuminating wave. By virtue of the nonlinearity of
expression(2), in addition to waves diffracted by individual

1 scatterers, cross-diffraction will also be obser¥ed.

QN H Let us consider a wave that has been diffracted tathe
’ order by thekth grating,

15
=4

16

. COSa,  COSByn
FIG. 1. Optical diagram of the experimental setapand receiver attach- Axn(X,Y) ~aynexp i 2m N X+ N
ment(b).

tNek(X,y)

}- (4)

In general, the tested obje6ét with periodic transmit- ) )
tance consists of a large number of superimposed linear grafl€r€an is the real amplitude of the wave. We assume that
ings. When the object is illuminated by a parallel beam, fromthis wave is selected and interferes with a reference wave of
the entire, complicated spatial spectrum of the object thdhe form
component corresponding to one of the side diffraction or-
ders in one of the gratings is selected in the filtering plane  Aq(X,y)=ag eXF{iZW(
17. The selected light wave, distorted by defects in the grat-
ing, is used to form in the recording pladd a two-beam where cosy,=cosg,, and cosB8,=CcoSPy.
interference pattern which visualizes defects in the object. The illuminance distribution of the interference pattern
The measurement sensitivity is regulated by choosing thé given by
appropriate diffraction order being selected in the filtering

X+
A A

cosay  COSfB y) } | )

; ; ; : i 28,9
plane. The width _ar_ld orientation of the mFerference _frlnges 1Y)~ 1+ = n > cogne(x',y")], (6)
are regulated by tilting the mirrork6 and 19 in the receiver ag,tag

attachment. _ . . .
wherex'y’ is the coordinate system in the recording plane.

The number of fringes in the image of the object for the
DESCRIPTION OF THE TECHNIQUE interference pattern tuned to the infinitely wide fringe is

Let us now consider the process of formation of an in_equal, according to expressi¢f), to

terference pattern, and also peculiarities and some possibili- NLo(X",Y") Imax

ties of the method. C= — %L (7)
The amplitude transmittance of a composite transpar-

ency consisting oN superimposed amplitude gratings can beWhere[ ¢(x",y’) Imaxis the maximum value over the area of

represented as the transparency of the quantiy(x,y) describing the de-
viation of the actuakth grating from the ideal.
T(X,Y) = T1(XY) T2(X,Y) X L X T(XY). 1) It follows from formulas(6) and (7) that the measure-

The xy coordinate system lies in the plane of the trans-ment sensitivity is proportional ta. This makes it possible
parency, and the transmittance of each individual grating i$0 control the measurement sensitivity directly when record-

described in general as a Fourier-series expaﬁsion ing interference patterns by choosing the diffraction order
selected by the diaphragii’. In the determination of the

+ o
_ . sign of ¢, (x’,y’) from an interference pattern of the form
= + + . . / : ) -
m(%.y) _Eoc Aen XPIL27N( G0+ my) FNepi(x.y) ]} (6) an indeterminacy arises which can be eliminated by re-
(2 cording an interference pattern tuned to finite fringes. For
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such tuning the direction of curvature of the reference fringe€onsequently, we will assume that in the proposed approach
is visualized unambiguously in both directions. aberrations of the object arm of the interferometer not ex-
To tune the interference pattern to finite fringes, the tiltceeding 0.2 can be neglected when visualizing defects of
of the reference wave is varied as the interference pattern igeriodic objects. Aberrations of greater magnitude must be
being recorded. Referring to E¢p), let the tilt of the refer- compensated.
ence wave be defined by the small angles andA 8 In the holographic interferometry of phase objects the
compensation of aberrations of the interferometer is imple-
COS(ao+Aa)X+ cos ot AB) yH men?ed by methods employing reference holograhighe P
A A essence of these methods is the following. Together with the
(8) object hologram on which the object distortions and aberra-
Here the illuminance distribution of the interference pat-tions of the interferometer are written, a reference hologram
tern is given by is obtained containing only aberrations of the interferometer.
Subsequent combined optical processing of the object and

Ag(X,y)=ag exp{iZw

[(x'y")~1+ zzaa(’z reference holograms yields an interferogram of the object
ara that is free from aberrations.

XCO{ZW(Aasin @, Ap Sinﬁoy,) (X! y,)} _ Let us congider the possi_bility of compensation of ab(_er-

A A , A rations of the interferometer in the proposed method of in-

terference flaw detection in periodic objects through the use
€)
of a reference hologram. We assume that the reference holo-
The direction of the reference fringes is determined bygram is recorded in the plangl with interference of the
the relative values ol asing, andAsing,, and the period of  reference wave5) and object wave propagating along the

the fringes is given by optical axis of the object arm with the transparer&ye-
moved,
N
T= . —. (10) .
V(Aa)?sirfag+(AB)sint B A'(x,y)=agexpig(x,y)].

When recording the hologram under linear conditions,
the transmittance of the hologram after chemical processing
is given by

Let us estimate the influence of aberrations of the inter-
ferometer on visualization of defects of periodic objects. The  7o(X',y")=1+cog2mn(&x" + ey’ )+ (X' y")].
approach employed in a holographic interferometer may 13

serve as the criterion of our estimate. _
Taking aberrations of the object arm of the interferom-, We assume that the reference hologrdr® is mounted

eter into account, the wave diffracted into th#éh order by in exactly the same place as before in the recording pldne

the kth grating of the objec6 is written as and is illuminated by the object wavd1l) and the plane
waveA”(x',y")=a,. Two waves propagate in the space be-

ABERRATIONS OF THE INTERFEROMETER AND THEIR
COMPENSATION

cos cos i it:
Akn(x,y)~aknexp[i ( )\OlanJr )\Bkn ) hind the hologram along the normal to it:
Bi=b;, By=byexgineg(x",y")],
+ne(X,y) + (X,y) ] (11 whereb,; andb, are the amplitudes of the waves.

When these waves are filtered, they create an interfer-

where s(x,y) are the phase distortions of the wave due to
ence pattern

the presence of aberrations.
The illuminance distribution of the interference pattern

now has the form [(X",y")~1+coging.(x",y")], (14)

wherex"y” is the coordinate system chosen in the observa-

Aind, ) .
I(x",y")~1+ 5 4 02 cogne (X', y")+(x"y)]. tion plane of the interferogram.
knT 8o As can be seen from expressidh4), aberrations are

(12 absent in the formation of the interference pattern obtained

As follows from Eg.(12), in the proposed method of using a reference holografi3). The The coefficient of in-
visualizing defects in periodic objects the ratio of the usefulcrease of the measurement sensitivity, as in(Bg.is equal
signalng(x’',y") to the distortionsi(x’,y’) is proportional  to the number of the selected diffraction oraer
to the numben of the implemented diffraction order. As the Let us now consider how to obtain an interferogram of a
numbern of the selected order is increased, with the aim ofperiodic object with compensation of aberrations using the
enhancing the measurement sensitivity, the influence of albmethod of optically conjugate holograms without a reference
errations of the interferometer decreases. In interferometry ibeam with a reference holograrhWe assume that, as be-
is assumed that shifts of the interference fringe by less thafore, the reference hologra¢t3) is mounted in the recording
0.1 period lie within the limits of measurement ertéft>  plane11, where it is optically conjugate with the obje6t
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\

FIG. 3. Interferogram visualizing aberrations of the interferometer, obtained
by isolating the zeroth-order wave.
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FIG. 2. Image of the diffraction spectrum of the scréanand a magnified
image of a segment of the screg). ) . ) .
Figure 2a displays the diffraction spectrum of the screen,
_ - recorded in the plan&7. The working orders of the spec-
We also assume that waves are selected in the filtering planeum, corresponding to single diffraction on each grid, are
17 that have been diffracted by the object to the complex-arrayed along the vertical line and horizontal line intersect-

conjugate orders ing at the point of the central, brightest beam—the zeroth-
coS order beam. The remaining orders of the spectrum are a con-
. @ COSPy : . . ) 2
An=axn exp[ [ an( X X+ N y) sequence of cross diffraction. Figure 2b displays a magnified

image of a segment of the screen, recorded in the pldne
with the diaphragni7 removed. Since the two grids making
+ (X, y) +Nne(X,y) } (15  up the screen overlap, the wave diffracted by either of these
two grids to any diffraction orden+ 0 contains information
COSay CcoSsfBy about the shape of the screen surface and defects in that
\ X+ N y) surface. The wave corresponding to zeroth order does not
carry phase distortions associated with the screen and can be
}_ (16) used to estimate the magnitude of the aberrations of the in-
terferometer. Figure 3 displays the illuminance distribution
of the interference pattern recorded in the plddduned to
an infinitely wide fringe to select the zeroth order at the
diaphragml7. The magnitude of the aberration of the inter-
ferometer is 0.R. Figure 4a shows the illuminance distribu-

A¥n~ akn exp[ [ 277n(

TY(XY) T Nne(X,y)

When the reference holograth3) is illuminated by the
waves(15) and (16), waves propagate along the normal to
the hologram diffracted to thez1 orders, having the form

B/ — 1 : L, 17 tion of the interference pattern for selection of the first-order

172 %n exline(x".y")], 17 wave diffracted by the vertical lines of the grid. Figure 4b
shows the interference fringes obtained when selecting the

Bé:%akn exd —ine(x’,y")]. (18) second-order wave diffracted by the vertical lines of the grid.

The increase in sensitivity is equal to two. As can be seen

All the remaining waves formed in this process differ
from waves(17) and (18) in their direction of propagation
and can be removed from the beam with the help of a filter-
ing diaphragm. Wave$l7) and (18) form an interference
pattern

| ~1+cog2ne (X", y")]. (29

As can be seen from expressid®), this method can be
used to compensate aberrations of the interferometer. In thi
case the coefficient of increase of the measurement sensiti
ity has grown by a factor of two in comparison with the
interferogram(14).

EXPERIMENTAL VALIDATION

The above-described technique was validated using
metal screen consisting of two overlapping wire grids. The
period of the grids wa3;=T,~1 mm, and the diameter of

the screen was 125 mm. To obtain an image of the screen iEG. 4. Interferograms visualizing a defect in a metal screen by isolating the
’ ! roth-order wavéa) and by isolating the second-order wave tuned to the

. . . . Z
spatial spectrum, and interference pgtterns Invarious SelleCt%arizontal fringegb), the vertical fringesc), and the fringe of infinite width
orders of the spectrum, the screen is mounted in pos@ion (d).
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Among luminous formations acknowledged as examples of artificial ball lightning with lifetimes
t=<1s, examples are presented whose nature is well described by a weakly ionized plasma
with a gas temperaturé~0.5eV. It is shown that such lifetimes do not contradict the estimates
of P. L. Kapitsa if it is taken into account the fact that the plasma under consideration is

not an ideal blackbody. €999 American Institute of PhysidsS1063-78429)01910-§

INTRODUCTION results of Ref. 2. Artificially induced luminous formations
will be indicated, whose nature is adequately described by
The term “ball lightning” is not clearly defined. In the the hypothesis advanced in Ref. 2. | consider only examples
broad sense, ball lightning is understood to mean an inducesf formations for which detailed information about the con-
luminous formation observed under natural or artificial con-ditions of their creation is available. Such cases are very few,
ditions. Studies of all possible luminous formations havebut such formations are of interest, first of all, because they
lead to the conclusion that the nature of ball lightning ishave long been acknowledged as classical examples of ball
many-sided: “...the impression is created that natural ball lightning.
lightning is possibly not one, but many phenomena, similar
in their manifestations, but with a different physical nature,
d|fferen.t stability criteria, and somewhat different propert!esEST”\/IATE OF THE LIFETIME OF THE FORMATIONS
depending on the state of the atmosphere and the environ-
ment at the moment of observation of the eventRef. 1, Reference 2 presents a kinetic treatment of processes
p. 148. taking place in a medium as a result of a powerful injection
In a previous papérl advanced a hypothesis about the of energy. The arising objects, according to Ref. 6, should
nature of bead lightning. According to what | wrote there, not exist for more than 10 ms. On the other hand, it follows
bead lightning is a weakly ionized plasma with a gas temfrom Ref. 2 that their lifetime is bounded by1s. On the
perature off~0.5. The lifetime of the beads is governed by face of it, this seems to be a clear contradiction. The estimate
thermal conduction and correlates well with the observedn Ref. 6 was obtained by extrapolation of the parameters of
dimensions of the beadst¥1s for a bead radius a nuclear explosion to cases of ball lightning. This extrapo-
R~20cm. The maximum lifetime of such formations is of lation contains the implicit assumption that in this case ball
the order of a second, and such phenomena are fundamelightning is a perfect blackbody. However, if we take into
tally incapable of explaining ball lightning with a lifetime of account the difference in the emissivity of a medium with
the order of a minute, which is of the greatest intefe3But ~ T>0.5eV from the emissivity of a perfect blackbody, then
they are also interesting in regard to the nature of ball lightthe estimate of the lifetime coincides with the estimate given
ning since “according to the available reports, ball lightningin Ref. 2. Indeed, let us estimate the lifetime of luminous
“lives” most often for 1-2 s. Lifetimes of such duration or formations for air, proceeding from energy losses as a result
less are noted in 80% of investigated reportRef. 1, p. 46. of thermal emission:
But might such instances of ball lightning with lifetimes
t<1 s also include objects described in Ref. 2? Such objects 7 dT 4
should arise during a powerful injection of energy into a 2 VE:_&TT S.
medium whose temperature can amount to several electron-
volts. In this case, the medium can be assumed to be almoklereN is the concentration of air moleculég,andT are the
completely ionized. In such a case, according to the estivolume and temperature of the excited regian,is the
mates of Ref. 6, the formations under discussion should ndstefan—Boltzmann constan§ is the surface area of the
exist for more than 10 ms. This circumstance has so far beegxcited region,¢ is the thermal emission coefficient of air
a very weighty argument against the idea that ball lightningé(T=1eV)=7x10"3, £(T=05eV)=10° (Ref. 7,
can have a high temperatufsee, e.g., Ref.)4 p. 799.
In the present Report, | show that in a more correct  Fitting £ by a power-law dependence=10 2aT?, we
description the arguments of Ref. 6 do not contradict theobtain a=0.7, y=2.8. Taking the initial temperature
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To~1leV, R(Ty)~20cm, and imposing the condition If the hypothesis of Ref. 2 is valid, then the energy of the
p=constlatm, we obtain N~10¥Tcm 3, R fireball contains translational, rotational, and vibrational de-

~20TY3cm. Then grees of freedom of the particles that make up the fireball.
Then

d_T ~—187 T7.47 LA

dt ' E=iNT,
wheret is expressed in seconds, ahdn eV. whereN is the total number of particles in the fireb&dince

For the time required to cool down to the temperaflire fireballs appear in air, | assume that the particles are mainly
we have diatomic molecules or atoms, and accordingly7/2— 3/2,

o IT dT 8.26x 104 deplending on the degree of dissociation of the air mol-

1, 187 T7aT T ear ecules.

The described processes occur in the atmosphere; there-
and for T<0.4eV the cooling time>0.32s. We note at fore, from the equality of pressures inside and outside the
once that is bounded from above by a time of the order of fireball we have

a second, governed by thermal conducfion,

NT: NoTo,
t~ Lz whereN, Ny andT, T, are the particle concentrations and
(Ri2.4) temperatures inside and outside the ball.
since forT~0.5eV we havey= v1/o,N~100 cnf, where For the above value dE the radius of the balls should

o~10"%cn? is the characteristic cross section of the be equal to
atomic interactionpr~10° is the mean thermal velocity of

the gas particles, anl~10%cm 3. oy BV 3 /3N 3/ SE
The degree of ionizatior of the emitting volume can be 4 47N 47iNgT,

estimated using the Sach—Boltzmann formula

and should equaR=8.3—6.2cm for i=3/2—7/2, which
NeN; /N=(ge0i/9)(MeT/27h) 2 exp(— JIT), agrees well with the observations. The considered formations
are presented in Refs. 1, 3, and 4 as examples of “artificial”

wherej is the ionization potential of the gabl., ge, Mg, é)a” lightning

and T, are the concentration, statistical weight, mass, an

temperature of the electrons; ahg andg; are the concen- d 2'_ 'At‘ Iargfe Tumb?; of vt\’/tor_ks :?VE. bﬁ?n dedlcateddto a
tration and statistical weight of the ions. escription ot plasmoids, obtained in high-irequency and mi-

For J=14—15.6eV(nitrogen and T,, T=0.5eV we Ccrowave dischargesee, for example, Ref. 1, pp. 125-129
obtain No~10%3—6x10%cm 3, equivalently, a=10"5 In the overwhelmlng_ majority of cases, the plasmo!ds _dlsap—
1074 pear almost immediately after the electromagnetic field is
switched off. Apparently, the first long-lived plasmoid at at-
mospheric pressure was obtained in Refs. 10{sE2 also
Ref. 1, p. 182 A ball of diameter 15 cm existed for 0.5-1 s

Let us turn now to some interesting artificial luminous after termination of a high-frequency excitation. These ex-
objects. periments are also cited in Refs. 1 and 3 as examples of

1. The formation of fireballs in some submarines hasartificial ball lightning. Here, however, | consider the plas-
been described in detail in Refs. 8 ands&e also Ref. 1, moids described in Ref. 13, since the experiments cited there
pp. 62 and 174 When the circuit breaker of the dc circuit of were conducted with very good diagnostic equipment. The
a system of storage batteries is shorted out, a return-curredtagnostics made it possible not only to measure directly
relay automatically disconnects the closed contacts, whickome parameters, but also, with the help of numerical calcu-
leads to the formation of an arc between them. Usually, thdations, to obtain those parameters whose direct measure-
arc quickly extinguishes. But sometimes a detached greement is impossible.
fireball has been observed, moving in an outward direction  The experiments were conducted in air on different set-
away from the contacts. The floating balls existed forups. Variation of the setups made it possible to vary the
roughly 1 s, and their observed diameter varied roughly fromenergy flux density of the focused beam of electromagnetic
10 to 15 cm. The green light is apparently due to emissiomadiation in the focal regiors, the wavelength, the half-
from neutral copper atoms vaporized from the copper conmaximum duration of excitation, and the pulse repetition
tacts during formation of the fireball. By control experimentsrate. Below | cite only those facts that are of interest in
it was established that the fireballs arose only under thoseonnection with the given work and in which excitation of
conditions in which certain threshold values of the power orthe medium was realized with one pulse.
the current in the circuit were exceeded. For example, a a) A study of the velocity of propagation of a discharge
small fireball arose for a curremt=1.5x 10° A and voltage in air was carried out where the discharge was initiated by a
V=260V. According to refined data, the energy containedspark withS=10° W/cn? and r=800us (Ref. 13, pp. 161—
in the fireball waseE=400J(Ref. 1, p. 63. The described 162). The atmospheric-pressure discharge was a uniformly
regularities were confirmed by tests of return-current devicetuminous plasma formation during the entire time of its ex-
at the Philadelphia Naval Shipyard in 1974. istence. The gas was heated to high temperatures of the order

SOME EXAMPLES OF ARTIFICIAL BALL LIGHTNING
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of 5000- 6000 K (=0.5eV). The afterglow time of the dis- 0on a mushroom-like shape. With time, the cap of the mush-
charge was 1 ms. The speed of propagation of the dischargeom floats upward, detaches from its foot, and floats out of
during the first microseconds of its existence reached valug§e field of view of the camera. After the microwave field is
of the order of 1Bcm/s, decreased abruptly, and at the endswitched off, the plasma continues to glow brightly for hun-
of the pulse dropped to values6x 10% cm/s. Taking the dreds of milliseconds. WheB8 is lowered to 300 W/crit
mean velocity of propagation to be a few thousand cm/s, becomes possible to keep the discharge stationary for the
we find that the radius of the excited region should beentire duration of the pump pulse ¥5<10s. For
R~vr~1cm. S=200W/cnt a regime of motion is observed in which the
b) For S=10*W/cn? and 7=800us the time depen- Pplasma ball has a diameter of @0 cm and floats vertically
dence of the gas temperature of the plasma of an equilibriurdpward with a velocity of~1 m/s.
microwave discharge at atmospheric pressure was measured Note that a floating-upwards, similar to that described
(Ref. 13, pp. 171-172 Results of measurements obtainedfor caseq2c) and(2d), was also observed for the fireballs in
using an optical technique are in good agreement with valuegase(1) and for the plasmoids in Refs. 10-12, which also
of the temperature temperature calculated by Sach’s formulgives an idea of the high temperature inside these forma-
under the assumption of local thermodynamic equilibriumtions. The existence time of the formations for casbs
using a time dependence of the electron density that wac), and(2d) is 0.2<t<1s and coincides with the ermal-
measured experimentally under the same conditions. At theonduction cooling time for the excited regions wit- 10
end of the pump pulse the gas temperature was equal to 20 cm mentioned in the Introduction.
T~6000K. After termination of the microwave pulse, the
gas slowly cools with a characteristic tirmel ms. The spa- CONCLUSION

tial distripution of the (_electronble is glose to _table—shaped. Among the artificially created luminous formations con-
If we estimate the radius of the excited region from the rasjgered in the literature as examples of ball lightning with
dius of the region in whiciN is nonzero, then its radius will jifetimest<1's, | have singled out formations whose nature

beR~0.8cm. _ o can be well explained if one assumes that they are a weakly
Note that the thermal-conduction cooling time of the ex-;ynized plasma with a gas temperatilre:0.5 eV (6000 K).

cited regionR~1 cm is of the order of 1 ms, the time ob- Thgjr maximum lifetime, estimated in Ref. 6, after a correc-

tained in cases¢a) and (b). In the experiments, larger plas- jon for the temperature dependence of the coefficient of

moids were also obtained, with rad~20—30 cm. ~ thermal emission of air, is consistent with the lifetime ob-

©) In a study of the dynamics of the development, exiS-ained in Ref. 2, which is equal to=0.2—1 s for radii of the
tence, and decay of a plasma in a dlschar_ge |n|t|atgd with thga/1s R~ 10—20 cm.
help of a metal—insulator contact placed in the region of the
focus of a mlcrowave. beam, wittb= 10° wien? and. 1J. D. Barry,Ball Lightning and Bead Lightning: Extreme Forms of Atmo-
7=100ms at atmospheric pressure, a more or less uniformspheric ElectricityPlenum Press, New York, 1980; Mir, Moscow, 1983
luminous formation was obtained, elongated in the direction®A. M. Boichenko, Fiz. Plazmy2, 1012 (1996 [Plasma Phys. Re22,
of the focusing antenni@ef. 13, pp. 174-175At the end of 917 (19961 . _

. . S. SingerNature of Ball Lightningd Plenum Press, New York, 1971; Mir,

the pump pulse the dimensions of the plasma reached a valug, s.ow 1973
~60cm in the longitudinal direction anet15cm in the di- 4|, p. StakhanovOn the Physical Nature of Ball Lightningn Russiar,
rection of the electric field vectoE in the incident wave.  Nauchny Mir, Moscow, 1996. .
After termination of the pulse, the region of space where the gé;“il“gg‘gm"' A.N. Tkachev, and S. . Yakovlenko, Usp. Fiz. NalBe,
microwave discharge existed continues to glow brightly for ep | “wapitsa, Dokl. Akad. Nauko1, 245 (1955,
~0.3s. The gas temperature was5000-7000K. The 7. S. Grigor'ev and E. Z. M#ikhov (Eds), Handbook of Physical Con-
heated glowing volume of air floats upwa(dle to the buoy- _stants[in Russia, Energoatomizdat, Moscow, 1991.

; : 8p. A. Silberg, J. Geophys. Re87, 4941(1962.
ancy forcg and, gradually cooling, floats out of the field of °P. A. Silberg, inProblems of Atmospheric and Space Electrigitited by

view of the teIeV_iSion camera. _ _ S. C. Coroniti(Elsevier, Amsterdam, 1965p. 336.
d) For pumping with K 7<10s, a vertical feed of mi- °J. R. Powell, D. Finkelstein, M. S. Zucker, and J. R. Manwaring, “Labo-
crowave energy to the discharge from below was (308 ratory production of self-sustained atmospheric luminosities,” Eighth An-

- - nual Meeting, American Physical Society, 1966.
13, pp. 179-18p Motion of the dlSCharge downward 113, R. Powell and D. Finkelstein, iAdvances in Geophysidécademic

counter to the delivered energy was compensated by motionpress, New York, 1969Vol. 13, p. 141.

upward due to convective removal of heat. For®J. R. Powell and D. Finkelstein, Ann. Rheum. D&8, 262 (1970.
S=10 W/cnm? and 7=600 ms intense convective flows of ““A.S. Zarin, A. A. Kuzovnikov, and V. M. ShibkovA Freely Localized
heated luminous air are formed above the discharge andMicrowave Discharge in Aifin Russian, Neft' i Gaz, Moscow, 1996.
~300 s after initiation of the excitation, the discharge takesrranslated by Paul F. Schippnick
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The influence of the local thermal effect of continuous,d&ser radiation with a power density
as high as 1dW/cn? on metal-Si films is investigated. It is discovered that the structural
defects formed as a result of irradiation influence the transport of the metal in S1999
American Institute of Physic§S1063-784299)02010-3

Among the various technological approaches for im-sample was irradiated on the side opposite to the metal—Si
planting impurities in Si, utilization of the thermal effect of surface, emergence of the metal on the irradiated surface did
optical radiation for doping Si with metals by irradiation of a not depend on the amount of metal deposited.
metal-Si film has been studied most thoroughly. When An analysis of the effect of laser radiation on the Au-Si
pulsed radiation is employed, liquid-phase implantation isSystem for various starting conditions and a comparison with
promoted by a thermal mechanism, and the solid-phase inthe Al-Si system without allowance for the exposure time
plantation of metal atoms can be influenced by the pressuréveal that no melting of the metal occurs in the subsurface
of laser-induced shock wavésn addition, it should be ex- region of Si. Microchannels are detected on a cleavage sur-
pected that investigations of the local thermal effect of conface across the thickness of the irradiation z(fig. 2, and
tinuous optical radiation can provide additional informationAU inclusions may form in the channels, depending on the
regarding the mechanism of the implantation of metals in Siamount of metal.

With this aim we report here the results of an investiga-
tion of the implantation of a metal in Si using continuous
CO, laser radiation with a power density up to>M/cn? ;
acting on the metal—silicon system. The substrate used i &
this study wag-Si with p=1x 10°Q) - cm and a thickness of
0.6—0.8 mm, and the metéAl or Au) was deposited on the
silicon surface in the form of particles with a total mass of up
to 2 mg. The irradiation was carried out at room temperature §
in air. No melting of the original material was detected at the
power density indicated.

Figure 1 shows cleavage surfaces at different depths af
ter exposure of an Al-Si film to laser radiation with a power
density of 8< 10 W/cn?. The mass of the metal exceeded 1
mg. The cleavage surfaces in the laser-irradiated zone wer
polycrystalline, and no macroscopic inclusions of the metal *
were detected across the thickness of the original sample.
was found that the metal emerged on the surface opposite t
the irradiated surface, and for the “through” layer in the
irradiation zone the conductance increased with decreasin
temperature. Structural defects in the form of microcracks
are revealed at a depth of 0.1 mm from the surface in the
irradiation zongFig. 13, and their concentration is lower at
a depth of 0.3 mn{Fig. 1b. A systematic analysis of the
irradiation of the Al-Si system revealed that the formation of
a polycrystalline structure with emergence of the metal on %
the opposite surface has several stages: formation of a met. |
drop with an oxidized surface, interaction of the metal with
the surface in the irradiation zone, and the appearance of £ "%
particles in the metal. When less than 0.5 mg of the meta , .~ “&
was deposited, its emergence on the surface opposite to tr.
iradiated surface was not detected, regardless of the param_ 1. structure of an irradiated Al-Si sample at depths of(@.and 0.3
eters and time of action of the laser radiation. When thenm (b) from the irradiated surface.

1063-7842/99/44(10)/3/$15.00 1250 © 1999 American Institute of Physics
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Let us analyze a possible model of the implantation of a
metal in Si on the basis of these data. Melting of the metal on
the Si surface can occur when Si is heated, if the cross-
sectional area of the laser beam is greater than that of a metal
particle or the absorption of radiation by the metal increases
as a result of its oxidatioh The presence of particles of the
material in the metal indicates that they interact in the sur-
face region in the case of metals which form silicides. The
formation of defects with an increased concentration in the
subsurface region of a metal-Si film can be caused by the
influence of thermal stresses with consideration of the addi-
tional quantity of heat evolved in a local region of Si by the
metal:

Q(T)—cmalL(T—Ty), (1)

wherec andm are the specific heat and mass of the metal,

is the thermal conductivity of SL, is the melting depth, and

Ty is the temperature outside the irradiation zone. is likely that the concentration of dislocations should be
An estimate of the thermal stresses with consideration ofjreater in the subsurface region and decrease across the

the Gaussian distribution of the temperature in the irradiationhickness when an Al-Si film is heated by radiation, in

zoneT(r)zTexp(—rZ/ag) can be determined after Ref. 3. In agreement with Figs. 1a and b. Therefore, the defects formed

the case of axial symmetry, the diagonal components of theuring irradiation have a dominant influence on the transport

stress tensor are determined from the equations of the metal. In the Au-Si system the presence of defects in

FIG. 3. Dependence of the transmission of radiation with a power density of
40 W/cn? in Si (x=2 s per scale division

TIE a2 r2 the form of microchannels is possibly caused by the con-
Sh=——= exp( - —2) -1, (2)  straints on the formation of silicides and the solubility of Au.
1-vr a Nevertheless, with consideration df), when the amount of
TIE a2 2r2 r2 metal is small and the sample is irradiated from the metal—Si
o= 2(1—v) 12 1- 1+exp?) exp{ —32/| (3)  side, the possibility of the emergence of the metal on the

opposite surface is probably restricted by the defect concen-

whereT is the temperature in the laser-irradiated zobes
the coefficient of linear expansion,is Poisson’s ratioag is
the cross-sectional radius of the beam, d&hds Young's
modulus.

For an Al-Si film atT=1200 °C(determined by a py-
rometej and ay=1.25mm, we obtain 3,,=-8.17
X 107 kg/en? and =, = —7.39x 10° kg/en?. According to
Ref. 4, the theoretical value &, is greater than the lim-

tration gradient between the subsurface region and the bulk.
To analyze the lack of a dependence of the emergence of
the metal on its amount with consideration of an arbitrary
radiation absorption depth as a function of the Si temperature
in the case of irradiation from the opposite side, we consid-
ered an additional mechanism, which is associated with the
possibility of an accelerating influence of temperature fluc-
tuations on the diffusion of the metal along the direction of

iting value of the compressive strength of Si, indicating thethe laser beam. For this purpose we investigated the trans-
presence of thermal stresses, which lead to the formation @fission of the laser radiation through Si. According to Ref.
microcracks in the subsurface region. If it is taken into ac-

count that the formation of microcracks in crystalline mate-
rials is promoted by the relaxation of dislocation clusters, it

FIG. 2. Structure of an irradiated Au—Si sample across its thickness.

FIG. 4. Dependence of the transmission of radiation with a power density of
8x 10PWicn?: 1,2—T;=T,; 3—T;>T,; T is the temperature of the Si
before irradiation X=0.2 s).



1252 Tech. Phys. 44 (10), October 1999 P. S. Shkumbatyuk

5, the transmission coefficient is a function of the total num-efficient exhibits anharmonic behavi@ig. 4), which indi-

ber of charge carriers cates the nonexponential form B{(T). It is theorized that
2 1 the cause of such a form d?(T) is the variation of the
(80—1) ) . . L.
T=|1+ ———sirt¢| , b=+ A, (4)  temperature in the irradiation zone. As a result, there are
4eo increased possibilities for the formation of defects in the bulk
o \/8—0 2me?n, and.a deprease in thg def.ect concentration gradignt betwe.en
bo= h| 1- >, the irradiated and unirradiated surfaces with an increase in
¢ EoMy® the irradiation zone; this leads to transport of the metal along
o) 2re? ( 1 1 )p - - the defects.
= — JR— + —_
wC\/8_0 m, mp '

[whereh is the thickness of the platen, and m, are the N N. Rvkalin. A. A Ud d N, V. Zuewi d Electron B

. . . _ . N. RyKalin, A. A. Uglov, an . V. ZueviLaser an ectron beam
electron and hole effective masses, MT) is the t'_me Material Processing: HandbookNauka, Moscow(1985, 250 pp).
dependent total number of electron-hole pairs per unit area ofa. M. Bonch-Bruevich, V. G. Dorofeev, and M. N. Libenset al, Zh.
irradiated surfackand has a harmonic form when(T) is ,Tekh. Fiz.52, 1133(1982 [Sov. Phys. Tech. Phy27, 686 (1982].
an exponential function. An investigation of the transmission B: A Boley and J. H. WeineTheory of Thermal Stressé#/iley, New

f radiation with a power density equal to 40 Wfwith York (1960 Mir, Moscow (1964

Y ) ] p y €q 4P. I. Baranski, V. P. Klochkov, and I. V. PotykevichSemiconductor
consideration of Py(T)=0(T), where o(T)=0y Electronics[in Russiad, (1975, 704 pp.
X exp(— Eg/2kT)’ showed that the transmission coefficient °A. . Liptuga, V. K. Malyutenko, a_nd I. 1. Btko, Fiz. Tekh. Poluprovodn.
agrees with Ref. §Fig. 3). When the irradiation is carried 1% 1447(1978 [Sov. Phys. Semicond.2, 856 (1978].

with a power density of & 10> W/cn?, the transmission co- Translated by P. Shelnitz
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A technique is proposed for analyzing the isotopic and elemental content of metals and alloys
with the help of the LAZMA time-of-flight laser mass spectrometer. It is shown that for
multicomponent alloys when working in the regime of the “main” maxima and recording all the
ions in the energy spectrum the device enables one to perform quantitative measurements of
sample composition and obtain valid results without the use of reference samples99%®

The

American Institute of Physic§S1063-784£9)02110-§

compact laser time-of-flight mass

reflectron The design of the analyzer device depicted in Fig. 1

LAZMA, developed at the Space Research Institute of theconsists of a mass-reflectron with a completely linear con-
Russian Academy of Sciencde8 operates in the ion free figuration possessing axial symmetry relative to the laser
path regime. The instrument combines the high analytical, beam and motion of the formed ions. Laser light falls upon
technical, and operational characteristics necessary to invethie surface of the sample, passes through the reflector grid
tigate the elemental and isotopic composition of solid-stateand the opening in the detector. Such a design provides not
samples, including powder samples by providing a massenly high reproducibility of the spectra, but also the possi-
resolution of 300—600, a sensitivity of roughly 1—-10 ppm,bility of carrying out a layer-by-layer analysis practically
and high reproducibility of the spectra for a homogeneouswithout limits. Variation of the power density of the laser

sample.

500 mm

radiation is effected with the help of a neutral-density filter
and allows one to obtain singly ionized ions.

The developed technique of performing quantitative
measuremeniss based on the physical principle, according
to which valid results are obtained by recording all primarily
singly-charged ions formed by the laser beam in the energy
interval from 0 toE,, (Ref. 5. Indeed, the laser ion soufce
provides not only nonfractional evaporation of the sample,
but also an equiprobable yield of ions of different elements.

In the case under consideration, for the diameter of the
laser beam equal to 50—60m and power density equal to

1Hor
56, +

120

100

1
: 80
[
12 sk
Lo
Y
0r 6 2t ,
) ) Fe gt
FIG. 1. Diagram of the LAZMA devicel—vacuum chamber2—system
for interchanging sampleﬁ—_detector,4—carriag¢_e with targgtS—mass O 25 30 35 40 W5 50 55 50 55 70
reflectron,6—laser, 7—focusing lens,8—neutral filter, 9—radiant power Mass /charge , u
meter, 10—target illuminator,11—microscope,12—air-lock chamber for
introducing the sample. FIG. 2. Spectrum of Covar.

1063-7842/99/44(10)/5/$15.00 1253 © 1999 American Institute of Physics
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FIG. 3. Spectrum of stainless steel.
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FIG. 4. Fragment of the spectrum of the standard glass NBS-612.
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TABLE I. Elemental content of the Covar target in atomi¢. % To investigate the analytical characteristics of the device

, in the narrow window, we used samples possessing high ho-
Content according to ~ Measured content Measured content . . . .
mogeneity with elemental concentrations ranging from 50%

Element the “Metals Handbook” in sample 1 in sample 2

down to 0.05%(500 ppm: Covar, a standard steel, and the
Fe 52.5-54.5 53 53 standard glass NBS-612, which contained homogeneously
Ni 28.5-29.5 30.7 30.5 distributed metals in the f £ i
Co 17-18 16.4 165 istributed metals in the form of impurities.

Figures 2—4 present spectra of Cov@able |, steel
(Table Il), and a fragment of the spectrum of the standard
glass NBS-612 for metals in the range from rubidium to

10° W/cn®, ions of the majority of elements are concentratedrhenium.
in the energy interval from 0 to 150 eV. Consequently, when ~ The steel spectrum gives a picture of the yields of neigh-
recording ions in this energy window the results should bedoring elements in the narrow-window regime. It can be seen
valid, and the ratio of the measured value of the concentrathat all elements are well resolved. The peak-integrated data
tion of the element to its real value should be close to o©n the guantitative content of elements in the matrix of the
equal to unity. steel alloy turned out to be close to the standard values given
As measurements performed on various mass spectroni! the literature.
eters have showhthe above statements are valid for a wide ~ Let us consider the results of a quantitative analysis of a
class of devices with laser ion sources. The results of th&wulticomponent alloy in the wide-window regime. Toward
present work also confirm this. However, when using thisthis end, we selected a sample of industrial 14-karat gold an
method it turned out that expanding the energy window lead@lloy of gold, silver, copper, and zihcBesides the possibil-
to a sharp drop in the overall mass resolution. ity of obtaining valid results in the wide-window regime here
Consequently, over a wide energy window fairly accu-we also pursued the goal of recording the instrument func-
rate results are obtained for the quantitative amount of varition of the device for various elements widely separated in
ous elements, but because of the low mass resolution th®ass. In Fig. 5 two diverging straight lines bound the region
isotopes, and sometimes also the mass peaks of individuaf the actual content of metals in 14-karat gold, and the
elements, coalesce. In the nominal regime of the device isymbols represent the experimentally obtained values, the
the narrow energy window from 10 to 40 eV and with high x’s demarcate the root-mean-square errors of the results. In
mass resolution, accurate results are obtained only for elédhese graphs the summed zinc and copper content is plotted.
ments of similar mass while for elements that are widely It is clear from these data that in the wide window the
separated in mass the results differ substantially. measured values of the content of the various elements in
Given the above constraints, the optimal procedure heré4-karat gold are in good agreement with their actual values
would be combined processing of data in the wide- andaken from the alloy certificate. This confirms the validity of
narrow-window regimes. In the wide-window regime the to-the assumption that in the wide window the yields of differ-
tal amount of all the formed ions with energies from 0 to ent metals, including those widely separated in mass. This
Emax iS determined, and this amount is set equal to 100%makes it possible to perform quantitative measurements with
From these data the percent distribution of elements is detethe LAZMA device.
mined from the individual peaks or from groups of peaks if =~ To obtain complete information about the sample in the
the peaks are not resolved. Measurements are then performedrrow window, we assayed the copper and zinc separately.
in the narrow-window regime with high resolution and the These results are plotted in Fig. 6. The relative amounts of
relative quantities are determined for the previously unrethese neighboring elements was determined using the well-
solved elements or neighboring peaks using percent-contenésolved mass spectra obtained in the narrow-window re-
data on individual peaks or groups, obtained in the widegime, and the content of each element in particular was de-
window regime. termined using the previously obtained values of the percent
Combined processing of the results makes it possible taontent of the two metals taken together.
determine the true content of elements in a matrix, and also As can be seen from Fig. 6, the results of the measure-
the content of impurities, taking into account the fact thatments stand in good agreement with the standard data. It
neighboring elements have an equiprobable yield. follows from the experimental data that the data of the first
This is the gist of the proposed technique of referenceof the four series of measurements, the regime 10-147-93/
free analysis of alloys, which, without a doubt, requires ex-94B approach the standard values the most closely.
perimental confirmation. Thus, the main goal of this work was achieved, namely,

TABLE Il. Elemental content in a steel sample based on nominal and experimental data.

Elemental composition in atomic Yo

Data C Mn P S Si Cu Ni Cr

Nominal C1154 19Cr-13Ni standard 0.086 1.42 0.06 0.053 0.50 0.40 12.92 19.06
Experimental using the LAZMA devige + 1.70 + + + 0.39 12.70 19.50
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FIG. 5. Relation between elemental concen-
tration levels in a gold alloy based on ex-
perimental data (g and according to speci-
fications (G), obtained for different
voltages onJ,: a) 93-94, b 95, ¢ 96, and

d) 97-98 V. The voltage orUg=147V.
The data on copper and zinc are plotted as
their total sum.

FIG. 6. Same as in Fig. 5, but with the data
for copper and zinc plotted separately.



Tech. Phys. 44 (10), October 1999 G. G. Managadze and N. G. Managadze 1257

to demonstrate the possibilities of performing a chemicabus minerals, and soils. After the completion of these mea-
analysis of substances in the first phase, a)layishout the  surements it will be possible to more accurately characterize
use of a reference sample and without sample preparation. tlhe real analytical possibilities of the LAZMA device.
is not so important that the measurements were performed on ) ] )
a relatively convenient target—a homogeneous gold alloy; it "€ authors express their gratitude to L. E. Chumikov
is more important that the operativity of the technique wador assistance provided during the completion of this work.
confirmed and that after processing spectra obtained in both
the wide and narrow windows it is possible to correctly de- | o
termine the composition of a muIticomponent aIon G. G. Managadze, Inventor’s Certificate USS. 1732396 ; pub. Byull.

.. . ’ I1zobret., No. 17 (1992.

We have also emplrlcally Conﬂrm_ed the ak_)sence of 82G, G. Managadze and I. Yu. Shutyaev, Chem. Adal, 505 (1993.
dependence of the efficiency of recording of the ions on their®r. McEntire, G. Managadze, and H. Rosenbaateal., Forty-Sixth Inter-
masses. From the obtained data it is hard to judge whethejgafgna' AStrOfcljaU“C;ll nggrgsﬁslr% (18995)- .  nsiiute. Russi

. : H . . [ . G. Managaadze, Prepri nglisn|, space rResearch Institute, Russian
this characterizes only tr_le.glven device or, possmly,_thls IS @ cademy of Sciences, Moscol994.
more general characteristic of a detector that receives ionsyy. a. Bykovskii and V. N. Nevolin,Laser Mass Spectrometfin Rus-
accelerated to an energy of 2 keV before the first plate. siar], Energoatomizdat, Moscowd985, 129 pp. ) .
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