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Abstract—T he temperature dependences of the specific heat capacity ¢,(T), thermal expansion coefficient a(T)
of europium hexaboride, and root-mean-sguare displacements of Eu and B atoms are determined in the temper-
ature range from helium to room temperature (5-300 K). © 2000 MAIK “ Nauka/lnterperiodica” .

In order to carry out the measurements, the EuBg
compound was synthesized from a mixture of thor-
oughly mixed powders of high-purity grade europium
oxide and chemically pure amorphous boron. The syn-
thesiswas performed under vacuum at atemperature of
~2000 K according to the procedure described in [1].
The X-ray powder diffraction analysis did not revea
traces of any foreign phase. The spectral analysis of the
sample did not show impurities of carbon, oxygen,
hydrogen, iron, and tungsten with an accuracy up to
0.01%. The total amount of auminum, silicon, and
magnesium impurities was about 0.3%.

Calorimetric measurements were carried out in a
low-temperature adiabatic calorimeter of the Nernst—
Strelkov type with a periodic heat input in steps of
0.3-1 K at low temperatures (below 20 K) and 3-5 K
at higher temperatures. The calorimetric setup and the
technique of measurements are similar to those
described earlier [2]. The error of measurements at
temperatures below 20 K did not exceed 1% and above
20 K was about 0.3%. The dispersion of experimental
points with respect to the smoothed curve was|essthan
the above errors of measurements.

The thermal expansion coefficient was determined
from the data of low-temperature X-ray measurements
of interplanar distances by the Bragg—Brentano method
on powder samples. The measurements were carried
out in alow-temperature vacuum X-ray chamber under
isothermal conditions with an automatic monitoring of
the temperature with an accuracy of +0.2 K. Positions
and intensities of the (411) and (410) reflections were
determined. The change in the interplanar distance d,;;

was determined with an accuracy up to 2 x 105 A. The
changes in the linear thermal expansion coefficient
were determined from the temperature dependence
d412(T). The error of the determination at room temper-
ature did not exceed 2%. A decrease in the temperature
below 100 K led to an increase in the error up to 10%.

For the EuBg structure, the metal and boron atoms
have the following coordinates in units of the lattice
period: Eu(000); B(L/2 0.207 1/2, 0207 1/2 1/2,
1/20.793 1/2,0.793 1/2 1/2, 1/2 1/2 0.793, 1/2 1/2 0.207).
The structure factors of the reflections studied have the
form

||:410|2 = (fEu_2'41fB)2-
[Fal® = (fe,—0.126f5)7

Here, the atomic scattering factor f; at a given tempera
tureisrelated to the atomic scattering factor f,; at abso-

lute zero, the root-mean-square displacement ui2 of the

|
300
T,K
Fig. 1. Molar heat capacity of (1, 2) EuBg and (3) LaBg

according to the data taken from (1) this work, (2) [3], and
) [4].
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Fig. 2. (1) Interplanar distance dsq4 of EuBg and (2) linear
thermal expansion coefficients a(T).
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Fig. 3. Intensity of X-ray reflections (1) 1411 and (2) 1430 and
root-mean-square displacements of (3) europium and (4)
boron atoms in EuBg.

ith ion, and the scattering vector S= §I_)r\19 ,

fo = fo,exp(-8TUES), fe, = fo_exp(—8TUE,S).

The root-mean-sguare dynamic displacements of
europium and boron atoms are calcul ated from the tem-
perature dependences of the |, reflections.

The experimental isobaric heat capacities of EuBg
aregiveninFig. 1. Intherange 0-10 K, the dependence
exhibits an anomaly with a sharp maximum at 9.41 K.
The low-temperature part of the c,(T) curve is shown
on an enlarged scale in the inset, which also displays
the data taken from [3]. As is seen, the results of the
present work agree well with the data obtained in [3].
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In the range 0-8 K, the temperature dependence of
the heat capacity for ferromagnetic europium hexaboride
is approximated by the expression

o (T) = aT+a T +aT’

and at temperatures of 16-25 K, above T, by the rela-
tionship

C,(T) = a, T+ ap_mT_2 + a|T3.

Here, the coefficients ag, a;_ 1, Ap—_m» and a determine
the electronic, ferromagnetic, paramagnetic, and lat-
tice contributions to the heat capacity [5]. The best
agreement with the experimental data is achieved at
a, = 0.04 Jmol K2, &_,, = 0.89 Jmol K%, a, . =
160 JK/mol, g = 2.01 x 104 Jmol K4,

The variation in the d,y; interplanar distance as a
function of temperature is shown in Fig. 2. The temper-
ature changes in the linear thermal expansion coeffi-
cient a(T) are determined from the dependence d,;,(T)
(Fig. 2). The linear therma expansion coefficient of
EuBg is positive over the entire temperature range stud-
ied.

Thetemperature changesin theintensities of thel 5,
and |4, reflections and the root-mean-square dynamic
displacements of europium and boron atoms in the
EuBg lattice, which were calculated from these
changes, are displayed in Fig. 3.

No anomaly in the range of ferromagnetic transfor-
mation is reveded in the temperature dependences

u? (T) of the root-mean-square displacements of ions.
Thisis most likely connected with a negligible differ-
ence in reflection intensities at absolute zero and at
temperatures of magnetic transformations. This ques-
tion requires further elucidation.
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Abstract—A generalized model of the critical state in low-dimensional superconductors is proposed, which
includes the effects of bulk and edge pinning of the magnetic flux. The conditions are determined for the pen-
etration of Pearl-Abrikosov vortices into the superconductor, and metastable flux structures in these systems
are described. A diagram of different vortex statesis constructed for a complete cycle of variations of the exter-
nal magnetic field. © 2000 MAIK * Nauka/Interperiodica” .

INTRODUCTION

The study of the structure and features of the critical
state in type Il superconductors is an important prob-
lem in the physics of superconductivity. The develop-
ment of the theory of the critical statein bulk supercon-
ductors, including the bulk and surface pinning of Abri-
kosov vortices, isnow completed for the most part (see,
e.g., [1-3]). However, in low-dimensiona supercon-
ductors (thin films, single crystals with a high demag-
netizing factor, etc.), the structure, dynamics, and mag-
netic properties of the critical state still remain hardly
investigated. At the same time, the principaly unre-
movable nonlocality of the interaction between vortices
and the possible existence of an edge barrier, which
prevents vortices from entering and (or) leaving the
superconductor, may lead to overheating of the M e ssner
state [4] and to the formation of nontrivial flux structures
[5, 6]. The significant influence of the barrier on the
resistive characteristics of avortex statein high-T, super-
conductors was observed in [7]. Because the electro-
magnetic and dissipative characteristics of such sys
tems have been hardly investigated, the concept of the
critical state in low-dimensional superconductors
should be developed in order to quantitatively describe
these systems.

In this paper, we propose a generalized moddl of the
critical statein low-dimensional superconductors, which
takesinto account the effects of bulk and edge pinning of
the flux. On the basis of this model, we find the condi-
tionsfor the penetration of Pearl-Abrikosov vorticesinto
the superconductor and describe the metastable flux
structuresin these systems. A diagram of different vortex
dtatesis constructed for acomplete cycle of variations of
the externa magnetic field. We aso demonstrate the
transition to the Bean model of thecritical state, inwhich
bulk pinning is dominant, and discuss the conditions for
observing the predicted flux structures.

1. THE MODEL

Let us condder along superconducting film strip of a
thicknessd (—d/2 < z< d/2) and awidth 2W (-W< Y <W),
which is placed in a magnetic field perpendicular to its
surface, H = (0, O, H). The film thickness is assumed
small as compared to the London penetration depth A,
d < A, and its width satisfies the condition W > Ay =

A?/d.

When the edge barrier and the bulk pinning exist
simultaneoudly, it is important to determine the condi-
tions under which flux vortices redly enter the super-
conductor, i.e., they enter and penetrate deep into the
sample. When a system has a high demagnetizing fac-
tor and a high edge barrier, vortices enter it at a field
exceeding the field Hg at which the barrier is sup-
pressed [8]. In this case, the near-edge current density
i becomes equal to the valueig sufficient for the barrier
to be suppressed and for avortex to enter the supercon-
ductor, is = HOWY/[21(2\ )Y [8]. Here and hence-
forth, by a current density we mean the linear one; its
definition is given in Subsection 2.1.

In the case where bulk pinning takes place, of
importance is the ratio r between the barrier-suppress-
ing current density i and the vortex-depinning current
density i, r = idi,. Whenr > 1, avortex that enters the
sample will be certain to penetrate into it to the point
Yy =Y, (Wherey = Y/W is the dimensionless coordinate),
at which the Lorentz force is balanced by the pinning
force. Using the well-known distribution of the Meiss-
ner current in the strip, i(y) = Hy/[2r(1 —y?)¥?], it is
easy tofind that y, = 1/[1 + (Hs/211)?] V2. It is seen that,
at Hg/2mi, > 1, we have y, < 1 and, hence, aregion with
vortices appears in the bulk of the superconductor.
Physically, thisis due to Meissner currents, which dis-
place vortices from the periphery to the central part of
the sample. Metastable flux distributions that are
formed under these conditions can be interpreted as a
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self-organized critical state controlled by edge flux pin-
ning [9].

In the case where the barrier entry the vortex is sup-
pressed [(Hg/2T1,)? < 20 /W < 1 or, what is the same,
r < 1], the current density ig and field Hg for vortex
entering are till related by the equation that follows
from the condition that the Gibbs barrier to vortex
entering is suppressed. However, the vortices that
entered the film are clustered near its edge and cannot,
without a noticeable increase in the external field, pen-
etrate the sample to a distance exceeding A. For them
to really go forward, an increase in the external field is
required that will induce extra currents such that the
total current density will become equal to the depinning
current density i,. As a result, a critical state will be
formed in the sample, which is controlled by bulk pin-
ning of vortices. Intheliterature, this state iscommonly
described in terms of the critical-state model [1, 10].

By analogy with the case mentioned above (high bar-
rier), we can identify i, with the current density for vor-

tex entering into the sample i},. Thus, when the edge

barrier issuppressed, the current density i 5, sufficient for
thereal vortex entering (i.e., entering and going forward,
i = i) and the field for vortex entering Hs (Hs= hy,
where H, is the lower critica field) are independent
parameters of the system. In commonly used models of
the critical state controlled by bulk pinning (see, e.g.,
[10, 11]), the vortex-entering field is assumed negligi-
ble, which essentially corresponds to the situation
where the edge barrier is completely suppressed. In the
generalized critical-state model, the vortex-entering
field is an independent parameter characterizing the
quality of the sample surface. The current density for
thereal vortex entering is defined asig, = max{ig, ip} in
this model.

Asthe external field is decreased, the magnetic flux
begins to be expelled from the sample after the barrier
to the vortex leaving the sampleis suppressed [4]. The
latter occurs when the field becomes equal to H, (see
Subsection 2.3). As the field is further decreased, the
current near the edge monotonically decreases until it

reachesthe value | (| O = —ien), @ which antivortices
begin to enter the sample

The general approach outlined above allows us to
describe the flux distribution in a wide class of materi-
alsand samples. In what follows, we present the results
of the analysis of the characteristics of the critical state
in general cases.

2. EQUILIBRIUM VORTEX DISTRIBUTIONS
2.1. Basic Equations

The distributions of the magnetic-flux density n(y)
and the steady-state current density i(y) over the film
width are described by the Maxwell-L ondon equation,
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which can be written in the following form in the case
of filmswith alarge width, such that Ay < W

jm—)T = h-by). )
o U7

Here, h = H/2i, and b*(y) = ®yn(y)/2i, are the dimen-
sionless external magnetic-field strength and the mag-
netic-flux density in the film, respectively; @, is the
flux quantum; and i*(y) = i(y)/i, is the dimensionless
current density with i(y) being the linear (integrated
over the film thickness) current density

d/2

i(y) = —J’ ix(y, 2)dz.
—d/2

Equation (1) relates two unknown functions i* (y) and
n*(y); hence, additional conditions are required in
order to find these quantities unambiguously. These
conditions are dictated by the nature of variations of the
external magnetic field and also by the history of the
flux distribution in the sample (see below). One of them
isthe universal requirement that, in the region wherevor-
ticesarelocated, thelocal current density belessthan the
depinning current density i(b*) = i,@b*) [1, 5, 6]. The
dimensionless function cp(B ) refl ects the influence of
the magnetic flux in the sample on the magnitude of the
local depinning current density [1].

The integral equation (1) with a singular kernel of
the Cauchy type can be solved by reducing it to the Rie-
mann boundary value problem [12]. Following this
method, we represent i* (y) in the form

it(y) =

T 1—y2

HHTJFbEK 00

where b*(y) is formally considered as a known func-
tion. Further analysis should be performed for each
specific case separately, with allowances made for the
magnetic history of the process.

)

2.2. Initial Flux Penetration into the Superconductor

After thefield value Hg, isreached, vortices begin to
penetrate the film from its edges, forming two stripes
situated symmetrically about the center of the film,
O, <|y| < ©. In these stripes, according to the critical-
state model, the current density isi(y) = i,(b*) sgn(y).
The additional conditions on the unknown functionsin
(1) havethe form

b*(y) =0, i*(y) # @(b*) sgn(y) ,
b*(y) # 0, i*(y) = @(b*) sgn(y) ,

lyl O [0y, ©; (28)
lyl D[©1, ©2]. (2b)
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With (2b), the range of integration in (2) is reduced to
the interval [©,, ©,], in which the i* (y) dependenceis
given by the critical-state equation i* (y) =i [b*(y)]. In
principle, equation (2) can be solved for b* (y) by taking
the inverse of the Cauchy-typeintegral, thereby finding
b*(y) and i*(y) inthe entireinterval |y| O[-1, 1]. How-
ever, in the general critical-state model, where @(b*) is
an arbitrary function, the problem cannot be solved
analytically. Below, we present the results obtained
with the Bean approximation to the depinning current
[e(b*) = 1]. In this case, the inversion of the singular
integrals can be performed by a common method, and
wefind

a;

1 dt
b = -R 2, o4 a ,
E(y) (y 1 Z)J-R(.[’ a;, a2)'[' _y2 (33.)
lyl O [©1), 02l
. 1 2 i 1. drt
i =+=R(Y, a,, 0 n(y),
Hy) =+=R(y’, a; z)aj R oL GZ)T_yzsg (y)
lyl O [©1),02]- (3b)
Thisresult isvalid provided that
(3c)

_ drt
h= J'R(T, ay, a,)’

where

Rx B By = [LB0 R,

In the foregoing expressions, we have introduced the
notationa; = G)f , 0y = @5 ; theupper sign (plus) in (3b)
istaken if |y| O[©,, 1] and the lower sign (minus), if
ly] O [0, ®,]. Condition (3c) prevents the appearance of
a nonphysical singularity in the current distribution at
y=0.

To determine the boundaries ©, and @, of theregion
where vortices are located, condition (3c) should be
supplemented by the condition that, at the film edge,
the current density be saturated and equal the vortex-
entering current density i, i.€, i(1 — &) = ig, Where
& = A/WW. Thus we arrive at the equation

a;

e = ~(T=0)(1=02) [ 7y

ag,ay)’

(4)

where h, = Hen/2ip.

Analysis showsthat, inthe case of r > 1 (H, = Hg),
a solution to (3c) combined with (4) exists only when
the external field exceeds the vortex-entering field hg,
i.e, whenh>hg Inthiscase, ash O hg, ©; approaches
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Fig. 1. Vortex density distribution over the film width for
various values of the externa field: (a) (1) Hy < H < Hg

(field increase, flux entry); (2) Hg < H < Hg (field decrease,
frozen flux); (3) Hey < H < Hg (flux conservation); and
(b) (4) H* <H < Hg (flux exit from the periphery);

B)H g) < H < H* (flux-region contraction); and (6) Hg <

H< Hg) (antivortex entry).

the point y, from the left and @, approaches this point
from the right. It is also easy to verify that, in the case
of r < 1, where the edge barrier is essentially sup-
pressed (hg~ &V2 < 1), expressions (3a) and (3b) reduce
to the corresponding expressions in the Bean model

[10], becausey, = 1— hé =1

Thus, when the magnetic flux penetratesthefilm, its
profile has two maxima (Fig. 1a). As h increases, the
flux profile expands towards both the center and the
edges of the superconducting film. The changes in the
position of the profile boundaries are shown in Fig. 2
(“vortex-entry” regime).

In superconductors with a high edge barrier, the
onset of the vortex-entry regime corresponds to a
marked discontinuity in slope of the magnetization
curve M(H) (see Fig. 3), which is due to the avalanche-
like penetration of magnetic flux into the sample. Asthe
barrier is lowered, the M(H) curve is noticeably
smoothed out and, in the limit of r < 1, the M(H)
dependence becomes monotonic in the vicinity of the
vortex-entering field Hg (=H,).
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2.3. The Field-Decreasing Regime

Now, we consider the case where the external mag-
netic field is decreased from itsamplitude value hy > h,
The values of ©, and ©, corresponding to the field h,
will be designated as ©,, and ©,,, respectively.

In acertain range of fields near h, (hy > h > hy), the
vorticeswill be immobile (“frozen”) at their initial pin-
ning pointsin theregion @, < |y| < ©, (see Fig. 2, the
frozen-flux regime). In this field range, we have
b*(y, h) = by (y), where by (y, ho) = b (y), and the cur-
rent distribution can be found using the superposition
principle

it{y, h) = il(y, ho) il im(Y), )

where i (y) isthe dimensionless Meissner component
of the total current density i* (y).
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This regime takes place until the current density
reaches a value of —1 at some point of the sample (the
dimensional current density being —). This will first
occur at the point |y| = ©,,. Hence, the flux-defreezing
field is determined by the conditions i* (®,,, hy) = -1
and i* (O, hy) = 1, from which we obtain

—=. (6)

Asthefield is decreased further, aregion of “defro-
zen” vortices appears near the point ©,, (0, < |y| < ©,)
and expands towards the center and the edges of the
film. In this region, the vortices are arranged in such a
way that i*(y) = -1 for Oy < |y| < ©,; this corresponds
to the formation of the critical state for vortex exit. The
i*(y) and n*(y) distributions are described by (1) with
modified additional conditions

bl(y) = 0, ily)# sgn(y),
Iyl O[0, 0] O[0, 1];

bl{y) = bg (y), itly) # sgn(y), |yl O[O, Ol;
bl{(y) # bg (y), i{y) = sgn(y), Iyl O[Oy, ©,].

A solution isfound in much the same way asin the pre-
vious case (see Subsection 2.2), and we obtain

0«
. , M Ny (T) dr
b[Ky) - _R(y , o, a2) %‘F[J. R(T, Ay, C(2)'[ —y2
0 LT
(78)
a, =
Jreay 2)1-y* [
a, O

| 0[B, ©],

0
' ) ) ] nS(T) dt
ity) = +R(Y", Oy, Gz)éﬁj’ R(T, ay, O(z)r—y2

LET)
(7b)
a, 0J
B 1 dt 5
IR(T, g, O2) T —y° [
do |:|

This solution is valid provided that

Ny (T)
- nI R(T, 0, @

U1

_IR(T, Oy, az)dT (79
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In these expressions, oy = @o , Ogp= @10 , 0= @2,
the upper sign (plus) in (7b) istakenif |y| [0, ©,] and
the lower sign (minus), if |y| O [©,, 1]. The physical
meaning of (7c) isidentical to that of (3c).

The boundaries of the defrozen-vortex region ©,
and O, are determined from (7c), combined with the
condition for total-flux conservation. The latter is
reduced to the following integral relation with allow-
ances made for the flux-defreezing effect [13]:

o2 O20

J’ n*(y)dy = _|' Ny (y)dy. (8
() €]

Figure 2 shows the changes in position of the
boundaries ®, and ©, in the field range where the crit-
ical state for vortex exit is formed (*conserved-flux”
regime). The corresponding redistribution of the flux
density isshown in Fig. 1 (curve 3).

The frozen-flux regime and the conserved-flux
regime will only be clearly observed in samples with a
high edge barrier at small (compared to hg) amplitudes
hy of the varying external magnetic field. The distinc-
tive feature of the conserved-flux regimeisarectilinear
portion of the magnetization curve (Fig. 3).

The conserved-flux regime will take place in the
film until the outer boundary ©, of the region occupied
by vortices reaches the film edge or until the barrier to
vortex exit issuppressed (at acertain value ©, = O,,.,).
We designate the corresponding (vortex-exit) field as
he. Asthefieldisvaried in acertain range h* <h < h,,,
the boundaries of the region of vortices will remain
unchanged, but vortices will leave the film, causing the
slope of the defrozen-flux profile to change (curve 4 in
Fig. 1 and the “vortex-exit” regime in Fig. 2). Further,
at h* < h, the region of vortices will begin to contract
(through ©, decreasing), because the vortices will be
forced out of the periphery of the film by the Meissner
current (curve 5 in Fig. 1). The position of the outer
boundary of the vortex region corresponds to the max-
imum value of ©,, at which the vortex density isstill an
unambiguous (positive) quantity everywherein the vor-
tex region.

An M(H) curve corresponding to a large amplitude
of the flux in the film (curve 1 in Fig. 3) has a clearly
defined plateau, which isdue to defrozen vorticesbeing
rearranged, according to Faraday’s law of electromag-
netic induction, in such away as to compensate for any
variation in the magnetic moment of the sample. Asthe
vortices leave the film, the near-edge M eissner currents
play a progressively larger role and the magnetization
curve becomes practically rectilinear.

Asthefield is further decreased, the current density
at the film edges reaches the value —i5 and from this
time on, vortices of an opposite sign begin to enter the
film (curve 6 in Fig. 1 and the “antivortex-entry”
regimein Fig. 2). We designate the corresponding (anti-
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Fig. 4. Critical-state diagram.

vortex-entry) field as hf;) . To determine the boundaries

of the region occupied by magnetic flux, we should use
an additional condition similar to (4),

hy = J(1-ag)(1-a,) HIT(?R(T go, 05)

U9

9

drt
* Il—l’ R(T, 0y, a5,)
do

[ .|

Anaysis shows that, at h 0 [-h,, h], vortices and
antivortices coexist in the film. At h = —h,, vortices

completely disappear and antivortices have a distribu-
tion identical to that of vorticesat h = h,.

3. DISCUSSION

Figure 4 shows the calculated critical-state diagram
in the parameter plane. This diagram allows oneto pre-
dict the transition from the Meissner state to a critical
state of a certain type. If the parameter r is large, the
transition to the critical state controlled by edge pin-
ning must occur when the external field isincreased; in
the other extreme case, r <€ 1, thetransition to the Bean
critical state takes place. The parameter r is tempera-
ture dependent. Let us suppose that i, = ip(1 — 1) and
is=lig(l—1)", wheret = T/T.. Then r decreases with
increasing T if g > n. Therefore, at low temperatures,
materials with g > n will exhibit properties characteris-
tic of the Bean critical state, whereas near T, the edge
barrier will dominate. Such behavior was observed in
experimental spin-resonance studies of the magnetic-
flux profilein single crystals of bismuth [14]. It wasin
this consecutive order that the crossover occurred from
one critical state to the other in the experiment in [14].

Our model allows one to follow the evolution of the
M(H) magnetization curve as the parameter r is varied
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Fig. 5. Evolution of the magnetization curve with varying
parameter r (see text).

(Fig. 5). When the edge pinning of vortices dominates
(r > 1), the M(H) dependenceisidentical to that calcu-
lated earlier in [15, 16] (Fig. 5a). In the other extreme
case, r < 1, where bulk pinning is dominant, the mag-
netization curveis basically similar to that presented in
[10]; the distinctions are due to the parameter r having
afinite value. In the intermediate case of r ~ 1, where
the surface and bulk pinning forces are comparable in
magnitude, the magnetization curve has a rather non-
trivial shape (like that of a curved carpet). Such curves
were observed in experimental studies of single crys-
tals of bismuth [14] and BSCCO ribbons [17] of a cer-
tain shape.

It is important that the model proposed here can be
used to describe the properties of macroscopic super-
conductors with a high demagnetizing factor (single
crystals[14], superconducting ribbons[17] and plates),
for which the inequality d < W takes place. Indeed,
macroscopic electrodynamics of systems of this type
are described by equations (the Ampere equation [18])
formally coinciding with (1). The method under discus-
sion allows one to calculate the loca magnetization
(along Y), to determine the demagnetizing factor of a
sample with atrapped flux, and also to describe refrac-
tion of magnetic-flux lines of atilted magnetic field.

The analytical model proposed here can form the
basis of calculations of magnetic and dissipative char-
acteristics of low-dimensional superconductors. In par-
ticular, the model allows one to calculate the imped-
ance of thin-film microbridges in time-varying fields
and to quantitatively describe the generation of higher
harmonics in magnetization.
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Abstract—The longitudinal and transverse Nernst—Ettingshausen (NE) effects were measured in HgSe sam-
ples doped with various concentrations of gallium, 0.6 x 10 < N(Ga) < 4.7 x 10 cm™3, The NE measurements
were performed for the classical interval of magnetic field strengths (0—40 kOe) in the temperature range from
20to 60 K. It was established that the low-temperature NE coefficients change sign with increasing Ga concen-
tration or the applied magnetic field strength. It is shown that all unusual features of the NE effects observed in
HgSe crystals can be attributed to the effect of mutual dragging of electrons and phonons. Thisimpliesthat the
effect of mutual electron—phonon dragging can be experimentally detected in semiconductors with high con-
centration of conduction electrons. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

It was demonstrated [1-5] that measurements of the
thermo emf of adegenerate electron gasin the classical
range of magnetic field strengths provides information
about the mechanism of charge carrier scattering in
Al'BV! semiconductors. Investigations of the field depen-
dence of the longitudinal Nernst—Ettingshausen (NE)
effect in mercury selenide [1, 2] and lead chalcogenides
[3, 4] in the region of comparatively high temperatures
(T =77 K) showed that thermo emf a exhibits saturation
in the classical region of strong magnetic fields H, irre-
spective of the dominating mechanism of charge carrier
scattering in the conduction band. However, measure-
ments of the longitudinal NE effect in iron-doped HgSe
samples at low temperatures (15 K < T < 60 K) [5]
revealed the presence of maxima in the plot of
Aa(H) = |a(H)|—]a(0)]. Until now, the reasons for non-
monotonic variation of the Aa(H) value in HgSe:Fe
remained unclear. In particular, the maxima could be
related to some specia features of the HgSe:Fe system
containing iron ions of mixed valence. In order to clar-
ify this problem, it was necessary to thoroughly study
the longitudinal NE effect in HgSe crystals doped with
shallow donors. As for the transverse NE effect, this
point was never experimentally studied in A!'BV! semi-
conductors in a wide classical range of magnetic field
strengths and sufficiently low temperatures.

The measurements of thermo emf in a zero mag-
netic field [2, 6, 7] and the study of temperature varia-
tion of the thermomagnetic effects [7, 8] showed that
analysis of the thermoelectric and thermomagnetic
coefficients in A"BY' semiconductors must be per-
formed with an allowance for the effect of the carrier
dragging by phonons. This effect isrelated to deviation
of the phonon distribution function from equilibriumin
the presence of atemperature gradient and leads, in par-

ticular, to a nonmonotonic temperature variation of the
coefficient of the longitudinal NE effect in HgSe : Fe
[7, 8]. An analysis of the effect of electron dragging by
phonons in strongly doped semiconductors of the
A"B! type, in contrast to a similar phenomenon in the
pure semiconductors, must take into account the scat-
tering of phonons on electronsin addition to the contri-
butions of scattering from sample boundaries and the
phonon—phonon scattering. As is known, the transition
from scattering on impurities to the electron—phonon
mechanism in HgSe crystals with n ~ 10 cm™ is
observed at a temperature of T = 40 K [9]. Measure-
ments of the thermo emf in HgSein zero magnetic field
[2, 7] showed that another effect, which must be also
taken into account in this temperature region, is related
to the phenomenon of eectron dragging by phonons.
For thisreason, it is not excluded that the phonon scat-
tering on electrons may contribute to the drugging
effect. Thisfactor markedly complicates analysis of the
phenomenon of dragging because the kinetic equations
for the phonon and electron distribution functions have
to be solved jointly. The dragging effect in this case is
called the mutual electron—phonon dragging [10-12].

Thefact of mutual dragging implies that a part of the
momentum transferred from phonons to electrons is
returned back to the phonon system as aresult of mutual
collisions. If electrons and phonons are scattered prima-
rily from each other, the effect isreferred to asthe strong
mutual e ectron—phonon dragging [10, 11]. Evidently,
the strong mutual dragging cannot take place in degener-
ate semiconductors at a sufficiently low temperature
(i.e., when T, > T, Ty and T, beiNg the phonon relax-
ation times for the scattering on electrons and other cen-
ters, respectively) because electrons are scattered pre-
dominantly from charged centers (T, > T4, Where Tq,
and 1 are the electron relaxation times for the scattering

1063-7834/00/4202-0207$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Plots of the coefficient Q of the transverse NE effect
versus magnetic field strength for three HgSe samples (A, B,
and C, see the table) at various temperatures: (1A) 21 K;
(2A) 40K; (3A) 60K; (1B) 29K; (2B) 48K; (3B) 60 K; (1C)
29 K; (2C) 50 K. The inset shows the plots of electron
mobility [ versus temperature for samples A, B and C.

on phonons and impurities). However, we cannot apriori
exclude any influence of the mutual dragging on thether-
momagnetic effects in the temperature region where the
relaxation times are comparable (T, ~ Tei, Tpp ~ Tpe)- ThE
relaxation of phonons on electrons (provided the elec-
tron concentration is sufficiently high) becomesasignif-
icant factor and we cannot restrict the consideration to
simple mutua dragging of eectrons and phonons. As
was demonstrated in [10, 11], the mutua electrons—
phonon dragging in degenerate semiconductors leads to
an increase in the thermo emf and influences the temper-
ature dependence of the NE coefficients.

As demonstrated below, the region of temperatures
where the effect of mutual el ectrons—phonon dragging
can be anticipated in HgSe extends approximately from
20 to 60 K. Therefore, it was of interest to establish
experimentally the degree of influence of the mutual
dragging on the field dependence of the longitudinal and
transverse NE effects in degenerate semiconductors. We
selected mercury selenide doped with various concentra
tions of gallium, N(Ga) ~ (0.6-4.8) x 10*® cm, as the
object for investigation. Here we present the data of
measurements of the thermomagnetic effects in this
systemin the classical range of magnetic field strengths
and the results of theoretical analysis of these effects.
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EXPERIMENTAL RESULTS

The longitudinal and transverse NE effects were
measured in arange of temperatures (20K < T < 60 K)
and magnetic fields (040 kOe) on a series of three
HgSe : Gasamples.

The main electrical characteristics (i.e., the concen-
tration of conduction electrons n and their mobility p at
T = 4.2 K) of HgSe samples (denoted by A, B, and C)
doped with gallium are presented in the table. The aver-
age dimensions of the sampleswere 9 x 2 x 1. mm. The
temperature was measured by the (Au + 0.012% Fe)—Cu
thermocouples with a sensitivity of ~10 uV/K. The
temperature differences measured did not exceed 10%
of an average sample temperature.

Figure 1 shows the plots of the transverse NE coef-
ficient Q versus magnetic field strength H for the HgSe
samples studied at various temperatures. The main fea-
ture in variation of the Q(H) vaue is that the coeffi-
cient of the transverse NE effect changes sign from
negative to positive with increasing concentration of
charged centers (and, hence, the concentration of
charge carriers in the sample) at fixed temperature in
theinterval T ~ 2040 K and a magnetic field strength
H < 20 kOe (cf. curves 1B, 1C and 2A, 2B in Fig. 1). It
should be noted that a similar change of the sign of the
transverse NE effect from negative to positive was pre-
viously observed in HgSe : Fe crystals with increasing
content of iron [5] and explained by a change in the
energy dependence of the relaxation timein thevicinity
of the Fermi energy as a result of increasing degree of
correlation in the system of Fe** ions. However, this
mechanism evidently cannot be operative in HgSe : Ga
where the charged centers are distributed in a random
manner.

Another feature in the behavior of Q(H) is
observed in the region of strong magnetic fields
(uH/c > 1), where the Q(H) value changes sign from
positive to negative (curves 1C, 2B, 3A in Fig. 1). As
seen in Fig. 1, this change takes place at different tem-
peratures in various samples: the lower the electron
concentration, the higher the temperature at which the
coefficient Q(H) changes sign. These features in the
behavior of Q(H) cannot be explained within the
framework of the conventional theory of thermomag-
netic effects. According to this theory, first, the sign of
Q(H) at sufficiently low temperatures is always nega-
tive (whichisrelated to the dominating electron scatter-
ing on charged centers) and, second, the absolute value
of the coefficient |Q(H)| in the classical region of
strong magnetic fields must decrease (irrespective of
the sign) proportionally to (H) with increasing field
strength.

The data presented in Fig. 1 show that the transverse
NE effect in samplesA and B changes sign from negative
to positive with increasing temperature (cf. curves 1A,
3A and 1B, 3B). The temperature-induced change in
sign of the NE coefficient reflects a change from the
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EFFECT OF THE MUTUAL DRAGGING OF ELECTRONS AND PHONONS

€l ectron scattering predominantly on charged centersto
the scattering on acoustic phonons. This effect is also
manifested in the temperature variation of the electron
mobility p depicted on theinset in Fig. 1. As seen, the
mobility in al samples does not vary with the tempera-
turein theregion T < 40 K, which corresponds to dom-
inating role of the charge carrier scattering on impurity
centers. Note that the onset of transition from the scat-
tering on impurity centers to the scattering on acoustic
phonons (at T (040 K) israther smooth, especially inthe
samples doped to agreater level (see curvesB and C on
theinsetin Fig. 1).

Figure 2 shows the plots of the dimensionless field
€,(H) versus magnetic field strength H for the longitu-
dinal NE effect:

g (H) = k—eB(la(H)|—|a<0)|>.

The values of a(H) were averaged with respect to two
directions of the magnetic field H. An important feature
of the g, (H) curvesisthe absence of the effect of thermo
emf saturation in the classical region of strong mag-
netic fields for al samples in the entire temperature
range studied (from 20 to 60 K). Apparently, this
behavior is due to the presence of some negative contri-
bution to the longitudinal NE effect. This contribution
results either in monotonic decrease in thermo emf with
increasing magnetic field strength at sufficiently low
temperatures T ~20-30K (Fig. 2, curves 1A, 1B, 2A, 2B)
or in the appearance of maximum at higher tempera-
tures (curves 3A, 3B, 2C, 3C). In the latter case, a
decrease in the absolute value |a(H)| may be accompa-
nied by the change in sign of the longitudinal NE effect
from positiveto negative (Fig. 2, curves 3A, 3B, 2C). As
noted above, analogous maxima were observed for the
HgSe crystals doped with iron. Therefore, we may sug-
gest that factors responsible for the appearance of these
maxima are not related to the type of dopant distribu-
tion (random or spatially correlated).

For afixed magnetic field, the aforementioned neg-
ative contribution to the thermo emf depends both on
the temperature and on the electron concentration. As
seen from Fig. 2, the absolute a value decreases with
increasing concentration at a constant temperature
(curves 2B, 2C, 3A, 3B, 3C), whilethelongitudina NE
effect changes sign from negative to positive. As noted
above, the same behavior is characteristic of the trans-
verse NE effect. This experimental fact cannot be
explained within the framework of a simple diffusion
theory of thermomagnetic effects. Indeed, according to
these notions, a growth in the concentration of charged
centersleadsto anincreasein the probability of scatter-
ing on these centers, so that the thermomagnetic effects
must retain the negative sign.

On more feature to be noted is the unusual (non-
monotonic) variation of the dimensionless field £ (H)
with the temperature observed for sample A (Fig. 2).
Thisbehavior indicates that the negative contribution to
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Electrical properties of HgSe : Ga samples

Sample nx 10 cm3  |ux10“4cm% (V9
A 0.6 5.40
B 24 2.25
C 4.7 1.60

£.(H) for this sample, in contrast to that for samples B
and C, increases when the temperature grows from 20
to 40 K (curves 1A and 2A) and drops on the further
increase in the temperature (curve 3A).

Thus, the thermo emf measurements revealed a
number of peculiarities in the field dependence of the
longitudinal and transverse NE effects in mercury
selenide. The main features are the change in the sign
of both thermomagnetic effects from positive to nega-
tive observed with increasing magnetic field strength,
and from negative to positive—with increasing concen-
tration of charged centers. Theinset on Fig. 2 shows an
experimental plot of the thermo emf|a(0)| in a zero
magnetic field versus temperature for sample B, which
istypical of the HgSe samples studied. Asis seen, the
temperatureinterval from 20to 60 K correspondsto the
region of minimum in |a(0)|, which is related to the
phonon contribution to the thermo emf being compara-
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Fig. 2. Plots of the dimensionlessfield €, in the longitudinal
NE effect versus magnetic field strength for three HgSe
samples (A, B, and C, seethetable) at various temperatures:
(1A) 21K; (2A) 40K; (3A) 60 K; (1B) 29K; (2B) 48K; (3B)
60 K; (1C) 29K; (2C) 50K; (3C) 60 K. Theinset showsthe
plot of the absolute thermo emf o in zero magnetic field
versus temperature for samples B.
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ble with the diffusion contribution [7]. Therefore, we
may suggest that an analysis of the field dependence of
the thermomagnetic effects (Figs. 1 and 2) must take
into account the phenomenon of electron dragging by
phonons. Moreover, this phenomenon should be con-
sidered with an allowance for the phonon scattering
both on the other phonons and on the charge carriers. In
other words, the dragging has to be considered as the
mutual effect. As demonstrated below, only this
approach allows the experimentally observed field
dependences of the thermomagnetic coefficients to be
adequately described.

SYSTEM OF KINETIC EQUATIONS

In order to take into account the effect of mutual
electron—phonon dragging it is necessary to include a
term describing the scattering of acoustic phonons on
electrons into a kinetic equation determining the
phonon distribution function N,. The kinetic equation
for the phonon distribution function can be written in
the following form:

sk,
gy,

kTb@ , _ 1
(1wy) Tpp(q)  2Tep(K)kq

°° f
« [ pia - L2

q/2

(D)

In deriving equation (1), we assumed that deviations of
the distribution functions from the equilibrium valuesf,

and N are small:

- 0 1 — 0 1
f=1+1f, Ny=Ng+N,.
Then the nonequilibrium increments to the equilibrium
functions can be presented as

L DakaIZﬁk

~ Ooe, [Om X Nq

£)g No= f 6ﬁw
where the unknown functions ¢ and b character|2| ng
deviations of the system from equilibrium depend only
on the absolute values of the corresponding wavevec-
tors. In addition, we introduce the characteristic time of
electron relaxation on acoustic phonons Te,(K):

1 Eok,Tmk
Tep(K)

where E; is the deformation potential constant, sisthe
velocity of light, k, is the Boltzmann constant, misthe
effective mass of electron, and p isthe crystal density.

Of the two possible non-electron mechanisms of the
phonon relaxation-the scattering from sample bound-

3
npsh® )
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aries and the phonon—phonon scattering—equation (1)
takes into account only the latter factor (represented by
the corresponding relaxation time t,,,). Contribution due
to the scattering from sample boundaries can be
neglected, which is confirmed by the absence of the cor-
responding phonon peak in the |oy(T)| plot within the
temperature intervals studied (see theinset on Fig. 2).

Upon separating an explicit term to describe the
electron scattering on acoustic phonons in the collision
integral entering into the kinetic equation for the elec-
tron distribution function, we obtain the following
expression:

2k

S R (9 o] (k@) S T, (@

atl, 0 ar (Kyuk’

of| _ T

where 1, determines the time of electron relaxation on
the impurity centers. Taking into account the field and
diffusion terms, the kinetic equation for the conduction
electrons can be written in the following form:

_ (ax _T(km
B(k) = x(&) —(axx(&d) - pre ep(k)k J'q b(g)da,
B(K) = —r(k)[ee+ ZDT} (5)
a = wyTeWh, W = %'ic e = E—D&/e,

where g isthe electrochemical potential gradient, { isthe
chemical potential of electrons, and h is the unit vector
oriented along the magnetic field vector H = (0, O, H).

Equations (1) and (5) form the initial set of equa-
tions for determining the kinetic coefficients of the
mutual electron—phonon dragging. As can be seen, this
set of equations is readily solved if the collision inte-
gral, entering into the kinetic equation for the phonon
distribution function, is transformed so as to take into
account astepwise character of the electron distribution
function related to a strong degeneracy of the electron
gas. This simplification allows the set of equation to be
solved exactly. Upon calculating a correction to the
electron distribution function on the Fermi surface
% (€£), we may turn back to solution of the set of equa-
tions (1) and (5) for the arbitrary values of €,. Leaving
only acontribution on the Fermi surfacein the collision
integral intheright-hand part of equation (5), weobtain
an algebraic set of equationsrelativeto y(g,). Thispro-
cedure is fully equivalent to the scheme of solution
used in [1] and leads to analogous expressions for the
unknown functions b(qg) and .

It should be noted that particular calculationsfor the
temperatures T > 20 K would reguire the phonon—
phonon relaxation mechanism to be specified in an
explicit form. Using the algorithm of solution of the set
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of equation described above and assuming that the
phonon—phonon relaxation proceeds by the Simons

mechanism [7],

a1 _ kKT
Tpp - )\sql )\S - BD—ﬁ—S—D’ (6)
we obtain the following equation for y(g,):
B=yx-(axy)—-GK+F,

Ber) = ~1(ke) e + gn kOTD?Tg
o1k _1
(1-1*)Te,(K) R(kg)’

K = {B(ep) + v(kph(hB(ep) + v(kph(h x B(ep)},
4 (7)

F=3

nkor(k)%I,

Rk = 1+V(ke), V(ke) = T(ke)we(1—M*)7,

1 0= 2koTA?kqTep(K) _ 2T[(koT)4’
m(ﬁooq)2 Tpp(q) E(Z)(msz)2

(k)
=k

Note that the other mechanismsin the phonon relax-
ation, for example, the Herring mechanism [7], can be
taken into account in a similar manner.

As seen, the general structure of equations (7) isthe
same as that in the classical theory of thermomagnetic
phenomena. All changes are related only to renormal-
ization of the thermodynamic forces and the electron
mean free path.

Introducing, in addition to &*, an effective thermo-

dynamic force 0T, we may rewrite equation (7) in the
following form:

(e = —eT(k)E(hs*)h

L Wot(K)(h x &) —(h x (h xe*)) D

1+ (wpt(K))? 0
-r(k)EE—QE(hDT)h
T 0
(8)
, @ot®(h xOT) —(h x (h xOT)) O
1+ (wpt(K))? 0
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—1(K)koT(hOT*)h
0

, @ot(®)(h x OT*) — (h x (h x OT) O
1+ (0o1(K))? E

where

OTF = OT (A + Agij), €F = g(1+54)9; + Sy,

Ho-1 0

Soij = Smg—l 0 0
00 0 .Jke
S, = M Tekd 1
(1-1%) 1e5(K) 1+ v¥(kp)

[

9)

Ayk) = gl‘l(l+5¢(k)) Agij = g”swij-

Using an equation for the correction to the electron dis-
tribution function % (g,), we may write an expression for
the components of the charge flux density in the sample
J = ojg — BT, find the components of the electric
conductivity tensor oj;, and the components of the [3;
tensor. The latter quantities can be used to express the
kinetic coefficients under consideration.

In particular, expressing the coefficient Q; of the
transverse NE effect in terms of the kinetic coefficients
o;; and 3y,

0-xxl3xy - nyBxx
2 2 !
H (oxx + ny)

Qr =

we finally obtain

kokoT

Qr =3 eeH

, 10
(1+8)Dvo-vo&]3(1+9) + D 1o

(L+Va)[(1+S)+ (v(ke) S)7]

X

where v, = wyt(gp) and D = ecT'(ep)/T(gp).

By the same token, we may write an expression for

the coefficient of the differential thermo emf in a mag-

netic field. This coefficient can be represented asa sum
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Fig. 3. Calculated plots of the coefficient Qt of the transverse
NE effect versus magnetic field strength H at various temper-
atures T = 20 (1-4); 30 (34, 5); and 60 K (5') and electron
concentrations n = 0.7 x 108 em=3 (1); 1 x 108 cm3 (2);
2x 108 cm3 (3, 3); 3x 108 emi3 (4, 4); and 4 x 1018 cm™3
(5, 5). The inset shows the plots of Qt versus H for HgSe

withn = 1 x 1018 cm™3 calcul ated with neglect of the mutual
dragging effect for T=20K (1); 30K (2); and 50 K (3).
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the diffusion part:
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and o, isthe dragging thermo emf, which has a non-

zero value in the zero-order approximation with respect
to the parameter k,T/eg:
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O e3 "’ 1+,

_ 2n(k,T)*

EX(ms?)®

(12)

Equations (10) and (11) fully determine dependence
of the thermoel ectric forces and thermomagnetic coef-
ficients on the temperature and the field strength in the
region of classical magnetic fields.
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RESULTS OF NUMERICAL CALCULATION

Using equations (10) and (11) we may analyze the
pattern of variation of the coefficient Q; in the trans-
verse NE effect and of the dimensionless longitudinal
field g,(H) in the longitudinal NE effect as functions of
the magnetic field strength for HgSe crystals with vari-
ous concentrations of charge carriers in the conduction
band.

First, we will consider the field dependence of the
coefficient Qy in thetransverse NE effect. For the numer-
ical anaysis, we have taken the following values of the
parameters. effective mass m = 0.065m, (m, is the free

electron mass); crystal density p = 8 g/cm?; deformation
potential constant E, = 10 eV (this value was obtained
from analysis of the temperature dependence of the elec-
tron mobility using the condition T4 = T at T = 40 K).

The results of the numerical analysis of the Q coeffi-
cient characterizing the transverse NE effect are pre-
sented in Fig. 3. The inset on this figure shows the
curves calculated by formula (10) for the case of zero
dragging effect (S- = 0), assuming that the main contri-
bution to scattering at low temperatures (T < 40 K) is
due to the system of impurity centers (D = 3/2), while
at elevated temperatures (T > 40 K), the dominating
process is the electron scattering on acoustic phonons
(D = -1/2). As expected, the sign of the NE effect at
T < 40K isnegative (see curves 1 and 2 in theinset on
Fig. 3) ad the coefficient Q; decreases in proportion to
~H=? with increasing field strength. Curve 3 in theinset
correspondsto T =50 K. Here, the effect is positive and
Qr decreases with increasing field strength by the same
law asin the case of scattering on the charged centers.
Note that a similar field dependence of the coefficient
of the transverse NE effect is observed for the usual
dragging effect when 1, > 1¢,[7].

Let us consider the results of numerical calculations
taking into account the mutual electron—phonon drag-
ging effect under the same assumptions concerning the
main mechanisms of scattering of the charge carriersin
the conduction band (Fig. 3). Curves 1-5, 3, and 4'
refer to the case of predominant scattering on the sys-
tem of impurity centers, and curve 5' correspondsto the
dominating scattering from acoustic phonons. The
results of the calculation show that a change in the sign
of the Q; coefficient in samples possessing a higher con-
centration of the conduction electrons must be observed
in greater magnetic fields (Fig. 3, curves 3', 4, 5). A seen
from Fig. 3 (curves 14) for a weak magnetic field
(H < 10 kOeg), the Q; value changesits sign from nega-
tive to positive with increasing concentration of the
charged centers—in agreement with the experimental
data (Fig. 1, curves 1A and 1C). At devated tempera-
tures, where the electron scattering on acoustic
phonons dominates and the drugging effect is compar-
atively small, the coefficient Q;(H) of the transverse
NE effect is aways positive (Fig. 3, curve 5).
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Let us turn to analysis of the dimensionless coeffi-
cient €, in the longitudinal NE effect calculated as a
function of the magnetic field strength (Fig. 4). The
inset on Fig. 4 shows the results of numerical calcula-
tions of the dimensionlessfield g, for various magnetic
field strengths with neglect of the mutual electron-
phonon dragging effect. Here, curves 1 and 2 refer to
the lower temperatures (T = 20 and 30 K), and curve 3
corresponds to an elevated temperature (T = 50 K)
where the main contribution to the electron relaxation
is due to their scattering on acoustic phonons. As seen,
the calculation yielded the “classical” €, (H, T) func-
tions exhibiting saturation of the thermo emf with
increasing magnetic field strength.

The results of the calculation with an allowance for
the mutual dragging effect are presented in Fig. 4 by
curves 1-5 and 3'-5'. As seen, the mutua electron—
phonon dragging leads (similarly to the case of the
transverse NE effect) to aqualitative change in the tem-
perature and field dependence of the dimensionless
coefficient of the longitudinal NE effect. This is most
clearly manifested by the appearance of maximain the
calculated curves g,,(H) and by a change in the sign of
the longitudinal NE effect from positive to negative
with increasing magnetic field strength (Fig. 4, curves
2-4 and 3).

Dependence of the calculated €, (H, T) coefficient
on the concentration of conduction electrons also
agrees with experiment (Fig. 4, curves 1-4): as the
charge carrier concentration in the conduction band
increases, the longitudinal NE effect changes sign from
negative to positive.

Thus, the results of our numerical analysis showed
that the change of sign of the thermomagnetic coeffi-
cients with increasing magnetic field strength and con-
centration of charged centers (i.e., the concentration of
charge carriers in the conduction band) observed in
mercury selenide, which cannot be explained within the
framework of the“classical” theory of thermomagnetic
effects, is caused by the mutual el ectron—phonon drag-

ging.

CONCLUSIONS

We have interpreted data for the HgSe crystals
doped with various concentrations of gallium, where
unusual variation of the transverse and longitudinal NE
effects at sufficiently low temperatures in the region of
classical magnetic field strength was observed, includ-
ing a change in the sign of both NE effects and non-
monotonic field dependence of the longitudinal NE
effect.

It was demonstrated that all the experimentally
observed features in the dependence of the thermomag-
netic coefficients on the magnetic field strength and the
donor impurity concentration can be related to the
mutual dragging of electrons and phonons, the role of
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Fig. 4. Calculated plots of the dimensionlessfield €,(T, H) in
thelongitudinal NE effect versus magnetic field strength H at
varioustemperatures T = 20 (1-4); 30 (4',5); 40 (3); and 60 K
(5) and electron concentrations n = 0.5 x 10 cm™ (1);
1x 108 em=(2); 2% 108 em™ (3, 3); 3x 108 cm = (4, 4);
and 4 x 10'8 cm™3 (5, 5'). Theinset showstheplots of €, ver-
sus H for HgSe with n = 1 x 108 cm™ calculated with
neglect of the mutual dragging effect for T=20K (1); 30K
(2); and 50K (3).

this effect increases in semiconductors with high con-
centration of charge carriersin the conduction band.

It should be noted that the mutual electron—phonon
dragging effect, which is so clearly manifested in the
field and concentration dependence of the coefficients
of the NE effectsin HgSe : Ga crystals may play even
greater role in the thermomagnetic properties of
HgSe : Fe solid solutions. There are grounds to expect
that a decrease in the level of charge carrier scattering
in the conduction band on the system of spatially
ordered charged impurity centers, which was observed
inthe latter compounds at sufficiently low temperatures
[7], would lead to an increasing role of the phonon sys-
tem in relaxation processes and, hence, to more pro-
nounced manifestations of the mutual electron—phonon
dragging effect.
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Abstract—Theresistivity p and the Hall constant Rfor the HgTe; _,S; (0.04 < x < 0.6) crystalshave been inves-
tigated in the temperature range 4.2-350 K in the magnetic fields B up to 14 T. The pressure dependences of
theresistivity p have been measured at the pressures P as high as 1 GPa at temperature T = 77-300 K and mag-
netic field B=0-2 T. It isfound that the sampleswith x < 0.20 exhibit a decreasing dependence p(T) typical of
zero-gap semiconductors, whereas the samples with x = 0.27 show the dependence p(T) characteristic of semi-
metals. For the semiconducting crystals with x = 0.20 and x = 0.14, the temperature coefficient of p(T) changes
signat T=265and T > 300 K, respectively. Under a pressure of = 1 GPa, the temperature of the sign inversion
decreases by = 30 K. Anincrease in the magnetic field B and arisein the temperature T lead to a change in the
sign of the Hall constant R for the semiconducting samples, but do not affect the electronic sign of R for the
semimetallic samples. The behavior of Rand p correlates with the thermoemf data obtained at the quasi-hydro-
static pressure P up to 3 GPa. It is demonstrated that the substitution of sulfur atomsfor tellurium atoms brings
about an increase in the concentration of electrons and a decrease in their mobility. The transition to the wide-
gap semiconductor phaseis observed at P > 1-1.5 GPa. The conclusion is drawn that the semimetallic crystals

HgTe; _,S, with x> 0.27 and HgSe are similar in properties. © 2000 MAIK “ Nauka/Interperiodica” .

At atmospheric pressure, mercury telluride, mer-
cury selenide, and cubic mercury sulfide belong to the
class of zero-gap semiconductors, in which the conduc-
tion band is immediately adjacent to the valence band
[1-6]. The available experimental data allow the infer-
encethat there existsasmall overlap in energy of bands
Ag, that provides ahigh concentration of charge carriers
at low temperatures [1-6]. Different theoretical models
that describe this overlap with allowance made for the
influence of fluctuations, an acceptor band overlapping
with the conduction band, or the bending of the valence
band have been considered in [1-6]. A decrease in the
atomic number of the anion in a series from tellurium
to sulfur leads to an increase in the magnitude of the
energy gap &, = €(I'g) — €(I'g) between the ['g and I'g
electron energy bands in the electronic spectrum of
mercury chalcogenides and an increase in the band
overlap Ag, and the electron concentration brought
about by this overlap [1, 4-6]. In this respect, the tem-
perature dependences of the resistivity p for these crys-
tals substantially differ from each other: the resistivity
of HgTe decreases with an increase in the temperature,
which is characteristic of semiconductors with zero
band gap, whereas the temperature dependences of the
resistivity for HgSe and 3-HgS are typical of semimet-
as[1, 4-9].

The substitution of sulfur atoms for tellurium and
selenium atoms in the anionic sublattice of HgTe and
HgSe should change the electronic structure of the ini-
tial phases and, correspondingly, the electron concen-

tration and character of the dependence p(T) [5, 6].
Indeed, our earlier investigations of crystals in the
HgSe, _,S, system [7, 8] demonstrated that an increase
in the sulfur content x brings about an increase in the
concentration of electrons and a decrease in their
mobility, and the electrical propertiesof crystalsexhibit
qualitative agreement over wide ranges of temperatures
from 4.2 to 300 K and magnetic fields from O to 14 T.
Moreover, we studied the thermoemf Sand the resistiv-
ity p of the HgTe, _,S, crystals with low sulfur content
X < 0.3 under the quasi-hydrostatic pressure P up to
30 GPa[9, 10] and found the transformations, first, to the
wide-gap semiconductor phase and, then, to the metallic
phase. According to the available data [5, 6, 11-14], the
electrical properties of the HgTe, _,S, crystals with a
high sulfur content were not investigated thoroughly.
The purpose of the present work was to investigate the
influence of the anionic substitution and hydrostatic
pressure on the electrical and galvanomagnetic proper-
ties of the HgTe, _,S, crystals over a wide range of
compositions (0 < x < 1) at temperatures of 4.2—350 K
inmagnetic fieldsupto 14 T.

1. EXPERIMENTAL

The HgTe,_,S, crystals were synthesized by the
melting of high-purity components (99.9999%). The
sample composition was determined by X-ray
microanalysis on a Superprobe-JCXA-733 spectrome-
ter. We studied the crystals with the sulfur content

1063-7834/00/4202-0215%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Dependences of the resistivity on (a, b) the temperature and (c) the hydrostatic pressure for the HgTe; _,S, samples.
(a) Atmospheric pressure, sulfur content x = (1) 0.042, (2) 0.094, (3) 0.139, (4) 0.203, (5) 0.297, (6) 0.396, (7) 0.482, and (8) 0.60;
(b) x =0.203, hydrostatic pressure P, GPa: (1) 0.887, (2) 0.505, and (3) 0.256. The inset shows fragments of the dependences for the
sample with x = 0.139 at hydrostatic pressure P, GPa: (1) 0.31, (2) 0.57, (3) 0.84, and (4) 0.89. (¢) T =293 K, sulfur content x = (1)

0.094, (2) 0.139, (3) 0.203, (4) 0.271, (5) 0.396, and (6) 0.6.

x=0.042, 0.094, 0.139, 0.203, 0.271, 0.296, 0.397,
0.482, and 0.60. The samplesintended for galvanomag-
netic measurements were prepared in the form of paral-
lelepipeds= 0.5 x 0.5 x 5 mm in size. Current and volt-
age contacts were soldered by indium to end and side
faces of a parallelepiped, respectively.

The Hall constants R and the transverse magnetore-
sistance (MR) were measured in dc magnetic fields up
to 14 T induced with an “ Oxford Instruments” solenoid
[15]. The experiments under hydrostatic pressure P =
0-1.2 GPawere carried out in “ piston—cylinder” cham-
bers fabricated from nonmagnetic titanium alloys. The
pressures P in akerasine—oil mixture (1 : 1) were mea-
sured using a manganin manometer with an accuracy of

PHYSICS OF THE SOLID STATE Vol. 42

0.01 GPa. As awhale, the procedure of measurements
wasidentical to that used in theinvestigation of crystals
in the HgSeS system [8]. The thermoelectric measure-
ments of crystalsin the pressure range 0-3.5 GPawere
performed with the use of “Toroid”-type steel cham-
bers [16] with a solid pressure-transferring medium
(pyrophyllite). In this case, the pressure was deter-
mined with an error of = 10% from the calibrated
dependence, which was constructed according to the
phase transitionsin the reference compounds Bi, CdSe,
etc. [8, 9]. The relative error of thermoemf measure-
ments was equal to = 20% [9, 10]. No variationsin the
geometric sizes of the samples with pressure [17] were
taken into account.
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Parameters for the HgTe; _,S, samples at atmospheric pressure

X 0.042 0.094 0.139 0.203 0.271 0.296 0.397 0.482 0.60
N, 108 cm=3 | 3.9 -2.7 -1.0 +0.15 +0.49 +1.0 +11 +2.3 +4.6
(B=12T)
S mv K1 -0.16 -0.17 -0.15 -0.11 -0.09 -0.08 -0.07 -0.07 -0.08
By, T - - - - -93 38 29 - -
B, T - - - - -172 189 211 - -
Hg, m?V1gt - - - 5.0¢ 6.0 2.8 2.6 12 0.8
Uy, m?V1st 0.08 0.085 0.09 0.15 - - - - -
(T=4.2K)

* The valueis obtained by the extrapolation of the MR dataat T = 77 K.

2. RESULTS

The temperature coefficient of p(T) changes sign
when the sulfur content in the studied crystals reaches
x=0.2-0.27 (Fig. 1). For the samples with x = 0.04-0.1,
the resistivity p(T) increases with a decrease in the tem-
perature down to = 40 K, which is characteristic of zero-
gap semiconductors, and with a further decrease in the
temperature, remains virtually constant [1-5]. The crys-
tals with x = 0.3-0.6 is characterized by atypical semi-
metallic behavior of the dependence p(T) = py + p; T2,
where p, and p; are constants. A similar variation in the
resistivity p(T) isobserved in crystals of the HgTe, _, S,
system, for which the temperature coefficient changes
sign at larger values of x = 0.6 [18]. The sample with x
= 0.20 shows the first type of the p(T) dependence at
T< 265K and aweak increase in p(T) at T > 265 K
(Fig. 1). Under hydrostatic pressure, the transition from
the semiconducting behavior of the p(T) curve to the
semimetallic dependence is observed at lower temper-
atures, so that the semimetallic character of the p(T)
dependence for the sample with x = 0.14 manifests
itself at P > 0.5 GPa (Fig. 1b). Similar dependences
p(T) for the semimetallic crystals with x = 0.27 remain
qualitatively unchanged at the pressure P up to = 1 GPa.
The pressure dependences of p at room temperature are
approximately identical for the semiconducting and
semimetallic samples: p only dightly increaseswith an
increase in the pressure P up to = 1-1.2 GPa (Fig. 1c).

The Hall effect in the semiconducting samples
with x = 0.04-0.14 reverses sign with both a decrease
in the temperature at magnetic field B = 12 T and an
increase in the magnetic field at T = 4.2 K (Fig. 2).
This behavior observed earlier for HgTe [1, 4, 5, 17]
suggests that the conductivity is provided by electrons
of the conduction band and also by holes of the I'g
valence band. The experimental dependences were
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described within the standard model of a two-band
impurity semiconductor [19]

. o f =N
n=- +[D2D + (4AcA) expDk } :

@
p=-2+ [%’Z‘E s (anca et

where n and p are the electron and hole concentrations,
respectively; n, isthe difference between the donor and
acceptor concentrations; E is the thermal band gap in
the electronic spectrum; and A- and A, are the densities
of statesin the conduction and valence bands, respec-
tively. For the HgTe crystal (Ey = 0), formulas (1) are
applicable in the range of intrinsic conductivity at T >
60 K [1, 5]. With alowance made for the contribution
of several bands, the kinetic coefficients take the form
[20]

R = (R3O |
o0 + ((R2B)°
e @
o0 + ([RXB)
o] R; o

o= _ = RS S
i21+(RioiB)2 Z1+(RcyB)

where 0; and R, are the conductivities and the Hall con-
stants of individual bands, respectively. The R(B) and
R(T) dependences were fitted to the theoretical curves
by varying the parameters n, and A = 4A-A,. For al the
samples, it was assumed that E; = 0 [1-6, 17]. In the
case when the experimental curves could not be
described within the two-band model, the contribution
from charge carriers of three bands was taken into con-
Sideration. The parameters of charge carriers, which
were evaluated for the studied samples according to the
above procedure, are listed in the table. The ny and A
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Fig. 2. Dependences of the Hall constant on (&) the temper-
aturein the magnetic field B = 12 T and on (b) the magnetic
fieldat T=4.2K for theHgTe; _,S, sampleswith the sulfur
content x = (1) 0.042, (2) 0.094, (3) 0.139, (4) 0.203, (5)
0.271, (5) 0.297, (6) 0.396, (7) 0.482, and (8) 0.60.

parameters obtained by the fitting of the p(T) curves
(Fig. 1) with the use of formulas (1) and (2) differ by
=20% from the parameters determined from the Hall
effect.

The experimental dependences of the Hall constant
R for the semimetallic samples (x = 0.27) can be
described with the inclusion of only one band. In these
crystals, the n concentration increases with an increase
in the sulfur content, which agrees with a higher elec-
tron concentration in the HYS cubic phase as compared
to the electron concentration in HgTe [5, 6]. For the
semiconducting samples, a decrease in R(T) at high
temperaturesreflects an increase in the concentration of
intrinsic charge carriers n;,, ~ T¥2 [1-6] when this con-
centration is higher than the concentration of impurity
electrons. At low temperatures, when n;,, is smaller
than the latter concentration, the value of R(T) remains
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unchanged [1-5]. It is evident that, in the sample with
x = 0.20, for which the saturation of R(T) is not
observed, the concentration of impurity electrons is
small. The inversion of the R sign for the samples with
X = 0.04-0.14 indicates that holes become the majority
carriersin amagnetic fieldof 12T (at T=4.2K).Ina
weak field, the electron contribution remains predomi-
nant.

Thefact that the conductivity in the semiconducting
(x £ 0.20) and semimetallic (x = 0.27) samples at low
temperaturesis provided by charge carriers of different
bands becomes evident from the dependences of the
magnetoresistance on the magnetic field (Fig. 3). A
strong magnetoresistance effect was observed in the
semimetallic samples with a high electron mobility. In
weak magnetic fields, the magnetoresi stance effect was
quadratic in B and, then, became alinear function of B.
The Shubnikov—de Haas quantum oscillations were
observed in these crystals at a temperature of 4.2 K
(Fig. 3b). For the semiconducting samples, the depen-
dence of the magnetoresistance was weakly parabolic
(Fig. 3). The experimental magnetoresistance curves
were fitted using the following relationship [5, 8, 20]:

P(B) = pa(B)(1+py(B)), ©)

where p,(B) is monotonic dependence (2), and p,(B) is
the oscillating term

P2(B) = gexp(-B,/B)sin(By/B + ¢), (4)

which takes into consideration the dependence of the
oscillation amplitude on the magnetic field and the
oscillation periodicity [5, 20, 21]. Here, g, B;, By, and ¢
are the fitting parameters. The B, parameter accounts
for the thermal and defect-induced smearing of oscilla-

tions. The oscillation period B is determined by the

section of the Fermi surface in the plane perpendicular
to the magnetic field S: = 2reB,/h. The found value was
used to estimate the electron concentrations, which, for
the studied samples, are in good agreement with those
obtained from the Hall effect (seetable).

The magnetoresistance was measured under hydro-
static pressure in the temperature range 77-300 K. The
magnetoresistance of the samples with x = 203 and
0.139 increases with an increase in the pressure P
(Figs. 3c, 3d). According to the data obtained from the
Hall effect (Fig. 2), the conductivity of the former sam-
pleis predominantly contributed by electrons, whereas
the conductivity of the latter samples at low tempera-
tures also involves the hole contribution. The electron
mobilities 4, which were estimated from the magne-
toresistance of these samples at high temperatures, are
in reasonabl e agreement with the Hall electron mobili-
tiespy = R/p (Figs. 4a, 4b) with allowance made for the
probable mechanisms of scattering from optic and
acoustic lattice vibrations [20, 21]. The p mobilities
determined from the magnetoresistance of the crystal
with x = 0.14 at nitrogen temperatures (Fig. 4b) areless
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Fig. 3. Dependences of the transverse magnetoresistance on the magnetic field B for the HgTe; _,S, samplesat T = (a, b) 4.2 and
(c,d) 293 K. (&) Sulfur content x = (1) 0.203, (2) 0.271, and (3) 0.482. (b) x = (1) 0.042, (2) 0.094, (3) 0.297, (4) 0.396, and (5) 0.60.
(c) x = 0.203, hydrostatic pressure P, GPa: (1) 0.165, (2) 0.293, (3) 0.515, (4) 0.887, and (5) 0.924. (c, inset) T = 77 K, x = 0.203,
hydrostatic pressure P, GPa: (1) 0.256, (2) 0.505, and (3) 0.887. (d) x = 0.139, hydrostatic pressure P, GPa: (1) 0.086, (2) 0.311,

(3) 0.572; (4) 0.84, and (5) 0.885. (d, insert.) T = 77 K.

than the electron mobility and characterize the total
contribution of electrons and holes to the effect (at the

same concentrations, 1 = (Uy/Ho)Y? [21]).

For the HgTeS semimetallic samples, as for HgSeS
[8], the Hall mobility p, = R/ p over the entire range of
temperatures is well described by the dependence p, =

(45" +aT?), whereaisthe constant (Fig. 4). By using

the ratio between the mobilities determined from the
magnetoresistances at nitrogen and room temperatures
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(Fig. 3d), it is possible to extrapol ate the high-tempera-
ture portion of the p, (T) dependence for the sample
with x = 0.203 to the low-temperature range. The tem-
perature dependence of p for this crystalline com-
pound and the other semiconducting crystals, asfor the
semimetallic crystals, isdescribed by the formulagiven
above (Fig. 4). TheR/ p values deviate from this depen-
dence at low temperatures when the holes substantially
contribute to the Hall effect. The partial contributions
of electrons and holes to the Hall and magnetoresis-
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Fig. 4. Dependences of the el ectron mobility on (a) thetem-
perature and (b) the hydrostatic pressure for the HgTe; _, S
samples. (a) Atmospheric pressure, points are the experi-
mental Hall mobilities, solid lines demonstrate the approxi-
mation (see text), numbering of curves corresponds to that
in Fig. 1a, and the dashed line represents the fitting from the
| mobilities evaluated from the magnetoresistance for the
sample with x = 0.203 (closed triangles). (b) T = 293 (open
symbols) and 77 K (closed symbols), x = 0.203 (triangles)
and 0.149 (circles).

tance effects significantly differ: the magnetoresistance
is governed by the most mobile carriers (in our case,
electrons), whereas the R constant is determined by the
carriers with a high concentration and conductivity [20,
21].At4.2K,inthefield B=12T, the u, mobilitiesfor
the sampleswith x = 0.042 and 0.094 are= 50 times|ess
than the W, mobility of electrons in the semimetallic
crystals (seetable) and characterize the mobility of holes
(R>0) and heavy éectrons (at B = 0). In the study of the
Hall effect for the HgTe crystal in a magnetic field of
=1 T, Lombos et al. [18] approximated the ratio
between the hole and el ectron mobilities b = /U, by
the formula b(T) = 20 + 0.06 T. The y, mobilities are
=1.5 times as high as the mobilities estimated from the
magnetoresistance, which corresponds to the calcu-
lated ratio upon scattering by impurity ions [21].
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The anionic substitution also strongly affects the
pressure dependence of the thermoemf Sfor the HgTeS
crystals (Fig. 5). In the presence of electron and hole
contributions, the thermoemf Sis defined as [20, 21]

S = (0,/0S5,+0,/0S,), 5)

where g, and g, are the electron and hole conductivi-
ties, respectively; o = 0, + 0, isthetotal electrical con-
ductivity; §, = k/e(g, + {/KT) and §, = k/e(g, + (,/KT) are
the electron and hole components of the thermoemf S,
¢ and (, arethe corresponding chemical potentials; and
dn and g, are the coefficients determined by the param-
eters of electron and hole scattering [20, 21]. The ther-
moemf S(T) for the sampleswith x < 0.042 decreasesin
magnitude with an increase in P. At a certain pressure,
the thermoemf S of semiconducting crystals changes
sign, which suggests an increase in the hole contribu-
tion to the conductivity. Kwan et al., [22] observed a
decrease in |S| for the HgTe crystals at the hydrostatic
pressure P up to 1.2 GPain the case when the el ectronic
sign of Sremained unchanged, which can be associated
with the high electron concentration. In the study of the
Hall effect in the HgCdTe crystals, Piotrzkowski et al.
[23] aso observed anincreasein the hole contribution to
the conductivity under pressure and revedled an
enhancement of this contribution in samples with €, > 0.
For the semimetallic crystals, the absolute value of S
somewhat increases with an increase in the pressure P.
The observed decreasein |S| with an increasein the sul-
fur content correlates with both the increase in electron
concentration, which was found from the data on the
Hall effect (Fig. 2), and the decreasein |S| [20, 21].

A drastic increase in the resistivity p at P = 0.8—
1.5 GPa corresponds to the onset of structural transfor-
mation to the cinnabar phase [9, 10, 24-30] (an
increase in |S| manifests itself at a higher pressure due
to the shunting effects of initial phase inclusions [31]).
The resistivity of the new phase increases with an
increasein x, because the band gap increases|[1, 5, 6, 9,
10], and the thermoemf S of the “semiconducting”
(x<0.20) and “semimetallic’ (x = 0.27) samples is
opposite in sign. The hole-type conductivity of the
high-pressure phases in HgTe and aloys on its base is
corroborated by the data on the Hall effect [26-28].

Anincreasein the sulfur content x leadsto adecrease
in the pressure of the onset of structural transformation.
The theoretical calculations [32] and the experimental
data for HgTe-based compounds [25-30] demonstrate
that, compared to the cationic substitution, the substitu-
tion of atoms in the anionic sublattice of the A,Bg crys-
tals produces aweaker effect on the pressure of the phase
transition. Note al so that the cationic and anionic substi-
tution in HgTe-based crystals more weakly affects the
pressure of the phase transformation to the cinnabar
structure (according to the data of the present work and
[9, 10, 28, 33]) as compared to a similar subgtitution in
HgSe-based crystals, in which this pressure increases or
decreases more than two times [7, 10, 25]. In solids, the
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pressure of the onset of phase transformations due to
shear stresses is less than that under hydrostatic condi-
tions [24-30], at which theinitial phaseis stableupto a
pressure of = 1 GPa(Figs. 1, 5).

3. DISCUSSION

The composition dependence of the electrical prop-
erties for the HgTe, _,S, crystalsis in good agreement
with the experimental data for HgTe and B-HgS [3-6,
11-14]. From the optical spectra of the HgTe,_,S,
crystals, it follows that an increase in x results in a
monotonic shift of electron energy bands [13], which
should be attended by changesin the electrical proper-
ties of materials. Furthermore, the crystal and elec-
tronic structures are affected by the disordered distribu-
tion of substituting atoms [34, 35]. According to the
calculations [34], in HJCdTe and HgZnTe, the differ-
ence in electronic configurations of the origina and
substituting cations and also the mismatch of their sizes
lead to splitting the peak of the density of statesin the
valence band and at the bottom of conduction band.
The vacancy concentration in mercury chalcogenide
crystals can change upon anionic and cationic substitu-
tion [35], which also should influence the concentration
of impurity electrons[1, 3-6].

The experimental dependences indicate three types
of charge carriers whose partial contributions to the
conductivity are determined by the level of the chemi-
cal potentia ¢. For the ssmpleswith x< 0.14, at 4.2 K,
C lies in the valence band, and holes and heavy elec-
trons (in the impurity energy band or in the region of
valence band with the positive curvature [1-6]) are
involved in the conductivity. At room temperature, C is
boosted to the conduction band, which provides the con-
tribution of mobile eectrons (Figs. 1-3). At x = 0.27,
( resides in the conduction band, and, asin HgSeS [§],
electrons are charge carriers. The parameters of charge
carriers were evaluated by the fitting of experimental
dependences with different degrees of accuracy. This
procedure led to close values of the electron mobility
M(T) in the semiconducting and semimetallic crystals
(Fig. 4). The p mobilities of holes and the ny parameter
were estimated with alower accuracy. The n, parameter
is negative (acceptors predominate) at low values of X,
and it is positive at x = 0.2. The dependence of the n,
parameter on x correlates with the behavior of R(B),
R(T), and T) and suggests a decrease in the hole con-
tribution to the conductivity with an increase in the sul-
fur content. The A parameter proportional to the effec-
tive masses of electrons and holes was only qualita
tively estimated by the fitting procedure. As the sulfur
content x increases, the A parameter decreases (this cor-
responds to a decrease in the effective mass) and
reaches a minimum at the sulfur content x = 0.27, at
which the electron mobility pismaximum. (In[12], the
maximum value of y was observed for the sample with
x = 0.4.) The parameters of heavy electrons can be esti-
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Fig. 5. Dependences of (@) the resistivity and (b) the ther-
moemf on the hydrostatic pressure for the HgTe; _, S, sam-
plesat T =293 K. Sulfur content x: (a) (1) 0.203, (2) 0.297,
(3) 0.396, (4) 0.482, and (5) 0.60 and (b) (1) O, (2) 0.042, (3)
0.094, (4) 0.139, (5) 0.203, (6) 0.297, (7) 0.396, (8) 0.482,
and (9) 0.60. Curves 1-5 are taken from [9], and the points
are the data of the present work.
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mated from the data obtained in the present work with
alarge error.

By and large, the experimental composition and
pressure dependences obtained for the HgTe, _, S, crys-
tals are consistent with the model of electronic struc-
ture that is currently accepted for mercury chalco-
genides [1-6]. Actually, an increase in the concentra-
tion of electrons (Fig. 2) and a decrease in their
mobility (Fig. 4), with an increase in the sulfur content
X, can be explained by an increase in Ag; and [&y| and,
hence, by an increase in the effective mass of electrons
[1, 4, 5]. (A decrease in the mobility 1 can aso be partly
caused by the scattering from nonuniformly distributed
substituting atoms.) The shift of the n, parameter toward
the positive values with an increase in x corresponds to
an expected increase in the band overlap Ag, in going
from HgTe to B-HgS [1-6]. An increase in the electron
mobility pu under pressure (Figs. 3, 4) is in agreement
with the decrease in €, and in the effective mass of elec-
trons, which follows from the mode [1, 4] and is
confirmed experimentaly (d|&,l/0P = -0.12 eV/GPa
[1, 4-6]). In the open-gap semiconductors Hg, _,Cd,Te
(x=0.27) and Hg, _,Zn,Te (x = 0.15) with the reverse
location of the I'g and g electron energy bands, the
electron mobility u, on the contrary, decreases[28, 33],
because € increases with an increase in the pressure P
(0g4/0P = 0.12 eV/GPa) [1, 4-6]. Since the concentra-
tion of intrinsic electrons in the HgTe, _,S, crystals at
X< 0.20 decreases with an increase in the pressure
P (owing to adecreasein the effective mass), the partial
contribution of “impurity” electronsto the conductivity
increases, which can provides an explanation for an
increase in the positive dope of the p(T) curves
(Fig. 1c). Notethat, up to now, there has been no unam-
biguous interpretation for the origin of the band respon-
sible for impurity electrons [1, 4-6]. This s likely the
reason why for the HgTe,_,S, crystals, the correct
description of asimilar change of the p(T) dependence
from semiconducting to semimetallic behavior with an
increase in x has failed in the framework of the above
model [18].

At room temperature, the inversion of the 'g and I
electron energy bands (determined from the inflection
point in the pressure dependences of R) is observed at
P=0intheHg, _,Cd,Te crystalswith x = 0.1 [1-6] and
at P = 0.9 GPain HgTe [28]. This agrees with the value
and the baric coefficient of &, [1-6]. It is of interest that
the thermoemf of the HgTe crystal in the vicinity of this
pressure changes sign (see [30] and Fig. 5). For the
HgCd,Te, _, and HgMg,Te, _, crystas, with an increase
inx — 0.1, theinflection point in the R(P) dependence
and the changein sign of P) are observed at lower pres-
sures P — 0 in accord with a decrease in [gg| — O
[28, 30]. By contragt, for crystasin the HgTe, _,S, sys
tem, |&| increases with an increase in x [5, 6], and S
changes sign at higher pressures P (Fig. 5). In the
HgTe, _,S, semimetalic crystals with x > 0.27, varia
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tionsin the pressure P, temperature T, and magnetic field
B do not change the sign of the thermoemf S and these
crystalsin their properties (Figs. 1-5) are analogs of the
HgSe and HgSeS crystals [7, 8].
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Abstract—Expressions for the screening length and the ambipolar diffusion length are derived, for the first
time, for the case where hopping conduction and band conduction coexist in semiconductors with hydrogen-
like impurities. A method is proposed for calculating the diffusion coefficient of electrons (holes) hopping
between impurity atoms from data on the Hall effect, in the case where the hopping and band conductivities are
equal. Aninterpretation is given of available experimental dataon hopping photoconduction between acceptors
(Ga) and donors (As) inp-Ge at T = 4.2 K doped by atransmutation method. It is shown that the relative mag-
nitude of the mobilities of el ectrons hopping between donors and hol es hopping between acceptors can be found
from the hopping photoconductivity measured asafunction of theintensity of band-to-band optical carrier exci-

tation. © 2000 MAIK “ Nauka/Interperiodica” .

1. Conventional methods for describing photoel ec-
trical phenomena in crystals [1-3] take no account of
the hopping mechanism of electron transport. At the
sametime, it is éectron (hole) hopping between impu-
rity atoms that determines the charge transfer at low
temperatures, where the electron concentration in the
conduction band (c-band) and the hole concentration in
the valence band (v-band) are negligibly small.

Sinceitsdiscovery [4, 5], the hopping photoconduc-
tion has been studied extensively [6, 7], for the most
part in weakly compensated crystalline semiconduc-
tors, in which, when carriers are generated by light cor-
responding to the impurity absorption region, the
A*-band (D—-band) conductivity is dominant—holes
(electrons) hop between neutral acceptors (donors) [7,
8]. The photoelectric phenomena in such semiconduc-
tors were treated under the assumption that hydrogen-
like impurities of one kind may be in three charge
states, —1, O, and +1. For instance, the energy levels of
boron atoms were assumed [7, 8] to form two energy
bands,® A% and A*, in the forbidden band of Si. Interms
of the model proposed in [9], the fact that the hopping
photoconductivity in Si : B decreases when the inten-
sity of exciting light increases was explained by the
completeionization of A° centers (neutral boron atoms)
and the formation of A* centers (positively charged B
atoms) [8].

At the sametime, only a qualitative explanation was
given of experimental data [5] on hopping photocon-
ductivity in partialy compensated p-Ge, in which,
when illuminated by low-intensity light corresponding

in heavily doped, weakly compensated semiconductors, in addi-
tion to A* (D7) impurity levels, there are also long-lived excited
states of hydrogen-like acceptors (donors) [6].

to fundamental absorption in Ge, the A* (D~) impurity
centers are not involved in the process.

The objective of this paper is to describe the screen-
ing of an externa eectrostatic field and the electron
(hole) diffusion including their hopping between
immobile hydrogen-like impurity atoms in photoex-
cited covalent crystals.

First, we consider the linear response of an n-type
semiconductor to an electric field in the case where
combined, band and hopping, electron transport takes
place. Then we calculate the changes in screening
length and diffusion length caused by light illumination
that corresponds to the impurity absorption and excites
electrons from adonor level to the c-band. And, finally,
we describe the hopping dc photoconduction in p-Ge
characterized by the transfer of both holes from neutral
to negatively charged acceptors (Ga) and electrons
from neutral to positively charged donors (As). The
light illumination is assumed to change the carrier con-
centration, but their mobility remains unchanged.

2. Let us consider a crystalline semiconductor hav-
ing electrons with equilibrium concentration nin the c-
band. The concentration of donorsisN = N, + N, and
that of acceptorsis KN, where K is the degree of com-
pensation of donors by acceptors; n + KN = N, is the
electrical neutrality condition. Here and henceforth, N
is the concentration of the majority doping impurity.
We assume that donorsin the (0) and (+1) charge states
exchange electrons viathe c-band or through thermally
activated tunneling (hopping).

According to [9, 10], the concentration of electrons
hopping between donors is N, = NgN,/N. At the same
time, according to[11], N;, isequal to the concentration
of those donorsin the (0) and (+1) charge statesthat are

1063-7834/00/4202-0224%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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mutually closest to each other.2 The mobility M, of
hopping electrons exponentially increases with a
decrease in the mean distance between donors and
determines the temperature dependence of the conduc-
tivity a,, = gNM,,, where g is the absolute value of the
electronic charge.

In the hydrodynamic approximation, the steady-
state band [1-3] and hopping [9, 10] charge transfer
and the generation and recombination of carriers are
described by the set of equations

d(dn) _ Hn Jn
ax _ p,("*OME+Lr
d(6N+) _ %(NO+6NO)(N++6N+)E_i
dx D, N aDy’
dE _ 95N —
dj,
ax ga(n+23n)(N, +3N,) —qgB(Ny +dNy),
dJ, _ _di,
dx  dx’

where dn, dN,, and dN, = —ON, are the deviations of the
corresponding concentrations from their equilibrium
values, E isthe external electric field inthe crystal; x is
the coordinate; j,, is the electron current density in the
c-band [1-3] with mobility |, and diffusion coefficient
D,; J, is the current density of electrons hopping
between donors [9, 10] and characterized by mobility
M,, and diffusion coefficient D,; € = €&, is the static
dielectric permittivity of the crystal lattice (€, = 15.4 for
Ge); a is acoefficient characterizing the electron cap-
ture from the c-band by adonor inthe (+1) charge state;
and 3 = anN,/N, is the coefficient characterizing the
electron excitation from a neutral-donor level into the
c-band caused by thermal atomic vibrations or equilib-
rium background radiation [1-3].

According to [1, 10], the ratio of the diffusion coef-
ficient of electronsto their mobility is D /U, = Dy/M,, =
EksT/g, where kg T isthe thermal energy. The parameter
& = 1 characterizes the influence of fluctuations of the
electrostatic potential in the crystal on the electronic
states; & = 1 for a nondegenerate electron gas in the
c-band [13] and for a donor band whaose width is
smaller than, or of the order, of thethermal energy [14].

In the case of small deviations from the equilibrium
state (dn/n < 1 and dN,/N, < 1), the set of equations

2 Two particles (not necessarily distinguishable [12]), belonging to
a collection of particles characterized by a random (Poisson) dis-
tribution over a crystal, are each other’s nearest neighbors if they
are mutually closest to each other.
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(1) can belinearized and its solution, according to [15],
has the form

0on E -1 E
SN O NN §
1 E 5= CiatkeT/(an)ree ()
0j,0 O o D
o"d O 0
0J,0 0O o O
R N
g ~Ne/N. g g
+ CohaEkg T/ (an)EEXP(-AX) + C5FAsHXp(AoX)
0 o O O )
O O ‘0
0 o O CAD
i 2o B
T g © s
+ C4HA; Foxp(-AaX) + Colks T/0°H
EA4E O np, U
Hy.an U N,D,, U

where the coefficients C,, C,, C;, C, and C; are deter-
mined from the boundary conditions

o = Diho(azksTN, —g"D,N,)
b agksTaN, ’

D As(a€Eks TN, —g°DyNy)
g€k TN, ’

As = d(D,=Dp), A, = —As = £4DDy(A3—As),
The nonzero characteristic numbersA; = -\, and A; =
—A, areredl; hence, the original set of differential equa-
tions (1) and the linearized one have the same solutions
in the vicinity of the equilibrium point.

Ifj,=J,=0(.e,C3=C,=C5=0)and E# O, from

(2) we find the screening length L (the penetration

depth of an electrostatic field into the semiconductor)
Le= Ay = [

1/2

€&k T } 3

q’(n+Ny)
When the electron concentration in the c-band is
much lower than that of the el ectrons hopping between
donors[n < N;, = K(1 —K)N] and the donor band width
is much smaller than the thermal energy (¢ = 1), from
(3) and the electric neutrality condition N, = n+ KN =
KN, it follows[16, 17] that L2 = eksT/g?(1 — K)KN.

In (2), the characteristic number A5 determines the
ambipolar diffusion length of electrons in the c-band
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and of electrons hopping between donorsin the (0) and
(+1) charge states (for j,, # 0 and J,, # 0)
1/2
— 31 _ NODnDh
La=2s = [aN(nDn+ NhDh)} @)

The coexistence of the currents j,, and J,, leads to a
single ambipolar diffusion coefficient of chargesin the
semiconductor (in much the same way as with the
simultaneous transport of electrons in the c-band and
holesin the v-band [1])

_ DuDp(n+Np)
D = nD,+ N,D;, ©)
With (4) and (5), we find the ambipolar recombina-

tion time between el ectronsin the c-band and positively
charged donors

_Li_ Ny
WD T aN.(n+ Ny’ ©)

The ambipolar dielectric relaxation time is 1 =

L2/D. Using (3)<(6), we find the ratio T4t which
characterizes the response of the semiconductor to an
external electric field [18]; its response is predomi-
nantly relaxation if T, > 14, and recombination if 14> Ts.

From (6) it is seen that the hopping electron trans-
port via donors decreases the ambipolar recombination
(and generation) time 14 Thisisdueto the migrationin
the crystal of both the electrons in the c-band and the
positive-charge states of immobile donors. In the case
of n < N, in particular, from (6) one obtains a well-
known expression [1-3] for the electron lifetime in the
c-band associated with its capture by a positively
charged donor, T — Y/aN,. In the other extreme case,
n > N, from (6) we have iy — N,/aN,n, which can
be considered, if N, = N,, as the lifetime of the (0)
charge state of a donor associated with the electron
excitation from the donor into the c-band. Indeed, at
n> N, = N,, wehavety — 1/B.

3. Let usnow consider the features of the Hall effect
in the case of the coexistence of the hopping and band
conductivities. The relevant experimental data and cal-
culations are contradictory in many respects [19], but
common to al of them is the conclusion that the Hall
effect is much weaker for the hopping than for the band
conduction.

We will show here that the concentration and (or)
the diffusion coefficient of hopping holes can be calcu-
lated from Hall effect data for p-type germanium crys-
tals doped with Ga atoms by a transmutation method
and compensated with As (and, to a small extent, Se)
atoms [20]. The electrical neutrality equation for p-Ge
isN_=p + KN, where p isthe hole concentration in the
v-band, N = N_ + N, is the concentration of Ga atoms,
and K isthe degree of compensation (the ratio between
the donor and the acceptor concentrations). We note
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that (3)—6) are aso true for a p-type semiconductor
with n being replaced by p and N, by N_.

From experimental data for Ge : Ga [21, 22] one
can determine the temperature T,, at which the v-band
hole conductivity g, equals the conductivity due to
hopping holes between Ga atoms. At K = 0.35, we
have the following estimates for T,, and the mean ion-
ization energy €, of Gaatoms in Ge in the concentra-
tionrange 3 x 10" < N < 2 x 10 cm:

—4. 027,

T,=53x10 :
(7)

g, = 11.3meV —7.7x 10°N**,

where[T,] = K, [N] =cm3, and [&,] = meV.

If the expressions o, = gpy, for the band conductiv-

ity and o, = gN,My, = gMNgN_/N for the hopping con-

ductivity are true, then the equdity o, = o, at T =T,

reduces to pD, = N,D,, where D,/y, = Dy/M, =
EksTh/q. We will put & = 1 at the temperature T,..

The v-band hole concentration p(T,) inp-Geat T=T,
is determined from the electrical neutrality condition
p+ KN=N_.AtksT, < g, for p(T;) < K(1-K)N, we
have

— (1_ K)Nv
KBa
3/2

where N,(T}) = 4.831 x 10%5(m,/mg)¥2 T~ cmr®; m, =
0.384m, isthe density-of-states effective mass of ahole
in the v-band; and B, = 4 is the degeneracy of the
energy level of ahydrogen-like acceptor inaGecrystal.

With o, = o, a T = T, the experimental value of
the Hall coefficient Ry in p-Ge becomes (see, e.g.,
[1-3, 21, 22])

exp(—€,/kgTh), (8)

"

4qp
where the Hall coefficient R, for hopping holes
between acceptorsis much lessthan R, for the v-band,;
and p(Ty) = ry/4gR, is the hole concentration in the
v-band, in which the special features of the Hall coeffi-
cient for p-Ge [23] are taken into account.

With p(T}) and D,(Ty,) = o kg T,/ qp, calculated from
the measured Hall coefficient Ry(T,) and conductivity
O, + 0, =20, a T = T,, one finds the diffusion coeffi-
cient of hopping holes between Ga atoms as

R
2 2 2
RH = (Rv0p+ Raon)/(0p+oh) :—4! =

D_N
D, = —F 2V exp(—€,/kgTh). 9

B.K°N
From (9) and (7), it follows that, as the concentration
of Gaatomsin p-Geincreasesfrom N =3 x 10" cm=to
2 x 10% cm3 at K = 0.35, the ratio between the diffu-
sion coefficients of hopping holes D,, and v-band holes
D, increases from Dy/D, = 4 x 10 to 8 x 1073,
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Thus, p(Ty) and Dy(T,,) can be calculated from the
experimentally measured Hall coefficient R, and con-
ductivity at T = T,,. Then, putting N(T})) = K(1 — K)N,
one can calculate the ambipolar diffusion length Ly
from (4) and compare it with its experimental value at
Op = Op.

4. When light illumination of the crystal is uniform
over its volume and causes the ionization of donors,
both the concentrations of hopping electrons and of
c-band electrons are changed. We assume that the irra-
diation does not result in the crystal heating and, hence,
does not increase the coefficient f = anN,/N,, charac-
terizing the thermal ionization of neutral donors.
Therefore, in the above solution of the set of equations
(2), the equilibrium concentrations n, N, and N;, should
be replaced by n(y), No(y) = N — N.(y), and Nx(y),
respectively, that are determined from the equations

n(y) + KN = N.(y);

nN, o n(y)N.(y)
NN

where y is the product of the donor photoionization
cross section and the steady-state irradiation intensity
inducing the transition of an electron from the donor
energy level to the c-band. It may be noted that both y
and a [24] depend on the temperature T, the dopant
concentration N, and the degree of compensation K.

Thus, in the case where the donor photoionization
occurs, the screening length L(y) and the diffusion
length Ly(y) are given by (3) and (4), respectively, in
which n should be replaced by n(y), Ny by No(y), and N,
by Ni(y), determined from (10).

If /3 < 1 (thermal generation of carriers dominates
over their photogeneration), then from (3), (4), and
(10), it follows that Ly(y) < Lg and L4(y) < Lg. At low
temperatures, where in the absence of irradiation we
haven < N, = K(1 - K)N and N, = KN, from (6) it fol-
lowsthat T4(y) = 14— (2 - K)y/a?N?K3, It is seen that the
irradiation decreases the c-band electron lifetime asso-
ciated with the el ectron capture by a positively charged
donor.

(10)

If v/ > 1 (high intensity of external photoexcita-
tion), then we obtain from (10) that n(y) — (1 - K)N
and Ny(y) O 1/y, and from (3)—(5) it follows at n(y) >

Ni(y) that L3 () —= eEkgT/(GP(1 — K)N); Lg (v) O 1y,
and D(y) — D,. Aty=10aN and 0 < K < 1, thelife-
time of the (0) charge state of a donor associated with
the electron optical excitation from the donor into the c-
band is obtained from (6) to be T4(y) = 1/y.

It is noteworthy that, in the limit of ahigh illumina-
tion intensity, where Ly(y) — O, from (2), it is seen
that the hopping-carrier current disappears (J, — 0),
as does the diffusive component of the c-band electron
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L(Y) V(aN/D);
L(y) V(qPK(1 - K)N)/ekg T,

10F -\--¥\----\---
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log(y/aN)

Fig. 1. Calculated ambipolar diffusion lengths L4(y) of
v-band holes and hopping holes between Gaatomsin p-Ge
for K=0.35and T = Ty, asfunctions of theillumination inten-
sity y causing the ionization of §a||ium atoms for different
valuesof N: (1) 5x 10, (2) 10°, and (3) 5 x 10'° cm3; and
the calculated electrostatic-field screening length Ly(y) at
the temperature Ty,(N). Calculations are performed with (3)
and (4) combined with (10) and (9).

current (j,, —= gnu.E) when the electric field E isinde-
pendent of the x coordinate.

Let us apply the expressions obtained above to the
specific case of p-Ge doped with Ga atoms and com-
pensated with As and Se (K = 0.35) and of illumination
causing theionization of Ga.

Figure 1 shows the diffusion length Ly(y) in units
of /D,/aN and the screening length Ly(y) in units of

JskBTh/(qu(l—K)N) as functions of the impurity
photoexcitation intensity yat T = T,,. The lengths L(y)
and L4(y) are calculated from (3), (4), and (10); the
ratio between the diffusion coefficients, D/D,, is
calculated from (9). In the limit of alow illumination
intensity (y — 0), at 0, = g, and p(Ty) < N, =
K(1-K)N, we obtain that the diffusion length

La(y) JaN/D, tendsto 1//2K . Inthe limit of ahigh
illumination intensity (y > aN), the screening length

Lo(y) JGPK (L —K)N/ (kg T,) tendsto JK .

In Fig. 1, the coefficients a and y are determined at
T = T,. Here, y is the product of the photoionization
cross section of neutral Ga atoms and the illumination
intensity. The illumination is assumed to change the
concentration of holes in the v-band and that of holes
hopping between Ga atoms in the (0) and (1) charge
states.

5. We represent the conductivity as o, = gN,M,
when interpreting the data on the hopping-carrier pho-
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Fig. 2. Reduced dc hopping conductivity of p-Geat T=4.2K
asafunction of theillumination intensity | causing band-to-

band transmons open circles are experimental data [5] for
N = 3.4 x 10™° cm ™ and K = 0.40 and the solid line s cal-

culated with (14) for by, = 0.34. The inset shows the total
conductivity as afunction of the illumination intensity.

toconduction [5] in p-Ge crystals doped with Ga and
As atoms by a transmutation method® (Fig. 2). The
measurements were performed on a series of p-Ge sam-
ples with Ga concentration ranging from N = N, + N_=
4 x 108 x 10% cm2 for K = 0.40. The samples were
immersed in liquid helium and prevented from heating
during the band-band photogeneration of electron—
hole pairs.

Inthe dark, the holesin the v-band and the electrons
on donors (the ratio between the concentrations of As
and GaatomsisK = 0.4) can beignored at T = 4.2 K.
The hole transport is solely via Ga atoms in the (0) and
(-1) charge states. For example, at N = 3.4 x 10'> cm3
and T = 4.2 K, the hopping-hole conductivity is domi-
nant (o, > o), from (7), it follows that the equality
O, =0, takes place at T, = 8.3 K. Hence, the dark
steady-state hopping conductivity is[9, 10]

Op1 = N Mp; = q(1-K)KNM,, (11)

where N,; = NoN_/N is the concentration of hopping
holes between Ga atoms with mobility My,.

When electron-hole pairs are generated by light in
the fundamental-absorption region, the electrons are
captured by positively charged donors (As) and the
holes by negatively charged acceptors (Ga). At K = 0.4,
the hole capture by neutral Ga atoms is negligible [5,
25]. Therefore, under irradiation, the concentration of
hopping holes between Ga atomsis varied and the hop-
ping electron conduction through As atoms appearsin
the sample. The photoconduction becomes stationary
owing to donor—acceptor recombination.

3 The degree of compensation of Ge depends on the hardness of the
reactor neutron spectrum [20].
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In the general case, the concentration of negatively
charged gallium atomsis N_(I) = [1 — F(I)]KN, where
1> F(l) = Oisafunction of the interband illumination
intensity 1. When the deviation of N_(I) = N—Ny(I) from
its dark value KN = N_(I) is small, one can employ the
approximation F(l) = cl, where c is the coefficient of
proportionality. In this case, the concentration of hop-
ping holes between Ga atomsis given by

Ny, (1) = (1—K +clK)(1-cl)KN; (12)

and the corresponding hopping photoconductivity is
Opg(1) = AN (1M

Under the influence of interband illumination, the
concentration of neutral As atoms clKN increases,
whereas the concentration of positively charged As
atoms (1 — cl)KN decreases. Hence, the concentration
of hopping electrons between As atoms with mobility
Mz 1S

N;,(1) = cl(1—cl)KN, (13

and the corresponding hopping photoconductivity is
Opa(l) = AN(1)Mp.

With (11)—(13), the ratio of the hopping conductiv-
ity inthe presence of illumination oy,(1) = 6,,5(1) + ap(1)
toitsdark value ,, = 0y, is obtained to be

an(1) _ Npi (1) + by Ny (1)
On Nps
(14)
_ (1-cl)(1-K+clK +clby)

(1-K) '

where b, = M,,/M,; is the ratio of the mobility of elec-
trons hopping between As atoms in the (0) and (+1)
charge states to the mobility of holes hopping between
Gaatomsin the (0) and (—1) charge states.

From (14), it followsthat, at 2K > 1 —b,, and theinter-
band illumination intensity equa to I, = (2K + b, —
1)/2¢(K + by), the hopping photoconductivity reaches its
maximum vaue o,(l;) > o, and then, a I, = 2I,, it
becomes equal to its dark value, g,(l,) = a;,. Therefore,
the quantities by, and ¢ can be determined if the intensity
| and the degree of compensation K are known. We note
that the relation 1, = 21, is consistent with experimental
observations[5].

If the absolute value of theillumination intensity | is
unknown, one can write (14) for o,(l,) and o,(l,) and
eliminate cl between these equations by introducing
I,/1,, which can be measured experimentally. This pro-
cedure alowsoneto find b,,. For example, from the data
[5] presented in Fig. 2, we have o,(l,)/0}, = 1.011 and
logl, = 1.92, and from (14) we obtain b;, =

It should be noted that an increasein theillumination
intensity | leads to an increase of the number of both
acceptors (Ga) and donors (As) in the neutral change
state and, hence, to an increase in the probability of A*
and D~ centers (positively charged acceptors and nega-
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tively charged donors, respectively) [25, 26] being
formed. Due to the involvement of A* and D~ centersin
the hopping photoconduction, the experimentally mea-
sured ay(l)/oy, does not drop to zero [5], in contrast to
(24) in the case of thelinear approximation F(I) = cl, but
passes through a minimum o,(l) = 0.130, a logl =
2.61logl, and then rises sharply (seethe inset of Fig. 2).
Photoconductivity—illumination intensity curves in
which the initial range with positive photoconductivity
wasfollowed by arange with negative photoconductivity
were clearly observed in [5] on p-Ge samples with gal-
lium atomic concentration N = 8 x 104 x 10'6 cm
and the degree of compensation K = 0.40.

6. In summary, expressions are obtained for the first
time for the screening length of an electrostatic field
and for the carrier ambipolar diffusion length in the
case where band- and hopping-carrier currents coexist.

For p-Ge crystals doped by atransmutation method,
the temperature T, is determined at which the v-band
hole conductivity o, equals the conductivity o}, due to
holes hopping between Gaatoms. At T =T,,, the param-
eters of hopping holes N, and D,, are shown to be
related, by the ambipolar diffusion length L,, to the
v-band hole concentration p, diffusion coefficient Dy,
and capture coefficient for negatively charged accep-
tors a. This allows one to find N;, and D,, from experi-
mental dataon the Hall effect (dueto v-band holes) and
the total conductivity o, + 0, = 20,,.

The change in the hopping-electron (hole) concen-
tration caused by impurity photoexcitation of the crys-
tal is found. Expressions are obtained for the steady-
state c-band electron lifetime due to their capture by
positively charged donors and for the donor (0) charge
state lifetime associated with the electron transitions
from donors to the c-band.

Anexplanationisgiven for thefirst timefor the non-
monotonic dependence of the hopping photoconductiv-
ity on the illumination intensity corresponding to the
fundamental absorption in p-Ge crystals doped by a
transmutation method.
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Abstract—An analysis is made of the behavior of optical spectra of lead-silicate glasses, with variable lead
content near the UV absorption edge, and within the 80-470-K range. A generalized formulation of the modi-
fied Urbach rule, applicable to glassy materials within a broad temperature range, is proposed for the interpre-
tation of experimental spectral relations. Within this approach, the effective energies of the phonons responsible
for the temperature-induced shift of the Urbach edge have been calculated. It is shown that the spectral and tem-
perature parameters of the modified Urbach rule are structure-sensitive, and that their concentration behavior
reflects the change of the type of short-range order in the glassy matrix. © 2000 MAIK “ Nauka/Interperiodica” .

The most important factor determining the optical,
radiative, and emissive characteristics of glassy materi-
alsisthe behavior of the fundamental absorption edge
over a broad temperature range (from cryogenic to the
glass-formation point Ty) [1]. For most amorphous
media, the optical-absorption spectra measured near
the transmission threshold exhibit an extended expo-
nential tail, whose spectral and temperature behavior
obeys the so-called “glassy” or modified Urbach rule
(MOR) [2, 3]. By this rule, the slope of the spectral
characteristics of a glass, unlike that of crystals [4],
does not vary with temperature, so that they are shifted
parallel to one another toward lower energies|[3].

It is presently universaly accepted [2,3,5-7] that the
formation of the Urbach tail in crystalline and noncrys-
talline materialsis associated in some way with the gen-
era structural disorder in the system. It is assumed that
the MOR reflects the dominant role of static disorder in
an amorphous matrix; however, the temperature-induced
shift of the absorption edge indicates a certain effect of
thermal (dynamic) disorder in glasses [8]. There are
many publications dealing with investigation of the tem-
perature behavior of the optical absorption edgein oxide
glasses [9-12]. A study assuming equivalence of the
dtatic to dynamic types of disorder in the atomic lattice
showed the “crystalling” and “glassy” modifications of
the Urbach rule to be the extreme cases of a genera
exponential dependence of the absorption coefficient in
thevicinity of the UV edge[13].

At the same time, one has to admit that, when using
the MOR written in the traditional form [9], one cannot
isolate, let done interpret and quantify, the role of the
dynamic effects. Incidentally, the region of applicability
of the above MOR formalism is restricted only to the
high-temperature domain, where one observes a linear
dependence of the absorption edge on temperature [13].

This work deals with a study of the behavior of the
fundamental absorption edge in binary lead-silicate

glasses of variable composition. In our opinion, the
PbO-SiO, system is very promising for the investiga-
tion of disorder effects, because it is characterized by a
broad glass-formation region, which permits one to
smoothly vary the atomic structure of the matrix,
including short-range order inversion, by properly
varying the concentration of the components [10, 14,
15]. Besides, the UV edge in lead-silicate matrices is
not distorted by extrinsic effects, as is the case, for
instance, with alkali-silicate glasses, where such stud-
ies areimpeded by absorption due to iron microimpuri-
ties[11, 16].

Thisstudy isprimarily aimed at obtaining aphysical
interpretation of the MOR parameters by taking into
account the dynamic disorder, as applied to statically
disordered glassy materialsin the PobO-SiO, system.

EXPERIMENTAL

The samplesto be studied were homogeneous, amor-
phous (as evidenced by x-ray diffraction measurements),
and visually transparent PbO-S O, glasses synthesized
of particularly pure materials. The PbO content varied
from 20 to 80 mal. %. Within the 45-50% PbO content
region, the glasses under study exhibit a structural trans-
formation, namely, the transition from the silicate glass-
forming network to the lead-oxygen one, which involves
achangein the short-range order type[15, 17]. We stud-
ied actua samples of two glass-forming systems. (@)
low-lead glasses (silicate matrix with a lead modifier)
and (b) high-lead glasses (lead-oxygen network with a
silicon modifier). Chemical analysis showed the compo-
sition of the binary samples to coincide with the batch
composition to within 1 mol. %.

After the final treatment, the samples were polished
plane-parallel plates 0.4-0.6 mm thick with optical-
grade surfaces, thus permitting measurement of the
absorption coefficient in the region of the exponentia

1063-7834/00/4202-0230$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Parameters of the modified Ohrbach rule for PbO-SiO, glasses

231

PRO cortent, Ey, €V To K |Bx10%evK? — T.K w e A eV
20 0.119 234 5.08 250 304 0.222
40 0.095 143 6.65 230 238 0.228
45 0.097 204 4.76 200 174 0.199
50 0.117 234 5.00 210 196 0.141
55 0.136 261 5.21 210 236 0.177
60 0.137 245 5.5 250 225 0.181
80 0.116 182 6.38 270 249 0.229

tail. All the measurements were made on a Specord-
M40 spectrophotometer with a vacuum cryostat in the
80470-K range.

The measured fundamental-absorption spectra of
glassy lead silicates, displayed in Fig. 1, exhibit a low-
lead region (20 mal. %), aninversion region (50 mal. %),
and a high-lead region (80 mol. %). For all concentra-
tions, the dependences of the absorption coefficient a
on photon energy hv and temperature T derived from
the spectra obey the “glassy” Urbach rule [9,10]

_ v, 10O
a(hv,T) = GgeXpEEO 7.0 D
where a4 is aconstant, Ty is the characteristic tempera-
ture derived from the experiment, and 1/E, = dlna/ohv
isthelog slope of the spectral characteristic. The actual
values of E; estimated for the same spectral curve may
differ dlightly, depending on the region of a within
which the a(hv) function is approximated with an
exponential [18].
The E, parameter was estimated for all samples
within the a = 40-120 cm™ region. Figure 2 presents
absorption spectra for al samples measured at room
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Fig. 1. Effect of temperature on optical absorption spectraof
glasses. Dashed lines show the slope of the corresponding
Ohrbach tails.
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temperature (T = 290 K). One readily sees that, as the
lead oxide content increases, the absorption edge shifts
toward longer wavelengths. The values of E, obtained
for different lead concentrationsat T =290 K arelisted
in the table.

The absorption spectra shift toward the long-wave-
length region with increasing temperature without any
change in the slope parameter E, (Fig. 1). Figure 3 pre-
sents the temperature dependences of the E, parameter
for three samples. The scatter shown in Fig. 3 is 2% of
the measured slopes of the spectral characteristics.
Within the temperature range studied, 80470 K, the E,
parameters are seen to remain constant within the limits
specified. It is known [3] that such behavior is typical
of most disordered structures and demonstrates the
dominant role of static disordering, with the magnitude
of E, being assumed to quantitatively characterize the
degree of disorder in the system.

The temperature term in the exponent in Eqg. (1)
reflects the linear shift of the absorption edge along the
energy axis. Besides the linear part, the hv(T) relation
also has an essentially nonlinear portion in a tempera-
turerange T < T' (Fig. 4), where Eq. (1) no longer fits
the experimental results. The position of the T' bound-
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A
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Fig. 2. Optical absorption spectra of glasses obtained at
290 K. The figures under the curves are PbO content in
mol. %.
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ary is characteristic of a glassy material and is found
graphically. Thevaluesof T' obtained in thisway for all
samples are given in the table. The slope of the linear
part yields the T, parameter, which is also a sample
characteristic involved in the temperature-dependent
term of the MOR (1) and, hence, it should likewise be
sensitive to the extent of static disorder.

It should be pointed out that, in the conditionswhere
the absorption edges are shifted parallel to one another,
the hv(T) function completely coincides in shape with
the temperature-induced variation of the optical gap
Ey(T) of the material [8]:

hv(0) —hv(T) = E4(0) —E(T). @)
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The shape of the experimentally observed relation
(Fig. 4) istypical of most not only amorphous, but also
crystalline systems [7, 19]. This suggests that the opti-
cal absorption edges in crystals and glasses are shifted
by a common mechanism, and that the thermal
(phonon) disorder plays a noticeable part in this mech-
anism. At the same time, Eq. (1) does not explicitly
contain the physical quantities characterizing the
dynamic component of the total atomic disorder. In
other words, the MOR (1) does not describe the hv(T)
relation in the low-temperature domain and does not
dlow the estimation of the energy parameters of
dynamic disorder (in particular, the atomic vibration
energy) from experimental curves that are intimately
connected with it.

Thus, using relation (1), we have determined the E,
parameter of the spectral part of the MOR, which is
connected, in disordered materias, with the static dis-
ordering of atoms. However, the physical meaning of
the temperature parameters T, and T' remains unclear
and requires dedicated consideration.

THEORY

The exponential dependence of the absorption coef-
ficient in the vicinity of the UV transmission edge can
be written in ageneral form [13,20]

dw —-E (T)D
TEST, %) O ©)

where ayisaconstant. The Ey(T, X) functionin (3) isa
measure of the disorder in the system and reflects, in a
general case, the contribution of the dynamic (thermal
phonons) and static (frozen-in phonons) disorder
through the displacements u of atoms from their equi-
librium positions [2, 21]:

Eo(T, X) = K(uZ + u), 4)

where X is ageometrical parameter of the material [2]
used to characterize the static disorder, [P isthe rms
thermal displacement, and [} is the rms atomic dis-
placement due to the frozen-in phonons. The coeffi-
cient K has the meaning here of the constant of the sec-
ond-order deformation potential [21].

In the high-temperature limit, the gap width func-
tion E4(T) allowsalinear approximation [3] with atem-
perature coefficient 3 = dEy/dT, which is usualy
derived from the slope of the experimental Ey(T) rela-
tion.

In our previous work [13], the “crystalineg” and
“glassy” (1) modifications of the Urbach rule were
obtained analytically from Eq. (3) using alinear approx-
imation to the temperature dependence of E, and the
concept (4) of the equivalence between the static and
dynamic types of disorder in an atomic lattice. The
“crystalling” version is appropriate in the conditions
wherethelatticedisorder is considered to be primarily of

a(hv, T) = azexp
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thermal nature, i.e. for [WPEF > PG} and Ey(T, X) ~ KT.
Systems with predominantly static disorder, where
PG} > [WPH and the Ey(T, X) = E, function is tempera-
ture-independent, are characterized by the “glassy”
modification (1).

In the low-temperature domain, Ey(T) is an essen-
tially nonlinear function, and relation (1) becomes
invalid for the description of the temperature-induced
shift of the optical absorption edge. With such an
approach, the temperature boundary of applicability of
(1) is determined by the parameters of the model used
to describe Ey(T).

The temperature dependence of the gap width,
which is valid throughout the temperature range stud-
ied, can be written as [22]

Eq(T) = E4(0) — AL ©)
where E4(0) is the gap width at zero temperature, A is
the Fan parameter depending on the microscopic prop-
erties of the material [23], and M= [exp(AwKT) — 1]

is the Bose-Einstein factor for phonons with energy
hw.

Equation (5) explicitly takes into account only the
phonon contribution to Ey(T), which is dominant at low
temperatures [24]. Moreover, the contribution due to
lattice thermal expansion to the total temperature-
induced variation of gap width does not exceed 20% for
a number of materials, and can be neglected in afirst
approximation [24]. Note that, at high temperatures,
the thermal expansion contribution to the energy level
shift will be likewise proportional to [h[24]. In this
case, the calculated value of the A parameter takes into
account both the internal (electron-phonon coupling)
and external (thermal expansion) contributions to the
E,(T) relation.

Thus, substituting (5) into (3), one obtains the fol-
lowing “glassy” modification of the Urbach rule, which
isvalid throughout the temperature range under study:

a(hw, T) = agexp%%% (6)

At high enough temperatures, where KT > #w, the
second term in the numerator of the argument of the
exponential in (6) is proportional to temperature,
namely, th(J= KT/#Aw. In this case, Eq. (6) takes on the
form of (1). The characteristic parameter T, and the
temperature coefficient 3 can now be written as

o k
To = Eom1 B = A%- (7)

The reasoning presented in this section is based to a
certain extent on the validity of Fan's expression (5)
derived for the case of disordered structures. The appli-
cability of Eq. (5) to description of Ey(T) for both crys-
talline and amorphous materials has aready been
pointed out by a number of authors[7, 8, 19].
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Thus, the generalized formulation of the MOR (6)
can be used to analyze the experimental relations
a(hv, T) for glasses over abroad temperature range and
permits one to explicitly estimate the parameters of
static and dynamic disorder from optical absorption
spectra

DISCUSSION

An important consequence of the positional disor-
dering of atomsin noncrystalline materialsisthe local-
ization of electronic statesin the energy band tails. The
E, parameter of the spectral part of the MOR isaquan-
titative characteristic of dominant static disorder in the
structure of the glasses under study and reflects the
extent of band tails in the electronic density of states
[3,25,26].

As seen from the table, the E, parameter lies within
a range of 0.095-0.140 eV for al samples, which
implies close extents of atomic disorder in the glasses
under study. This conclusion agrees with the observa-
tion [6,13] that the slope parameter of the Urbach edge
is of the same order of magnitude for diverse glass-
forming systems, 0.05-0.25 eV. Note that the magni-
tude of E, remains constant under the temperature-
induced shift of the spectral characteristics, and in a
general caseit isdetermined by the slope of the longest
tail [5,18]. By the model of Abe-Toyozawa [5], the
characteristic length of the band tail in the density of
states is connected with atomic-potential fluctuations.
Note that the most ordered from this point of view are
glasses containing 40 and 45 mol. % PbO, for which
E, = 0.095 and 0.097 eV, respectively. The concentra
tion behavior of the E, parameter in the 45-50 mol. %
PbO interval (see table) follows the transformation of
the short-range order (the transition from low- to high-
lead glasses) and the corresponding variation in the
degree of static disorder [15].

The generalized formulation of the MOR proposed
in the preceding section permits one to estimate the
parameters of the dynamic disorder determining the
temperature-induced shift of the absorption edge, in
particular, the effective phonon energy. Figure 4 plots
the hv(T) relation for al samples under study. The
points identify the experimental photon energies hv
obtained for the absorption coefficient log(a) = 1.8
(shown with adashed line in Fig. 2) and corresponding
to various measurement temperatures. The solid lines
in Fig. 4 are fits to the experimenta plots obtained
using (5). E4(0), A, and w were varied as temperature
independent quantities. The values of these variables
obtained in this manner are listed in the table.

As seen from Fig. 4, Eq. (5) reproduces quite well
the experimental temperature dependence of the
absorption edge position. The phonon frequencies
obtained in thisfitting arelisted in the table. A compar-
ison of the calculations with experimental Raman-scat-
tering data [27—29] shows that the values obtained, on
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Fig. 5. Concentration dependences of the effective-vibration
energy and optical-gap width: (1) phonon frequency, (2) E
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the one hand, somewhat exceed the frequencies associ-
ated with the vibrational motion of lead atoms, 95 and
140 cmrt, while on the other they are bel ow the bending
and optical vibration frequencies of the silicate network
(the glass-former sublattices), which lie within the
400-500 and 880-1200 cm regions [27, 28]. Because
Eq. (5) was derived within the one-phonon approxima:
tion [22], the phonon energy obtained from it reflects
some effective quantity, which takes into account the
contributions of all vibrational statesin a system. Con-
sidered from this standpoint, the 170-300 cm™ fre-
guencies are intermediate figures characterizing effec-
tive vibrational states.

Thevalues of the T, and 3 parameters of the temper-
ature part of the MOR, which characterize the region of
the linear temperature dependence hv(T), were calcu-
lated using relations (7) (see table). The fictive bound-
ary T' was found graphically using the plots of Fig. 4.
Note that the T' values are fairly arbitrary. Strictly
speaking, the E4(T) relation (5) is nowhere linear, and
the values of the [3 coefficient and of the T, parameter
have an asymptotic character. It should be stressed that
all the above quantities characterize the dynamic com-
ponent of the total structural disorder.

The relative magnitude of the static and dynamic
contributions to the total structural disorder is deter-
mined to a considerable extent by the actual type of
short-range order. As already pointed out in our analy-
sis of the E, parameter, the observed quantitative
changes are associated with the qualitative change that
the nature of the glass-former sublattice undergoes
within the interval 45-50 mol. % PbO. A similar rela
tion can also be found for the dynamic MOR energy
parameters.

Figure 5 presents the concentration dependences of
the effective phonon energy and of the optical gap
width at zero temperature E4(0). Also shown for com-
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parison are independent experimental data obtained for
the optical-absorption edge energy in lead-silicate
glasses at a = 100 cm™ [17]. One readily sees that all
concentration relations have a break in aregion of 45—
50 moal. % PbO, which correspondsto the changein the
type of short-range order. Moreover, the concentration
dependences of all quantities (except Ty) listed in the
table aso reach a minimum at the PbO content of
45 mol. %. Hence, the characteristic parameters of the
MOR are indeed very sensitive to a short-range order
transformation. In other words, the inversion of short-
range order, which noticeably affects many physical
propertiesof glasses[15,17], also manifestsitself in the
characteristics of dynamic disorder.

Thus, we have used the concept of equivalence of
the static and dynamic components of structural disor-
der to obtain a generalized formulation of the modified
Urbach rule, which describes the spectral and tempera-
ture behavior of statically-disordered materials. The
proposed formulation (6) explicitly contains parame-
ters characterizing both types of disorder and, in the
limit of high temperatures (KT > #w), reduces to the
well-known form (1). This formalism has been
employed to analyze the behavior of optical-absorption
spectraof PbO—-SiO, glasses within the 80-470-K tem-
perature range. The effective phonon frequencies (170—
300 cm™) responsible for the thermal shift of the
Urbach edge have been calculated. The parameters of
the proposed formulation (6) of the Urbach rule are
structurally sensitive, and their concentration depen-
dences reflect inversion in the glass short-range order.

ACKNOWLEDGMENTS

The authors express gratitude to A.A. Maslakov for
his assistance in the experiment.

REFERENCES

1. Gan Fuxi, Optical and Spectroscopic Properties of Glass
(Springer, Berlin, 1992).
2. J. Tauc, Mater. Res. Bull. 5, 721 (1970).

3. N.F. Mottand E. A. Davis, Electronic Processesin Non-
Crystalline Materials (Clarendon Press, Oxford, 1979;
Mir, M., 1982).

4. B. L. Gel’'mont, V. |. Perel’, and I. N. Yassievich, Fiz.
Tverd. Tela (Leningrad) 25 (3), 727 (1983).

5. S.AbeandY. Toyozawa, in Amorphous Semiconductor:
Technologies and Devices, Ed. by Y. Hamakawa (North-
Holland, Amsterdam, 1983; Metdlurgiya, M., 1986,
p. 35).

6. Ya G. Klyava, Fiz. Tverd. Tela(Leningrad) 27 (5), 1350
(1985).

7. G.D. Cody, in Hydrogenated Amorphous Slicon, Part B,
Ed. by J. Pankove (Academic Press, New York, 1984),
p. 11.

8. J. N. Zakis and H. Fritzsche, Phys. Status Solidi B 64,
123 (1974).

No. 2 2000



10.
11

12.

13.

14.

15.

16.

17.

18.

THE URBACH RULE FOR THE PbO-SiO, GLASSES

L. B. Glebov and M. N. Tolstoi, Fiz. Khim. Stekla 1 (3),
239 (1975).

A. N. Trukhin, J. Non-Cryst. Solids 189, 1 (1995).

V. |. Arbuzov, A. F. Zatsepin, V. S. Kortov, et al., Fiz.
Khim. Stekla 20 (6), 689 (1994).

I. A. Weinstein, A. F. Zatsepin, and Yu. V. Schapova,
Physica B 263-264 (1-4), 167 (1999).

I. A. Vainshtein, A. F. Zatsepin, and V. S. Kortov, Fiz.
Khim. Stekla 25 (1), 70 (1999).

L. B. Glebov, A. G. Plyukhin, E. L. Raaben, et al., Fiz.
Khim. Stekla 16 (2), 245 (1990).

A. F. Zatsepin, V. S. Kortov, and Yu. V. Shchapova,
Radiotekhn. Elektron. 37 (2), 326 (1992).

L. B. Glebov, V. G. Dokuchaev, M. A. Petrov, et al., Fiz.
Khim. Stekla 16 (1), 39 (1990).

A. M. Tyutikov, N. V. Lobanova, M. N. Toiseeva, €t al.,
Fiz. Khim. Stekla5 (5), 628 (1979).

S. K. O'Leary, S. R. Johnson, and P. K. Lim, J. Appl.
Phys. 82, 3334 (1997).

PHYSICS OF THE SOLID STATE Vol. 42 No. 2

2000

19

20.
21

22,
23.

24,
25.

26.

27.
28.
29.

235

. 1. A. Vainshtein, A. F. Zatsepin, and V. S. Kortov, Fiz.
Tverd. Tela (St. Petersburg) 41 (6), 994 (1999).

G. D. Cody, J. Non-Cryst. Solids 141, 3 (1992).

G. D. Cody, T. Tiedje, B. Abeles, et al., Phys. Rev. Lett.
47 (20), 1480 (1981).

H.Y. Fan, Phys. Rev. 82 (6), 900 (1951).

H. Fan, Photon-Electron Interaction: Crystals Without
Fields (Springer, Berlin, 1967; Mir, M., 1969).

T. Skettrup, Phys. Rev. B 18 (6), 2622 (1978).

A. F. Zatsepin, V. S. Kortov, and Yu. V. Shchapova, Fiz.
Tverd. Tela (St. Petersburg) 39 (8), 1366 (1997).

V. A. Gubanov, A. F. Zatsepin, V. S. Kortov, et al., J.
Non-Cryst. Solids 127, 259 (1991).

E. M. Rabinovich, J. Mater. Sci. 11, 925 (1976).
B. Piriouand H. Arashi, High Temp. Sci. 13, 299 (1980).

V. O. Kabanov, T. M. Podol’skaya, and O. V. Yanush, Fiz.
Khim. Stekla 22 (1), 25 (1996).

Trandated by G. Skrebtsov



Physics of the Solid State, Vol. 42, No. 2, 2000, pp. 236-240. Trandlated from Fizika Tverdogo Tela, Vol. 42, No. 2, 2000, pp. 230-234.

Original Russian Text Copyright © 2000 by Zaitsev, Bagaev, Onishchenko, Sadof’ ev.

SEMICONDUCTORS

AND DIELECTRICS

| nvestigation of Freeand Bound Excitonsin Strained ZnTeFilms

Grown by MBE on GaAs(100) Substrates

V. V. Zaitsev, V. S. Bagaev, E. E. Onishchenko, and Yu. G. Sadof’ev

Lebedev Ingtitute of Physics, Russian Academy of Sciences, Leninskir pr. 53, Moscow, 117924 Russia
e-mail: zaitsev@sci.lebedev.ru

Received August 2, 1999.

Abstract—A study isreported of the reflectance and | ow-temperature photoluminescence (PL) spectraof ZnTe
films grown by molecular-beam epitaxy (MBE) on GaAs substrates [(100) orientation, 3° deflection toward
[1101. It is shown that the strain-induced splitting of the free-exciton energy level (AE,,) does not depend on
ZnTefilm thickness within the 1-5.7 pum range and is due to biaxial in-plane film tension. The stresses are pri-
marily determined by the difference between the thermal expansion coefficients of the film and the substrate. It
is also shown that the residual stresses originating from incomplete relaxation of the film lattice parameter to
itsequilibrium value at the growth temperature likewise provide a certain contribution. The position of the spec-
tral line of an exciton bound to a neutral acceptor (As) is well approximated in terms of the present models,
taking into account the stresses cal culated using the value of AE,,. © 2000 MAIK “ Nauka/I nterperiodica” .

ZnTe is a promising material for use in opto-elec-
tronics. Having alarge gap (E; = 2.26 €V at 300 K), it
iswidely employed, in particular, as barrier material in
various low-dimensional structures [1-7]. ZnTe to be
used in such structures is conventionally grown by var-
ious epitaxial techniques on GaAs substrates. One of
the features of the heterostructures under study hereis,
as will be shown later, the presence in ZnTe films of
strains caused by both thermal and residual stresses.
The methods of |ow-temperature optical spectroscopy
(the reflectance and photoluminescence spectra)
employed in the work permit one, on the one hand, to
investigate the effect of strains on the various optical
transitions and, on the other hand, to perform quantita-
tive calculations of the strain tensor, as well as to draw
certain conclusions concerning the nature of these
strains. The above aspects will be considered in this
work based on an analysis of the optical transitions
involving a free and neutral-acceptor-bound exciton.

EXPERIMENT

The samples for the experiment were grown on a
KATUN MBE setup, whose molecul ar-beam formation
system was substantially modified, with an ionization
manometer introduced to monitor the beam equivalent
pressure. The films were prepared by vaporization of
elemental Zn and Te from separate sources.

Following removal of natural oxides from the GaAs
substrate surface [(100) orientation, 3° deflection toward
the [1100direction] by heating up to 570 £ 10°C, the
substrate was cooled down to a temperature of 250—
280°C, and maintained in a zinc vapor flow to prevent
formation of the Ga,Te; compound. The ZnTe epitaxial
film was nucleated at the same temperatures. After a

streak reflection system has appeared in the RHEED
pattern, which occurs when the deposited coating
becomes thicker than about 100 nm, the substrate tem-
perature was rai sed to 320-350°C and maintained con-
stant at thislevel to the end of the epitaxial growth. The
growth rate of an epitaxial layer was 0.2 nm/s. By
maintaining the equivalent-pressure ratio of Te, and Zn
molecular beams at alevel of 2.0, one could reach coex-
istence on the surface of a growing film of the c(2 x 2)
and (2 x 1) reconstructions, which ensured growth con-
ditions closest to stoichiometric ones.

The photoluminescence and reflectance spectra
were obtained at atemperature of 5 K. The optical exci-
tation was performed with an argon laser operated in
the single-line lasing regime. The spectra were ana-
lyzed with a double monochromator having a limiting
resolution of not worse than 0.01 nm. The PM tube out-
put was fed into a narrow-band amplifier with alock-in
detector. The experimental data were processed in the
CAMAC format.

EXPERIMENTAL DATA AND DISCUSSION

Prior to dealing with the results themselves, we
would like to stress that Figs. 1-3 will present second-
ary luminescence spectra containing both emission and
Raman scattering (RS) lines, which were obtained in
excitation by different argon-laser lines. This permits
one to more clearly revea the features in secondary
luminescence spectra that are due to photolumines-
cence. Obviously enough, this will be accompanied by
the appearance at the ZnTe emission edge of different
RS lines corresponding to different exciting photons
[2, 3]. We are not going to consider the Raman scatter-
ing in what follows. Each of the RSlinesin the second-
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ary luminescence spectra will be denoted by nLO,
where n specifies the number of thelongitudinal optical
phonons emitted in the RS process.

We will start the analysis of the results with a dis-
cussion of the spectra of free excitons in ZnTe films.
Figures 1-3 present secondary-luminescence spectra of
ZnTefilms 3.2 and 5.7 um thick obtained near the zinc
telluride absorption edge. Figures 1 and 3 also display
reflectance spectra, which clearly exhibit two minima
resonantly coinciding in energy with the emission lines
of the heavy-hole (X)) and light-hole (X)) free exci-
tons with energies E;;, = 2.3793 and E, = 2.3743 eV,
respectively; note that these energies do not depend on
the ZnTe thickness within the 1-5.7 um range (the
oscillationsin the reflectance spectra on the long-wave-
length side of X, are due to the interference of light in
the film). This interpretation of the X lines is based on
the fact that the spectral reflectance feature associated
with Xy, is pronounced much more clearly, which qual-
itatively agrees with the conclusion concerning the rel-
ative magnitude of the oscillator strengths for the X,
and X, transitionsin the quasicubic model [8]. Besides,
the mere fact of the appearance of features in reflec-
tance spectra implies their excitonic nature. The free-
exciton line splitting is only natural to associate with
the existence in ZnTe films of strains, which lower the
cubic-lattice symmetry and thereby bring about the
splitting of the degenerate valence band. Despite the
apparent obviousness and simplicity of the above argu-
ments, one could cite relatively recent works where the
presence of strains in ZnTe/GaAs films was denied.
References to these studies can be found in [9], where
this problem was analyzed in detail, in particular, based
on papers published in 1988-1989 and dealing with
investigations of ZnTe films grown by MBE and vapor-
phase epitaxy from organometallic compounds on
GaAs and GaSb substrates.

At present, strainsare considered to be proven to exist
in other 11-V1 semiconducting films as well, which are
grown by various epitaxial techniques on I1I-V sub-
strates. In particular, Refs. [10-12] report on studies of
the CdTe/GaAs heterostructures, and [13-15], on those
of ZnSe/GaAs. The papers quoted above cometo agen-
eral conclusion that strainsin films depend both on the
lattice mismatch parameter f = Aa/a between the film
and the substrate and on the difference between their
thermal expansion coefficients. The difference consists
in the actual contribution due to the residual stresses
caused by the incomplete relaxation of the film lattice
parameter to its equilibrium value at the growth tem-
peratures, and in how these stresses depend on the film
thickness.

Using the known expressions [8] for the strain-
induced splitting of the exciton energy level in the pres-
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Fig. 1. Spectra of secondary luminescence (solid line,
Aexc = 488.0 nm) and of reflectance (points) of a 3.2 um-
thick ZnTe film.
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Fig. 2. Secondary-luminescence spectrum of a5.7 pm-thick
ZnTefilm obtained for Agy = 496.5 nm.
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Fig. 3. Séaectra of secondary luminescence [(1) Wge =
20 W/Cm?, Agye = 514.5 nM; (2) Wy = 4 WICm?, Aoy =
514.5 nm] and of reflectance (3) obtained on a 5.7 um-
thick ZnTe film.
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ence of stresses symmetric along the principal direc-
tionsin the film plane (g, = €,y = €isthe strain tensor)

+2C
AE, = Eyy—Eyy = —%?%T”%, D)

and for thermal stresses

T

Ear = j[az“”(n—aGaAS(T)]dT, )

T

e

one can calculate the contribution to the exciton-line
splitting AE,, due to the difference between the thermal
expansion coefficients of thefilm (a#"™) and of the sub-
strate (a®®9), Here, b is the shear-deformation poten-
tial constant [8], C;; and C,, are the elastic stiffness
constants, Ty and T, are the growth and experiment
temperatures, respectively, and AT = Ty, — Te,,. Taking
the values of a%"¢(T) and a®Y(T) from [16, 17], the
values of C;; and C;, from [16], and the most reliable
figure b = =13 eV [9, 18, 19], one can show that the
experimental value of AE, is smaller than that of
AE,,(e5) by about a factor of 1.4. Accordingly, the
experimental value e = 0.9 x 10, whereas the thermal -
expansion contribution is €, = 1.3 x 10, Thisimplies
the presence of residual stresses originating from
incomplete relaxation of the film lattice parameter to its
equilibrium value at the growth temperature. Indeed,
because the film lattice parameter is larger than that of
the substrate (f = 7.6%), the residual stresses must have
anegativesign, i.e., the sign opposite to that of the ther-
mal stresses[a#"™¢(T) > a®Y(T)]. Therefore, the result-
ant stress defined by (1) can be smaller than the thermal
stress given by (2).

It should be pointed out that the stress calculated
with (1) describes well the position of each of the exci-
ton lines:

_ 11— Coo, . Ciu +2C;,
Enp i = EO+[2aD e ifEbt }s. ?)

In Eq. (3), the minus sign corresponds to the heavy-hole,
while the plus sign, to the light-hole exciton; a is the
hydrostatic deformation potential; and E; = 2.381 eV is
the exciton energy in unstrained ZnTe. As this will be
shown below, the same value of € approximates closely
the line position of the exciton bound to a neutral
acceptor (A%X).

Prior to turning to this item, we will make a few
more remarks concerning the doubl et structure, X, and
Xin, Of the free-exciton emission lines. An analysis of
the literature [20-25] (also seereferencesin [9]) shows
that the presence of adistinct exciton structure simulta-
neously in the emission and reflectance spectra is an
exclusion rather than a rule. Quite frequently, the con-
clusionsdrawn in astudy are based on emission spectra
that are poorly resolved in the excitonic region, with no
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reflectance spectrum measured. Note that even if reflec-
tance spectra do exhibit a distinct reflectance structure,
the higher-energy excitons (X,,) can become manifest
in the emission spectrum only as a shoulder against the
background of the X;, excitons [21]. Considering that
the difference between the X, and X, energiesis about
5 meV, which is considerably in excess of KT at 5K, it
becomes clear that there is no thermal equilibrium
between the light- and heavy-hole exciton bands. This
consideration also accounts for the simultaneous mani-
festation in the emission of the 2s X, and X, excitons
(Fig. 2), which indicates, by the way, that excitons do
not become fully thermalized within each of the bands
as well. The presence of a clearly seen doublet in the
exciton emission at low temperatures correlates with
the theoretical conclusion that the spin relaxation time
of the hole in the exciton increases with increasing
strain-induced splitting AE,, [26].

Figure 3 presents secondary-luminescence spectra
of 5.7-um-thick ZnTe films obtained at A, = 514.5 nm
and two levels of optical excitation differing by about
five times. As seen already from Fig. 3, X, and X,
depend differently on the pumping. At still higher exci-
tation levels, X;;, becomes dominant, with X, manifest-
ing itself as ashoulder on the short-wavel ength edge of
Xin (this spectrum is not shown in the figure). The
increase in the X;;, exciton population is apparently due
to a decrease of the hole spin-relaxation time with an
increase of the excitation level, which can be caused by
the generation of nonequilibrium acoustic phonons.
Note also aweak (~1 meV) splitting of the X, line (see
also Fig. 2), which isnot observed in thinner ZnTefilms
(Fig. 1). Such a splitting is associated usualy with
polariton effects [24, 27]. For instance, the short-wave-
length component of X, is assigned [24] to the upper,
and the long-wavelength one, to the lower polariton
branch. The polariton model allows, however, a some-
what different viewpoint aswell [27]. We are not going
to discuss this problem in more detail, and have men-
tioned it only to stress that this splitting is not con-
nected in any way with strains.

Note that a new line |, has appeared in Fig. 3
between the 1LO and X, lines, which manifests itself
in secondary-luminescence spectra only when excited
by 2.4097-eV photons (A4, = 514.5 nm), whose energy
exceeds the heavy-hole exciton band bottom by slightly
more than the energy of the optical LO phonon. This
line originates from the resonant Mandelshtam-Bril-
louin light scattering (RMBLS) involving simultaneous
emission of an optical and an acoustic phonon. As far
asweknow, RMBLSin ZnTewas earlier observed only
in bulk crystals [28]. A comprehensive discussion of
thel, linein ZnTe/GaAs would go outside the scope of
this paper. We note only that the presence in secondary-
luminescence spectraof RMBLS, aswell as of the radi-
ation due to both ground and excited states of the
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heavy- and light-hole excitons, implies a sufficiently
high perfection of the ZnTe films.

We turn now to a consideration of the effect of
strains on the A%X line, i.e., on the exciton bound to a
neutral acceptor. For the sake of brevity, we will denote
this complex by NAE. We first note that, as shown in
[9], the acceptor impurity in ZnTe/GaAs heterostruc-
tures is arsenic and that, by [29], the AX line in
unstrained ZnTe lies at 2.375 €V.

The effect of biaxial strains on the radiation caused
by the exciton localized at a neutral acceptor is more
complex than the one associated with afree exciton. This
is due to three particles, two holes, and one electron
being localized in this case at anegatively-charged impu-
rity (acceptor). This problem was considered theoreti-
caly in [30], where it was shown, in particular, that the
NAE energy level should split into three, even if only
strains are taken into account. The fina state after the
recombination of the electron and the holeinthe NAE is
the neutral acceptor (NA), whose ground state (only
trangitions to such states can be strong) splits into two
levelsin thefield of abiaxial strain. Therefore, in princi-
ple, one could observe severa lines originating from
optical transitions between the various initial states of
the NAE and the final states of the NA. However, at low
temperatures, only the lowest NAE state is populated
and, hence, the emission spectrashould contain two lines
(A°X), whose energies, with only the strains taken into
account, are given by the expressions [30, 31]

W, , = W, + [2aDCll

' Cn
which very much resemble Eq. (3), the only difference
being that W, in (4) is the A°X energy (2.375 eV) in
unstrained ZnTe, whereas the deformation constant b,
describes the splitting of the NA level. Note in connec-
tion with Egs. (4), that the higher-energy photon corre-
sponding to the transition to the lower NA level is an
allowed optical transition [32], whose energy, aswill be
shown later on, practically coincides with the position
of the A°X line observed in ZnTe/GaAs spectra. The
optical transition corresponding to the less energetic
photon W, [the plus sign in (4)] isweakly allowed, pro-
vided A = |2b,[(Cy; + 2C,,)/C,4]€| considerably exceeds
the exchange interaction between the holes, A, [32].
As follows from our estimates made using expressions
from [30], which are more complex than (4) and are
modified to cover the case of biaxial strains, this condi-
tionisupheld: A =3.5meV > A, = 0.6 meV. Thisis
why low-temperature PL spectraof ZnTe/GaAs exhibit
one A%X line only.

The theoretical value of the b, constant for the NA

was derived within the effective-mass approximation
[33]

12|j |j:ll 2C 5
b= D} ()

4 12 6
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where b is the deformation constant entering (3), and
H = 6ys + 4y,)/5y; and 0 = (Y3~ Vo)1

are expressed through the Luttinger parameters.
Because, as aready mentioned, the acceptor in
ZnTe/GaAs films is As, and in this case the hole bind-
ing energy is close to the theoretical value obtained in
the effective-mass approximation [29], we will use the
value of b, obtained from (5). Substituting the val ues of
v (i =1, 2, 3) from [16] yields b, =—0.91 eV. Inserting
thisvaluein (4), we obtain for the allowed transition a
photon energy very close to the experimental value of
the A°X line energy (2.3693 eV): E ,,, —W; = 0.4 meV.

Using more complex relations from [30], taking into
account the exchange interaction A, we come to

E oy = Wi(ley) for Age = 0.6 meV.

Note that the presence of nonuniformities in the
strain tensor can result in lifting of the forbiddenness of
the transition involving the W, photon. Nonuniformi-
ties can be formed, for instance, through introduction
of CdTeislands in ZnTe/GaAs. Such experiments will
be discussed in a separate paper. We will restrict our-
selves here to saying that we have succeeded in observ-
ing in such structures the manifestation of the forbid-
den transition, with the theoretical energy difference
W, =W, = [(C,; + 2C;,)/C;4]€e = 3.5 meV very close
to the experimental value of 3.2 meV for this quantity.

ACKNOWLEDGMENTS

The authors are indebted to A.F. Plotnikov for his
assistance in the work.

Support of the Russian Foundation for Basic
Research (grants nos. 98-02-16980, 97-02-16721, and
99-02-18161) and of the Ministry of Science of the RF
(grant no. 97-1045) is gratefully acknowledged. The
work was also partialy supported by a Scientific
School Support Grant (96-15-96341).

REFERENCES

1. A. M. Glass, K. Tai, R. B. Bylsma, et al., Appl. Phys.
Lett. 53 (10), 834 (1988).

2. V. S.Bagaev, V. V. Zditsev, V. V. Kalinin, et al., Pis ma
Zh. Eksp. Teor. Fiz. 58 (2), 82 (1993).

3. V. S. Bageev, V. V. Zaitsev, V. V. Kadlinin, et al., Solid
State Commun. 88 (10), 777 (1993).

4. S L. Zhang, Y. T. Hou, M. Y. Shen, et al., Phys. Rev. B
47 (19), 12937 (1993).

5. V. S. Bagaev, V. V. Zaitsev, V. V. Kdlinin, et al., lzv
Akad. Nauk, Ser. Fiz. 58 (7), 97 (1994).

6. J. Cibert, Y. Gobil, Le Si Dang, €t al., Appl. Phys. Lett.
56 (3), 292 (1990).

7. V. S. Bagaev, V. V. Zditsev, V. V. Kdinin, et al., Fiz.
Tverd. Tela (S.-Peterburg) 38 (6), 1728 (1996).

8. G.L.BirandG. E. Pikus, Symmetry and Srain-Induced

Effects in Semiconductors (Nauka, M., 1972; Wiley,
New York, 1974).



240

9.

10.

11

12.

13.
14.

15.

16.

17.

18.

19.

20.

21.

ZAITSEV et al.

Y. Zhang, B. J. Skromme, and F. S. Turco-Sandroff,
Phys. Rev. B 46 (7), 3872 (1992).

H. Tatsuoka, H. Kuwabara, Y. Nakanishi, et al., J. Appl.
Phys. 67 (11), 6860 (1990).

H. Tatsuoka, H. Kuwabara, Y. Nakanishi, et al., J. Cryst.
Growth 117 (1-4), 554 (1992).

T. Itoh, K. Shinone, N. Katagiri, et al., J. Cryst. Growth
117 (1-4), 835 (1992).

K. Shahzad, Phys. Rev. B 38 (12), 8309 (1988).

K. Ohkawa, T. Mitsuyu, and O. Yamazaki, Phys. Rev. B
38 (17), 12465 (1988).

D. J. Olego, K. Shahzad, J. Petruzzello, et al., Phys. Rev.
B 36 (14), 7674 (1987).

Numerical Data and Functional Relationships in Sci-
ence and Technology, Ed. by K.-H. Hellwege, Landolt-
Bornstein, New Series (Springer, Berlin, 1982), vol. 17,
Partsa and b.

S. I. Novikova, Thermal Expansion of Solids (Nauka,
M., 1974).

W. Wardzynski, M. Giriat, Szymczak, et al., Phys. Status
Solidi B 49 (1), 71 (1972).

J. Calatayud, J. Allegre, H. Mattieu, et al., Phys. Rev. B
47 (15), 9684 (1993).

Le Si Dang, J. Cibert, Y. Gohil, et al., Appl. Phys. Lett.
55 (3), 235 (1989).

G. Kudlek, N. Presser, J. Gutowski, et al., Semicond.
Sci. Technol. 6 (9A), A90 (1991).

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33

PHYSICS OF THE SOLID STATE Vol. 42

J. Gutowski, Semicond. Sci. Technol. 6 (9A), A51
(1991).

K. Kumazaki, F. lida, K. Ohno, et al., J. Cryst. Growth
117 (1-4), 285 (1992).

H. P. Wagner, S. Lankes, K. Wolf, et al., J. Cryst. Growth
117 (1-4), 303 (1992).

G. Kudlek, N. Presser, J. Gutowski, et al., J. Cryst.
Growth 117 (1-4), 290 (1992).

G. E. Pikus and E. L. lvchenko, in Excitons, Modern
Problems in Condensed Matter Sciences (Nauka, Mos-
cow, 1985), p. 148.

D. E. Cooper and P. R. Newman, Phys. Rev. B 39 (11),
7431 (1989).

Y. Oka and M. Cardona, Solid State Commun. 30 (4),
447 (1979).

H. Venghaus and P. J. Dean, Phys. Rev. B 21 (4), 1596
(1980).

H. Mathieu, J. Camassel, and F. Ben Chekroun, Phys.
Rev. B 29 (6), 3438 (1984).

F. Da’Bo, G. Lentz, N. Magnea, et al., J. Appl. Phys. 66
(3), 1338 (1989).

V. D. Kulakovskii, G. E. Pikus, and V. B. Timofeev, Usp.
Fiz. Nauk 135 (2), 237 (1981).

M. Schmidt, Phys. Status Solidi B 79 (2), 533 (1977).

Trandated by G. Skrebtsov

No. 2 2000



Physics of the Solid State, Vol. 42, No. 2, 2000, pp. 241-243. Trandlated from Fizika Tverdogo Tela, Vol. 42, No. 2, 2000, pp. 235-237.

Original Russian Text Copyright © 2000 by Bugaev, Kon'’ kov, Terukov.

SEMICONDUCTORS

AND DIELECTRICS

Nonlinear Absorption of a Picosecond Pulseina-S: H

A. A.Bugaev, O. 1. Kon’kov, and E. |. Terukov

| offe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, . Petersburg, 194021 Russia
Received August 5, 1999

Abstract—The results of a nonlinear-absorption research in afilm of a-Si : H are reported. The absorption is
induced by a picosecond laser pulse with quantum energy only slightly exceeding the band gap width of the
material. Picosecond pulses obtained by optical methane and hydrogen pumping and stimulated Raman scat-
tering were used in experiments for resonance excitation of the sample. The total absorption is shown to be the
sum of the free carrier absorption and absorption by holestrapped on local levelsin the“tail” of the conduction

band. © 2000 MAIK “ Nauka/Interperiodica” .

Amorphous hydrogenated silicon (a-Si : H) attracts
significant attention due to the fact that is has the poten-
tial to be used as a solar-cell material or as a material
for light-emitting integrated structures for telecommu-
nication systems[1]. In the latter case, a-Si : H is used
as a solid-state host doped by rare-earth ions, which
allows luminescence to be excited by free charge carri-
ers created by eectron pumping [2, 3]. The emitting
elements arranged thisway areideal for integrating into
opto-electronic devices. The nonlinear interaction pro-
cess associated with photoexcitation and relaxation of
the excited statein a-Si : H was earlier investigated in a
number of works using light pulses belonging to the
pul se-width range from microseconds to femtoseconds
[4-11]. These works studied the trapping of the excited
carriers by shallow and deep trapping centers, investi-
gated recombination mechanisms and mechanisms of
light-induced absorption in the middle of the band gap
of a-Si : H.

In the present work, we researched nonlinear
absorption of picosecond light pulseswith the quantum
energy of 1.978 eV and 1.825 eV, which only dightly
exceeded band gap width Ejina-Si : H (E; = 1.8 eV).
The data obtained allowed us to determine the effective
absorption cross section dueto excited carriersasasum
of the free-carrier absorption and absorption by the car-
rierstrapped at local electron levels.

In the experiments, we used a sample of amorphous
hydrogenated silicon deposited on a fused silica sub-
strate obtained by magnetron sputtering of Si in an
argon and hydrogen atmosphere. The film was 2.32 um
thick. Dispersion of absorption and refraction was mea-
sured in this sample, applying reflectivity spectroscopy
for S and P-polarized light incident at an angle of 50°.
For the energy of quanta used, the absorption coeffi-
cients for picosecond pulses were found to be 1.5 x 10*
(Aw=1.978 V) and 1.1 x 10* cm™ ((fiw = 1.825 V).
The band gap width was obtained in a-Si : H as the
energy of aquantum for which a = 10* cm and turned
out to be of 1.8 V.

A single pulse of aYAG : Nd laser operating in the
colliding pulse regime of the passive mode selflocking
was used in the research of nonlinear absorption. After
amplification, the laser pulse energy amounted to 5 mJ.
The pulsewidth was 27 ps measured as FWHM . Laser
radiation of the fundamental frequency (Aiw=1.17 eV)
was then converted into a second-harmonic pulse
(fiw=2.34eV), which, in the reflection schematic, was
used for stimulated Raman scattering excitationin agas
chamber containing methane (CH,) or hydrogen (H,) at
a pressure of 20 atm. The wavelengths and energies of
the first Stokes components in the picosecond Raman-
scattered pulse were 0.627 um or 1.978 eV for CH, and
0.697 um or 1.825 eV for H,.

In the experiments, we investigated the energy
dependence of the transmission of the Raman-scattered
pulse through the film of a-Si : H; relaxation of the
induced absorption was aso investigated. In the first
case, the sample of a-Si : H was positioned near the
focused-beam waist (F = 150 mm) and calibrated filters
provided variation of the exciting radiation level. To
determine the peak energy density E, at the surface of
the a-Si : H film, a CdS plate was used instead of the
amorphous-silicon sample and the induced absorption
was measured in CdS (E4 = 2.42 eV) corresponding to
two-photon interband transitions. From this measure-
ment, the peak intensity of the exciting pulse 1, was
estimated [12]. The two-photon absorption coefficients
for the wavelengths of the Raman-scattered pulse were
calculated according to relationships used in [13, 14]
and turned out to be 6.12 cm/J W (for 0.627 pm) and
9.6 cm/JW (for 0.697 um). In the second case, a con-
ventional probing schematic with preceding excitation
was used to investigate the induced-absorption relax-
ation; the polarizations of the exiting and probing
pulses were mutually perpendicular. The results of
measurements are shown on Figs. 1 and 2.

As is seen, the relaxation kinetics data obtained for
theinduced absorption at theinitial carrier concentration
N ~ 10" cm2 in the delay-time range below ~150 ps

1063-7834/00/4202-0241$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Relaxation kinetics of the induced absorption for
picosecond pulsesin a-Si : H at a charge carrier concentra-

tion of 10'° cm™. Filled squares are experimental data.
Solid curveis the best fit approximation.
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Fig. 2. Energy dependence of the nonlinear absorptionin a-
Si : H excited by picosecond Raman-scattered pulses with
the energy of quanta 1.825 eV (solid curve) and 1.978 eV
(dashed curve). The curves are results of the numerical fit
(2), the circles indicate experimental data.

(Fig. 1) reveal approximately inversely proportional
time dependence (1/1). For longer delays, the relax-
ation significantly sows down. The relaxation behavior
in the 150 psrangeisin agood agreement with an ear-
lier proposed mechanism [11], according to which the
process of recombination belongsto the Auger type and
involvestwo free el ectrons and one trapped hole. Under
the condition of faster hole trapping compared to the
trapping of an electron (dueto longer “tail” of the den-
sity of statesin the valence band) and in the case of high
concentrations, i.e., for n = p > N, (N, is the density of
localized states), the kinetic equation for electrons cor-
responds not to a cubic but rather to a quadratic depen-
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dence dn/dt = —y,N;n? and it is in agreement with the
observed type of recombination with the coefficient
B = y,N;. According to the data of [6-10], theinequality
n=p > N, begins to be fulfilled for the carrier concen-
tration higher than ~3 x 10 cm3, above which the
recombination process is, in general, bimolecular with
the time constant B ~ 10° s. It is easy to see that even
for the maximum achievable concentration levels
(= 10% cm3 in our experiments) the nonlinear absorp-
tion of a27 ps pulseisweakly influenced by the recom-
bination process, whose duration is B*N-! > 100 ps.

As seen from Fig. 2, propagation of a laser pulse
through the a-Si : H film is accompanied by a signifi-
cant decrease of the transmission level amounting to
30% with the growth of incident energy. Such a trans-
mission change (AT/T, ~ Aad = 0.3) approximately cor-
responds to the induced absorption level Aa ~ 10° cm™.,
The nature of the energy dependence of AT/ T, = f(Eyp)
is close to that observed under analogous excitation
conditions in ¢c-Si [15, 16]. The last is known to origi-
nate from absorption by the free carriers created viaan
indirect interband transition in c-Si. We have no reason
to assume that, in our case, the nonlinear absorption
includes not only transient nonlinear susceptibility but
also stationary (time-lag-free) nonlinear components,
i.e., two-photon absorption. This alows us to analyze
the results presented in Fig. 2, implying only a set of
equations describing propagation of a light pulse in a
medium with the transient cubic susceptibility and dis-
regarding diffusion process,

‘% = _al(zt) —o;N,(z )l (z 1)

—oN(z t)1(z 1),

IN(z t) _ N¢(z1) 2
o = ftf —-BN*(z 1), 1)
ON((z1) _al(zt) Ni(z1)
it A T

where N; and o; are the concentration and absorption
cross section for free electrons; N and o are the same
parameters for carriers trapped on local levels; 1; isthe
trapping time; and a isthelinear absorption coefficient.

As the data on t; are absent and the recombination
of carriers during the pul se can be neglected, the set (1)
can be written as

@‘I%EZ"Q = al(zt)—oxN¢(z 1)1(z 1),
ON(z 1) _ al(zt)
it hw &)
where o4 = 0;N; + oN and oN are assumed to be a
constant (n = p > N,). We integrated set (2) numeri-
caly, under the assumption that o is avariable param-
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eter. For the Gaussian spatial and temporal intensty pro-

file T= [ [ loulr, t)dtdr/J‘; J‘fwlm(r, t)dtdr, we
derived a solution for the energy transmission of the
light pulse. The numerical fit of solution (2) to the
experimental results is shown in Fig. 2 (solid lines).
The best fit was complied with o4 = 4 x 10 (for
fw=1.978 eV) and to 04 = 6 x 10°Y" cm? (for A =
1.825eV). Theresult obtained wasin agood agreement
with data of the work [6], according to which the
change in extinction amounts to Ak ~ 0.03 at the carrier
concentration of 10?%° cm3, which, as is easily seen,
correspondsto o ~ 7 x 10 cm?.

It is shown that the cross section for the charge car-
rier absorption in aSi : H exceeds the cross section in
c-Si approximately by an order of magnitude. In the
last case, [17] reports 0 = 6 x 1078 cm?. On the other
hand, it was demonstrated in [4] that the induced
absorption in &S : H is mostly due to transitions of
holes trapped on loca levels to the conduction band.
These transitions have an absorption cross section ¢ =
10716 cm?. Hence, it appears clear that the nonlinear
absorption of a picosecond pulse in a-Si : H results
from the free carrier absorption in combination with
photoionization of holes trapped on the local levelsin
the “tail” of the conduction band.
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Abstract—Three experiments on the tellurium recrystallization by a modified Bridgman method were per-
formed under microgravity conditions on board the Mir orbital space laboratory using a ChSK-1 Kristallizator
furnace. The physical properties of samples were studied, including the final crystal structure, the distribution
of impurities and defects, and the charge carrier concentration and mobility. The results were compared to the
analogous parameters of crystals remelted using the same method under the normal gravity conditions. It is
established that the samplesrecrystallized in aclose volume under the on-board microgravity conditions “break
off” from the container walls and touch the walls only in afew points. This circumstance gives rise to specia
effects, such as the growth of crystals with a free surface and deep supercooling. Study of the distribution of
electrically active impurities over the length of ingots shows evidence of the presence of thermocapillary con-
vective flows in the melt under the microgravity conditions. The flows tend to increase upon separation of the
melt from the container walls. The contributions due to impurities and electrically active structural defects to
the charge carrier distribution are taken into account. The single-crystal sample obtained upon the partial recrys-
tallization of tellurium in a close container volume under the on-board microgravity conditions exhibits the
electrical characteristics comparable to those of acrystal grown by the Czochral ski technique under the normal
gravity conditions. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Experiments involving the mass and heat transfer
processes and crystallization at various levels of grav-
ity—from tens of g, in centrifugesto 10-°g, on board of
space vehicles and platforms—offer additional means
of variation of the structure and properties of semicon-
ductor materials.

Pure tellurium—a material with the intrinsic hole
concentration at T =77 K equal to p(77 K) ~ 103 cm3
and the impurity conductivity region at T < 200 K with
Egre 1340 mV [1]-isavery convenient object for such
experiments because of a comparatively low melting
temperature (T,,, = 452°C [1]) and extremely high sen-
sitivity of the electrophysical properties of Te to the
presence of structural defects and mechanical stresses
arising during the crystal growth process [2]. A com-
paratively high concentration of defects in Te crystals
grown under the normal conditions may probably
account for the fact that tellurium behavesin the impu-
rity conductivity region as a typical p-type semicon-
ductor [1].

Effect of ahigh gravity level upon the crystallization
process, the content of structural defects, and the distri-
bution of impurities in tellurium samples was recently
studied in experiments using a specia furnace of the

Meudon type[3, 4] placed in a TsF-18 centrifuge oper-
ating in the Cosmonaut Training Center (Russia).

A series of three experiments on the directiona crys-
talization of tellurium under microgravity conditions
was performed in August 1996 on board of the Mir
orbital space laboratory using a furnace of the Kristalli-
zator ChSK-1 type. Below, we will present the results of
investigations of the electrophysical properties of tellu-
rium samples with different crystal structures. The
results are compared with the known reference data, with
the properties of samples obtained in the course of the
preliminary on-ground experiments using the same
equipment as that employed on board [5], and with the
parameters of specially synthesized tellurium crystals.
Preliminary resultswere reported at conferences devoted
to the space materials science [6, 7].

EXPERIMENTS ON TELLURIUM
RECRY STALLIZATION UNDER MICROGRAVITY
CONDITIONS

The directional crystallization of tellurium was per-
formed by the method of propagating temperature gra-
dient in afurnace of the Kristallizator ChSK-1 type[8].
This method ensures the absence of vibrations-in con-
trast to the regime of propagating sample which was
also possible in the experimental setup employed. Fig-

1063-7834/00/4202-0244%$20.00 © 2000 MAIK “Nauka/Interperiodica’



TELLURIUM RECRYSTALLIZATION UNDER MICROGRAVITY CONDITIONS

T°,C
600
500+

400+ 1
300r [ / S
200/, AN

100y

T

—_——_ - —- - =

1 1 1 1 1 1 |

0 2 4 6

Fig. 1. Temperature-time schedule of tellurium recrystalli-
zation experiments: (1) hot zone; (2) cold zone. Dashed hor-
izontal line shows the melting temperature of tellurium
(452°C). Stages |-111 are explained in the text.

ure 1 shows a temperature—time schedule of the exper-
iment exhibiting tree sequential stages. (1) heating of
the furnace and melting of theinitial ingot; (11) homog-
enization of the melt; (111) cooling and solidification of
the melt. A sample was positioned in the zone of tem-
perature gradient ((40 K/cm over a60 mm distance) so
as to provide for the partial or compete melting,
depending on the experimental task. The ingot crystal-
lization front occurred within the temperature gradient
region and propagated at a velocity of f 04 cm/h when
the heater temperature was decreased according to
stagelll (Fig. 1).

In experiment 1, we studied recrystallization of asin-
gle-crystal tellurium sample with alength of L =52 mm
cleaved along the C; axis from a Czochralski grown
single crystal with the hole concentration p(77 K) =5 x
10* cnmr3. A container (ampule) with the sample was
mounted in the furnace so that 1/3 of the sample length

245

(=17 mm) occurred at atemperature below the melting
point and served a seed for crystalization. Then the
directional crystallization was performed in the melted
part of the sample at a velocity of 4 cm/h and the pro-
cesswasterminated in ~55 min, when the hot zone tem-
perature decreased to 460°C and that of the cold zone,
to 100°C.

In experiment 2, the initial sample was a polycrys-
tallinetellurium ingot with alength of L =43 mm fused
with a 22-mm-long seed crystal cleaved along the Cy
axis from atellurium single crystal and mounted paral-
lel to the ampule axis. When the furnace was heated
(stages| and Il in Fig. 1), the polycrystalline ingot and
a part of the seed melted and then recrystallized from
melt at the same rate of temperature decrease asin the
first experiment.

In experiment 3, the initial sample represented an
ingot of high-purity tellurium with a length of L =
44 mm and a hole concentration of p(77 K) ~ 10* cm2
not provided with a seed. The sample was placed in the
furnace so as to be completely melted in stages| and |1
and then spontaneously crystallized under the propa
gating temperature gradient conditionsin stage I11.

The photographs of tellurium samples after the
recrystallization under the on-board microgravity con-
ditions are shown in Fig. 2, and the dimensions of sam-
plesaregivenin Table 1.

REAL CRYSTAL STRUCTURE OF TELLURIUM
SAMPLES RECRY STALLIZED
UNDER MICROGRAVITY CONDITIONS

In sample 1, one may distinguish three different
parts oriented along the third-order axis C; (direction
[0001]): non-remelted region, cylindrical recrystallized
region in contact with the ampule walls, and recrystal-
lized region with a hexagonal cross-section not touch-

Fig. 2. Photographs of tellurium single crystals grown by the method of directional crystallization under the on-board microgravity
conditions: (1) sample 1 obtained by partial recrystallization of initial single crystal; (2) sample 2 obtained by crystallization on a
seed; (3) sample 3 obtained by complete recrystallization without seed.

PHYSICS OF THE SOLID STATE Vol. 42 No. 2

2000



246

Table 1. Sample dimensions

Sample Samp:ﬁljr]mgth, Sampl ?’n drinameter, Seedrrllﬁ]ngth,
1 41 5.6-4.8 7
2 65 5.6 22
3 44 5.6 -

ing the ampule walls. The latter part, which can be
observed only in samples crystallized under the micro-
gravity conditions, is probably formed dueto the action
of surface tension forces developed in the field of tem-
perature gradient. For the same reason, the non-melted
region of the seed was partly pulled into the melt. Asa
result, the length of the non-remelted part of the sample
upon treatment was less than 1/3 of the initial length.

After measuring the galvanomagnetic properties
characteristic of the distribution of impurities and
defects along the crystal, sample 1 was cleaved along

the C; axisinthe cleavage plane (1010). Therea crys-
tal structure was studied by X-ray backscattering
topography using one- and two-crystal setups [9]. The
X-ray topographs are presented in Fig. 3.

The surface of cleaved sample 1 mostly coincides
with the cleavage plane, but contains someflat steps. At
adistance of 9.6 mm from anticipated boundary of the
recrystallization region (indicated by the arrow in
Fig. 3), the cleavage reveals bent and twisted bound-
aries near the ingot side surface (see region to the right
of the arrow). The rea structure of the initial single
crystal (observed to the left of the arrows in Fig. 3) is
evidently imperfect and exhibits the presence of macro-
scopic stresses. Position of the real recrystallization
boundary can be determined by the shape of the ingot
side surface (Fig. 2) and by the distribution of macros-

PARFEN’EV et al.

tresses determined using the X-ray topograph (see
below). The misorientation of crystal blocks along the
C; axis in the remelted region amounts to only a few
seconds of arc, while misorientation around the C; axis
is more pronounced (reaching afew minutes of arc).

Use of a monochromator for imaging of the ingot
cleavage surface provides for a better resolution and
higher sensitivity with respect to macrostresses, pores,
and other inclusions. In particular, this techniques
reveals macrostresses in the region of anticipated
recrystallization boundary. The distribution of pores
and inclusions exhibits a random character, that is, the
pattern is related neither to the recrystallization bound-
ary nor to the growth axis (coinciding with the central
axis of the sample). A region with a length of ~6 mm
adjacent to the recrystallization boundary possessesthe
most perfect structure, despite the presence of some
crystal defects inherited from the seed.

The third portion of the sample crystallized with a
free surface.

In sample 2, asingle-crystal seed was fused with a
polycrystalline ingot before the experiment on board.
After recrystalization under the microgravity condi-
tions, it was found that the seed separated from the
sample ingot in the region of ampule narrowing. In the
vicinity of the breakage site, there are blisters on the
sample surface (Fig. 2). The X-ray topographic investi-
gation of this sample revealed a fine-grained mosaic
structure on theingot surface. The crystal orientation of
grains on the sample surface coincides, on the average,
with that in the seed. The size of grainsis 5-10 um and
they partly occur in astrongly stressed state.

The recrystalization of sample 3 was performed by
completely remelting theinitial ingot without seed under
the microgravity conditions. The recrystallized ingot has

1mm

Fig. 3. X-ray topographs of the surface obtained upon cleavage of sample 1 by (1010) plane [CuK, radiation; (2020) reflection].
Right-hand micrograph shows the expected region of the recrystallization onset [imaged using a Ge(111) single-crystal monochro-
mator]. The arrows indicate positions of the expected recrystallization onset regions.
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Fig. 4. Distributions of the hole concentration p(77 K) and conductivity (77 K) along the single-crystal tellurium samples grown
on board of the Mir orbital space laboratory: sample 1 (1, before etching; 2, after etching); sample 2 (2a, on-ground analog); sample 3
(3a, on-ground analog). The vertical lines indicate the onset of the break-off crystallization in sample 1 and the position of alarge

porein sample 3.

acylindrical shape with two large caverns and numerous
small traces of bubbles on the surface (Fig. 2).

After measuring the galvanomagnetic properties,
sample 3 was cut into three approximately equal parts
acrossthelongitudinal axis. X-ray topographic analysis
of the cross-sections revealed a considerable difference
in size of the crystal blocks in these sections. The first
part of the crystal, which occurred in the region of min-

PHYSICS OF THE SOLID STATE  Vol. 42

No. 2 2000

imum temperature in the course of solidification, con-
tainslarge blocks (0.6—1.0 mm) and blisters of compli-
cated shape. The distribution of blocks in this cross-
section is not centrosymmetric relative to the longitudi-
nal axis of the ingot. Large blocks possess a fragmen-
tary structure and are strongly stressed. In the second
cross-section, the ingot exhibits a homogeneous fine-
grained structure with random orientation of the grains
and the grain size varying from 5 to 50 um. These data
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Table 2. Averaged characteristics of samples

PARFEN’EV et al.

Sample Lengt?gi recrystallized| 5 (200K), Qfem | Ro (77K), em?/(V' ) | p(77.4K), 10% e
1 34 2.57 6140 2.59
8155 (max) 1.13 (min)
Cz 65 2.70 7677 113
8060 (max) 1.11 (min)
2 43 2.43 1423 5.96
2351 (max) 3.87 (min)
2a 45 3833 4.00
4669 (max) 1.76 (min)
3 44 1.79 1076 11.7
1464 (max) 8.92 (min)
3a 485 1.075 111
1.557 (max) 9.20 (min)

Note: Positions of the “min” and “max” points correspond to Figs. 3, 4; Cz denotes a single-crystal sample grown on the Earth by the

Czochralski method.

indicate that the melt occurred in a supercooled state
prior to solidification; the solidification process behind
the second cross-section proceeded in a homogeneous
spontaneous crystallization regime.

ELECTRICAL PROPERTIES
OF RECRY STALLIZED TELLURIUM SAMPLES

The electrical properties of samples grown under
the microgravity conditions were studied by measuring
conductivity and the Hall response in aweak magnetic
field in the temperature range from 1.45 to 300 K. Dis-
tribution of these properties along the samples was
studied at 290 and 77.4 K. The measured values were
used to calculate the hole concentration p = A/(Rec)
[where A(77 K) = 1.18 and A(4.2 K) = 1.93 at the liquid

Ro(77 K), 108 cm?/(Vs)
10

50 60
X, mm

Fig. 5. Profiles of the Hall mobility Ro(77 K) in the recrys-
tallized part of (1-3) space-grown samples 1-3, respec-
tively, and samples grown on the Earth by the (4) Czochral -
ski and (2a, 3a) Bridgman methods.
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nitrogen and liquid helium temperatures, respectively]
and their Hall mobility Ro.

Figure 4 shows variation of the conductivity o and
the hole concentration p at 77 K aong the samples
grown on board of the Mir orbital space laboratory in
comparison with analogous parameters of the samples
grown on Earth by the Bridgman method using the
same temperature-time schedule [on-ground analogs
2a (with seed) and 3agrown on the Earth]. Figure 5 pre-
sents the results of calculations of the Hall mobility
Ro(77 K) distribution along the “space-grown” sam-
ples. For the comparison, aso depicted are the hole
mobility distributions in the initial Czochralski grown
single crystal and in the on-ground analogs 2a and 3a.

After these measurements, the samples were treated
for 2 min with a polishing etchant with the composition
CrO;—HCI-H,0 (1:1:3, w/w). Repeated measure-
ments showed that the electrical properties of the sam-
ples remained virtually unchanged upon etching (cf.
with the data for electric conductivity in Fig. 4). This
result implies that the surface of samples was not con-
taminated in the course of remelting and acquired no
additional defects, which could appear as aresult of the
difference in the coefficients of thermal expansion
between tellurium and the container material. The
absence of the latter effect is apparently related to a
smaller role of the contact between melt and ampule
walls during crystal growth under the microgravity
conditions.

Table 2 presents averaged values of the parameters
of space-grown tellurium samples and their on-ground
analogs, together with the electrical properties of the
initial tellurium single crystal grown by the Czochral-
ski method (including data on the maximum mobilities
and minimum hole concentrations).
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Table 3. The values of parametersin equation (1) for various samples

Sample k Co, 10¥ cm= | Coger, 10¥ cm® Xo, MM Vo, mm?3 L, mm
1, region (ab) 0.2 5 2 4 726 34
1, region (cd) 0.45 7.8 - - - -
2 0.8 4 60 4 1058 43
2a 0.42 35 6 22 1083 44
3 0.55 11 80 4 1083 4
3a 0.95 7 10 25 1194 48.5

DISCUSSION OF RESULTS

1. Charge carrier mobility. In samples remelted
under the microgravity conditions, the concentrations
of holes p(77 K) and their Hall mobilities Ro(77 K) at
77.4 K, aswell as the distributions of these parameters
along recrystallized ingots, were different in the sam-
ples of various types.

The Ro(77 K) value in sample 1, grown in a close
volume under the microgravity conditions, was closeto
the mobility in atellurium single crystal grown by the
Czochralski technique (with a free surface) on the
Earth. A significant decrease in mobility observed at a
distance of 5 and 22 mm from the recrystallization
boundary (Fig. 5) corresponds to the sample structure
disturbances in the regions of variable ingot cross-sec-
tion (Fig. 3). Generally lower mobility values in sam-
ples 2 and 3 are explained by the effect of hole scatter-
ing from structural defects and grain boundaries in
these polycrystalline ingots.

2. Charge carrier concentration. In all samples
obtained upon directiona recrystallization under the
microgravity conditions, the hole concentration p(77 K)
exhibited an increase on the passage from beginning to
end of theingot. This pattern is characteristic of the pro-
cess of impurity displacement in the course of direc-
tional crystallization, observed for impuritieswith adis-
tribution coefficient k < 1. The process is usualy
described by the Scheil law, whichisvalid for k, = const
and flat crystalization front [10]. In this case of tellu-
rium, the dopant impurity is Sb with an equilibrium dis-
tribution coefficient of ky(Sb) = 0.003 [3]. However, the
character of the hole concentration variation observed in
both space-grown samples 1 and 2 and in the on-ground
anaog 2adeviated from that predicted by the Scheil the-
ory, the difference being especialy pronounced in the
initial parts of ingots. This behavior of the hole concen-
trationin theinitial parts of ingots can be explained by a
decreasein the number of structural defectsin the course
of directiona crystalization. In tellurium, these defects
act both asthe scattering centers and as acceptors[4]. For
this reason, the character of the acceptor impurity distri-
bution in ingots grown under the microgravity condi-
tions, as well as in the samples obtained by directional

PHYSICS OF THE SOLID STATE Vol. 42 No. 2
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crystallization at normal gravity, was described by the
following expression [4]:

C= kCO%L—V\(/:) 1)

where k is the effective impurity distribution coeffi-
cient, V, is the total volume of a recrystallized part of
the sample, V(X) is the current volume recrystallized
over the sample length x, Cy istheinitial impurity con-
centration in the melt, Xy iS the relaxation length of
the defect concentration, and C,q iStheinitial concen-
tration of these defects. The results of analysis using
thisrelationship are depicted in Fig. 6 and summarized
in Table 3.

The first term in the right-hand part of equation (1)
isvalid in the case of ideal stirring of the melt during
solidification. Under the microgravity conditions, the
mechanism of gravitational mixing is virtually inoper-
ative and the major roleis played by amuch weaker dif-
fusion mechanism. This mass transfer mechanism is
characterized by a constant impurity concentration in
the mgjor part of the ingot [11]. However, the experi-
mental fact of the impurity displacement indicates that,

k-1
O 0 00X [
o * Cer e)(pB(OdefD

p(77 K), 10 cm=3

E | R I |
! 1-VIN, 01

Fig. 6. Profiles of the hole concentration p(77 K) plotted on
the relative scale (1 — V/Vy) for (1-3) the single-crystal tel-
lurium samples 1-3 grown on board of the Mir orbital space
laboratory (microgravity conditions) and (2a, 3a) their ana-
logs grown on the Earth. Curves 1* and 1** refer to regions
(ab) and (cd) of sample 1. Points represent the data of mea-
surements; curves show the results of calculations by equa-
tion (1) with the parameters given in Table 3.
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Fig. 7. Temperature dependence of the Hall coefficient R
and the Hall mobility Ro for various regions of single-crys-
tal tellurium samples 1 and 2 grown on board of the Mir
orbital space laboratory in comparison with the datafor tel-
lurium single crystals grown on the Earth using the (1M,
2M) Czochraski method and (3M) zone melting [16].

under conditions of the sample break-off from the
walls, an increasing role is aso played by the ther-
mocapillary convective mixing (the Marangoni convec-
tion). Here, we may till use the Scheil law with the
equilibrium distribution coefficient k, replaced by an
effective coefficient k [12] dependent on the conditions
of convection, the growth velocity, and the coefficient
of impurity diffusion in the melt [13]:

Ko
ko + (1 —Ko)exp(—15/ D)’ &)

where f is the growth velocity, & is the thickness of the
impurity-rich layer at the solid-iquid phase interface,
and D is the coefficient of impurity diffusion in the
melt. At alarge growth rate, the effective coefficient k
tends to unity, and at a small growth rate, this coeffi-
cient is close to the equilibrium value k.

k =
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According to the results of our numerical analysis,
the case of “moderate” mixing corresponds to k(g,) =
0.1-0.9 under the normal gravity conditions for the
experimental geometry employed. For a “weak” mix-
ing (corresponding to the Marangoni convection) with
the melt break-off from the walls, the effective distribu-
tion coefficient k(g = 0) may approach unity. Indeed, a
comparison of data on the impurity distribution in sam-
ples 2 and 2a showsthat the pattern of impurity displace-
ment during the directional crystallization on the Earth
corresponds to k = 0.42, while the process observed
under the microgravity conditionsislessintensiveand is
characterized by k = 0.8. The weak convection increases
the role of binding between structural elements of tellu-
rium chains near the solidiquid phase interface. This
leads to a greater number of the structural centers of
crystallization and, hence, to a higher value of Cyyg.

It should be noted that liquid tellurium at tempera-
tures near the melting point contains structural chains
forming a kind of network [14], which results in
increasing viscosity and anomal ous temperature depen-
dence of the melt density [15].

In sample 1, where the number of defects is much
lower compared to that in samples 2 and 3, the condi-
tions of mixing were different in part 1* (touching the
ampule walls) and part 1** recrystallized with a free
surface (Fig. 6). Thisdifference may lead to achangein
the effective distribution coefficient k both due to
enhanced thermocapillary streams in the melt (leading
to aflow of liquid at the crystal growth boundary with
the resulting increase in the o value) and due to varia-
tions in the growth velocity caused by changes in the
thermal regime. In this case, formula (1) described the
experimental results (sold curves in Fig. 6) for the k
value increasing from 0.2 (in part 1*) to 0.45 (in part
1**). This fact accounts for the more rapid growth of
the hole concentration p(77 K) in part 1** as compared
tothatin part 1*. The anomal ous growth of p(77 K) can
be explained by an increase in the k value as aresult of
changes in the crystal growth conditions related to the
material break-off from ampule walls caused by
enhanced thermocapillary streams in the melt. The
enhanced thermocapillary streamslead to aflow of lig-
uid along the crystal growth boundary with the result-
ing increase in the & value.

The hole concentration profile observed in sample 3
can be formally also descried by relationship (1) with
the parameterslisted in Table 3. However, the hole con-
centration p(77 K) variesrather slightly along this sam-
ple and the variation may be aswell explained by some
defects (e.g., pores) not taken into account in the calcu-
lation. The on-ground analog remelted according to the
same temperature-time schedule also exhibited a
homogeneous concentration profile (Fig. 4). This fact
confirms the above conclusion that sample 3 was char-
acterized by astrong supercooling and featured sponta-
neous crystallization with the formation of numerous
defects, including the electrically active ones

No. 2 2000
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3. Temperature effects. The study of variation of
the electrical properties of most perfect tellurium sam-
ples 1 and 2 in the broad temperature range 1.6-100 K
showed that the mobility of holes in the ingots recrys-
tallized under the microgravity conditions markedly
depends both on the temperature and on the sample
crystallization conditions (Fig. 7). In sample 1, the
mobility of holes at temperatures below 77 K is greater
in the region (cd) than in (ab), a maximum difference
being observed at 1020 K. This behavior may be
related to a difference in the content of neutral defects
in the two regions of sample 1, which determines the
temperature-independent contribution to the hole scat-
tering [2]. A decrease in concentration of these defects
at the end of the ingot would result in that Ro(cd) >
Ro(ab) at T = 77 K. As the temperature decreases to
1.5 K, the hole scattering from charged defects begins
to dominate. Since the concentration of electrically
active impurities is greater in the region (cd) than in
(ab), the mobility of holes in the former region Ro(cd)
at T <4 K becomes lower than Ro(ab) (Fig. 7).

Dependence of the mobility of holes on their tem-
perature-independent scattering from structural defects
[2] is confirmed by a large difference between the hole
mobilities of samples 1 and 2, aswell as by the charac-
ter of the temperature variation of this parameter. These
data correlate with a large number of crystal block
boundaries observed in part 1ab. In sample 3, charac-
terized by the greater number of growth defects, the
hole mobility has a minimum value and is almost inde-
pendent of the temperature (Table 2).

Temperature variation of the hole mobility in sam-
ples 1 and 2 is qualitatively the same as that observed
previously in the samples characterized by similar
structures and impurity concentrations, grown on the
Earth under the normal conditions (Fig. 7) [16].

In order to evaluate the temperature-independent
contribution of hole scattering from the structura
defects, we have used the M atthiessen rul e as described
in[2]. The defect concentration N, was cal culated using
the well-known relationship for the relaxation time T =
um*/e (where u is the Ohm mobility and m* is the car-
rier mass) of charge carriers scattered from neutral
defects of the hydrogen atom type in amedium with the
dielectric permittivity €, [17]:

N,. 3)

Using the average values of g, and m (g, = 33.82;
m*/my = 0.156), we obtain N, = 3.8 x 10 cm for the
region (ab) of sample 1, and N, = 6.145 x 10* cm for
the region (cd) of the same sample. These values indi-
cate that the number of defects is much smaller in the
region (cd) crystallized without touching the walls than
in the region (ab) contacted with the ampule. In sample
2, we have N, = 2.4 x 10'® cm3 for the region (ab) and
N, = 5.0 x 10 cm for the region (cd), both values
being greater than in sample 1. The concentration of
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defects in sample 3 (N, = 2.0 x 10Y cm™) is even
greater than that in sample 2, which is naturally
explained by the polycrystalline structure of sample 3.

CONCLUSION

Experiments on the recrystallization of three differ-
ent samples of pure tellurium by a modified Bridgman
method were performed under microgravity condi-
tions. Electrical properties of the final samples, studied
in a broad temperature range, were compared to the
known data and to the values obtained in additional
experiments conducted on the Earth under otherwise
analogous conditions. Data on the directional growth of
tellurium single crystals under the microgravity condi-
tions using the method of partial recrystallization of
initial single-crystal samples showed that the electrical
properties of the final crystals obtained by thistechnol-
ogy are comparable with the properties of crystas
grown on the Earth by the Czochralski method. It was
established that development of the crystal block struc-
ture, as well as the size, orientation, and number of
blocks, depend on the crystallization conditionsthat are
different in the regions of melt contacting or not with
the container (ampule) walls. The maximum mobility
of holes was observed in the crystal regions formed
with a free surface. This regime of crystalization is
realized under the microgravity conditions, where the
melt “breaks off” from the ampule walls. The amount
of neutral defects reducing the hole mobility was eval-
uated to characterize the degree of perfection of the
crystals grown using various sample preparation tech-
niques.

It was found that complete remelting of a single-
crystal tellurium sample under the microgravity condi-
tionsis accompanied by deep supercooling and leadsto
theformation of afine-grained ingot. This phenomenon
opens way to the abtaining of tellurium samples with
the properties corresponding to those of amicrocrystal-
line system composed of anisotropic structural ele-
ments.

Extremely high sensitivity of the electrical proper-
tiesof tellurium at low temperatures, with respect to the
presence of structural defects, allowed the distribution
of impurities and electrically active defects (not
detected by other methods) over the samplelength to be
studied. The concentrations of the electrically active
impurities (determined on the level of 10 at %) and
the neutral defects were evaluated from the results of
low-temperature gal vanomagnetic measurements.

ACKNOWLEDGMENTS

The authors are grateful to L.L. Regel’ for his help
in organization and participation in the preliminary on-
ground work and experiments, including the growth of
tellurium aloys at elevated gravity levels.



252

1

PARFEN’EV et al.

REFERENCES

P. Grosse, Die Festkorpereigenschaften von Tellur, in
Soringer Tractats in Modern Physics (Springer, Berlin,
1969), Vol. 48.

R. V. Pafen'ey, I. |. Farbshtein, and S. S. Shalyt, Fiz.
Tverd. Tela (Leningrad) 2 (11), 2923 (1960).

L. L. Regel’, A. M. Turchaninov, R. V. Parfen’ev, et al.,
J. Phys. [11 (Paris) 2, 373 (1992).

I. I. Farbshtein, R. V. Parfeniev, N. K. Shulga, and
L. L. Regel, in Material Processing in High Gravity, Ed.
by L. L. Regel and W. R. Wilcox (Plenum Press, New
York, 1994), pp. 81-84.

L. L. Regel, I. V. Vidensky, A. V. Mikhailov, A. M. Tur-
chaninov, R. V. Parfeniev, |. |. Farbshtein, N. K. Shulga,
and B. T. Melekh, Preprint | AF-86-283 (1986).

R.V. Parfeniev, I. |. Farbshtein, S. V. Yakimov, V. P. Shal-
imov, and A.M. Turchaninov, Proceedings of the Joint
Xth European and VIth Russian Symposium on Physical
Sciences in Microgravity (St. Petersburg, 1520 June
1997), Abstract No. 98 (1997).

R.V. Parfeniev, L. L. Regd’, and W. R. Wilcox, Proceed-
ings IAAA-97, IAA 12.01.08 (1997).

8.

10.
11.

12.

13.

14.
15.

16.

17

PHYSICS OF THE SOLID STATE Vol. 42

L. L Rege’, Space Materials Science. Part 1l [in Rus-
sian] (Achievements in Science and Technology, Ser.
Space Research, Vol. 29) (VINITI, Moscow, 1987),
p. 146.

A. R. Lang, in Diffraction and Microscopic Techniques
in Materials Science [Russian trandation] (Metal-
lurgiya, Moscow, 1984).

E. Scheil, Z. Metallk. 34, 70 (1942).

W. A. Tiller, K. A. Jackson, J. W. Ruitter, et al., ActaMet.
1, 428 (1953).

V. S. Avduevskii, S. D. Grishin, and L. V. Leskov, in Sci-
entific Readings in Aviation and Cosmonautics-1980
(Nauka, Moscow, 1981), pp. 15-24.

J. A. Burton, R. C. Prim, and W. P. Slichter, J. Chem.
Phys. 21 (11), 1987 (1953).

B. Cabane and J. Friedel, J. Phys. 32, 73 (1971).

A. R. Regel’ and V. M. Glazov, Physical Properties of
Electronic Melts (Nauka, Moscow, 1980).

I. I. Farbshtein, A. M. Pogarskii, and S. S. Shalyt, Fiz.
Tverd. Tela (Leningrad) 7 (8), 2383 (1965).

C. Erginsoy, Phys. Rev. 79, 1013 (1950).

Trandated by P. Pozdeev

No. 2 2000



Physics of the Solid State, Vol. 42, No. 2, 2000, pp. 253-256. Translated from Fizika Tverdogo Tela, Vol. 42, No. 2, 2000, pp. 246—250.
Original Russian Text Copyright © 2000 by Pustovarov, Petrov, Zinin, Kirm, Tsimmerer, Shul’gin.

SEMICONDUCTORS

AND DIELECTRICS

Optical and Luminescent VUV Spectr oscopy
of La,Be,O; Crystals

V.A.Pustovarov, V. L. Petrov, E. |. Zinin*, M. Kirm**, G. Tsmmerer** and B. V. Shul’gin

Ural Sate Technical University, ul. Mira 19, Yekaterinburg, 620002 Russia
*Budker Institute of Nuclear Physics, Sberian Division, Russian Academy of Sciences,
pr. akademika Lavrent’ eva 11, Novosibirsk, 630090 Russia
**]| Ingtitute of Experimental Physics, Hamburg University, Hamburg, D22761 Germany
e-mail: pva@dpt.ustu.ru
Received March 31, 1999

Abstract—Electronic excitations and the processes of their radiative relaxation are studied in pure and Ce**
ion-doped crystals of lanthanum beryllate excited by synchrotron radiation in the x-ray and VUV ranges by
methods of optical and luminescent vacuum ultraviol et time-resolved spectroscopy. Manifestations of excitons
of the valence band are absent in the reflection spectra. However, afast (t = 1.7 ns) and a low (microsecond
range) channel corresponding to two possible types of self-trapped excitons (STE) are found in radiative relax-
ation of intrinsic electronic excitationsat T = 10 K. The slow channel corresponds to emission of STE formed
through recombination, the fast channel corresponds to emission of relaxed metastable excitons from the STE
state. Inthe energy region higher than 14 eV (E > 2E), the effect of multiplication of electronic excitations due
to generation of secondary electron—hole pairsresulting from inelastic scattering of both hot photoel ectrons and
hot photoholes is exhibited. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Luminescence of triplet self-trapped excitons
(STE) in alkali-halide crystals can appear through the
pure exciton mechanism as a result of exciton self-
trapping, as well as through recombination of elec-
trons with self-trapped holes[1]. At the sametime, for
certain crystals of complex oxides, oxides of metals of
the Il group [2—4], branching of relaxation in indepen-
dent channels takes place. As a result, direct optica
generation of STE and their generation through elec-
tron—hole recombination produce different radiative
states. In the series of complex oxides used in the laser
and in the scintillation technol ogies, good promises are
shown by lanthanum beryllate. Interest in this com-
pound was created when the effect of stimulated emis-
sion was obtained in La,Be,0s—Nd [5]. Detailed spec-
troscopic studies of these crystals in the transparency
region were carried out in [6]. Optical properties and
efficiency of excitation of luminescencein the region of
fundamental absorption were briefly studied only in
[7]. At the same time, detailed studies of the structure
of electronic excitations (EE) and processes of their
radiative relaxation make it possibleto elucidate, in this
context, typical features of EE in this class of oxides.
On the one hand, the features of the crystal structure of
LaBe,O; are similar to those of BeO crystals
(deformed BeQ, tetrahedrons), where excitonic states
are clearly defined in both optical spectraand processes
of radiative relaxation [8]. On the other hand, manifes-
tations of anion exciton states in optical spectra are
completely absent for compounds containing transition

d-metals, for instance, Sc,04 [2, 3] and LaF; [9]. This
is determined by the pd-genealogy of the top of the
valence band and the conduction band.

In thiswork, the time-resolved reflection and lumi-
nescence spectra and kinetics of luminescence decay
in the case of x-ray and selective VUV excitation are
studied, aswell asthe time-resolved excitation spectra
of luminescence in the region of 540 eV for pure and
Ce**-doped crystals of lanthanum beryllate at 295 and
10 K.

EXPERIMENTAL EQUIPMENT
AND TECHNIQUE

The measurements were made on samples grown in
the Institute of Geology and Geophysics, Siberian Divi-
sion, Russian Academy of Sciences using the Czochral-
ski technique. The crystal structure (monoclinic sys-

tem, space group Cgh(C2/c), z=4, unit cell parameters
a=7.5356, b = 7.3436, c = 7.4387 A, and 3 = 91°33))
is formed by distorted BeO, tetrahedrons with bonded
angles, where La*> ions (point group C,;) coordinated
by ten oxygen ions are asymmetrically built in [10].
The crystals were certified by using the x-ray diffrac-
tion method. Polarized discs 1 mm thick and 10-15mm
in diameter were used for the study.

L uminescence was excited by synchrotron radiation
(SR) of VEPP-3 accumulators of the Institute of
Nuclear Physics, Siberian Division, a RAS (excitation
in the x-ray range) and a DORIS accumulator (excita:

1063-7834/00/4202-0253%20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Spectraof (1) reflection and (2, 3) excitation of luminescence (Egnjission = 3-3 €V) (2) for the fast and (3) for the slow com-
ponents of the kinetics of luminescence decay of LayBe,Os crystals; (4) time-integrated excitation spectrum of luminescence of
Ce®* centers (Eemission = 2.7 €V) of LayBe,O5 crystals (0.5 mol. %). T = 10.8 K. The diagram of energy levelsis given on theright.

tionintheVUV range). SR pulses fromVEPP accumu-
lators had a length & = 430 ps, a pulse repetition fre-
guency 4 MHz, and an energy 5-60 keV. A streak cam-
erawith a time resolution no worse than 200 ps on the
basis of aL1-602 dissector was used for recording time-
resolved spectra and kinetics of luminescence decay
[11]. Measurements using a DORIS accumulator were
carried out at the SUPERLUMI center of the HASY-
LAB laboratory [12]. Excitation spectra of lumines-
cence were normalized to an equal number of photons
incident on a crystal. Emission spectra were analyzed
by a Czerny—Turner secondary monochromator and a
R2059 (Hamamatsu) photoelectric multiplier. Lumi-
nescence and excitation spectra were measured for
time-integrated luminescence as well as for lumines-
cence detected in temporal windows (of width A,) cor-
related with respect to the exciting SR pulse (delay rel-
ative to the beginning of the SR pulse is &,). The time
delay and the width of atemporal window were set to
2.2 and 8.2 ns, respectively, for the fast component and
23 and 111 ns, respectively, for the slow component, on
the basis of the decay kinetics. Parameters of the decay
kinetics were determined in al experiments by the
method of convolution. Reflection spectra were mea-
sured for an angle of incidence of SR equal to 17.5°.

EXPERIMENTAL RESULTS AND DISCUSSION

The reflection spectrum (RS) measured in the
energy region of 540 eV has two groups of bands in
theregionsof 7-12 and 17-27 eV (Fig. 1). Theanalysis
of x-ray—electronic spectraand cal culations of the elec-
tronic structure within the framework of theMO LCAO
model for La,Be,O; made in [13], as well as a deep
analogy with RS of lanthanum trifluoride [9], make it
possibleto relate the low-energy bands 7.0 and 10.4 eV
to electron transitions from the valence band formed by
2p-states of oxygen to the conduction band formed by
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5d- and 6s-states of La®*. Complete absence of mani-
festations of excitons of the valence band of the RS in
the region of the long-wavelength edge of fundamental
absorption (LEFA) should be noted. This hinders the
determination of the minimum energy of interband
transitions, whose estimate on the basis of the measure-
ment of the excitation spectrum of low-temperature
thermostimulated luminescence (TSL) and the Urbach
rule [7] gives E; = 6.2-6.5 eV at 80 K. The growth of
thereflection coefficient for energies greater than 15 eV
probably corresponds to transitions from 2p states of
oxygen to higher regions of the conduction band, while
the bands in the regions 19.5 and 22 eV correspond to
the excitation of split 5p5, and 5p,, levels of La** (pos-

sibly, cation excitons). Transitionsfrom 2slevels of O~
form apeak at 26.5 eV inthe RS. The energy level dia-
gram for La,Be,O5 constructed on the basis of this
interpretation (Fig. 1) definitely agrees with the loca-
tion of energy levels in x-ray—electron spectra of these
crystals[13].

When crystals are excited by x-ray radiation, electron
pulses, or photons with E = 5.8 eV at low temperatures,
abroad band (E,,=3.34 eV, FWVHM =0.82 eV, and quan-
tum yield n = 0.5 with respect to sodium sdlicylate at
80 K) is observed in the spectrum of luminescence (SL)
without time resolution (Fig. 2). The decay kinetics of
this luminescence in the case of selective excitation by
photons in the region of the LEFA or photons with ener-
giesE>Eyat 10K containsafast (1 = 1.7 ns) and aslow
(microsecond range) component (Fig. 3). Thekineticsis
not exponential for the slow component under the exci-
tation by electron pulses with t,,, = 8 psat 80 K. The
SL of the low component coincides with the SL mea-
sured without time resolution, while the SL of the fast
component is insignificantly shifted to the long-wave-
length side (E,, = 3.30 eV, FWHM = 0.78 V) (Fig. 2).

No. 2 2000
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Excitation spectra of luminescence (ESL) of the
slow and fast components have no bands in the region
of transparency. Both emissions are excited exclusively
inthe region of the LEFA and in the case of production
of individual electron-holepairs(Fig. 1). Intheregion of
LEFA, there are differences between their ESL ; the max-
imum of the ESL of the fast component (E,, = 5.94 eV,
FWHM = 0.78 eV) is somewhat shifted to the long-
wavelength side relative to the ESL peak of the slow
component (E,, = 6.05 eV, FWHM = 1.02 eV). As the
energy of exciting photons is increased above the
LEFA, the yield of both emissions decreases. This is
associated with an increasein the absorption coefficient
inthe region of interband transitions, which resultsin a
decrease in the light penetration depth into the crystal
and an increase in the number of acts of nonradiative
decay of EE near the surface. For E > 14 eV, i.e,, for
E > 2E,, anincrease in the yield of both emissions is
observed. In the region of 18-27 eV, corresponding to
the excitation of 5p levels of lanthanum, ESL and RS
behave in opposite ways. The second region of increas-
ing quantum yield for the fast and the slow components
and correspondingly emission integral in time is
observed at E > 4E, (Fig. 1). The comparison of ESL
with RS and with the absorption spectrum calculated
from RS by the Kramers—Kronig method showsthat the
growth of the luminescence yield at E > 2E is associ-
ated with the effect of multiplication of electronic exci-
tations (MEE). X-ray—electron spectrum data on the
structure of the valence band [13] testify that the width
of the valence band in La,Be,Os is of order of 10 eV,
hence, E, > E; as for most of oxides. This fact, dong
with the presence of two thresholds of the growth of the
quantum yield of luminescence in the region from 2E,
to 4E,, suggests, in correspondence with modern con-
cepts of the MEE theory [14], that the electron—hole
mechanism for MEE due to generation of secondary
electron-hole pairs resulting from inelastic scattering
of both hot photoelectrons and hot photoholes is real-
ized in La,Be,Os.

Theintroduction of Ce** ionsleads to the appearance
of intense luminescence (n = 0.4 a 300 K) in the region
of 2.7 eV (Fig. 2). In the case of selective excitation by
SR pulsesin the absorption band of Ce** centers (B =
4.7 eV), the luminescence kinetics is inertialess and is
described by an exponential witht1 =29 nsat 300 K. In
the case of excitation by an electron beam or SR in the
X-ray range, the time constant of the decay kinetics of
Ce** luminescence increases up to T = 3845 ns, which
is due to migration and recombination processes in the
hogt. In this case, intermediate localization of carriers
isalso attested by the appearance of the stage of build-
up (4-6 ns at 300 K) in the luminescence kinetics of
Ce* centers. Intracenter excitation in the region of 3.5—
4.7 eV associated with 4f trangitions in Cr¥* ions is
observed in the ESL of Ce* centers of La,Be,Os crys-
tals. Taking into account data of thermoactivation spec-
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(0.5 mol. %) crystals. Egycitation = 6-2 €V, T=10.8 K.
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Fig. 3. Decay kinetics of luminescence at 3.3 eV for
LayBe,Og crystals. Eggitaion = (1) 6.2 and (2) 21.4 eV,
T=10.8K.

troscopy on irradiated crystals or crystals subjected to
thermochemical processing [7], we should reason that
excitation of Ce®* centersin the region of the LEFA and
interband transitions proceeds in accordance with the
el ectronic recombination mechanism Ce** + h* —» Ce*
and Ce** + & — (Ce*)* —» Ce* + hv. Inthis case,
al the features in the ESL of Ce** centers, including the
MEE effect, correspond to the ESL of a pure crystal at
3.34 eV (Fig. 1). It should be noted that migration losses
in energy transfer to spatialy remote impurity centers
are higher with respect to luminescence at 3.34 eV (see
[15] for details). Thisis exhibited in amore pronounced
dip in the ESL at energies somewhat above the LEFA.
Nevertheless, a high efficiency of energy transfer, ahigh
guantum yield at 300 K, and a clearly defined MEE
effect, adong with rapid kinetics of luminescence decay,
explain the assumption made earlier in [16] concerning
utilization of La,Be,Os—Ce as a scintillation material.
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The experimental data presented above confirms the
assumption madein [7] that emission at 3.34 eV in pure
La,Be,O; crystals is of the intrinsic type. The presence
of this emission in the spectral composition of TSL
peaksisadirect indication of itsrecombination nature. It
istypical of oxides that p states of the valence band are
split in afield of low symmetry. As a result, one of the
orbitals turns out to be of the nonbonding type [2].
Because of this, the mass of holes at nonbonding orbitals
can considerably exceed their massfor other statesin the
valence band, i.e., ahole can be sdlf-trapped. At present,
we may believe, on the basis of the analogy with binary
or complex oxides (for instance, CaWQ, [4]), that emis-
sonat 3.34 eV appearsin La,Be,O5 asaresult of recom-
bination of electrons with self-trapped holes, which are
polarons of small radius of the type of O.

The absence of manifestation of excitons in RS of
La,Be,Osintheregion of the LEFA isdictated, asinthe
case of compounds of transition d metals, by the pd-
genealogy of thetop of the valence band and the bottom
of the conduction band. In addition, according to the
assumption made in [9], the presence of unfilled 4f lev-
els for LaF; can noticeably shorten the lifetime of 5d
states of La** with the result that exciton states are
metastable. At the same time, the parameter o, = 0.44
for La,Be,Os involved in the Urbach rule is indicative
of strong exciton—phonon interaction and of the possi-
bility for exciton self-trapping. Efficient excitation of
the fast component 3.30 €V in the region of the LEFA
at energies smaller than the maximum of the ESL of
slow emission 3.34 eV pointsto the branching of relax-
ation of EE in independent channels typical of oxides
[24]. On this basis, we suppose that excitons in
La,Be,O; are metastable and therefore they are not
detected in the RS. Their presence is manifested only in
processes of radiative relaxation; a radiative transition
from the relaxed state of STE forms the spectrum of
fast emission 3.30 €V. The alowed transitions indicate
the manifestation of singlet STE. The ESL at 3.30 eV
reflectsthe special feature of EE relaxation in La,Be,O5
indicated above, although it does not quite correspond
to the general trend of the formation of ESL of singlet
STEinalkali-halid crystals studied (preferential excita-
tion from n = 2 states of excitons) [17].
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Abstract—The temperature dependence of the spin-lattice relaxation time T, and the “Li NMR spectra of the
Lig7Nbs;Se, intercalation compound with one-dimensional channel structure have been studied. It isfound that
the temperature dependence of T, exhibits two relaxation minima, and the quadrupole splitting in the Li NMR
spectra shows an anomal ous temperature behavior. The inference is drawn that the observed effects are associ-
ated with the high-rate diffusive motion of lithium ions along one-dimensional channels and the interchannel

transitions. © 2000 MAIK “ Nauka/Interperiodica” .

Recent studies on the ionic mobility in solids have
attracted considerable attention. The purpose of these
investigations is to search for new compounds with a
high ionic mobility and to elucidate the mechanisms of
ionic transport in solids.

The transition metal chalcogenide compounds are a
very promising and interesting class of solids with high
ionic mobility [1]. The structure of these compounds
involves van der Waals cavities in the form of two-
dimensional layers or one-dimensional channels. Free
cavities can be partly or completely filled with molecules
or ions on the “guest—host” principle, for example, by an
intercalation reaction. As a rule, the intercalated mole-
cules and ions possess a high mohility. Such a character-
istic as the activation energy of diffusion of the guestsin
the host lattice strongly depends not only on the nature
of atoms, but also on the relative sizes of cavities and
intercalated ions or molecules. It is reasonable to expect
that ions with asmall ionic radius, such as lithium ions,
should possess a high mohility and a low activation
energy. Ancther intriguing property inherent inintercala
tion compoundsis the possibility of forming incommen-
surate regionsin their structure that arise from the differ-
ence in the mean distance between the intercalated guest
ionsand the host | attice spacing. Thistype of incommen-
surate structures was theoretically studied by Pokrovskii
and Talapov [2]. Later, these structureswere investigated
by the NQR and NMR techniques in the intercalation
compounds based on thiourea clathrate [3] and niobium
trichalcogenides[4]. In the last work, the authors studied
the mobility of lithium ions in the Li,,Nb;Se, interca-
lates with a quasi-one-dimensional channel structure.
They aso proposethe model of the soliton mechanism of
ionic diffusion in one-dimensional systems with an
incommensurate structure that provides an adequate
explanation for the experimenta results. An essential
feature of this model is the decrease in the activation

energy of ionic diffusion with an increase in the ion con-
centration in the case of the incommensurate structure.
By contragt, for the commensurate structure, the active-
tion energy of ionic diffusion increases. It was noted that
the activation energy of one-dimensional diffusion
decreases with an increase in the guest concentration up
to the values corresponding to 60—-70% of the maximum
occupation of a channel. An anomalous decrease in the
ionic mobility in the intercalation compounds with an
increase in the ion concentration was aso described in
other works[5].

For the purpose of further investigations into the
ionic mobility and the soliton-like mechanism of diffu-
sion in the intercalation compounds, we synthesized
the Nb;Se,-based lithium intercalate with a lithium
content of about 70% of the maximum value. It should
be noted that the Nb;Se, structure provides an ideal
example of the structure involving one-dimensional
linear hexagona channels. Upon intercalation, the
channels are occupied by lithium ions to a greater or
lesser extent, and the parameters of the Nb;Se, struc-
ture do not depend on the occupancy. The ‘Li NMR
study of the Knight shift demonstrated that, during the
intercalation into one-dimensional channels of the
structure, the lithium atoms become almost completely
ionized and donate their electronsto the host matrix. In
the present work, theionic mobility wasinvestigated by
the ’Li NMR technique, which was successfully used in
studies of solid electrolytes[6].

1. EXPERIMENTAL TECHNIQUE
AND SAMPLE PREPARATION

The initial Nb;Se, matrix was synthesized accord-
ing to the procedure described in [ 7] and then was char-
acterized by the X-ray diffraction method. Figure 1 dis-
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Fig. 1. One-dimensional channelsin the structure of Nd3;Sey.

plays the structure of Nb;Se, [7]. The one-dimensional
channelsformed by the selenium atoms are clearly seen
in the figure.

The intercalation was carried out in a hexane solu-
tion of butyllithium (n-BuLi). The lithium content in
the intercal ate corresponded to the ultimate concentra-
tion of lithium atoms in the product (about 70% of the
maximum content). The sample was homogenized by
the annealing in an inert gas atmosphere at 1100 K for
6 days. In order to eliminate the effects of thermal pre-
history, the sample was repeatedly heated up to 800 K
and cooled down to 77 K. According to the X-ray dif-
fraction analysis, the compound obtained was a well-
crystallized powder.

In order to examine the ionic mobility, the temper-
ature dependence of the nuclear spin-lattice relaxation
time T, for the lithium nuclei was measured at

500
600 400 300

200
10-0 :I T T T T

1
=
N

10

1000/ T, K2

Fig. 2. Temperature dependences of the spin-lattice relax-
ation time for ’Li nuclei and the quadrupole splitting in the
Li NMR spectra of Ligp,NbsSey.
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12.5 MHz. The experimental error was no more than
5% (confidence interval, 95%) over the entire range of
temperatures. To obtain additional information on the
mobility of lithium ions and to determine the charge
state of lithium nuclei, we recorded the ’Li NMR spec-
tra at different temperatures and found the Knight
shifts. The experiments were performed at a frequency
of 35 MHz. The chemical shifts were measured with
respect to the LiCIO, alcohol solution.

2. RESULTS AND DISCUSSION

The data on the spin-lattice relaxation time T, for
the lithium nuclei in the temperature range 125-625 K
areshown in Fig. 2. The temperature dependence of the
T, time in the studied range exhibits two minima. Asis
known [8], each minimum is matched by the tempera-
turerange characterized by ahigh-rate diffusive motion
with the diffusion correlation time t., which meets the
condition t.w =1, where w is the Larmor precession
frequency for the observed nuclei. In the general case,
the relaxation time is defined by the expression [4]

1T, = C[J(w) +4J(2w)],

and the correlation time is usualy described by the
Arrhenius equation

T, = ToeXp(E/RT),

where 1, is the preexponential factor, and E_; is the
activation energy of diffusion.

Two minimaobserved in the temperature dependence
of the T, time correspond to two types of ionic mobility
with different activation parameters. The high-tempera-
ture and low-temperature minimaare associated with the
motions of lithium atoms with activation energies of 8.1
and 51.3 kJ / mol and preexponentia factors of 2.28 x
10 and 5.7 x 10 s, respectively. The solid line in
Fig. 2 showsthe temperature dependence of the T, time,
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which was calculated with the above activation parame-
tersand J(w) = T/(1 + w’T2) [8].

The ’Li NMR spectrataken in the temperature range
from 125 to 500 K are demonstrated in Fig. 3. At lower
temperatures, we failed to record the spectra, and,
hence, it was impossible to determine the relaxation
times. As can be seen from Fig. 3, over the entire tem-
perature range under consideration, the spectra exhibit
atriplet consisting of an intense central line and two
low-intensity satellites, which is typical of the “Li
nuclear magnetic resonance (I =3/ 2) insolids[9]. The
width of the central line is a mere 700 Hz, which is
extremely small for the "Li NMR spectra of solids and
most likely reflects the high diffusive mobility of lith-
iumions. The satellites observed are caused by thefirst-
order quadrupole effects. The splitting between satel-
lites A is proportional to the electric field gradient at
quadrupole lithium nuclei. The temperature depen-
dence of the quadrupole splitting A is depicted in
Fig. 2. The specific feature of this dependence is an
anomalous increase in the splitting with an increase in
temperature. The Knight shifts were also measured at
different temperatures. In al the cases, their values are
equal to 2.0 £ 0.5, which is characteristic of lithium
compounds with the Li* charge state.

The ratios between the activation energies for two
types of the lithium ion mobility and the data on the
structure of the studied compound allow us to assume
that the low-temperature minimum in the dependence
T,(T) isexplained by the diffusion of lithiumionsaong
the channels. The low activation energy of this motion
(8 kJ / mol) can argue for the fact that the effective
diameter of channels in the Nb;Se, structure is suffi-
ciently large for the lithium ions to be located rather
freely. Thisisindirectly evidenced by the constancy of
the unit-cell parameters in the course of intercalation.
Furthermore, the degree of occupation with lithium
ions (according to [4], its value is chosen to be 70% of
the maximum lithium content) is a prerequisite to the
formation of an incommensurate structure or, at least,
sufficiently large incommensurate regions.

The high-temperature minimum can be associated
with the transitions of lithium ions between the adjacent
channdls. Thistype of motion is characterized by arather
high value of activation energy (51.3 kJ/ mol). Accord-
ing to the correlation time 1, estimated at = 10 kHz from
the temperature dependence of the quadrupol e splitting
A, the changes in the NMR spectra can be also attrib-
uted to this motion of lithium ions. The anomaloustem-
perature dependence of A inthe ’Li NMR spectrais of
particular interest. In general, the quadrupole splitting
in the presence of ionic mobility decreases with an
increase in temperature due to the averaging of the qua-
drupole (or dipole) interaction [9]. The found anoma-
lous behavior of the quadrupole splitting A can be
explained by assuming that the transitions of lithium
ions between the adjacent channels occur through the
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Fig. 3. 'Li NMR spectraof Liy7NbsSe,.

occupation of intermediate sites characterized by the
substantially larger quadrupole splittings. A qualitative
analysis of the structure of the studied compound con-
firms the possibility of two-stage transition of ions
between channels through an intermediate site with a
higher energy. Since, at low temperatures, the probabil -
ity of occupation of intermediate sitesis not very high,
and the quadrupole splittings corresponding to these
sites are rather large, the NMR spectra of the ions in
these sites cannot be measured. However, anincreasein
the temperature gives rise to a high-rate ion exchange
between the adjacent channels, and, hence, the lithium
nuclei substantially affect the averaged value of the cor-
responding quadrupole splitting observed in the exper-
iment. Thus, the anomal ous behavior of the quadrupole
splitting A corroborates the assumption that the transi-
tion of ions between channels proceeds through the
two-stage mechanism.

The available data on the relaxation times, the qua-
drupole splittings in the 'Li NMR spectra, and the
Knight shifts provide sufficient grounds to argue that the
Lig7NbsSe, compound is a superionic materia with the
low activation energy of diffusion of the lithium ions.
The characteristic feature of this compound is the high
ionic mobility observed even at rather low temperatures.
Actually, the low-temperature minimum in the tempera-
ture dependence of T;, which correspondsto the estimate
of the effective frequency of lithium ion motion at about
5 x 107 Hz, is observed in the range of 135 K. It can be
assumed that, asin NbSe; [3], the low activation param-
eters of ionic motion along the channels are caused by
the incommensurate structure of the Liy-Nb;Se, com-
pound. A deeper insight into the mechanism of ionic dif-
fusion in incommensurate structures requires detailed
investigations of the dependence of the activation energy
of diffusion on the lithium ion concentration. Additional
information on the mechanism of transitions of lithium
ions between the adjacent channels can be obtained from
analysis of the angular dependences of the NMR spectra
for the Nb;Se, crystal.
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Abstr act—H uorescent characteristics of aseries of powder CalF, : Mn phosphors (from 0.01 to 2.47 wt. % of Mn
in the mixture) excited by VUV radiation with quantum energiesup to 14 eV a 293 K and upto 12 eV at 85 K
aremeasured. Narrow excitation bands of Mn?* centersfound at 7.9 and 8.6 eV (at 293 K) are assigned to partially
forbidden transitions of electrons from the ground state ®Ssplit by the crystalinefield (10 Dg = 0.71 eV from the
literature) in two sublevels to the excited level corresponding to the ®D term of afree Mn?* ion (3d® — 3d%4s
transitions). A wide nonelementary excitation band in the region of 9.1-10.3 €V isinterpreted as photogenera-
tion of near-activator D-excitations. allowed transitions of electrons from levels that are split from the top of
the valence band under the influence of an impurity ion to the free 4s-orbital of aMn?* ion. Channels of energy
transport in the CaF, : Mn system are briefly analyzed. © 2000 MAIK * Nauka/Interperiodica” .

INTRODUCTION

CaF, : Mn crystallophosphor has remained an object
of comprehensive study for more than 40 years. The
main reasonsfor thisarethefollowing. First, CaF, : Mn
(3%) in the form of pressed pellets is one of severa
types of dosimeters utilized (see [1-3] and references
therein; the Harshow firm produces it under the mark
TLD-400 [2]). Second, the system CaF, : Mn, RE (RE
arerare-earth elements) are model objects for the stud-
ies of mechanisms for sensitization energy transfer in
solids, which isimportant for the devel opment of phos-
phors, laser materials, etc. (see, for example, [3-5]).
Third, isotropic fluorite crystals are aimost the only
promising material for short-wavelength (hv > 6 eV)
laser optics (see, for example, [6, 7]).

The study of luminescent processes in CaF, : Mn
excited in the UV spectral region has been the subject
of many experimental aswell as theoretical works (see,
for example, [3, 5, 8-10]). Low-energy excited states of
centers of luminescence—Mn?* ions (the 3d® electron
shell) at cation sites of the lattice, shift and splitting of
their levelsin the crystalline field in CaF,—were stud-
ied in detail. On the other hand, asfar aswe know, there
are only two worksin the literature [11, 12], where the
study of physical processes in CaF, : Mn under the
excitation by photons with energies hv > 6 eV was
started. Thus, problems of high-energy excited states of
impurity centersand processes of exciton and electron—
hole energy, transported to them in the case of elemen-
tary excitations of the CaF, : Mn system, remain hardly
studied. This situation hampers the elucidation of a

number of physical processesin CaF, : Mn, in particu-
lar, the mechanism of operation of dosimeters on this
basis remains unknown up to now [2, 3, 13, 14].

In thiswork, we start the study of luminescent pro-
cessesin aconcentration series of CaF, : Mn phosphors
excited at various temperatures by photons with ener-
giesupto 14 eV, i.e, inthe VUV spectral region. Pre-
liminary results of the study of one of the members of
this series were published in [7].

1. OBJECTS AND TECHNIQUE

Powder CaF, : Mn phosphors were synthesized by
the method closeto that described in [15]. Mixtureswere
produced by the method of coprecipitation of impurity
ions and host-forming ions from solution to precipitate.
Coprecipitation was carried out in aspecial Teflon vessal
with the simultaneous addition of diluted solutions of
calcium and manganese salts and hydrofluoric acid. All
the reagents used were of aspecial purity. The content of
heavy metals in HF was less than 10-5%, the content of
Ba and Sr was less than 103%. The content of Al, Cu,
Ag, Fe, Mn, and Mg in CaCl, was less than 10-°%, and
the content of Pb, W, Cr, and Si was |essthan 10%. The
reaction vessel was heated by water vapor, and the rate of
the addition of solution was adjusted by peristaltic
pumps. After precipitation, the precipitate was aged in
the mother solution for 2—3 hours. The precipitate was
separated, rinsed, dried, and heated in the air for two
hoursat 400° C. The manganese concentration wasvar-
iedintheinitial solution so that it varied in the mixture
from 0.01% to 2.47 wt. %. High-temperature calcina
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Fig. 1. Spectraof (a, b, 2c, and 3c) photoluminescence and
(2cfrom[3]) x-ray luminescence of CaF, : Mn. Impurity con-
centration inthe mixtureis (aand b) 0.01 wt. %, (1c) 0.5moal.
%, and (2c and 3c) 0.82 wt. %. Measurement temperatureis
(a) 85K and (b and c¢) 293 K; exciting photon energy is (2a)
10.2, (2b) 10.7, (1a, 1b, and 2c) 11.3, and (3c) 13 V.

tion was carried out at 1150°C for 30 minutes in the
atmosphere of a specially purified inert gas (Ar).

Emission spectra of the objects were measured in
the region of 1.8-5.5 eV with the help of a grating
monochromator. Correctionswere not introduced in the
spectra presented bel ow, because we did not propose to
study the details of intracenter processes. Excitation
spectra were measured by the standard method on the
installation described in [7] at atemperature T = 85 K
in the spectral region upto 12 eV and at T = 295 K up
to 14 eV. The necessary emission band was usually
selected by glass optical filters. In the measurements of
the excitation spectra of phosphorescence, the magni-
tude of the afterglow within 2 s after the termination of
excitation was taken as the phosphorescence intensity.

Below, we present the description of a part of the
experimental results obtained and their analysis carried
out with consideration for all familiar data from the lit-
erature and all the results obtained.

PHYSICS OF THE SOLID STATE Vol. 42
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2. RESULTS AND THEIR ANALYSIS
2.1. The Main Emission Centers

In our basic (intentionally undoped) phosphor, prac-
tically only one band at 4.4 eV is observed in emission
independent of temperature and the region of funda
mental excitation asin[7]. Inasample with aminimum
impurity concentration of 0.01%, a weak but easily
detectable band at 2.5 eV appears already in the case of
exciton excitation (see curves laand 1b in Fig. 1). Its
intensity grows drastically in the case of excitation at
the edge of fundamental absorption (see curves 2a and
2bin Fig. 1). As the impurity concentration increases,
the intensity of this band rapidly grows. The steepest
growth is observed in the case of interband excitation
(see curves 2c and 3c in Fig. 1). No new bands appear
in emission spectra of the samples. These very two
emission bands also prevail in x-ray luminescence
spectra of CaF, : Mn according to data from the litera-
ture (see curve 1cin Fig. 1 [3] and [13, 16]) aswell as
our observations.

The nature of the emission centers responsible for
the bandsindicated wasreliably established earlier. The
band at 4.4 eV is conditioned by radiative decay of self-
trapped excitons with the structure V,e~ [17]. At room
temperature, this emission is quenched by approxi-
mately 40% (see[7] and referencestherein), soitiseas
ily observed. The band at 2.5 eV results from radiative
transitions of electrons between the levels (terms)
“G(*Tyy) — °Y(Ayg) Of Mn?* ions residing at cation
sites of the fluorite lattice (at the centers of cubes of
eight F-ions) [9, 16, 18]. In the temperature range that
we used, theintensity of this emission does not depend
onT[8].

The quality of synthesis of our objects of study is
characterized by the following observation. We did not
detect emission of oxygen centers (2.6 eV [19]), narrow
emission bandsof RE andY impurities (UV and visible
regions [3-5, 20]), a-luminescence (3.9 eV [7]), and
other possible uncontrollable impurities within the [im-
its of sensitivity of our equipment [16, 20—24]. Only in
the basic undoped sample, is a very weak emission of
oxygen centers detected, provided that they are excited
at the maxima of the corresponding bands (6.2, 8.4, and
~10eV [19, 22, 24, 25]).

An additional emission band at ~4.0 €V was detected
in[7] in careful studies of emission of samples with Mn
excited at the edge of fundamental absorption of CaF, in
the region of 10-10.6 €V (see curve 2ain Fig. 1). The
nature of this emission quenched at room temperature is
briefly discussed below, in Subsection 2.3.

2.2. Excitation Spectra of Emission of Mn?* Centers

These spectra for several concentrations of phos-
phorsare presented in Fig. 2for T=295K andin Fig. 3
for T =85 K. The ordinate of these and all other figures
with excitation spectra of steady-state luminescenceis
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Fig. 2. Excitation spectra of emission of Mn?* centersin CaF, : Mnat 293 K for impurity concentrations in the mixture (1) 0.01,
(2)0.05,(3) 0.1, (4) 0.82, and (5) 2.47 wt. %. Inthisand in all thefollowing figures, the arrowsindicate the | ocations of the maximum
of exciton absorption (Eg) and the forbidden band (Eg) in accordance with [28].
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Fig. 3. Excitation spectra of emission of M n?* centersin CaF, : Mn at 85 K. Concentrations are the same asin Fig. 2.

the emission yield measured relative to the emission
yield of the reference phosphor—sodium salicylate (all
the necessary corrections are made).

From the analysisof al excitation spectraof manga
nese centers obtained in this work, the following con-
clusions can be made.

(1) Two narrow excitation bands at 7.9 and 8.6 eV
exhibit approximately the same shift by 0.1 eV towards
the high-energy side with lowering temperature. Concur-
rently, their oscillator strengths decrease in approxi-
mately the same manner, which is typical of (partially)
forbidden transitions. Asthe Mn concentration increases,
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the intensity of these bands grows monotonicaly in
approximately the same manner. Apparently, thisis rep-
resentative of an increase in the efficiency of the optical
yield from the powder object as the penetration depth of
exciting light decreases. Thus, judging from appear-
ances, the bands considered result from transitionsinside
the electron shell of Mn?* ions. A possible nature of these
bands will be discussed in Subsection 2.5.

(2) A wideand clearly nonelementary excitation band
is located in the region of 9.1-10.3 eV. The constrained
maximum of this band islocated at 9.9 eV in the case of
liquid nitrogen temperatures. Splitting of this band in
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Fig. 4. Excitation spectra of emission of self-trapped exci-
tonsin CaF, : Mn at 293 K. Concentrations are the same as
inFig. 2.

two will be demonstrated in Subsection 2.4. Absorption
in this region possesses a much greater oscillator
strength than the bands considered above and is practi-
caly independent of temperature, which is typica of
dlowed trangtions. As the Mn concentration C
increases, their intensity dowly grows and becomes sat-
urated for high C. Thelocation of thesetwo bands (deter-
mined clearly by the manganese impurity) in the vicinity
of the fundamental absorption edge attests in favor of
their interpretation as excitonslocalized at impurities (D-
excitations, in terms of physics of dkali-haide crystals,
see, for instance, [26, 27]). Their possible nature will be
considered at greater length in Subsection 2.5.

(3) Apparently, excitation of Mn?* centers by mobile
excitons occursin the region of 10.5-11.9 eV. Accord-
ing to [28], the maximum of the exciton band islocated
at 11.2 eV at 80 K. Migration energy losses decrease
with increasing C (Mn): the dip in the excitation spec-
trum at 11.2 eV, partialy determined by near-surface
losses, gradually becomes less pronounced. A temper-
ature decrease from 293 to 85 K does not affect exciton
energy transport practically. As the self-trapping (stop-
ping) temperature of an exciton with the Ve structure
is unknown for fluorite, on the basis of our data, we can
suppose that it is lower than 85 K. Indeed, from the
physics of alkali halides [29] we know that the self-
trapping temperature of an exciton is 3040 K lower
than the self-trapping (stopping) temperature of a hole
with the structure of a V, center. According to various
data[17, 30], the self-trapping temperature of a V,-cen-
ter in CaF, isin the range of 90-130 K.

(4) The band gap in CaF, is 12.1 eV at 80 K [28].

Consequently, recombination luminescence of Mn?*
centersisexcited with ahigh enough yield in theregion
of 12-14 eV. With increasing C (Mn), the emission
yield sharply grows (migration energy losses decrease).
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Fig. 5. Excitation spectra of emission of self-trapped exci-
tonsin CaF, : Mn at 85 K. Concentrations are the same as
inFig. 2.

2.3. Excitation Spectra of Exciton Emission

These spectra, measured for the same phosphors, are
presentedin Fig. 4 (T=293K) and Fig. 5(T=85K). As
in the case of other ionic crystals, emission of relaxed
excitons Ve is most efficiently excited within the lim-
its of the exciton absorption band. An ordinary dip
resulting from near-the-surface losses and the strong
reflection of exciting light from a crystal is observed at
the maximum of the band. In the case of interband exci-
tation (hv > 12 eV), exciton emission results from
recombination of band electrons with not-mobile
relaxed holes (V,-centers). A growth of the concentra-
tion of impurity ionsleadsto the switch of energy trans-
port to Mn?* centers. The exciton emission intensity
drops, the drop being strongest in the case of interband
excitation (Fig. 4).

Spectra presented in Figs. 4 and 5 were recorded
with the use of aUFS-1 opticd filter transmitting, apart
from exciton emission (4.4 €V), an additional emission
band of CaF, : Mn a ~4 eV (Fig. 1). This emission is
absent in manganese-free samples; it is excited most
efficiently in the band with amaximum at 10.4 eV (see
curves 1-3 in Fig. 5). As C (Mn) in the mixture
increases above 0.05%, the excitation band gradually
disappears. In [7], where this emission was described
for the first time, the authors assigned it to radiative
decay of an exciton localized in the fluorite lattice near
aMn?* ion. Further investigations are required to inter-
pret this band.

2.4. Phosphorescence Excitation Spectra
We failed to detect afterglow in undoped CaF, sam-
ples in the operating range of temperatures. However,
phosphorescence in Mn-containing systems could be
easily excited, and itsintensity at 85 K was two orders
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of magnitude higher than at 293 K. Therefore, at liquid
nitrogen temperatures, we even succeeded in measur-
ing the excitation spectrum of weak afterglow in the
UV band (4.4 eV), i.e, for radiative decay of relaxed
Ve excitons (see curves 3 in Fig. 6). The excitation

spectraof the afterglow of Mn?* centers were measured
on the same samples with different concentrations of the
impurity (a, 0.05% and b, 2.47%) at room (curves 1) and
liquid nitrogen (curves 2) temperatures.

The analysisof thedatain Fig. 6, with the preceding
material taken into account, allows the following con-
clusions to be made.

(1) Indeed, the broad excitation band of Mn?* cen-
ter emission in the region of 9.1-10.3 eV (see Subsec-
tion 2.2) consists of two overlapping bands, whose
maxima are located approximately at 9.4 and 10.1 eV.
Assuming that they correspond to photogeneration of
near-impurity excitons, we denote them as D, (9.4 eV)
and D, (10.1 eV) below.

(2) It iscommonly supposed (see, for example, [28,
31]) that the first band of fundamental absorption of
CaF, at 11.2 eV corresponds to photogeneration of
excitons. Dipsin al the excitation spectra of recombi-
nation luminescence (phosphorescence) that we
recorded arein strict agreement with thisinterpretation.
Asfar asweknow, thereisno information on excitation
spectraof theinternal photoel ectric effect, formation of
peaks of thermostimulated luminescence, etc. in thelit-
erature concerning fluorite. Consequently, the excita-
tion spectra of phosphorescence presented in Fig. 6
may be considered asthefirst experimental evidence of
the fact that currentless electronic elementary excita-
tions (excitons) are indeed created in CaF, crystals on
irradiation in the band at 11.2 eV. With afurther growth
of the energy of exciting photons (up to 12 eV), the
intensity of recombination luminescence excited in
both radiation bandsregularly grows, reflecting the fact
of gradual transition to interband excitation of fluorite.

(3) Only Mn?* centers (the band at 2.5 eV) reveal
themselvesin D, and D, absorption bands in the after-
glow of CaF, : Mn. Consequently, D statesin CaF, : Mn
have time to be partialy thermoionized during their
lifetime, holes remain at their centers (near or at Mn?*
ions), and recombination emission appears with subse-
guent return of electrons from some shallow electron
traps. Asthis process efficiently goeson at liquid nitro-
gen temperatures, energy levels of both D-states and
electron capture centers can have a depth of order of
0.1 eV relative to the bottom of the conduction band.
Note here that impurity Mn?* ions cannot be these elec-
tron traps by themselves, because Mn?* centers are sta-
ble up to at least 400 K according to [2, 16, 32].

(4) On excitation in the exciton absorption band,
weak phosphorescence appearing in CaF, : Mn can be
conditioned, as in other ionic crystals, by a number of
physical reasons. dissociation of excitonsin their colli-
sions with various defects, autoionization in defective
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Fig. 6. Excitation spectraof phosphorescencein CaF, : Mn.
Impurity concentrations in the mixture are (a) 0.05 and (b)
2.47 wt. %; measurement temperatures are (1) 293 K and (2
and 3) 85 K. Curves (1) are multiplied by 100.

surface layer where regions with high electric fields are
encountered, generation of D states with their subse-
quent thermoionization in collisions with Mn?* centers,
etc. In samples with small impurity concentrations, a
part of generated V, centers has a chance to survive
until the arrival of electrons, and UV phosphorescence
appears. In samples with much higher manganese con-
centrations, practically all holes are captured by impu-
rity ions, and UV phosphorescence is no longer
observed (compare curves 3aand 3b in Fig. 6).

2.5. Possible Nature of Absorption Bands
of Mn?*-centersin the UV Region

We described two groups of bands of manganese
absorption in the CaF, lattice. Thefirst of them consists
of two narrow bands at 7.9 and 8.6 eV. The second con-
sists of broader and overlapping bands with maxima
approximately at 9.4 and 10.1 eV. Figure 7 summarizes
the following data of current interest (for room temper-
ature): energy terms of free Mn?* ionsfor the electronic
configurations 3d*4s and 3d*4p (at the top of the figure)
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Fig. 7. Excitation spectra of (1) emission of Mn?* centersin CaF, : Mn (0.82 wt. % in the mixture), (2 from [11]) absorption of
CaF, : Mn, and (3 from [31]) absorption of CaF,. Terms of levels and configurations of afree M n?*ion (from [33]) are shown in

the upper part. The remaining denotations are given in the text.

[33], the excitation spectrum of emission of Mn?* cen-
tersin CaF, : Mn (0.82%) (curve 1, taken from Fig. 2),
a fragment of the absorption spectrum of CaF, : Mn
from [11] (curve 2), and the spectrum of fundamental
absorption of CaF, (curve 3 from [31]).

The ground state 6S of an Mn?* ion (3d) is split by
the crystalline field of the fluorite lattice in the upper
doubly degenerate sublevel and the lower triply
degenerate sublevel t,, (see, for example, [9, 18]). The
distance between them 10Dq is 0.71 eV according to
the latest data [9]. Transitions from these sublevels to
the excited level 8D (3d*4s) (Fig. 7) are, judging from
appearances, responsiblefor thefirst group of bands (at
7.9 and 8.6 eV) of absorption under study. Let usbriefly
outline the main arguments. Five components of the °D
multiplet of afree Mn?* ion arelocated at energies from
7.42 to 7.85 eV [33], which is extremely close to the
first band. The distance between the bands detected
coincides practically with the splitting of the ground
state. The transitions S — ®D are partially forbidden,
which explains the temperature dependence of the band
intensities described above. Theintensity of the second
band at 8.6 eV is approximately twice as large as the
intensity of the first band at 7.9 eV, which qualitatively
coincides with the relation between the degrees of
degeneration of the sublevels g, and t,;. The next

energy level of afree Mn?* ion, which islocated in the
interval from 8.85 to 8.95 eV [33], corresponds to the
4D term, hence, a transition to this level will have a
much smaller oscillator strength because of the addi-
tiona forbiddenness associated with nonconservation
of multiplicity.
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Let us consider now the second group of bands,
which was earlier supposed to result from photogener-
ation of near-impurity electronic excitations (D, at ~9.4
and D, at ~10.1 eV). The idea of D excitation in ionic
crystals was first formulated in [26] on the basis of the
analysis of spectra of mercury-like impurities in akali
halides. The results of long-lasting studies of these
spectrawere summarized in [34]: of two basic models,
one of which involves excitation (generation of near-
impurity excitons), while the other involves the trans-
fer, (electron transition from alevel split by animpurity
from the top of the valence band to an empty high-
energy level of an impurity), the second model was
chosen. Let us briefly outline the main arguments in
favor of the fact that the bands considered in the case of
CaF, : Mn areindeed D excitations and described most
probably by the model of charge phototransport. First,
they are located immediately near the edge of funda-
mental absorption. Second, the magnitude of their
intensity and the absence of explicit temperature
dependence testify that the transitions are allowed.
Third, next energy levels of free Mn?* ions (3d*4p) are
located at energies higher than 13.6 eV (Fig. 7), i.e., too
far from D, and D,. Fourth, estimates made in [12, 35]
show that d impuritiesin ionic crystals should have two
bands of charge phototransport each.

Inview of configurational interaction of energy levels
of the impurity and energy bands of the host [26, 36], the
main contribution to the lower (unexcited) state of D
excitations is made by the level split from the top of the
valence band and additional contribution is made by the
ground state level of the impurity. Conversely, the main
contribution to the upper (excited) state is made by the
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impurity, and an additional contribution is made by the
host. Then, qualitatively following the line of [26], we
can write down the D-transition with charge transfer in
CaF, : Mn as F(2p®)Mn(3d°%) —»= Mn(3d°4s)F(2p°). The
domain of absorption of CaF, : Mn that weinterpreted as
D excitationsisdenoted in Fig. 7 as Mn—F.

In conclusion of this subsection, we comment
briefly on the results of two familiar works [11, 12]
devoted to the measurement of CaF, : Mn absorptionin
the VUV spectral region. Earlier (seecurve 2in Fig. 7)
we aready used a fragment of the absorption spectrum
measured in [11]. Here, there is complete agreement
between our data and the results of their analysis. In
[12], the bands at 6.2, 6.7, and 7.2 eV are assigned to
absorption of Mn?* centers. We consider this interpre-
tation incorrect for the following reasons. Impurity
absorption in CaF, : Mn was first measured reliably in
[18] using samples 5—7 cm thick with impurity concen-
trations higher than 10* ppm. The samplein[12] was 1—
2 mm thick and had C (Mn) = 180 ppm. From our data,
emission of Mn?* centers is not practically excited in
the region of 5.9-7.2 eV. From the data of a number of
works (see, for example, [19, 22, 24, 25]), oxygen cen-
ters emitting at 2.6 eV [19] absorb efficiently in this
region. Itisextremely difficult to avoid incorporation of
oxygen into fluorite when crystals are synthesized not
in HF atmosphere (see, for example, [37-39]). For the
last reason, we believe that the absorption spectrum of
CaF, : Mn measured in [11] was also somewhat dis-
torted in the region of 9.3-10.2 eV. According to [19,
24], itisin thisregion that one of the intense bands of
oxygen absorption is located.

2.6. On the Mechanism of Energy Transport
in the CaF, : Mn System

The utilization of samples in a wide concentration
range and of elementary excitation, i.e., selective pro-
duction of only excitons or only electron-hole pairsin
acrystal by VUV radiation makes it possible to extract
the key information on energy transport in acrystal. In
particular, this is necessary for decoding the operation
of a CaF, : Mn dosimeter. We are planning to publish
the results of this study elsewhere. Here, we restrict
ourselves to the separation (sorting) of mechanisms of
energy transfer in two groups, low-efficient and highly
efficient.

To thefirst group belong the following:

(1) The reabsorption mechanism. lts efficiency islow
in view of the fact that the oscillator strengths of transi-
tionsin Mn?* ions in the spectra region of 2.8-5.3 eV
arelow (107%-107) [9, 18].

(2) Energy transfer in direct impact of a mobile
exciton with a Mn?* center. According to [9], the dis-
tance from an Mn?* ion to the surrounding eight F~ions

is decreased by 7% relative to the Ca?*—F distancein a
regular crystal. The corresponding increase in the dis-
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tance between ions of the first and the second fluorine
coordination shells produces a deformation potential,
extensively studied in alkali halides (see [29, 40] and
referencestherein). Thisdistortion of the lattice around
a small neutral cation impurity repulses a diffusing
exciton with the structure V,e~ (see references cited
above for details).

(3) The eectronic recombination process: first, the
capture of a hole by a neutral center and then recombi-
nation of an electron with the Coulomb center is
formed. A relaxed holein CaF,, i.e., aV, center, hasthe

structure of a F, quasi-molecule. Therefore, this chan-
nel of energy transport islow-efficient for the samerea-
son asin the case of a Ve~ exciton.

To the second group belong the following:

(1) The sensitization mechanism, which is efficient
owing to a high overlap of the absorption spectra of an
Mn?* center and the emission spectra of electrons and
owing to a high capacity of manganese centers for res-
onant interaction with various excited centers (see, for
example, [2-6, 20]).

(2) The hole recombination process: first, the cap-
ture of an electron by a neutral center and then recom-
bination of a hole with the Coulomb center formed.
Judging from appearances, this is the most efficient
channel of energy transport in CaF, : Mn. lonization
energies of Mn* and Ca* ions are equa to 15.64 and
11.87 eV, respectively [41]. Thisiswhy Mn* centers[2,
16, 32], which are stable at least up to 400 K [2], dom-
inate in the family of electronic centers formed in the
case of any interband excitation of CaF,: Mnat T <200
K. We believe that the D state, which we studied above
(see subsection 2.5), appears as an intermediate state in
the subsequent collision of adiffusing hole with a Cou-
lomb center Mn*. In the case of nonradiative decay of a
D excitation, generation of a pair of Frenkel defects
takes place, asfor instancein the systems KCl : Na[29,
42] and KCI : T1 [29, 43]: an H center (fluorine atomin
our case) disappears and an F, center (F, (Mn) center
in our case) is generated. Characteristics of F, (Mn)
centersin CaF, : Mn were studied in detail both exper-
imentally [13, 16, 32] and theoretically [14].

CONCLUSIONS

In [7], we started systematic studies of the exciton
and the electron—hole processes of energy transport at
various temperatures in systems on the basis of CaF,
(cation impurities Li*, Na*, Mg?, and Mn?*). In this
work, the study was extended to the concentration
series CaF, : Mn (from 0.01 to 2.47 wt. % in the mix-
ture). Spectra of emission, excitation of steady-state
luminescence, and phosphorescence of samples excited
by monochromatic VUV radiation with quantum ener-
giesuptol4eV a 293K andupto 12 eV at 85K were
measured.
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The nature of the main bands of luminescence of
our objects was established earlier. Mn?* centers emit
at 2.5eV (thetransition*G — ¢S][8, 9]), whilerelaxed
excitons with the structure Vg emit at 4.4 eV [17]. In
the case of the host excitation, an increase in the impu-
rity concentration leads to natural redistribution of
energy infavor of Mn?* centers. In the case of interband
excitation, the rate of this redistribution is much higher
than in the case of photoproduction of excitons.

The narrow excitation bands of emission of Mn?*
centers at 7.9 and 8.6 eV are assigned to partially for-
bidden phototransitions of electrons from the ground
state S, split by the crystalline field of the host in two
sublevels (10Dg=0.71 eV accordingto[9]), to the high
excited state corresponding to the °D term of a free
Mn?* ion (transitions of the type 3d® — 4d%4s).

A broad band of Mn?* center excitation, interpreted
as photoproduction of near-impurity D excitations, was
detected in theregion of 9.1-10.3 eV. Both components
of the D band with maxima at ~9.4 (D,) and ~10.1 eV
(D,) are assigned to transitions with charge phototrans-
fer. By using the ideas of [26], photoproduction of D
excitations can be qualitatively represented as the tran-
sition F(2p)Mn(3d®) — Mn(3d°4s)F(2p°), i.e., as an
allowed electron transition from levels split under the
effect of an impurity ion from the top of the valence
band to a free orbital of aMn?* center.

It is concluded from the preliminary comparison of
channels of energy transport in CaF, : Mn that the fol-
lowing recombination process has the highest effi-
ciency: first, Mn?* ions capture electrons (Mn* centers
werestudied in detail in [2, 16, 32}, and then holes effi-
ciently recombine with Coulomb centers formed (V,
centersin CaF, are mobile at least at T > 130 K [17]).
D states appearing in this case experience radiative
decay (luminescence of Mn?* centers) or nonradiative
decay (generation of F, (Mn) centersstudied in[13, 14,
16] and departure of H centers).
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Abstract—A mechanism of room-temperature irradiation-induced strengthening of akali-halide crystals
(AHCs) issuggested. It is shown that the deformation-stimulated luminescenceis aresult of the destruction of
hole color centers, which strengthen AHCs, by dislocations. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The plasticity of crystals is mainly determined by
the interaction of dislocations with point defects. Suit-
able objects for studying the influence of point defects
on the plasticity are radiation-colored akali-halide
crystals (AHCs). Irradiation-induced strengthening of
AHCs indicates that some of color centers (electron
and hole centers, as well as vacancies and interstitial
ions) are obstaclesfor dislocation motion. The electron
centersin pure crystals are represented by F centersand
their aggregates. Among hole centers, self-localized
holes (V,  and V- centers) and relaxed interstitial haloid
atoms (H centers) have been studied in most detail. All
of these represent X, molecules (X is a haloid atom)
localized in the lattice in different ways[1, 2].

Vacancies and electron centers are relatively weak
obstaclesfor dislocations, and their contributiontoirra-
diation-induced strengthening isinsignificant [3]. Hole
centers and interstitials, on the contrary, significantly
hinder dislocation dlip. It was shown [4] that H centers
and interstitial haloid ions (I centers) are the principal
defectsthat exert strengthening in AHCs at |ow temper-
atures. These centers become mobile and vanish in all
nominally pure crystals below the liquid-nitrogen tem-
perature. At liquid-nitrogen and higher temperatures,
strengthening is ascribed to V, and Vi centers [5],
which become unstable near (below) room tempera-
ture. The nature of irradiation-induced strengthening of
AHCs at room temperature and higher temperatures
remains unclear. It was noted that strengthening may be
caused by V, and V; centers stable at room temperature
[3], but their structure remained unknown up to recently.
As aresult, the micromechanism of overcoming these
defects by didlocations also is unknown.

The interaction of dislocations with color centersis
accompanied by deformation-stimulated luminescence
(DSL) (see[6] and references cited therein). Therefore,
detection of DSL may prove to be a suitable technique
for studying the influence of point defects on the dislo-
cation motion. Since the behavior of AHCs upon mac-

rodeformation is determined to a significant extent by
dislocation interaction with one another [7], it is very
difficult to separate the contribution of point obstacles
againgt this background. At the same time, the DSL
represents a direct (“unmasked”) response of the crys-
tal to the collision of dislocations with radiation point
defects. Unfortunately, the application of thismethod is
hampered by the absence of a commonly accepted
model of DSL. At present, there exist numerous data
which prove that DSL arises as a result of the destruc-
tion of color centers by moving dislocations[6], but the
nature of the centers destroyed has not been established
reliably. In most works, the DSL observed is explained
by theionization of F centers by dislocations|[6, 8], but
in recent years there appeared data which indicate that
the dislocations destroy other color centers; namely, in
the case of KCI these are V, and V, centers [9]. The
detailed consideration of the interaction of dislocations
with irradiation-induced obstacles (“stoppers’) on a
microscopic level can help clarifying both the nature of
DSL and the mechanism of irradiation-induced
strengthening. This work is an attempt to solve these
problems; its final goal is to determine in great detail
the mechanism by which the dislocations surpass point-
defect-related obstacles.

EXPERIMENTAL

We used nominally pure single crystals of KCl as
the object for the investigation. The crystals were
y-irradiated using ®°Co to an absorbed dose of 2 MGy,
after which samples with dimensions 5 x 2 x 2 mm
were cleaved from the crystals. The concentration of F
centersin the irradiated crystals reached 5 x 10 cm3,
The composition and the concentration of the electron-
type color centers were controlled by measuring the
absorption spectra of the crystals. The information on
the hole-type centers was obtained from an analysis of
the curves of thermostimulated luminescence (TSL).
The temperature was increased linearly (at a rate of

1063-7834/00/4202-0270%$20.00 © 2000 MAIK “Nauka/ Interperiodica’
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Fig. 1. Thermostimulated luminescence of a y-irradiated
(2 MGy) KCI crystal: solid line, as irradiated; and dashed
line, annealed at 445 K for 30 min and cooled to 300 K.

0.1K/s). The luminescence intensity was counted
using an FEU-106 photomultiplier. When studying
DSL, the load was recorded simultaneously with mea-
suring the luminescence intensity. The rate of deforma-
tionwas5 x 10# s,

RESULTS AND DISCUSSION

InFig. 1, the solid line showsthe TSL curve of aKCl
sampleirradiated to a high dose (2 MGy). The first two
peaks in this curve are due to the destruction of hole V,
and V, centers [2, 10, 11] (peaks at 380 and 450 K,
respectively). The mobile H and Vi centers that are
formed upon the decay of these centers are recombined
with localized electron centers (with F centers among
them), generating light emission [1, 2]. The third, most
intense peak at 515 K is associated with the thermal
ionization of F-type centers[1, 2]. At moderate irradi-
ation doses, this peak is absent because of the absence
of hole centers other than V, and V, in weakly irradi-
ated crystals. The occurrence of an emission maximum
at 515 K indicates the formation of hole centers stable
at temperatures above 500 K in crystals exposed to
large doses of y radiation. The concentration of these
centers may significantly exceed thetotal concentration
of the V, and V, centers. This circumstance makes it
possible to obtain (by annealing the irradiated crystals
at temperatures below 500 K) samples completely free
of V, and V, centers but containing sufficiently high
concentrations of hole centers of other types and corre-
spondingly high concentrations of electron centers. Itis
for this reason that we used strongly irradiated crystals
in this work, because a comparison of data obtained in
experiments with samples both containing V, and V,
centers and free of these defects makes it possible to
elucidate the role of these centers and the origin of
DSL.

The dashed linein Fig. 1 displays the TSL curve of
the sample that was annealed at 445 K for 30 min. The
peaksat 380 and 450 K disappeared, but apeak at 470K,
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Fig. 2. KCl crystal with Xj centers, (001) plane perpendic-
ular to the edge dislocation with a Burgers vector along the
[110] direction (schematic).

which is related to V; centers [1, 11], become visible.
The peak at 515 K remained amost unaltered. The
measurements of the absorption spectrum show that the
number of F centers decreased upon annealing no more
than by 10%.

After deformation of unannealed samples, the DSL
was similar to that described in literature [12], and the
DSL intensity was approximately 8000 cps.

The deformation of annealed samples was aso
accompanied by DSL, but its intensity was only 500
cps, i.e., it was by an order of magnitude smaller than
that recorded prior to the destruction of the V, and V,
centers.

The above data show that the room-temperature
DSL of KCI crystals is due to the V, and V, centers,
while the F centers play only a secondary role in this
process, contrary to the common opinion. The disloca-
tions appear to destroy V; and V, centers; in the result,
Ve and H centers are formed, which are recombined
with the F-type centers. In order to understand how dis-
locations can destroy hole centers, we should consider
the process of their interaction on a microscopic level.

The V, centers represent linear molecules of the X3
type oriented along [1000directions, located in two
anion and one cation lattice sites; these molecules aso
enter into the V, centers[1, 2]. In the case of KCI, these
are Cl; molecules. Figure 2 schematically displays the
(001) crystal plane of KCI with Cl; molecules oriented
along the [010] direction. In the lower right-hand side
corner of the figure, an idealized model of the Cl; cen-
ter is shown in a lattice region that is undisturbed by
other defects. The central portion of the figure displays
the interaction of a dislocation and a center for one of
their possible mutual orientations. The Burgers vector
of the dislocation is oriented along the [110] direction
and the molecule suffers a tensile stress. In order to
more clearly demonstrate the interaction of a disloca
tion with Cl5 centers, in the inset in the lower |eft-hand
side corner of Fig. 2, we show an ultimately simplified
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scheme of the same crystal plane with defects (without
the adherence to the true relationship between the crys-
tal-chemical radius of the CI-ion, the length of the Cl;
molecule, and the lattice parameter, and without the
cation sublattice). The character a in the inset indicates
a Cl; center far from a dislocation; the letter b denotes
a center that isinvolved in the direct interaction with a
didocation, as in the main part of the figure. It can be
seen that an elastic interaction with a dislocation leads
to an extension of the molecule (in Fig. 2, the molecule
is shown to be extended by 10%). Since the elongation
of the bonds in the molecule requires additional
stresses, itisobviousthat Cl; centersresist the disloca-
tion motion. It can be understood from the figure that
the further motion of a dislocation in the same dip
plane (i.e., the contact surpassing of an obstacle) is
impossible without the breaking of the Cl; molecule. If
the intramolecular bonds were retained upon such
motion, the molecule would take on the configuration
denoted by the letter cin the inset. Such a configuration
is most likely unstable, because, in particular, it
requires abond elongation by approximately 50% (esti-
mates made below show that at room temperature the
bonds become unstable at significantly smaller defor-
mations). We may determine the probability of the
destruction of amolecule by adislocation in thefollow-

ing way.

Atomsin athree-haloid ion Cl3 are linked by cova-
lent bonds[13]. For these bonds, the dependence of the
interatomic potential U on the interatomic spacing r is
well described by the universal function U(r) = U,E(A),
where U, isthe energy of dissociation of the molecule;
E is the Rydberg function; E(A) = —(I + A) exp (-A);
A=(r —rgll; ry is the equilibrium bond length; | =
(Ug/ko)¥%; and k, is the force constant [14].

In order to find U,, we turn to the data obtained in
studies of TSL. As was said above, the TSL peak at
450 K is caused by the dissociation of Cl; centersinto
H and Vi centers. The activation energy for light emis-
sion for thispeak (1.25 eV [1, 11]) isdetermined by the
energy of dissociation of the Cl; molecule U, and the
energy required for removing at least one of the centers
that are formed upon the dissociation into a neighbor-
ing cell (in order to prevent the restoration of the bond).
The energy of motion of H centersis afew hundredths
of an electron volt [2]; therefore, we can assume U, =
125eV.

The value of r, can be estimated from the following
considerations. The position of the maximum of the
absorption band of the ClI; centersisknown [2] to coin-
cide with that of the Cl; moleculesin a solution; there-
fore, the crystal matrix is only insignificantly deforms
the Cl5; molecule. According to [13], the ry in the X3
molecules is approximately 10% longer than the bond

length Rin the corresponding molecules Xg .For Cl,, we
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have R=2.01 x 10 cm, and, indeed, r,=2.21 x 108 cm.
Finally, k, = 0.96 N/cm [13].

Now, given the U(r) function, we can determine the
interatomic interaction force f(r) = —dU(r)/dr and the
maximum value of this force f,,. We obtained f,,, =
1.6 x 10 N; the bond elongation corresponding to this
forceis 25%.

It isknown that the force of the elastic interaction of
a dislocation with an obstacle does not exceed Gb?
(where G isthe shear modulus and b isthe Burgers vec-
tor) [7]. Thisforceis directed along [110Cand its com-
ponent in the direction of the molecule extension is
only a fraction of the above value Gb?. For KCI, we
have G = 1.7 x 10° N/cm? and b = 4.44 x 108 cm; there-
fore, Gb? = 3.4 x 10° N, so that f,,, = Gb%/2. Hence, it
appears that the Cl; centers are formidable obstacles
for dislocations. At the same time, it should be taken
into account that these centers can be destroyed upon
the application of atensileforce P whichissmaller than
fnax SINCe stressed bonds become broken at moderate
temperatures by a thermofluctuational mechanism.

Therate of thermoactivated breaking of the bondsis
determined by the activation energy Up < U [15]. In
this case, U, is controlled by the experimental condi-
tions via the average time required for the thermoacti-
vated breaking of a stressed bond: tp = Toexp(Up/KT),
where 1, isthe period of atomic vibrations. It isobvious
that t, should not exceed the average time tg spent by
the dislocation on the bypassing of one obstacle; other-
wise, the Cl; centers will be bypassed by dislocations
by the mechanism of double cross slip or by the
Orowan mechanism. In akali-halide crystals, thistime
ists = d/v, where d is the average spacing of obstacles
and v isthe average velocity of dislocation motion. The
velocity v can be determined from the equation of plas-
tic deformation € = bp,,v, where p,, is the density of
moving dislocations. For a concentration of the Clj
centers of about 10® cm=, we have d ~ 10 cm.
Assuming that p,,,~ 10 cm=[7], wefind ts~ 102 s. As
aresult, we obtain that at 300 K the bond breaks occur
at a sufficiently high rate if U, < 0.6 eV. Since Up =

2

J’ [f(r)—P]dr, wherer, and r, are determined by the
5

relationship f(r,) = f(r,) = P [15], we can find the force
with which the bond should be stretched in order that its
activation energy for breaking be reduced from 1.25 to
0.6 eV. It provesto be 0.55 x 102 N. The bond elonga
tion in this case is 10%.

Thus, the destruction of Cl; centers and the appear-
ance of DSL are possible at room temperature if the
tensile stress acting on the Cl; moleculeis about Gb?%/6.
Thisvalue seemsto be quite reasonable. If the Cl; mol-
ecules form complexes with other defects, which have
alowered dissociation energy, e.g., V, centers, the ten-
sile stress can be yet smaller.

No. 2 2000



DISLOCATION INTERACTION WITH RADIATION DEFECTS

The interpretation of DSL as aresult of thermoacti-
vated destruction of X3 centers by dislocations makes
it possible to explain not only the temperature but also
the rate dependence of the DSL intensity. It is known

that the DSL intensity is proportional to € @ (wherethe
constant a is less than unity) [6]. From this, it follows

that with increasing € the number of photons emitted
during the time corresponding to a unit deformation is
decreased, i.e., the probability of the destruction of the
X3 centers upon their interaction with dislocations is
also decreased. The reason may be the decrease in tg

with increasing €.

CONCLUSION

From the above discussion, we may arrive at thefol-
lowing conclusions. Irradiation of alkali-halide crystals
causestheformation of hole-type color centers contain-
ing X5 (H, V,, and V; centers) and X3 (V, and V; cen-
ters) molecular ions. The atoms that enter into such
centers are displaced noticeably relative to their equi-
librium positions in the regular lattice. The spacing of
the two haloid atoms decreases by 40% when a V, cen-
ter isformed [2] and dlightly greater when a 'V, center
arises. The changes in the interatomic distances, along
with changes in the charge state of the atoms in the
defects, lead to lattice distortions around color centers,
which undoubtedly hinders didocation slip. However,
when considering the mechanisms of irradiation-
induced strengthening of alkali-halide crystals (AHCs),
we should take into account (as was shown above) not
only lattice distortions, but also the formation in the
defects of chemical bonds, which are not characteristic
of the regular lattice. The “contact” mechanism of the
surpassing of hole centers is impossible without the
breaking of intramolecular bonds (in the case of X3
centers) or without areorientation of the centers (in the
case of X, centers), which requires additional stresses.
At room temperature, X3 centers are predominant in
AHCs. In KCI crystals (as, seemingly, in other chlo-
rides), the intramolecular bonds in Cl3 centers appear
to be so strong that the stresses that are required for
them to be broken are comparable with maximum pos-
siblelocal stresses. It may be supposed that it isthe for-
mation of covalent bonds between the hal oid atoms that
isthe main reason for the devel opment of strengthening
in AHCs upon the room-temperature irradiation to
moderate doses (until coarse defects are formed).

Upon the destruction of Cl; centers, pairs of mobile
H and V centers arise. Since these centers move away
from the place where the dislocation interacted with an
obstacle, the regular lattice is restored there. The
recombination of mobile centers with electron-type
color centers is accompanied with light emission,
which is detected as deformation-stimulated lumines-
cence (DSL).

Note that the reasons for the appearance of DSL
cannot be reduced to only the stress-induced dissocia-
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tion of hole centers. The dislocations not only can
destroy the centers, but also displace through small dis-
tances. As an example of such a displacement, the
above-mentioned reorientation of X, centers can be
taken. As another example, F centers located on dislo-
cation dlip planes can be sused; they are displaced as a
result of deformation shear by one interatomic dis-
tance, But for some close pairs of electron and hole
centers such a displacement may be sufficient to pro-
vide recombination. It is the deformation shear of F
centersthat may servethe origin of alow-intensity DSL
observed after the annealing of X centers.

Thus, the main conclusions of this work can be for-
mulated as follows. The radiation-induced point
defectsthat exert a strengthening effect on KCI crystals
subjected to room-temperature irradiation are Cl; cen-
ters. The interaction of these centers with moving dis-
locations leads to their destruction. The deformation-
stimulated luminescence in this temperature range is
due to the destruction of hole centers V, and V; by dis-
locations.
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Abstract—The paper reports observation of a strong macroplastic effect of weak magnetic and electric fields
(B<0.4T, E~1kV/m)when applied simultaneously to NaCl samplesin the course of their active deformation
at constant rate € = const. In the absence of magnetic field, electric effects in the macroplasticity of the same
crystal's become manifest at fields E > 10° kV/m. Quantitative dependences of the macroplasticity on magnetic
and electric fields and on the strain rate have been measured. A physical interpretation of the observed phenom-

enais proposed. © 2000 MAIK “ Nauka/Interperiodica” .

It iswell known [1-3] that edge dislocationsin akali
haide (AH) crystals undergoing a dip are capable of
transporting, without loss, an uncompensated electric
charge, whose sign and magnitude are determined by the
impurity composition of the crystals and the correspond-
ing supersaturation of the anionic or cationic vacancies.
It is this phenomenon that underlies the so-called
Stepanov effect [4], which manifests itsalf in macropo-
larization of strained AH crystals in the course of their
deformation. It is naturally for the same reason that
application of an eectric field a so affectsthe behavior of
acrystal subjected to amechanical loading. Therearethe
experimental data on the lowering of the plastic-flow
stress [5, 6], acceleration of deformation in creep [7], an
increase in the strain-induced strengthening rate under
active loading [8], and an increase in internal friction [3,
9]. It was established that application of an electric field
stimulates activation of additional dip planes[8] and dis-
location sources at block boundaries[9], thus giving rise
to an increase in the total dislocation density [3]. How-
ever, it should be noted that observation of al these
effects can be possible only in very high electric fields of
the order of 105106 V/m.

The observation of the magnetoplastic effect (MPE)
[10], which consists in energetically facilitated unpin-
ning of dislocations from point defects in nonmagnetic
(including AH) crystals placed in a dc magnetic field
B ~(0.1-1) T, offers new possihilitiesfor increasing the
plastic sensitivity to an externa action onacrystal. The
MPE manifestsitself both in anincrease of the mobility
of single disocations [11, 12] and, at the macroscopic
level, in a considerable lowering of the yield point [13,
14], adecrease in the microhardness [15], and achange
in the fundamental characteristics of internal friction
[16].

The MPE becomes manifest particularly clearly inan
increase of the sengitivity of didocation pathlength in

AH crystas to an externa electric field. Application of
even a weak magnetic fidd of a few tenths of a T was
shown [11, 17, 18] to increase this sensitivity by two or
three orders of magnitude. In other words, single dido-
cations in an externa magnetic field respond strongly
aready to electric fields E ~ 10>-10° V/m.

Itisof interest to study the macroplastic response of
AH crystalsto an electric field in MPE conditions. With
this purpose in mind, the present work was aimed at
investigating the combined effect of a magnetic and an
electric field on macroscopic deformation of NaCl
crystals under compression at a constant rate.

1. EXPERIMENTAL TECHNIQUE

The experiments were conducted on the same sam-
ples and in the same setup that was employed in [13]. A
dc magnetic field was applied perpendicular to the
loading axis, and an electric field, along this direction.
Brass electrodes were pasted to the sides of corundum
dies and werein contact with the sample end faces. The
magnetic induction was varied from 0to 0.4 T, and the
electric field, from 0 to 20 kV/m. The samples were
deformed at room temperature with rates ranging from
5x10°t02x 10°s™.

2. RESULTS AND DISCUSSION

Figure 1 presents the strain curves obtained under
compression of NaCl with different ratesin the absence
of any field (curve 1), with only a magnetic field of
0.4 T applied (curve 2), and under additional applica-
tion of a 9-kV/m dectric field (curve 3). The magnetic
field lowered the curve, including the yield point,
reduced the extent of all stages of the deformation, and
reduced the strain-induced strengthening coefficient
©,,. Curve 3ischaracterized by an additional reduction

1063-7834/00/4202-0274%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Strain curves of NaCl crystals compressed (1) in the
absence of magnetic and electric fields, (2) in the presence
of the magnetic field B = 0.4 T, and (3) under combined
application of magnetic (0.4 T) and electric (9 kV/m) fields.

Strainrate: (8) € =5x10°stand (b) € =8x 10° s,

of the yield point, alengthening of the easy-dlip stage,
and adecreaseinits slope ©,, aswell as by an increase
in the strengthening coefficient immediately after the
yield point at the second stage of strengthening ©,, as
compared to curve 2. In the absence of magnetic field,
the electric fields applied did not affect in any way the
NaCl strain curves. The situation changed only infields
of the order of 10°kV/m [8§].

The shortening of deformation stages and the lower-
ing of ©,, under the action of magnetic field only is
accounted for by a more frequent magnetic-field-stim-
ulated change of active dip systems [13, 14]. Judging
from the lengthening of the first deformation stage and
the lowering of ©, (curve 3), the electric field, to the
contrary, provides conditions favorable for a longer
action of the primary dip systemin theinitial deforma-
tion stages. Theincrease in the strain-induced strength-
ening coefficients ©,, under combined action of the
magnetic and electric fields should be considered as a
result of an electric-field-stimulated growth of the dis-
location density in accordance with the relation [19]

0, OGb./p,

where G is the shear modulus, b is the Burgers vector,
and p isthe dislocation density.

Figure 2a shows the variation of the yield point o,
with an increase in the electric field E, plotted for dif-
ferent magnetic inductions B.

The experimental curves exhibit two clearly pro-
nounced stages of the observed relations, namely, an
initial falloff and subsequent saturation for E above (1—
1.5) kV/m. The decrease in g, is the larger and the
steeper, the higher is B.

Similar dependences were obtained under variation
of the strain rate € at afixed B (Fig. 2b). The saturated
level of Eiswithinthe samelimitsasin Fig. 2a. Therate
and depth of the decrease are the stronger, the lower is€.
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Fig. 2. Dependence of the yield point on electric field for
(a) different B=(1) 0.2, (2) 0.3, and (3) 0.4 T and &€ =5 x
10 st and (b) different €_= (15 x 107, (2) 8 x 107,
(3)2x10% and(4)2x103s1andB=04T.

The experiments carried out at € = 8 x 10° s showed
the saturation level to persist up to E = 20 kV/m.

Thus, the parameters of NaCl macroplasticity in an
external magnetic field also exhibit an increase in the
sensitivity to an electric field by severa orders of mag-
nitude. Indeed, the effects (the lowering of the flow
stress, the increase in the strain-induced strengthening
rate, and the increase in the dislocation density)
revealed under a combined action of weak magnetic
and electric fields (B < 0.4 T, E ~ 1 kV/m) are seen in
zero magnetic field only for E = 10° kV/m.

The reason for this appears to be fairly obvious. In
both cases, the sensitivity threshold to an electric field
is determined from the condition of the electric force,
acting on a didlocation, being equal to the resistance
meeting its motion. Thus, the well-pronounced lower-
ing of thisthreshold in amagnetic field reflects, appar-
ently, the corresponding decrease in the dislocation
drag after it stops interacting with the main impurity
centers as aresult of certain spin-dependent transitions
in the dislocation-impurity system induced by the
external magnetic field.

The saturation of the observed lowering of theyield
point o, with an increase in the electric field reflects,
apparently, the“residual” role of the screw components
of dislocation loops in macroplasticity. We can recall
that screw dislocations in the main dip systemsin AH
crystals do not carry any charge. In order for these dis-
locations to move with a velocity determined by the
given strain rate €, one has to apply a certain mechani-
cal stress, and it is this stress that corresponds possibly
tothe o, level for E — oo,

Note that, as € increases, the maximum depth of the
electric-field-induced lowering of the flow stress g,
decreases (Fig. 2a). This correlates with a decrease in
the dynamic charge at edge dislocations observed [20]
with anincrease in the strain rate €.
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Abstract—Auctive deformation of LiF crystalsin a dc magnetic field B is shown to produce strong plasticiza-
tion, which is the more pronounced, the higher is the magnetic induction B and the lower the strain rate €. The
measured dependences of the yield point o, on B and ¢ find a reasonable explanation within a simple kinetic
model based on the competition between the thermally activated and magnetically stimulated unpinning of dis-
locations from impurity centers. © 2000 MAIK “ Nauka/Interperiodica” .

The existence of magnetically stimulated unpinning
of dislocations from impurity centers in nonmagnetic
materials, which wasfirst revealed in NaCl crystals[1],
is presently established reliably and has been studied in
considerable detail at the level of single dislocations
[2—4]. The nature of this phenomenon is usually associ-
ated with spin conversion in impurity centers, which
results in a rearrangement of their electronic structure
and the corresponding weakening of their interaction
with dislocations. The time taken for this magnetic
unpinning to occur decreases with an increase in the
magnetic induction B and is proportional to B?, and the
process itself is observed only in fields B exceeding a

certain threshold field BY and providing a fast enough
spin evolution compared to the spin-lattice relaxation
time (Tg, < Tg).

A manifestation of thiseffect in microplasticity under
active deformation of LiF crystals (loading at a constant
rate € = const) was first reported in our work [5], where
inthe presence of amagnetic field, we observed anotice-
able lowering of the yield point and the strain-induced
strengthening rate in stage |1 of the deformation and an
increase of the strengthening rate in stage I11. The exper-
iments were carried out in magnetic fields B varied from
0t00.48 T and compressionrates€ = (5 x 10°-10%) s*.
It was also found that the effect follows a threshold
behavior both in the field and in the dtrain rate. It is
observed for B> 0.4 T and € < 10* s%. Because of the
narrow interval of available magnetic fields and the com-
pression rates used, we studied [5] neither the character
of thevariation in the yield point, with an increase in the
magnetic induction, nor the behavior of these thresholds,
B.(€) and £4(B). In the present investigation, the strain
rate interval was extended considerably toward smaller
€. This permitted us to measure for the first time the
dependence of the yield point o, on B and £, aswell as
to establish the region {B, €} within which a macro-
scopic magnetoplastic effect is observed in LiF crystals.
The measured relations allow afairly revealing physical
interpretation.

1. EXPERIMENTAL TECHNIQUE

The experiments on deformation in a magnetic field
and without it were carried out on acompression stand,
inwhich all of the components within the action of the
magnetic field were fabricated of nonmagnetic materi-
als, namely, aluminum, bronze, and brass. The dies
were ruby cylinders. The LiF crystals selected for the
study were of technical-grade purity. The sampleswere
not subjected to thermal pretreatment. The magnetic
field was produced by moving properly a permanent
magnet with adjustable poles. The magnetic-field
induction B could be varied from 0 to 0.48 T, and the
strain rate €, from 2 x 10%to 5 x 10° s. The experi-
ments were run at room temperature. The parallel epi-
ped-shaped samples were cleaved and measured 2.5 x
2.5 x 8 mm. The strain curves were recorded automati-
cally with a KSP-4 recorder.

2. RESULTS

Three-stage strain curves were obtained under com-
pression of LiF crystalswith and without application of

o, MPa

12’ 1
100 2
8, 3

6,

40

2,

0 1 2 3 4 5

€, %

Fig. 1. Strain curves of LiF crystals (1) in the absence of
magnetic field and in a magnetic field of (2) 0.25 and
(3)0.48 T. The strain rate is 6 x 10°s 7.
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Oy, MPa

7

[ ]

0 01 02 03 04 05
B, T

Fig. 2. Yield point oy versus magnetic-field induction for
different strainrates £ (s™0): (1) 2x 1075, (2) 3.5x 1079, (3)
8x 1070, (4)2x 10>, and (5) 5 x 10°.

magnetic field (Fig. 1). Thereproducibility of the strain
curvesisreliable enough [5]. Asisseen from Fig. 1, the
magnetic field not only lowers the yield point oy, but
makes more narrow the strain and stress intervals in
each deformation stage. The faster change of the defor-
mation stages shows that the magnetic field activates
additional dlip systems.

Figure 2 illustrates the magnetic-field dependence
of the yield point obtained at different compression
rates. It can be seen that the lower the £ value, the faster
istherelative decrease in the yield point. At the highest
rate, the yield point at the maximum field decreased by
a factor 1.5 only, whereas, at the minimum rate, g,
decreased nearly fourfold. Asis seen from Fig. 2, the
sensitivity of the yield point to magnetic field becomes
noticeable only starting with a certain threshold field
B., above which o, decreases relatively rapidly with an
increase in B to approach asymptoticaly a new, lower
og,l) level. The magnetic effect observed depends on the
strain rate. |n particular, the magnetic threshold B, while
remaining constant (B, = B{”) at low rates £, becomes a
function B, = B ./e/¢, for € > £, = 6 x 10 st
(Fig. 3). On the other hand, this should mean that, at a
fixed field B> B{”, the 0,(£) dependence can reveal a
noticeable magnetic sensitivity only within the range
of the & rates bounded from above: £ < £.B/B)2. It
isthis factor that becomes manifest in the experimen-

tal curves o,(€) constructed for aseries of fixed values
of B (Fig. 4).
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B, T
0.4r

0.3F B

0.2+ o

0.4f---°

é]JZ, 1073512

Fig. 3. Dependence of the threshold magnetic induction By
ong.

3. DISCUSSION

Similar data obtained in [6] on NaCl crystals found
areasonable interpretation within the following simple
model. In the conditions of active deformation at acon-
stant rate, the yield point corresponds to the stress pro-
viding the required velocity of dislocation displace-
ment through the system of local energy barriers. For

oy, MPa
6
Q

Sr 4
ar 5
3+ 1
oL 2

3
1+

1 1 1 T T | 1 1 1 I
1076 1075 g, st

Fig. 4. Strain-rate dependence of theyield point for different
magnetic inductions (T): (1) 0, (2) 0.2, (3) 0.3, (4) 0.4, and
(5) 0.48.
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B =0, the simplest expression for such abalance can be
written in the form

€ = goexp[~(U —y0,)/ (KT)], D

where U isthe activation energy, y is the activation vol-
ume, o, isthe flow stress (yield point) for B =0, kisthe
Boltzmann constant, and T is the absolute temperature.

The linear dependence of o, on Ing presented in
Fig. 4 (curvel) for B=0isaplot of function (1) rewrit-
ten in the form

oy = (U/y) +[(kt/y)In(e/&g)]. )

No noticeable effect of the magnetic field on the
yield point should be expected until the time of the
magnetically stimulated unpinning of a dislocation
from the pinning center 14, = kB becomes shorter than
that required to overcome it by thermal activation

Ty = ToeXp[(U —yo,)/(KT)] = T80/E.  (3)
It is this consideration that determines the threshold

field B, ~ +/£, which, however, cannot be less than the

microscopic threshold B!” of the magnetoplastic
effect.

Thus, within the proposed model
ik
© O, E>i,

. . _2
where & .= £ 1o/ Tgn and Tgp = kB 2.

E<Eg,

(4)
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It isreadily seen that the By(€) relation (4) isin full
accord with the experimental curve displayed in Fig. 3.

. . (1) .
According to [6], the saturation level o, at high

magnetic fields (see Fig. 2) is determined by the ther-
mally activated process of overcoming the magneti-
cally sensitivelocal pinning points. It was suggested [6]
that magnetically stimulated transitions destroy the
main barriers to allow other defects, forming barriers
with lower activation energies U®, to becomeinvolved.
However, we believe it more reasonable to assume (at
least with respect to the LiF crystals studied) that the U
barriers, rather than being destroyed, become |owered
to the level U®, Thisis argued for by curves 1 and 4in
Fig. 4 being nearly paral€l, i.e., by the activation vol-
umes, which correspond to the two defect species, con-
sidered approximately identical.
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Abstract—The results of theoretical and numerical investigation of thermally stimulated tunneling depinning
in mesoscopic systems are presented using Mn;,Ac and CrNig as examples. It is shown that the boundary
between the regions of tunneling and thermally activated depinning interpreted by some authors as a phase tran-
sition of the first order is not sharply defined. The effect of absolute spin delocalization in transverse fields
weaker than the anisotropy field is studied for the first time. © 2000 MAIK “ Nauka/Interperiodica” .

At present, the role of quantum and classical
approaches to the description of mesoscopic systemsis
widely debated. These systems for their definition
should exhibit dualism of quantum and classical prop-
erties, because of which the assessment of the adequacy
of one or another model to real physical phenomenais
essentially difficult. The approach proposed in [1],
which impliesthat the behavior of amesoscopic system
can be separated into two sharply distinguished regions
of purely classical and purely quantum behavior, has
received certain acceptance. The separation criterion
can be any internal parameter of the applied theory or
an external parameter, for example, temperature. If the
transition between the quantum and classical behavior
proceeds sharply, it is classified as a phase transition of
the first order, otherwise, the phase transition is of the
second order [2—6]. One of the aims of thiswork wasto
demonstrate that such aclassification is not universally
justified as applied to mesoscopic systems, and suffi-
ciently adequate results can be obtained within the
framework of only quantum approaches without classi-
cal methods.

Most prominent exampl es of mesoscopic systemsin
magnetism are provided by systems of two types,
namely, boundaries (walls) of magnetic domains and
high-spin magnetic clusters, such as MnpAc, Feg,
CrNig, etc. Physically, systemsof thetwo typesare very
close to each other. In both cases, we deal with bistable
systems whose vacuum states are separated with a
potentia barrier. For domain walls, the barrier is most
often due to local defects in the crystal; in high-spin
clusters, the major contribution to the potential barrier
is made by internal anisotropy.

A transition between vacuum states can be either
due to the action of an externa field, or aresult of ther-
mal activation, or by tunneling. The first mechanismis
guite evident, and we will not dwell on it in this paper.
The last two mechanisms are of more interest. In the

papers referred to above, tunneling and thermal activa
tion are considered as competitive processes. By con-
trast, it seems to us that, as applied to depinning pro-
cesses, these mechanisms are cooperative in some
sense.

Infact, if asystemisinthermal equilibriumwith the
environment at any nonzero temperature, the probabil-
ity that it absorbs energy sufficient for overcoming the
barrier and changes to the opposite state is honzero.
However, even if the energy absorbed is less than the
height of the barrier, the system can penetrate the bar-
rier by tunneling. Note that, along with tunneling, one
should also take into account the possibility of over-
barrier reflection; therefore, the absorption of external
energy higher than that of the barrier does not assure its
penetration. Thus, it is necessary to consider the above
two mechanisms simultaneously, whereas their separa-
tion and contraposition to one another isnot universally
justified. This approach to tunneling and thermal acti-
vation was developed in [7, 8] for domain wall depin-
ning. In this work, we apply the same approach to the
analysis of the behavior of other high-spin systems.

1. MAGNETIC MESOSCOPIC MOLECULES:
STRUCTURE AND MODELS

In studying physical phenomena stochastic by
their nature, it would be desirable to have objects for
which the reproducibility of the results is as best as
possible. Unfortunately, magnetic domain walls do
not belong to these objects for the known reasons.
The boundary structure of magnetic domains essen-
tially depends on a particular sample and changes
from measurement to measurement. Therefore, the
interest that high-spin molecules have attracted
recently is quite clear. High-spin molecules possess
totally identical magnetic properties and can serve
as models of mesoscopic systems. Among these sys-
tems, the Mnp,Ac([Mn;,0;5(CH;CO0O)4(H,0,)] %

1063-7834/00/4202-0280$20.00 © 2000 MAIK “Nauka/Interperiodica’
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2CH4;COOH/H,0) crystal was the best studied. This
alloy was synthesized by Lis [9], but the study of its
magnetic properties was begun later by Sessoli et al.
[10]. The works on Mn;,Ac were surveyed in detail in
[3]. In the Mn,,Ac molecule, twelve Mn ions exhibit
strong ferromagnetic coupling via superexchange by
oxygen bridges. These molecules effectively behave as
magnetic clusters with the spin S= 10 [10], and very
weak interact in crystals, which is supported experi-
mentally by an extremely low Curie point of 0.05 K
[11]. At the same time, Mn;,Ac is characterized by a
very strong uniaxial anisotropy D = 0.75 K [12, 13].
This anisotropy is responsible for a high potential bar-
rier U, = DS = 75 K between the states +(S).

The properties of the CrNig molecules with the half-
integer spin S = 15/2 are quite similar to those of
Mny,Ac. The Cr(l11) ion in the former molecule (&, =
3/2) is ferromagnetically bound to six Ni(ll) ions
(Svi =1) [14]. The height of the potentia barrier for this
system U, =76 K isaso closetothat for theMn,,Ac sys-
tem. TheMn,,Ac and CrNig systemsare sufficiently ade-
quately described by the Hamiltonian [3]

H = —DS,—H.S,-H,S, ()

For the sake of simplicity, in equation (1), we use the
designation H = gugH, where g = 1.9. As was men-
tioned above, in this papers, we do not consider transi-
tions initiated by a longitudinal external field; there-
fore, without loss of generality, we can replace the
Hamiltonian (1) by the Hamiltonian

A =-DS-H,S,. )

Hamiltonian (2) can, in turn, be reduced to the Hamil-
tonian of aparticlein adouble-well potential U(x) [15]

~ 02
H=—-—+U

where
_ 1f 3y (22
U(x) = 5@+§D D(h’sinh’x—2hcoshx)  (3)

and

1
2D’
Inwhat follows, wewill consider aone-dimensiona

problem for a particle of the mass m in a double-well
potential (3).

m = h = H/((2S+1)D).

2. TUNNELING AND THERMAL ACTIVATION
IN A DOUBLE-WELL POTENTIAL:
COMPETITION OR COOPERATION?

The problem of a particle in adouble-well potential
has long been studied in detail and become a touch-
stone for the majority of newly developed quantum-
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mechanical methods[16]. In the conventional formula-
tion of this problem, tunneling between the two lowest
“vacuum” states of the system is calculated and the cor-
responding level splitting is estimated. However, in the
case under discussion, we generally deal with tunneling
(and equally with over-barrier reflection) of a particle
with an arbitrary energy that is not necessarily equal to
the energy of the vacuum state. An attempt to solve this
problem was made by Chudnovskiiin 1992 [1]. He pro-
posed to use a modernized instanton technique for cal-
culating tunneling probability under semiclassical
potentials [1]. A characteristic feature of the proposed
modernization isthe consideration of periodic (with the
period T, = %/kgT) instantons (thermones according to
the nomenclature [1]); these instantons correspond to
particles with an arbitrary energy E = kT lower than
U,. To within an exponential precision, the tunneling
probability I in this case is given by the expression
I ~ exp(=S/ %), where §; is the action for the classical
tunneling solution in the Euclidean time. In view of the
law of energy conservation, we can write

a(E)

_ _ dx
S = Efdr = EJEnb?[E)JU__E,

where a(E) and b(E) are classical turning pointsin the
inverted potential —U(x). The preexponential factor can
be determined by a conventional method, namely, by
calculating fluctuations around the classical instanton
solution.

The result obtained in [1] was used to compare the
tunneling and thermally activated depinning probabili-
ties. The latter probability is given by the expression
It~ exp(—Uy/kgT). Therefore, we can introduce ther-
modynamic action S; = AU,/ kgT. By comparing the
rates of variation of §, and S;, we can make the conclu-
sion about the predominance of one or another depin-
ning mechanism and about the character of the transi-
tion (abrupt or smooth) between the two regions. Up to
the present time, the criteria proposed in [1] are till in
use in the analysis of thermally stimulated tunneling
[2-6]. According to the widely accepted nomenclature,
a smooth transition from thermal activation to tunnel-
ing is considered as a phase transition of the second
order and an abrupt transition, as a phase transition of
the first order.

However, it should be noted that this classification
and the criteriaproposed in [1] are controversial for the
following reasons.

First, note that, at any nonzero temperature T, we in
fact deal not with a single instanton with the energy
E = kgT, but with a ensemble of instantons. The distri-
bution of instantons in the ensemble is determined by
the potential range before the barrier. Because of this,
comparison of §, and S; at agiven T is little informa-
tive. The following procedure seems more justified.
First, the distribution of instantons is calculated at a
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given T, next, the corresponding tunneling probability
is calculated for each instanton and multiplied by the
probability that this instanton appears in the ensemble.
After integration over the whole ensemble, this proce-
dure givestheintegral depinning probability at the tem-
perature T. In this procedure, tunneling and thermal
activation should not be separated, and it is more con-
venient to speak about thermally stimulated tunneling.

However, this procedure cannot be implemented
within the framework of the instanton approach,
because it implies calculations of the probability of the
over-barrier reflection for particles in the ensemble
with E > U, which cannot be performed in the instan-
ton technique.

Note also that criteria[1] cannot be applied to meso-
scopic systems like Mn,,Ac and CrNig for another rea-
son: these criteria were derived under the assumption
that, in the potential well before the barrier, the spec-
trum of a particleis quasi-continuous. It will be shown
below that thisis not the case for high-spin molecules.

Thus, it is necessary to construct an adequate com-
putational procedure for calculating the depinning
probability for a mesoscopic system that takes account
of both tunneling and thermal activation. Below, we
consider a possible variant of this procedure.

3. THERMALLY STIMULATED TUNNELING

Let us turn back to the consideration of a particle of
the massmin adouble-well potential (3). We usethefol-
lowing designations U, = — 2$°Dh, U,;, = — $D(1 +
k), and Uy = Upoe — Unin- Depending on the ratio
between thewell depth U, and the particle energy E, the
particle can either fall on one of the stationary levels E,
in the well and then can tunnel through the barrier or
oscillate within the potential well U(X) at afrequency of

_ T
Wet = X5(E) !
Jmi2 J’ dx//E—=U(X)

%(E)

where x; and x, are the turning points, if the particleis
free and E > U(x). Within the framework of the initial
problem, this corresponds to magneti zation oscillations
between the states +Sand —S. Strictly specking, the par-
ticle with E > U5 Will have both continuous and dis-
crete spectra. However, as follows from the estimates,
the difference between the energy levelsin this caseis
an order of magnitude smaller than the corresponding
differences in the spectrum of a localized particle.
Therefore, in what follows, we suppose that the spec-
trum at E > U,,,, is quasi-continuous. It is important
that, as the height of the barrier will lower with an
increase in the external field, it can appear that the par-
ticlewill have no stationary statesin the corresponding
shallow wells. Physically, this means that the particle
cannot be localized in such a well. Consequently,
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depinning become impossible not in thefield h = 1, but
somewhat earlier. With a certain proviso given below,
thefield in which stationary states for Mn,Ac will dis-
appear is estimated as h,, = 0.89.

To estimate the depinning probability at a given
temperature T, we will used the following computa-
tional procedure. Let us consider an ensemble of N
identical particles, each of which occursin the potential
well (3). Suppose that the particles of the ensemble are
in thermal equilibrium with the environment and obey
the Maxwell distribution. The number of particles with
the energy E > U, iS given by the expression

_ ) 2 -15 =
Ng, = N I-ﬁT(kBT) JEexpD—Eﬁ%jE.
Uo

Correspondingly, we designate the number of parti-
clesin the well as N,y = N — Ng. In real calculations,
we used a certain finite value U,;,,; these values were
chosen so as to obtain a negligible number of particles
outside the integration limits and to assure the stability
of the computational procedure itself.

Let isdivide the energy range from U, to U;;,,, into K
subintervals of the width oE: (E, — 0E/2, E, + dE/2). In
each subinterval, we assign al particles the same
energy E, and calculate the probability that a particle

penetrates the barrier Fy. Then, N%, = zk N, F,isthe

total number of particles among N, that penetrated the
barrier (N = Ngi/K).

If the particles N;; are in thermodynamic equilib-
rium with the environment, their distribution among the
levelsis described by the Boltzmann law, and the pop-
ulations of the corresponding levels are given by the
expression

= N, ZRCENT)

where Z the statistical sum Z = ) . exp(—E/kgT). For

each level E;, we can estimate the corresponding tun-
neling probability G, and find the total number of parti-
cles penetrated the barrier by tunneling with the use of
the equation

N = Z niG;.

Let us dwell on the calculations is certain detail, in
particular, consider the use of approximate methodsin
the proposed procedure. To assess the probahility of
passing over the barrier, we used the standard parabolic
approximation of the initial potential in the vicinity of
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1K for various transverse field parameters h (N = 100)

h 0.1
Number of levels 7
Population of the lowest level 100
Population of the highest level 0
Tunneling probability for the lowest level 0
Tunneling probability for the highest level 0.261
Probability of thermal activation 2.23x107%°

0.3 0.5 0.6 0.7 0.891
5 3 2 1 0
100 99.993 99.85 99.61 -
1.615x 107 | 1.871 x 1074 0.147 99.61 —
0 1.334x10° | 3426x103| 0.334 -
0.318 0.325 0.329 0.334 -
315x10%| 365x10°| 280x10°%| 0.39 —

its maximum. The WKB solution for a parabola is
known to be[17]

1
1+ exp(—=2mE,//2D)

For low-lying levels, we used the quasi-classical
solution

Fe =

0 x
O
G = [ePL5p L[5+ 3
D —X
.
+D(hsinh”x - 2hcoshx) — E;HiX [
O

O

The parameter K was chosen so as to provide the
general stability of the computational procedure. Next,
the structure of the energy spectrum in the well was
determined by approximating the initial potential (3)
with the Morse potential W(X) = A(e?* — 2e™). Its
spectrum is given by the formula [18]

E, = —A(1—a./D/A(i + 1/2)). @)

Here, A and a are fitting parameters. A= 1.1U, and a
variesfrom1.3forh=0.1to 2.4forh=0.8. Itisevident
that, in the case when theinitial potential (3) includesa
symmetrical well, the spectrum (4) will be distorted.
This will manifests itself as alevel broadening in pro-
portion to tunneling probability. However, in the tem-
perature range studied (below 20 K), the population of
the levels is low; therefore, the initiad estimates
obtained in this approximation are quite reasonable.
The limiting value of the transverse field, at which the
discrete spectrum can occur in the potential well, can be
found from the condition A = D/4 and is h,, = 0.89.

Finally, we will determine the efficient penetrability
of apotential barrier as the ratio of the total number of
particles penetrated the barrier to the initial number of
particles

Theresults of calculations of tunneling probabilities
for Mn;,Ac and CrNig by the proposed procedure are
listed in the table and presented in the figure. In both
cases, the results of calculations are in good agreement
with the experimental data. A comparison of the results
of calculations with recent experimental data[19] is of
specia interest. In [19], depinning in CrNig were first
studied within a wide temperature range by using the
MSR technique, and the tunneling component was esti-
mated separately. Essential evidence for the tunneling
character of depinning isit weakly depends on temper-
ature at low T. When interpreting the results, the
authors of [19] considered tunneling and thermal acti-
vation as independent processes and calculated the
resulting depinning probability asthe sum of individual
tunneling and thermally activated depinning probabili-
ties[19]

Q(T) = Ao+ Cexp(-Uo/kgT),

where A, = 0.0085 s is the tunneling depinning prob-
ability at T— 0K and C = 12 x 10¢ st is the fitting
parameter. Note that, in [19], only tunneling from the
ground state was taken into account, and tunneling

P,Q,S
0.08¢
0.06} i
0.04 P
0.02} 7 M)~ 7
¥ e
++ — = /‘/‘
T 1 L ——a’-l:)’/l/ g 1
0 5 10 15 20
T, K

Temperature dependence of theintegral depinning probabil-
ity P(T) calculated by the proposed procedure, the integral

N_*t + N*t depinning probability Q(T) calculated by the procedure
p= -2 = [19], and the thermally activated depinning probability S(T).
N Experimental data[19] are given by crosses.
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from excited states was not considered at all. Probably,
because of this, the integral depinning probabilities
were underestimated in comparison with the experi-
mental data and with the results of calculations by the
proposed procedure. For illustration, see curve P(T) in
the figure. This curve matches the experimental points
satisfactorily. The shape of the experimental curvefrom
[19] strongly suggests that there are no abrupt transi-
tions between the tunneling and thermally activated
depinning mechanisms.

Thus, in this work, we presented the procedure for
calculating the depinning probability in high-spin clus-
ters. This procedure successively takes account of both
physical mechanisms |eading to the depinning, namely,
tunneling and thermal activation. A characteristic fea
ture of the proposed procedure is that, instead of inde-
pendent consideration of these mechanismsin different
temperature ranges, they are considered simulta-
neoudly in the entire temperature range studied (ther-
mally stimulated tunneling). In this case, it is not nec-
essary to separate depinning processes into tunneling
and thermally activated ones. Therefore, the concept of
phase transitions between these regions does not work.
It was also found that, in the fields weaker than the
anisotropy field, the effect of spin delocaization is
observed. The results obtained are in good agreement
with the experimental data reported by other authors.
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Abstract—The thermal expansion of the DyVO, crystal has been experimentally and theoretically investigated
in the range of the Jahn-Teller structural phase transition. The manifestation of totally symmetric magnetoel as-
tic interactions upon this transition has been studied for the first time. It is found that the temperature depen-
dences of the unit-cell and thermal expansion parameters along the nonactive Jahn—Teller direction in the basal
plane for the DyVO, crystal exhibit characteristic magnetoelastic anomalies at T < T, due to the ordering of
quadrupole moments of Dy3* ions. The magnetoel astic contributions of the totally symmetric €9 and £92 and
symmetry-lowering €Y modesto the thermal expansion are calcul ated within the general crystal-field formalism.
The total quadrupolar coefficient GY and magnetoel astic coefficient BY are determined from the spectroscopic
and spontaneous deformation data. It is demonstrated that the thermal expansion of the DyVO, crystal in the
tetragonal and orthorhombic phases is well described in the framework of the unified model using a common
set of interaction parameters for both phases. © 2000 MAIK “ Nauka/Interperiodica” .

1. Itiswell known that rare-earth oxide compounds
RXO, (X =V, P, or As; R is the rare-earth ion) with a
tetragonal zircon structure are characterized by consid-
erable single-ion magnetoelastic and quadrupolar pair
interactions. The interaction parameters for totally
symmetric and symmetry-lowering modes were deter-
mined in detailed investigations of the thermal expan-
sion and magnetostriction in the tetragonal phase with
allowance made for all the features of crystal field
[1, 2]. These interactions are responsible for apprecia
ble magnetoelastic effects and, in a number of cases
(TbvO,, DyVO,, and TmVQ,), bring about the sponta-
neous ordering of quadrupole moments of rare-earth
ions [3], which is accompanied by the orthorhombic
strain of acrystal lattice. In essence, such aquadrupolar
ordering consists in the Jahn-Teller structural phase
transitions in rare-earth zircons.

The low-symmetry phases in rare-earth zircons are
usually treated on the basis of a model pseudospin
Hamiltonian. This approach is applicable for describ-
ing only the dominant magnetoelastic effects arising
upon ordering of quadrupole moments of rare-earth
ions, but failsto carry out consistent comparative anal-
ysis of the low-symmetry and tetragonal phases. How-
ever, comparison of magnetoel astic interactions of dif-
ferent symmetry for the zircon structure demonstrates
that totally symmetric interactions are not negligibly
small [4] and aso should lead to the magnetoelastic
effects observed upon quadrupolar ordering. In partic-
ular, according to our investigations of TbVO, [5], the
ordering of quadruple moments of rare-earth ions is
accompanied not only by an orthorhombic distortion of

the crystal structure, but also by achangein the volume
and a change in the degree of lattice tetragonality. It is
of specia interest to examine similar magnetoelastic
effects arising upon quadrupolar ordering in DyVO,
and to compare these effects for two crystals with dif-
ferent types of lattice distortion.

2. The contribution of rare-earth ions to the thermal
expansion in the tetragonal and orthorhombic phasesin
the presence of magnetic field can be calculated with
the use of the Hamiltonian H = Hee + Hye + Hg + Hz,
where Hcr isthe crystal-field Hamiltonian, Hye and Hg
describe the magnetoel astic and quadrupolar pair inter-
actionsin terms of the equivalent Stevens operators O},
and H; represents the Zeeman coupling to the externa
magnetic field, that is,

Hee = GJBgOg

)
+B,(B30; + B3O}) +y,(BgO; + B4Og),
HME (
= —a,[(B*'e" + B*e*%)0) + B'e'03 + B%€°P, ],
H
Q
3)

= —a3(K*[0F0; + KY (0F10% + K° [P [P,,),

1
Hz = GiledH, g =500, + 335 @

In these relationships, a;, B; and y,; are the Stevens
parameters; B, are the crystal-field parameters (their
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number for thetetragonal symmetry isequal to five); B#
are the magnetoel astic coefficients, KV are the quadru-
polar pair interaction constants; g; is the Lande factor;
J is the angular momentum operator for the rare-earth
ion; and g is the Bohr magneton. In the Hye and Hq
Hamiltonians, only the actual invariants for the magne-
toelastic effects under consideration are written in an
explicit form. The e-symmetry invariants are omitted,
because in the absence of external stresses of the corre-
sponding symmetry for DyVO,, they make no contribu-
tion.

The minimization of the free energy with the respect
to the strains gives the equilibrium strains expressed in
terms of observable quantities of the corresponding
guadrupolar operators. The substitution of these equi-
librium strains for the e* strains in the magnetoelastic
Hamiltonian makes Hye similar to the Hy Hamiltonian,
and both terms can be reduced to the generalized qua-
drupolar Hamiltonian

HQT = HQ+ HME

(5)
= —a5(G* (0505 + G' (D05 + G° [P, [P,,).

The total quadrupolar coefficients G* involves the
contributions of the single-ion magnetoelastic interac-
tion B* and the quadrupolar pair interaction KM

PRI (- 0 !
G" = Gye*+K =F+K (MH=V,93), (6)
0

where C}) is the lattice background elastic constant in
the absence of interactions. Note that, for rare-earth zir-

cons, the single-ion magnetoel astic contribution Gj¢,
asarule, isdominant, and, in the absence of interaction
through optic phonons, the relationship K¥/G},z =-1/3
isvalid for each mode [6].

In the Hor Hamiltonian, theterm a3 GY [O5[0; cor-
responding to the strain of the y = (B,;) symmetry is
nonzero only either in the presence of external factors,
for example, the magnetic field along the [100] axis, or
in alow-symmetry phase. In the latter case, thereisthe
spontaneous phase transition followed by the ordering
of the quadrupole moments of rare-earth ions Q, =
0, 050 = a,(U2) Y, 0|0%i0exp(-E /ksT), where E
are the energy levels of arare-earth ion that are calcu-
lated using the Hamiltonian H = Hee + Hgr, and Zisthe
statistical sum. Thisimpliesthat, at T < T, the thermal
average of Q,(T), which is computed in a self-consis-
tent manner, is nonzero in the absence of external mag-
netic field. The necessary condition of existing this
guadrupolar ordering is asufficiently large value of the
total quadrupolar coefficient G¥ and & so the appropri-
ate electronic structure of a rare-earth ion with low-
lying “quadrupolar” levels. It isthese conditionsfor the
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Q, quadrupole moment that arerealized in DyVO,. The
ordering of the Q, quadrupole moments is attended by
the orthorhombic lattice distortion of the B4 type,
which is defined as

¢’ = a,B'[OUC, = A'Q, (A’ = B'IC)).

The contribution of rare-earth ions to the thermal
expansion can be determined in the conventional way,
i.e., by minimizing the free energy, involving magne-
toelastic and elastic terms with respect to the strain ten-
sor components. The calculations similar to those con-
ducted in [1] demonstrate that, in the absence of exter-
nal magnetic field, the contribution to the thermal
expansion in the distorted phase along the tetragonal
axis is associated only with the totally symmetric
modes, namely, the isotropic €' and tetragonal €92
modes. Moreover, aong the [100], [010], and [110]
axes, there is the contribution of the spontaneous
orthorhombic strain €Y, which, for the nonactive Jahn—
Teller direction [110] = &', is quadratic in the spontane-
ous strain, that is,

Ac Aa 3 2
= ABQ, —F = ANQu-Z(A'Qy)

Aaye A'Q,

= AAQy + — , (7
J2
Aby,e A'Q,
= +
5 = MbQt

where Qy(T) = ,[03=0(V2) ', [|O3]i Exp(-E/keT).
The expressions for the A, and A, coefficients that
depend on the magnetoelastic and elastic coefficients
take the same form as for the tetragonal phase[1].

3. The experiments were performed with single-
crystal samples. The crystals were grown from the melt
in platinum crucibles by the well-known method of
spontaneous crystallization from solution. The magne-
toelastic anomalies in the thermal expansion of the
DyVQ, crystal upon structural phase transition were
investigated using wire strain and capacity-type strain
gauges. The relative accuracy of measurements was no
worse than 10-6. The measurements were carried out in
the presence and absence of magnetic field, which
made it possible to control the changes in the domain
structure of the sample below the T, temperature.

4. The lattice distortion and magnetoel astic anoma-
lies of the parameters upon quadrupolar ordering in
DyVO, are considerably less than those in ThVQ,,
which requires the use of more sensitive techniques. In
order to investigate the orthorhombic strain of the B

symmetry ¢¥ = (b — a)//2a, (Fig. 1), the thermal
expansion Al/l of the DyVO, crystal along the [100]
axis was measured with a capacity-type strain gauge in
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the magnetic field H = 20 kOe, which was parallel and
perpendicular to the direction of measuring Al. In this
field, the crystal becomes single-domain with the easy
magnetization axis aligned along the magnetic field.
Therefore, the thermal expansion was measured along
the orthorhombic aaxisfor H ||[100] || A and along the
b axisfor H ||[010] (A | (in the latter case, according
to the standard setting for an orthorhombic structure,
a< b). As can be seen from Fig. 1, the lattice in the
absence of magnetic fidld undergoes a distortion at the
temperature T, ~ 14 K (see the inset in Fig. 1), and the
orthorhombic straine¥at T=0K isequal to 36.8 x 107,
which isin good agreement with the available data[7].

The anomaly in the therma expansion of the
DyVQ, crystal dong the[100] axisat H = 0 isequal to
7 x 10, which is substantially less than the spontane-
ous lattice strain. This means that, in the absence of
external magnetic field, the sample at temperatures
below T, isin a polydomain state and exhibits only a
slight preferred orientation of the b axes of domains
along the direction of measuring Al. Note also the pres-
ence of an appreciable “tail” Al(T)/l a T > T.. Thissug-
gests that there exists a distortion of the B,, symmetry
above T, likely, due to mechanical stresses. Earlier [§],
similar effects were observed and discussed for the
TmVO, crystal. The measurements of the thermal
expansion in the magnetic field make it possible to sta-
bilize the domain structure and to examine the temper-
ature dependences of the spontaneous strain for a sin-
gle-domain sample. However, the magnetic field leads
to an increases in the transition temperature and a sub-
stantial extension of the transition range in the vicinity
of T.. Thisis consistent with both the results obtained
by numerical calculations of the temperature depen-
dence of the lattice distortion for the DyVO, crystal in
magnetic field within the pseudospin formalism [9] and
with our computations in the framework of the more
genera crystal-field formalism (cf. curves 1 and 2 in
Fig. 1).

The anomalies observed in the unit-cell parameters
Ac/c and Aa'/a' dueto the €1 and €92 totally symmetric
magnetoelastic modes upon quadrupolar ordering in
the DyVO, crystal are substantially less than the &Y
spontaneous orthorhombic strain and, hence, call for
special conditions of observation against the back-
ground of effects associated with the reorientation of
the Jahn-Teller domains. The therma expansion
Ac(T)/c aong the tetragonal axis of the DyVO, crystal
was measured with strain gauges cemented in the (a—)
and (a—c) crystal planes. Both dependences show a
similar anomalous behavior, which manifests itself in
an increase in the Ac/c parameter with adecreasein the
temperature from 30 K downto T,= 14 K (Fig. 2, curve
1) in accord with the theoretical calculations. An
increase in Ac/c is retarded in the vicinity of T, and,
below the critical temperature, the parameter Ac/c for
two measurement conditions exhibits different behav-
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&Y= (b-a)/(2)¥%, 10*

Fig. 1. Experimenta (points, H = 20 kOe) and calculated
[curves (1) H =0 and (2) H = 20 kOe] temperature depen-
dences of the orthorhombic distortion of they symmetry for
the DyVO, crystal. The inset shows the temperature depen-
dence of Al/l aong the [010] direction in the absence of
magnetic field for the polydomain sample.

T,K

Fig. 2. Experimental temperature dependences of the rela-
tive changein the parameters (1) Ac/c (H = 0) and (2) Aa'/a'
(H =30kOe, H ||[110]) for the DyVO, crystal and theoret-
ical curves of the relative change in the parameter Aa'/a’ at
(3) H=30kOe (H [|[110]) and (4) H = O, calculated in the
presence and absence of structural transition, respectively.

ior, which, in turn, disagree with the theoretical predic-
tions. Evidently, such a disagreement is caused by the
rearrangement of the domain structure in the crystal
below the T, temperature.

During the rearrangement of domain structure, the a
and b orthorhombic axes in a domain exchange places
with each other, which is accompanied by the tensile-
compressive local strain of agaugein the perpendicular
direction € ~ (b —a)/a ~ 5 x 10~3. Note that, since the
length of perpendicular closing links in a wire strain
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Fig. 3. Calculated temperature dependencesof (1, 1', 1") the
quadrupole moment Q, and the dependences AQqy(T) =
Qo(T) — Qu(0) for (2) orthorhombic and (3) tetragonal
phases of the DyVO, crystal. Magnetic field H, kOe: (1) O,
(1% 30 (H {][100]), and (1) 30 (H || [110]).

0.30F

Qo
d(AC/0)/dT, 105K

0.29r

Fig. 4. Calculated temperature dependences of the quadru-
pole moment Qq(T, H) in the magnetic field (1, 2) H = 0,
(', 2"y H = 30 kOe (H || [100]), and (1) H = 30 kOe
(H |][110]) for (1, 1") orthorhombic and (2, 2") tetragonal
phases of the DyVO, crystal. Theinset shows the cal cul ated
temperature dependences of thermal expansion coefficient
d(Ac/c)/dT aong the tetragonal axis under the same condi-
tions.

gauge is equa to ~ 5% of the length of “operating”
links, the strain € ~ 5 x 10-2 should result in an anomaly
of an order of 25 x 10°inthe Ac(T)/c curvefor the sin-
gle-domain sample along the tetragonal axis. For the
polydomain samplein the absence of external magnetic
field, the contribution of domain processes is substan-
tially (by about one order of magnitude) less and equal
to~20 x 107° (Fig. 2). When measuring even in arather
weak magnetic field of 10-20 kOe that stabilizes the
domain structure, the jumps in the Ac/c dependences
disappear. However, the observed behavior of the ther-
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mal expansion along the ¢ axis is inconsistent with the
theoretical calculations. Therefore, the wire strain
gauges do not ensure reliable measurements of the
anomalies in the Ac/c or Aa'/a’ parameters, which are
induced €1 and €%2 totally symmetric modes.

The measurements performed with a capacity-type
strain gauge are a priori more reliable, because they in
principle are not affected by the perpendicular strain
component (Fig. 2). Actualy, the dependence of the
Aa'/a parameter along the [110] direction below T,
shows a characteristic anomaly in the form of a plateau
(curve 2), which is in qualitative agreement with the
behavior predicted by the crystal-field calculations
(curve 3, see below). In the absence of structural transi-
tionat H = 0, thethermal expansion of the DyVO, crys-
tal aong the @' axis should change with the increasing
derivative d(Aa'/a’)/dT down to 4 K (curve 4). In order
to stabilize the domain structure, the measurements were
performed in the constant magnetic field H = 30 kOe,
which was paralel to the measured strain. In the
DyVQ, crystal, the magnetic field H || [110] does not
give rise to a single-domain structure, but induces
extended thin strip domains [10] whose boundaries are
perpendicular to the magnetic field and run aong
planes of the (110) type.

5. The features of the thermal expansion in the
DyVO, crysta upon quadrupolar ordering can be
described by the Hamiltonian H = He + Hor + Hz with
the use of a common set of interaction parameters for
the tetragonal and orthorhombic phases. At present, the
problem of the crystal field in DyVO, isfar short of the
final solution, since the required spectroscopic data on
the Dy®* ion in the tetragonal and orthorhombic phases
of DyVO, are unavailable. The crystal-field parameters
available in the literature, for example, in [11], do not
describe the known spectroscopic data and, in particu-
lar, lead to the splitting of two low-lying Kramers dou-
bletsin thetetragona phase by amagnitude of lessthan
1.5 cm™ as compared to the experimental value of
9cm[12, 13].

From the available experimental data, we deter-
mined the crystal-field parameters (BY =-114K, B, =

50, B; =973, B =-59, and By = 182 K), which ade-
quately describe the experimental data and agree
closely with the sets of parameters for other rare-earth
vanadates, for example, HoVO, [14] whose crystal
field is regarded as reliably established. In further cal-
culations, we used these crystal-field parameters, coef-
ficients A; = 0.31 x 102 and A, = -0.39 x 1072 calcu-
lated for the DyVO, crystal from the anomalies of the
thermal expansion in the tetragonal phase [1], and the

elastic modulus C}) = 1.24 x 10° K taken for DyVO,
from [15]. Asiscustomary, we consider the orthorhom-
bic phase of DyVO, as asmall distortion (g¥ ~ 103) of
the tetragonal phase. Then, it is expedient to use the
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same coefficients for the calculation of the magne-
toelastic contribution to the thermal expansion in the
orthorhombic phase. The orthorhombic parameter of

the crystal field B> = —a,GY [O30=57.9 K was chosen
in such away as to account for the experimental spec-
tral changesin the phase with the quadrupolar ordering
[12, 13]. Itisknown that, at T > T, two low-lying Kram-
ers doublets of the Dy®* ion in dysprosium vanadate are
separated by 9 cm (the other excited states are sepa-
rated by a considerable gap), and, below T, the separa
tion between the doublets increases up to 27 cm™.

With the above parameters, we calculated the tem-
perature dependence of the order parameter of phase
transition Q, = o, CO50(Fig. 3) and determined the crit-
ical temperature T, = 18.7 K. This value substantially
exceeds the T, temperature, which was experimentally
obtained in the present work and has been known from
the literature [16]. It is characteristic that the critical
temperature is primarily determined by the gap
between the doublets in the orthorhombic phase, and
different sets of crystal-field parameters, including the
set obtained within the pseudospin formalism, result in
virtually the same T, temperatures. The problem of the
overestimated, theoretically calculated transition tem-
perature for DyVO, iswell known in the literature (see,
for example, [17]) and concerns the applicability of the
mean-field approximation to this crystal. The calcu-
lated dependence Q,(T) reflects the variation in the €Y
orthorhombic distortion with temperature (Fig. 1, curve
1). The experimental value of €Y = 36.8 x 10* at 0 K
leads to the magnetoel astic coefficient BY = 15 x 103 K.

The dependence Q,(T) providesameans of calculat-
ing the changes in the spectrum and wave functions of
the Dy®* ion below T, and, then, the temperature depen-
dences of the quadrupole moment Qy(T) in the orthor-
hombic (Fig. 3, curve 2) and tetragonal (Fig. 3, curve 3)
phases. For the Q, quadrupole moment, which is non-
zero even in the tetragonal phase, the ordering of the
guadrupole moments Q, is attended by a jump in the
dQ,/dT derivative (Fig. 4), which, in turn, is responsi-
ble for the jJump in the temperature dependence of the
thermal expansion coefficient along the tetragona axis
d(Ac/c)/dT or aong the nonactive Jahn—Teller direc-
tion d(Aa'/a’)/dT. The above-determined values of the

Bi parameter and the BY magnetoelastic coefficient
allow us to calculate the total quadrupolar coefficient
a’jGV = 7.6 mK and the magnetoelastic contribution
a5G!,e = 7.3 MK to this coefficient. Therefore, for the

DyVQ, crystal, the contribution of the pair quadrupolar

interaction KY is close to zero (positive, within the lim-
its of experimental error), and the theoretical relation-

ship KY/ G}, =—1/3is not valid, which can point to a
sizable contribution of optic phonons.
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T,K

Fig. 5. Calculated contributions to the temperature depen-
denceof (1) Aa'/a' for the DyVO, crystal at H ||[110] in the
presence of structural transition: (2) totally symmetric €%
and €22, (3) orthorhombic €9, and (4) orthorhombic €Y strain
modes. &51) The sum of contributions from the totally sym-
metric 2T and €92 and orthorhombic €2 strain modes in the
absence of structural transition.

Figures 3 and 4 also demonstrate the calculated
dependences Q,(T, H) and Qu(T, H) at H = 30 kOe
(H |][100], curves 1' and 2'; H || [110], curves 1),
which illustrate how the magnetic field orientation
affects the critical temperature, order parameter, and
magnetoel astic anomalies of the thermal expansion. It
is seen that the H field aligned along the direction of the
spontaneous orthorhombic strain leads to a smearing of
the anomalies in the dependences of the quadrupole
moments Q,(T, H) and Qy(T, H) and a considerable
increasein thetransition temperature. ThefieldH ||[110]
with the symmetry different from that of the order
parameter produces a different, substantially weaker
effect. As can be seen, the transition temperatures
slightly decrease (by 0.2 K at afield of 30 kOe), but the
anomalies in both dependences Q,(T, H) and Qy(T, H)
remain pronounced. Specifically, the jump in the tem-
perature dependence of the thermal expansion coeffi-
cient along the tetragonal axis d(Ac/c)/dT in the field
H || [110] remains as abrupt as before (see the inset in
Fig. 4).

The dependences Q (T, H), Qq(T, H) = a,[P, [{T, H),
and Qy(T, H) furnish an opportunity to separate differ-
ent contributions to the thermal expansion of the
DyVQ, crysta aong the nonactive Jahn—Teller direc-
tionAa'/a’ (Fig. 5). For thetetragonal phasein the mag-
netic field H || [110], there are only the contributions
(Aa/a), = ADAQ, and (Aa/a)s = A%Q,,/ /2, which are
brought about by the totally symmetric €% and €*? and
orthorhombic €2 modes, respectively. The sum of these
contributions above T, in the presence of structural
transition is shown in Fig. 5 by curve 1 and by the
dashed line below T in the absence of transition. The
guadrupolar ordering leads to the change in these con-
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tributions (curves 2, 3) and gives rise to the additional
contribution (Aa'/a), = —3(¢¥)%4 from the " orthor-
hombic mode (curve 4). Resultant curve 5 reasonably
well describes the experimental data along the a' axis
and, in particular, the characteristic anomaly in the
form of a plateau below T.. Thus, the quadrupolar
ordering in DyVQ, is characterized by an inflection
point in the Aa'/a’ curve at the T, temperature and the
change in the sign of d(Aa'/a))/dT at lower tempera-
tures. The anomaly at T, in the experimental depen-
dence of Aa'/a’ (asin the dependence of Aa/aat H =0)
is smeared by internal stresses in the crystal, but the
change in the sign of the thermal expansion coefficient
at alower temperatureis clearly observed (Fig. 2). Itis
worth noting that the calculated dependence of Aa'/a’
unexpectedly well quantitatively describes the experi-
mental data, even though the thermal expansion was
experimentally measured with respect to the reference
sample without corrections for its thermal expansion
because of the lack of these data at |ow temperatures.

Itisof interest to compare the magnetoel astic anom-
dliies in the therma expansion of the DyVO, and
ThbVO, crystals upon quadrupolar ordering [5]. For the
DyVQ, crystal, the Q, or Q,, spontaneous quadrupole
moments responsible for the orthorhombic strain are
two times larger and the €Y orthorhombic strain, on the
contrary, is substantialy (approximately five times)
less than those for the TbVO, crystal. Thisis primarily

dueto the fact that the elastic constant C}) islarger than

the Cg constant for the zircon structure. By contrast,
the change in the Q, quadrupole moment in the orthor-
hombic phase with respect to the tetragonal phase (the
difference between curves 2 and 3) for theDyVO, crys-
tal is two times less than that for the TbVO, crystal.
However, as is seen from Fig. 2, the magnetoelastic
anomalies in the thermal expansion upon quadrupolar
ordering, which are induced by the totally symmetric
interactions and described by the Q, quadrupole
moment, remain pronounced in the DyVO, crystal.

6. In the present work, the anomalies observed in the
thermal expansion of the DyVO, crystal due to the
ordering of the Q, quadrupole moments of the Dy3*
ionswere studied experimentally and theoretically. The
experimental data for the tetragonal and orthorhombic
phases are adequately described by the theoretical
curves calculated with a common set of interaction
parameters for both phases. The magnetoel astic coeffi-
cient BY = 15.1 x 10° K for the DyVO, crystal is close
to the values of BY for DyPO, (10.4 x 10° K) and
HoVO, (9.9 x 103 K), which were determined in com-
plex investigations of magnetoelastic effects in the tet-
ragonal phase of these zircons[4, 18]. It wasfound that,
for the DyVO, crystal, the total quadrupolar coefficient

aﬁ GYisequa 7.6 mK, and the magnetoelastic contri-
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bution a3G!,c to this constant is 7.3 mK. Therefore,

the contribution of the quadrupolar pair interaction KY
is close to zero, and the theoretical relationship

KY/ G),e =—1/3isnot valid, which can indicate a sig-
nificant role of optic phonons. It should be mentioned
that, in the zircon family, DyVO, is the sole crystal

characterized by the quadrupolar ordering of they sym-
metry, which explains increased interest in this crystal.

In summary, it should be emphasized that, in the
present work, unlike the majority of works dealing with
the investigation of distorted phases in rare-earth zir-
cons, the calculations were performed within the
framework of the general crystal-field model. In the
earlier works, the contribution to the thermal expansion
of rare-earth zircons with the cooperative Jahn—Teller
effect included only the dominant Jahn-Teller mode,
and the contribution of the totally symmetric modes
was ignored. Moreover, it was assumed that the order-
ing of quadrupole momentsis accompanied by only the
orthorhombic distortion of a crystal in the basal plane
and, hence, brings about neither volume nor tetragonal
strains. Thelatter contribution was found to be substan-
tially less than the former contribution due to the hier-
archy of magnetoelastic and elastic coefficients in the
zircon structure. Nonetheless, we established that the
contribution of the totally symmetric modes gives rise
to the observable magnetoelastic effects. The calcula-
tion of this contribution proportional to the change in
the Q, quadrupole moment is outside the province of
the pseudospin formalism and requires consideration of
all the features of mixing in the crystal field. In partic-
ular, for the quadrupole moment Q,(T) that is nonzero
even inthetetragonal phase, the ordering of the Q, qua-
drupole moments is attended by the manifestation of
the feature in the derivative dQ,/dT, which, in turn, is
responsible for the jump-type anomaliesin the temper-
ature dependence of the thermal expansion coefficient
along the tetragonal axis or along the nonactive Jahn—
Teller direction &' in the basal plane.
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Abstract—An experimental study is reported of the temperature dependences of the electrical resistivity and
magnetoresistance, thermal and magnetothermal EMF, the Hall effect, optical reflectance, sound velocity, and
internal friction of polycrystalline lanthanum manganite L ag ggEuq o751 33MNO5 carried out within the 77-430-K
temperature range. Substitution of asmall amount of europium for lanthanum has been found to result in acon-
siderable decrease in the resistivity and a change in the behavior of its temperature dependence. Four charac-
teristic temperatures at which special features are observed in the above properties have been identified. The
discussion of the conduction mechanisms involved is based on the concept of mobility edge motion. © 2000

MAIK “ Nauka/Interperiodica” .

Intense studies of lanthanum manganites started in
1993, following the discovery of the so-called col ossal
magnetoresistance (CMR) observed in a temperature
range close to room temperature (see reviews [1, 2]).
Despite a wealth of papers dealing with the properties
of these materials, the nature of the CMR remains
unclear. Thisis due, to a certain extent, to the fact that
published experimental resultsrelate, asarule, to indi-
vidual properties (primarily to the resistivity and mag-
netoresistance). Nevertheless, it may be considered
established that the colossal magnetoresistance is only
one of the specific properties of manganites, which are
determined by a strong coupling between the magnetic,
electronic, and elastic subsystems of the crystal. It thus
follows that the nature of the CMR can be understood
only in an integrated investigation of the propertiesin
which these interactions become manifest. With thisin
mind, we undertook studies of the magnetic, electrical,
thermoelectric, galvano- and thermomagnetic, optical,
and elastic characteristics of polycrystalline manganite
L&y g0EUg07Sr03sMNO;. The choice of this composition
was motivated by the fact that doping LaMnO; with 33%
Sr produces a material with a high magnetoresistance,
while an additional replacement of lanthanum with 7%
europium reduces the Curie temperature T to values
close to room temperature [3]. As will be shown below,
such asubstitution also brings about asubstantial decrease
in the resistivity p, which is accompanied by a changein
the behavior of the temperature dependence p(T).

SAMPLES AND EXPERIMENTAL TECHNIQUES

Powders of the nomina composition
L&y g0EUg 07510 3sMNO; were prepared by coprecipita

tion from solutions [4]. Polycrystalline samples were
obtained by pressing at room temperature at a pressure
of 5 t/cm?, with a subsequent annealing in an oxygen
flow at 1200°C for 12 h. The sample density was
5.2 g/cmd, which is about 83% of the calculated value.
X-ray diffraction measurements showed the samplesto
be single phase.

The samples prepared for measurement of the
kinetic properties (resistivity p, the Seebeck coefficient
S and the Hall effect) were parallel epi ped-shaped, with
dimensions of 10 x 3 x 0.9 mm. The magnetization
curves were taken on avibrating-sample magnetometer
on similar, smaller samplesin amagnetic field directed
as in the Hall-effect measurements. The Curie temper-
ature was determined by the method of thermodynamic
coefficients. The resistivity and Hall effect measure-
ments were carried out by the standard dc four-probe
technique. The temperature gradient AT = 3 K in the
measurements of the Seebeck coefficient was produced
by a heater placed at one end of a sample. The temper-
atures of the sample ends were monitored with two
copper—constantan thermocouples. The thermal emf of
a sample was determined potentiometrically between
the copper ends of the thermocouples. In all cases, the
magnetic field of up to 15 kOe was directed perpendic-
ular to the plate plane. We used indium contacts depos-
ited with an ultrasonic soldering iron.

The optical reflectance was measured in the wave-
length range A of 0.8 to 36 um within the 293-430-K
temperature region.

The sound velocity V and the internal friction Q!
were determined with a composite oscillator at frequen-
cies of 50 to 100 kHz, with quartz transducers used as

1063-7834/00/4202-0292%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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piezoresistive sensors. The measurements were made in
a helium gas environment within the 80-430-K range.

RESULTS OF MEASUREMENTS

The magnetization curves had the pattern typical of
ferromagnets. The Curie temperature determined by
the method of thermodynamic coefficients was found
to be T, = 328 K. An analysis of the magnetization
curves shows, however, that a weak spontaneous
moment persists up to 350 K. For T < T, and in fields
H > 6 kOe, the magnetization M is described by the
relation M = Mg + xH. Within the temperature range
77< T < 200 K, the temperature dependence of M is
well approximated by the relation M(T) = M{(0) —aT?,
wherea =1.35 x 10° G K—¥2 and M(0) = 425 G, which
correspondsto 3.3 pug/Mn. For T < 250 K, one observes,
withincreasing T, aweak falloff of the susceptibility ¥,
to be replaced by a sharp growth as one approaches T.

Figure 1 presents plots of the temperature depen-
dence of the resistivity and of the Seebeck coefficient.
At low temperatures, the resistivity has ametallic char-
acter (dp/dT > 0), reaches a maximum at T = 349 K,
and then decreases as the temperature continues to
increase. At low temperatures, the Seebeck coefficient
is positive and reaches amaximum at T = 146 K, only
to fall off afterwards monotonically with increasing
temperature and toreversesign at T = 225 K. The abso-
lute values of dp/dT and dSdT pass through a maxi-
mum at the same temperature T = 324 K, whichisclose
to TC.

Figure 2 shows the temperature dependence of the
differences S(H) — S0) and p(0) — p(H) obtained at
H = 10 kOe. Both curves pass through a maximum at
T =T and practically coincide in shape in the vicinity
of Tc. The difference SH) — S0) tends to zero as one
moves away from the phase-transition point, whereas
pP(0) — p(H) is practically temperature independent in
the ferromagnetic region.

Figure 3 displays, for afew values of temperatures,
the field dependences of the Hall resistance p, = R,B +
R.M, where R, and R, are the norma and anomalous
(spontaneous) Hall coefficients, B is the magnetic
induction in the sample, and M isthe magnetization [5].
For the geometry of our samples, the demagnetizing
factor is close to unity, and therefore one can set B = H.

Presented in Fig. 4 are the temperature dependences
of Ry and R, derived from the pH(H) curves as this is
donein [6, 7]. Within the temperature range studied, the
normal Hall coefficient is positive, which implies adom-
inant hole contribution to conduction. For T < 300K, the
R, coefficient isonly dightly temperature-dependent and
is, ontheaverage, 4.9 x 102 Q cm/G. Above T > 300K,
one observes a substantial growth of R, which ends at
approximately T = 350 K, after which R, decreases. The
anomalous Hall coefficient is negative and passes
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Fig. 2. Temperature dependences of p(0) —p(H) and S(H) —
S(0) obtained at H = 10 kOe.

throughaminimum at T= 355K (seetheinset to Fig. 4).
It should be pointed out that for T > 340 K, the Hall coef-
ficients are determined within a considerable margin of
error (of about 30%). While the Ry(T) and Ry(T) curves
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Fig. 3. Isotheems of the Hal resistivity of
Lag goEUp,07S0.33MN0O3 obtained at different temperatures
T (K): (1) 250, (2) 293, (3) 324, (4) 332, (5) 340, and
(6) 360.
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Fig. 4. Temperature dependence of the normal, Ry, and
anomalous, Ry (inset), Hall coefficients  in
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Fig. 5. Temperature dependence of the reflected light
intensity at the wavelength A = 14 um obtained on an
Lag goElo,075r0.33MNO3 sample.

do not exhibit any features near T, the derivatives
dRy/dT and dR/dT have extremaat T = 327 K.

Figure 5 shows the temperature dependence of the
reflected light intensity | measured at the wavelength
A = 14 um. This wavelength is convenient for studying
the properties of carriers in lanthanum manganites,
because it corresponds to the temperature-independent
minimum located before the phonon maximum
observed in undoped LaMnO; [8]. The I(T) curve
exhibitsabreak at T=324 K (seetheinset) and abroad
minimum at T = 350 K.

Figure 6 plots the temperature dependences of the
sound velocity V(T) and internal friction Q(T). The
V(T) curve exhibits weak features, to which, in the
dVv(T)/dT curve (seeinset), correspond distinct minima
near Tg, at 318 K and at T,; = 395 K. Internal friction
Q! growswith increasing temperatures to reach amax-
imum at T,; = 395 K. No features have been observed

in the vicinity of the Curie point in the Q(T) relation.

DISCUSSION OF RESULTS

Earlier, we studied the properties of Lay 5,51 :3MNO;
and Layg,Cey 75 .2sMNO; samples [ 7] prepared in the
same way as the Lay goEUq 6751 0.3sMNO5 samplesin this
study. All these samples have adensity of about 80% of
the theoretical value and practically the same magnetic
moment, =3.3 Ug per manganese ion, at T =77 K. In
contrast to doping with cerium, europium doping
resultsin a substantial (by about 40 K) decrease of the
Curie temperature. The growth of the paramagnetic
contribution to the susceptibility observed to occur in
the ferromagnetic region with decreasing temperatures
indicates the presence of paramagnetic ionsand (or) the
existence of a small amount of a ferromagnetic phase
with alow (less than 77 K) Curie temperature. It may
be conjectured that these paramagnetic ions are
europium ions occupying the lanthanum sites, and that
the interaction of the magnetic moments of europium
with those of manganese is weak. The ferromagnetic
phase could be EuO with T, < 77 K.

The persistence of spontaneous magnetization up to
350 K argues for a magnetic nonuniformity of the sam-
ple. Note that such a nonuniformity was observed even
in single crystals of La,gSr,,MnO;[9].

The temperature dependence of the resistivity of
the manganite samples under study differs substan-
tialy from the one we observed on samples of
L&y g7Sr0sMNO; and Lay g0Cey07Sr033MNO; close in
composition, where the temperature dependence had a
pattern characteristic of polycrystalline samples with p
typically near 3040 mQ cm. As aresult of europium
doping, the resistivity decreased substantially (down to
2 mQ cm a 77 K), and its temperature behavior
approached that of p(T) for single-crystal samples.
Similar changes of the temperature dependences of the
resistivity of polycrystalline samples were observed to
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occur with increasing crystallite size, which was
attained by substantialy raising the annealing temper-
ature (see [10] and references therein). It may be con-
jectured that doping with europium favors an increase
in crystallite size during the annealing. Another possi-
ble reason for the decrease of the resistivity is the pre-
cipitation of a phase with arelatively low resistivity at
crystallite boundaries. In this case, such a phase could
be EuO doped intrinsically by vacancies of oxygen and
(or) trivalent lanthanum, because it is known [11, 12]
that thismaterial can have acomparatively low resistiv-
ity. It should be stressed, however, that the magnitude
of p(T) in the ferromagnetic region exceeds, by about
one order of magnitude, the resitivity of single-crystal
samples with asimilar Curie temperature [9, 13].

The experimental data presented in the preceding
section permit one to point out three temperatures at
which features in properties are observed. Thisis, first,
the temperature of the magnetic phase transition T =
328 K, near which features appear in the differential
characteristics, namely, extrema in the derivatives
dp/dT, dSdT, dRydT, dR/dT, and dV/dT, maxima in
SH) — S0) and p(0) — p(H), and a break in the I(T)
curve. The small differences in the position of the
anomalies of these quantities can be due to the above-
mentioned nonuniformity of the sample. Second, it is
the temperature T = 350 K, near which one observes
features in the quantities associated with charge trans-
port, i.e, p, Ry, R, and I. Third, it is the temperature
T2 =395 K, at which one finds features in lattice prop-
erties, namely, in the sound vel ocity and internal friction.
Because optical reflectance in the wavelength range con-
sidered isonly dightly sensitive to grain boundaries, the
existence of featuresat T = T and T = Ty is connected
primarily with processes inside the crystallites.

We are turning now to a consideration of the con-
duction mechanisms. The weak temperature depen-
dence of the normal Hall coefficient for T <300 K indi-
cates that, inside the crystalites, the material residesin
ametalic state. A straightforward estimation of the car-
rier concentration n using the R, = (enc)™ relation
yields n = 0.75 carrier per cell. The positive sign of R,
impliesthat the dominant carriersare holes. The notice-
able difference of this value of n from the one obtained
from the chemical formula suggests that carriers of
electronic type are also present.

At T= 300K, the smooth growth of p and of the nor-
mal Hall coefficient isreplaced by their sharp rise, thus
indicating a decrease of the conductivity asaresult of a
decrease in the carrier concentration. The maxima in
p(T) (Fig. 1) and Ry(T) (Fig. 4) take place at the same
temperature Tg = 350 K, where it follows that the max-
imum of resistivity at this temperature originates from
the minimum in the concentration of the carriers con-
tributing to the conductivity.

We believe that the temperature dependence of the
resistivity and of the Hall effect can be explained as
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Fig. 6. Temperature dependence of the sound vel ocity V and
internal friction Q1 of an Lag gyEUg g7S70 33MNO5 sample.

being due to a shift of the hole mobility edge €. (with-
out taking into account the electronic contribution).
Because the temperature behavior of € near T origi-
nates from the growth of spin fluctuations [14], all the
differential characteristics describing charge transport
should have featuresin the vicinity of thistemperature,
which is exactly what is observed in experiment. For
small values of the relative magnetization m= M/My(0)
one can write €c = Ay — A%, where g is the mobility
edge for holes, and A, and A, are phenomenological
parameters to be found from the experiment. Generally
speaking, Ay and A, are functions of T, but for the sake
of simplicity we will consider them to be constants. As
this will be seen below, the mobility edge lies near the
hole Fermi level ¢ for all temperatures. By Mott [15],
in this case, one can write the following expression for
the conductivity:

o= O-minf(sc)- (1)

where 6., is the lowest metallic conductivity, and f is
the Fermi function. Thus, for the resistivity near the
phase-transition temperature we obtain

—Am
P = PogPE 0% 17 &)

where p,,, = congt, and E, = A, — € is the activation
energy inthe paramagnetic region at H = 0. We used the
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Fig. 7. Experimental (1) and calculated (2) p(T, H=10kOe)
curves.

temperature dependence of the resistivity within the
380410-K range to derive estimates for p,, and Ex:
Pm=2.2mQ cmand E, = 530K, and, by comparing the
temperature dependences of the resistivity at H = 0 and
H =10kOe, cameto A, = 2000 K. Thevalue of A, turns
out to be substantially smaller than the hole Fermi
energy, which is of the order of 2 x 10* K [16, 17], thus
validating the application of Egs. (1) and (2). The esti-
mation of the minimum metallic conductivity by [18]
yields Yo, = 7 mQ cm, which coincides in order of
magnitude with p,,. Calculation of the resistivity from
(2) for H = 0 and for temperature-independent E, and
A, yields a sharp peak at the Curie point, rather that a
diffuse maximum at T = Tg > T, as this is observed
experimentally. This disagreement may be due, first, to
the above-mentioned magnetic nonuniformity of the
sample, which should smoothen theresistivity peak and
shift it toward higher temperatures, because for T > T
the dependence of p on T is considerably weaker than
that in the ferromagnetic region near T.. Second, our
calculations did not take into account the temperature
dependence of A, and A, in the paramagnetic region
near T, which also results in a shift of the resistivity
maximum toward higher temperatures and its flatten-
ing. While estimation of these factors would present
difficulties, their role becomes substantially weaker
under the application of astrong enough magneticfield,
because the temperature dependence of €. isdominated
in this case by that of the magnetization.

Figure 7 presents the experimental and calculated
p(T) curvesfor H = 10 kOe. The calculation was done by
(2) using the values of E, and A; found above, and exper-
imental data on the magnetization for H = 10 kOe. One
readily sees that Eq. (2) permits one to satisfactorily
approximate the shape of the p(T, H = 10 kOe) curve
near the maximum, although we could not take the role
of the grain boundaries into account. The decrease of the
resistivity in the ferromagnetic region found by the cal-
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culation is considerably stronger than the experimental
one. One can readily see, however, that the calculated
temperature dependence of the resistivity very much
resembles the Ry(T) relation in Fig. 4. Because the Hall
effect in polycrystas reflects the situation inside the
crystallites and depends to a much lesser degree on the
processes occurring at their boundaries than the resistiv-
ity does [19], one can conjecture that the calculated
curve correctly approximates, on the whole, the temper-
ature behavior of theresistivity insidethegrains, and this
refers not only to temperatures T > T, but dso in thefer-
romagnetic region, at any rate near Te.

The metal-insulator transition temperature Ty, i.€.,
the temperature at which the mobility edge crosses the
Fermi level, is determined by the condition n? = E)/A,.
For H=0it liesbelow Tc. Substitution of the aboveval-
ues of E, and A, yields Ty, = 300 K, which coincides
with the temperature at which a rapid growth of the
resistivity and of the normal Hall coefficient setsin. It
should be stressed that the resistivity growth in the
Tw < T < Tiregion, which aready belongs to the insu-
lating phase, is caused by afast increase of the differ-
ence &c — &g

We are turning now to a discussion of the results
relating to the Seebeck coefficient. The dominance of
the hole conduction (which is metallic for T < 300 K)
should give rise to a positive sign of S and a linear
growth of the Seebeck coefficient with temperature for
T < 300 K, with a subsequent increase near Ty, up to
about 100 uV/K, followed by thetransition to arelation
of the const/T type in the paramagnetic region. As seen
from Fig. 1, S> 0 and it grows with temperature, but
only for T < 146 K. Having estimated the slope of the
ST) curve in this region, and using the well-known
expression for the parabolic band, we find that the hole
Fermi energy is about 1-2 eV, which appears quite rea-
sonable. However, as the temperature increases still
further, the Seebeck coefficient decreases, to become
negative for T > 225 K. At first glance, thisis at odds
with the above suggestion of the dominant hole contri-
bution to conductivity, as well as with the results of
band-structure calculations [16], by which the concen-
tration of eectronsis less than that of the holes by an
order of magnitude. This contradiction is removed,
however, if one takes into account that the characteris-
tics of holes and electrons differ substantially [16]. The
effective mass of holes is less than the free-electron
mass m,, which accounts for their metallic behavior up
tothe T region. By contrast, the electronic massis con-
siderably in excess of m,, which explains the strong
trend to localization. This suggests that the negative
sign of the Seebeck coefficient is associated not with
the electronic contribution to conductivity being domi-
nant, but rather with the large value of the electronic
Seebeck coefficient in the insulating state. Because, for
T =Ty, the hole Seebeck coefficient also reaches high
values, the electronic and hole contributions cancel
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each other out, to make the Seebeck coefficient com-
paratively small even in the insulating phase.

Asevident from Fig. 2, amagnetic field resultsin an
increase of the hole contribution to the Seebeck coeffi-
cient. The reason for the variation of both p and Snear
T apparently liesin an increase of the number of holes
in delocalized states. The difference p(0) — p(H) in the
ferromagnetic region is practically temperature inde-
pendent. The magnitude of this difference, about
0.3mQ cm, characterizes the contribution of spin-
dependent scattering at grain boundaries. It can be
assumed that the total contribution of scattering at
boundaries to the sample resistivity should be several
times larger and, hence, constitute 1-2 mQ cm, which
agrees with low-temperature measurements.

The anomalies observed near T; = 395 K are asso-
ciated mainly with variations of the lattice characteris-
tics, which is evidenced by the presence of a clearly
pronounced maximum in the temperature dependence
of the internal friction Q(T) and of the minimum in
dV(T)/dT. These anomalies could be assigned to the
occurrence of a structural transition or to the onset of
charge ordering. The latter, however, hardly appears
because the temperature is too high. In order to reveal
the lattice changes occurring at 395 K, X-ray diffrac-
tion measurements were carried out at 380 and 420 K.
Their comparison with each other, as well as with
room-temperature diffraction patterns, showed them to
beadll practically identical. Hence, if any changesin the
lattice do take place at 395 K, they are extremely weak.
On the whole, the problem of the nature of the strong
internal-friction anomaly observed by us remains open.

Thus, our integrated investigation of the properties
of the LaggEUyoSro3sMnO; lanthanum manganite
allows the following conclusions.

Weak substitution of lanthanum by europium results
in aconsiderable decrease of the resistivity p and in the
p(T) dependence becoming similar to that of single
crystals. Such changes were observed earlier only at
substantially higher annealing temperatures.

It has been shown that holes are dominant carriersin
the ferromagnetic region, although electrons are aso
present. The small magnitude of the Seebeck coeffi-
cient can be accounted for by the competition between
the hole and electronic contributions.

Four characteristic temperatures have been pointed
out: the metal—insulator transition point Ty, = 300 K, the
Curie temperature T = 328 K, and dlso Ty = 350 K and
T« = 395 K, of which the first three are associated with
processes in the electronic and magnetic subsystems,
while the latter characterizes the lattice. It has been
shown that the features at T = Ty are associated with the
minimum of the carrier concentration in delocalized
states, rather than with the metal-insulator transition.
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Thetemperature dependences of theresistivity and of the
Hall effect near T can be satisfactorily explained in
terms of the concept of a shift of the hole mobility edge.
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Abstract—The temperature and field behaviors of the linear and nonlinear responses to a weak ac magnetic
field in the Sm; _,Sr,MnO5; manganites with x = 0.25, 0.3, and 0.4 have been investigated. It is found that the
hysteresis of the second harmonic of magnetization in the dc magnetic field arises in the far-paramagnetic
range at T < 180 K, whereas the hystereses of the linear susceptibility and the dc resistivity are observed at
lower temperatures. This phenomenon is associated with the formation of macroscopic ferromagnetic (ferri-
magnetic) domainsin the paramagnetic matrix. The shape of the temperature dependence of the linear suscep-
tibility at T > T, is determined by the degree of doping, and the susceptibility itself nonmonotonically depends

on x. © 2000 MAIK “ Nauka/lnterperiodica” .

At present, particular emphasisin the field of inves-
tigations into the giant magnetoresistance has been
placed on research into the partially substituted manga-
nites RE; _,M,MnO; (RE = Pr, Nd, Sm, and others;
M = Ba, Ca, Sr, and others) synthesized on the basis of
rare-earth elements with nonzero local magnetic
moment [1-3]. These compounds are characterized by
a number of new effects (as compared to the
La _,M,MnO; system studied in detail), anong which
the ferromagnetic (ferrimagnetic) ordering and the
absence of the insulator—metal transition (giant magne-
toresistance effect) in the Gd, ,Ca, 33MNO5 compound
aremost intriguing [2]. A rather large number of works
are devoted to the magnetic and transport properties of
these systems. However, to the best of our knowledge,
the nonlinear phenomena that can provide important
information about fine details of magnetic interactions
have hitherto not been studied.

This work is concerned with the investigation into
the temperature and field (in relatively weak external
magnetic fields) dependences of the linear and nonlin-
ear susceptibilities and also the dc resitivity of the
Sm; _,Sr,MnO; manganites. Compared to other com-
pounds, whose phase diagramswere examined in detail
[4], samarium manganites are least understood. Their
magnetic and transport properties were earlier studied
in [1, 3, 5]. The neutron diffraction analysis of the
structure of ceramic samples enriched with the Sm!>*
isotope [3, 6] demonstrated that a decrease in the tem-
perature of sampleswith x = 0.4 resultsin thetransition
to the unsaturated “ferromagnetic” state [6], which can
be interpreted either as a canted ferromagnetic state or
a state with the spatial separation of ferromagnetic and
antiferromagnetic phases.

Apparently, the nonlinear properties of manganites
with the giant magnetoresistance were explored for the
first time in the present work. In our opinion, these
studies on the nonlinear properties of samarium manga-
nites, together with investigations into the behavior of
the linear susceptibility and transport properties, pro-
vided new and interesting results. Actually, we reveaed
the appearance of the hysteresisin the second harmonic
of magnetization in the dc magnetic field in the para-
magnetic phase, which was accounted for by the forma-
tion of macroscopic ferromagnetic (ferrimagnetic)
domains. In the earlier work [7], the formation of mac-
roscopic domains with a weak ferromagnetism was
observed with this investigation technique upon phase
separation of excess oxygen in La,Cu,.,. Moreover,
the results obtained in studies of the linear susceptibil-
ity indicate that the paramagnetic susceptibility has a
strong and nonmonotonic dependence on the strontium
content, whereas the dc resistivity in this range of
temperatures only slightly depends on the degree of
doping.

1. EXPERIMENTAL

The investigation of the magnetic and transport
properties of the Sm, _,Sr,MnO; manganites was per-
formed with ceramic samples (x = 0.25, 0.3, and 0.4)
taken from the same batches as the samples studied in
[3, 5, 6]. The X-ray diffraction patterns of the samples
were recorded on a DRON-3M diffractometer at room
temperature. A pyrolytic graphite crystal was used as a
monochromator of the radiation of an X-ray tube with
a copper anode. The results obtained in the processing
of the X-ray diffraction patterns with the use of the
FULLPROF program [8] of the full-profile analysis are
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presented in Tables 1 and 2. The unit-cell parameters a,
b, and ¢ and the atomic coordinates X, Y, and Z were
determined with a rather low accuracy, because the
samples had a small volume. The variation in the con-
centration leads to a monotonic change in al these
parameters, except, possibly, the ¢ parameter at x = 0.3.
The symmetry of the unit cell is described by the space
group Pbnm. An increase in the concentration x results
in a decrease in the degree of orthorhombicity (i.e., in
the difference between the a and b parameters). Thisis
in agreement with the data obtained in [3], according to
which the unit cell for the composition with x = 0.4 at
T =300 K hasthe tetragonal symmetry.

For an additional characterization of the samples,
their ESR spectra were measured at room temperature
on a spectrometer described in [9]. The ESR spectra
contain single lines with close values of the g-factors
and widths (AH is about 5 kOe) and differ only in the
signal amplitude (normalized to the unit mass). The
signal amplitude is minimum for the sample with x =
0.25 and increases by about 10% for the sample with x
= 0.3 and approximately by afactor of two for the sam-
ple with x = 0.4. It was aso found that the dielectric
permittivity (conductivity) weakly increases with an
increase in the dopant concentration. No signals of
magnetic impurities against the background of the sig-
nal taken from the main phase are observed in the ESR
spectra of the studied samples.

The linear susceptibility was measured at the ac
magnetic field amplitude h, = 1 Oe in the frequency
range 10°-10° Hz by the phase method [10]. This
method is based on the determination of the total
impedance of a pickup coil containing the sample at a
given frequency and the measurement of the phase shift
between the current passing through the pickup coil
and the voltage across the coil. The error in the mea-
surement of the ac voltage was no more than 0.05%,
and the accuracy of the measurement of the phase shift
was no worse than 0.01-0.02 deg. The rea (x") and
imaginary (x") components of the linear dynamic sus-
ceptibility were determined from the parameters of the
pickup cail (with and without the sample) in the form
any = (L /Ly — 1) and 41}’ = (R — R)/ 21L, Where
L, and R are the parameters of the pickup coil without
sample, L, and R, are the parameters of the pickup coil
containing the sample, and f is the frequency at which
the measurements were carried out. At x = 0.1, the
errors in determination of the X' and X" values did not
exceed 1%. At X < 1, the errors increased proportion-
ally to a decrease in the susceptibility and reached
100% at x = 10

The second harmonic of magnetization M, was
measured in parallel dc (H) and ac (hy = 45 Oe) mag-
netic fields (the fundamental frequency f = w/2rt =
15.7 MHz) with asetup described in [11]. The signal of
the second harmonic is governed only by the nonlinear
properties of the studied material and, unlike the linear
susceptibility, does not involve the response of a meter-
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Table 1. Unit cell parametersfor the Sm; _,Sr,MnO; manga-
nites

X a(Ah) b (A) c(A)
0.4 5.437(2) 5.437(2) 7.656(1)
0.3 5.432(1) 5.456(1) 7.664(1)
0.25 5.425(1) 5.501(1) 7.650(2)
Table 2. Atomic coordinates
Atom X Y Z
Mn 0.5 0.00 0.00
Sm(Sr) 0.4 —0.008(3) | 0.0278(7) | 0.25
0.3 —0.008(1) | 0.0300(5) | 0.25
0.25 —0.006(6) | 0.0421(8) | 0.25
o1 0.4 0.07(2) | 0.498(7) 0.25
0.3 0.06(1) | 0.485(5) 0.25
0.25 0.17(1) | 0.390(9) 0.25
02 0.4 0.72(1) | 0.30(1) 0.029(7)
0.3 0.74(1) | 0.31(D) 0.044(4)
0.25 0.73(1) | 0.18(1) 0.047(2)

ing circuit at the fundamental frequency. Therefore, itis
necessary to eliminate, asfar as possible, the nonlinear-
ity of atransmitter—receiver system, which requires to
keep the fundamental frequency from entering the
metering circuit. Higher harmonics should also be
eliminated, because their entering into areceiver at the
output of a generator hinders the recording of a legiti-
mate signal. For these reasons, higher harmonics at the
output of a generator and the signal of the fundamental
frequency at the input of areceiver were suppressed by
more than 120 dB. The dc field was changed from —-300
to +300 Oe. Thereal ReM,(H) and imaginary ImM,(H)
components of the second harmonic of magnetization
were recorded simultaneously. The required phase of
the reference voltage at synchronous detectors of the
second harmonic was adjusted with a reference signa
generated using a nonlinear characteristic of a micro-
wave diode (Schottky-barrier diode A 538A) with a
small self-capacitance and a short recovery time. A cir-
cuit generating this signal was weakly coupled with a
two-frequency resonance system that created the ac
fieldin asample and carried out the initial separation of
a signal with double the fundamental frequency. The
phase adjustment was no worse than 0.5 deg. The sen-
sitivity of the M, measurements was of an order of
107° emu.

The method used in the present work for recording
the signal of the second harmonic is very sensitive to
impurities of ferromagnetic materials (predominantly,
iron oxides) in elements of two-frequency resonance
system. Specia measures, including the application of
a galvanic copper coating on conducting parts, made it
possible to suppress the “spurious’ signal of these fer-
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Fig. 1. Temperature dependences of the parameters of the
ReM, signal without subtraction of the impurity signal for
the ceramic Sm; _,Sr,MnO3 samples with x = 0.25, 0.3,
and 0.4: (a) the dependence of the coercive force H. on T
and (b) the dependence of the magnitude of ReM, on T. The
errors in determination of the parameters are equal to
approximately doublethe size of the symbol designating the
experimental point. The inset shows typical ReM, signal
with a hysteresis loop and illustrates the determination of
the characteristic parameters H,, ReM,, and Hyy,.

romagnetic impurities in a material of this resonance
system down to the level of internal noise[11]. Control
experiments with commercial polycrystalline salts of
different metals (both paramagnetic and diamagnetic
metals) demonstrated that al these salts contain impu-
rities whose signal exhibits aweak magnetic field hys-
teresiswith the coerciveforce H, = 10-50 Oe. Note that
the M, and H, quantities do not depend on temperature
in the range 110-350 K. This suggests that impurities
form macroscopic, magnetically ordered regions,
which can be accomplished in the case of nonuniform
distribution of impurities.

The “impurity” signals of M, were also observed in
the paramagnetic phases of the Sm;_,Sr,MnO; sam-
ples under consideration. Figure 1 depicts the tempera
ture dependences of the coercive force and the ReM,
magnitude for the studied samples, which were deter-
mined from the unprocessed experimental curves
My(H) (i.e., in the presence of theimpurity signal). The
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typical experimental dependence of ReM, on H with a
hysteresisloop isdisplayed in theinset in Fig. 1. These
dependences will be characterized by the following
parameters. (i) the signal amplitude at extreme points,
(ii) the location of the extreme pointsH,,, in the dc mag-
netic field (or, to put it differently, on the H-axis), and
(iii) the coercive force H, (see theinset in Fig. 1). The
behavior of M, was analyzed from the temperature
dependences of these parameters. As can be seen from
Fig. 1, there is the temperature range in which both
parameters H, and ReM, are temperature independent.
It seems likely that, in thisrange, asin the experiments
with commercia salts, the signal is induced by mag-
netic impurities. In order to obtain the signal in the
studied compound, this impurity signal was subtracted
in the processing of experimental data.

The dc electrical resigtivity of the studied samples
was measured by the standard four-probe method. The
hystereses in the linear susceptibility and the electrical
resistivity were investigated in dc magnetic fields up to
500 Oe.

2. RESULTS AND DISCUSSION

2.1. Temperature dependences of the linear sus-
ceptibility. The temperature dependences x'(T) for the
Sm; _,Sr,MnO; samples with different degrees of dop-
ing were studied in the temperature range 60—230 K.
The dependences of logx' on T (Fig. 2) aa H = 0 are
characterized by two temperature range: in one range,
the susceptibilities of different samples exhibit a simi-
lar behavior, whereas in the other range, the suscepti-
bilities of different samples show strongly different
behaviors. The characteristic temperature T, that sepa-
rates these ranges falls in the range 100-130 K for all
values of x. At temperatures above Ty, the X' quantity is
a nonmonotonic function of x, and the shape of the
X'(T) curve is aso determined by the doping level. For
example, at T = 230 K, the susceptibility of the sample
with x = 0.3 istwo orders of magnitude less than that of
the sample with x = 0.25, and the susceptibility of the
sample with x = 0.4 is intermediate between these val-
ues. Thisbehavior of X' inthe paramagnetic phase bears
no relation to the above impurities in the studied sam-
ples. Indeed, it can be seen from Fig. 1b that ReM,
monotonically increases with an increase in the stron-
tium concentration; i.e., an increase in the magnetic
impurity content does not correlate with the observed
dependence x'(x). Theinset in Fig. 2 demonstrates that,
for the SmysSrpsMNO; sample, the dependence

X'X(T) in the high-temperature range obeys the Curie—
Weiss law 1/ = (T + ©)/C with © =130 K, which is
characteristic of ferrimagnets and antiferromagnets. At
the same time, as the temperature decreases, the sus-
ceptibility of the sample with x = 0.4 very weakly
increases up to T = 120 K and, then, begins to steeply
rise. For the sample with x = 0.3, the susceptibility x'(T)
considerably increases beginning with high tempera-

No. 2 2000



LINEAR AND NONLINEAR SUSCEPTIBILITIES OF SAMARIUM

41t}

107!

2000

1072

. 1000

1073

50 200 250 T, K

0 . L
50 100 1

MANGANITES 301

x=03

50 100

150

250
T,K

200

Fig. 2. Temperature dependences of 41tX. The inset shows the dependences of 1/41ty on T. For convenience of comparison, the val-
ues of 1/41ty areincreased by afactor of 100 for the sample with x = 0.25 and by afactor of 30 for the sample with x = 0.4.

tures, has a nonmonotonic behavior, and, as is seen
from Fig. 2, shows inflection points at T = 140 and
110 K. At temperatures close to T, the dependences
X'(T) for al the samples are virtually coincident and, at
T < T,, exhibit a maximum whose |ocation depends on
the strontium content.

The experimental determination of the temperature,
at which the sample undergoes a transition to the mag-
netically ordered state, isthe most complex problem. In
our earlier work [10], the T, temperatures in simple
cubic ferromagnets were determined within the scaling
approach, according to which the higher harmonics of
magnetization are singular at the Curie point. However,
in the studied manganites, the higher harmonics in the
low-frequency range were not found, most likely
because of their low values (the linear susceptibility
itself is rather low). In such complex magnets as man-
ganites, the transition occurs over arather wide temper-
ature range, and the Curie point is usually taken as
either the temperature corresponding to a maximum of
the derivative of the susceptibility with respect to tem-
perature (see, for example, [1]) or the temperature of
the onset of a sharp increase in the susceptibility (see,
for example, [12]). The temperature corresponding to
the onset of a sharp increase in the linear susceptibility
was taken as the temperature of the magnetic phase
transition. Although this definition of the phase transi-
tion temperature is evidently conventional in character,
it is convenient for comparison of the behavior of the
susceptibility in the two aforementioned temperature
ranges. The Curie point thus determined is equal to
approximately 97 K for the sample with x = 0.25 and
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130 K for the sample with x = 0.3 and virtually coin-
cides with the characteristic temperature T, introduced
above. The T, temperature for the sample with x = 0.4
is equal to approximately 120 K and agrees with the
magnetic ordering temperature obtained in the neutron
experiments [6].

In the temperature range 60-230 K, the imaginary
component of the susceptibility is rather small in mag-
nitude and can be observed only at high frequencies.
The real component of susceptibility virtually does not
depend on frequency. Most likely, the imaginary com-

X”, XH/XV R, kQ
100k 170
- {40
1071 130
i 120
1072E
E 4110
1073 1 1 1 o
60 80 100 120 140 160 180
T, K

Fig. 3. Temperature dependences of (1) x", (2) tand =x"/X/,
and (3) Rfor the sample with x = 0.3.
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Fig. 4. Fragments of the temperature dependences of (1) the
difference AR between the initial resistivity (at H = 0) and
the resistivity after returning the dc magnetic field to zero,
(2) AR/AH, and (3) Rfor the sample with x = 0.4.
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Fig. 5. Hysteresis of thelinear susceptibility and the resistiv-
ity. Solid lines are the ascending branches, and dashed lines
represent the descending branches. Sample with x = 0.4.

ponent of susceptibility is predominantly determined
by the eddy-current lossesin the sample. Indeed, ascan
be seen from Fig. 3, which depicts the temperature
dependences of R, X", and tand = X"/x' for the sample
with x = 0.3, a decrease in the loss tangent with a
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decrease in the temperature correlates with an increase
intheresistivity. At the sametime, according to the crit-
ical retardation phenomenon (an increase in the relax-
ation time of uniform magnetization at T — T,), the

value of tand should increase as the temperature
approaches T.. Note that the dependence x"(T) mea-
sured at a frequency of 100 kHz for this sample has a
maximum that coincidesin temperature (T = 80 K) with
amaximum in the dependence x'(T).

2.2. Temperature and field dependences of the
resistivity. The resistivity of the samples with x = 0.3
and 0.4 was measured in the temperature range 60—
300 K. The R(T) curve obtained shows a maximum
whose location at T,, also depends on x. The highest
resistivity at a maximum is observed for the sample
withx=0.3 (T,,= 85K, R(T;)/Rs = 10%). For the sam-
plewith x = 0.4, thisratio isone order of magnitude less
(T, = 110 K). This sample was used to examine in
detail the dependence of the resistivity on the dc field.
The experimental data demonstrate that, in the mag-
netic fields from 100 to 500 Oe, the dependence R(H)
isvirtualy linear with dR/dH = 0.4 Q/Oein thevicinity
of the maximum in the R(T) curve (an example of this
dependence in displayed in Fig. 4). In turn, the depen-
dence of dR/dH on T also exhibits a maximum at T =
107 K (Fig. 4).

2.3. Hysteresis of the susceptibility and resistivity.
The hysteresis phenomenaareobserved at T= 130K for
Smg,SrosMnO; and at T = 120 K for SmygSrg ,MnOs,
i.e., inboth cases, virtually at T= T.. The magnetic field
hystereses of the linear susceptibility and the resistivity
were studied in detail for the sample with x = 0.4 upon
cooling in zero dc field. As an example, Fig. 5 demon-
strates the susceptibility and resistivity hysteresis
loops. It is of interest that, after returning the field to
zero, the susceptibility takes virtualy the initial value
at H = 0, even though the susceptibilitiesin the ascend-
ing and descending branches of the hysteresis|oop dif-
fer substantially (Fig. 5). At the same time, the resistiv-
ity Rdoes not regain itsinitial values. The temperature
dependence of the difference between the initial resis-
tivity R (at H = 0) and the resistivity after returning the
dc magnetic field to zero also shows a maximum at the
temperature that does not coincide with temperatures of
the maximain the dependences x(T) and R(T) (Fig. 4).

2.4. Nonlinear phenomena. The appearance of the
second harmonic of magnetization M, in parallel dc and
ac magnetic fields in exchanged magnets with dipole
forcesis brought about by two factors: the nonlinearity
of the magnetization curve and the influence of the ac
magnetic field on relaxation processes [13]. Asfollows
from the experimental data, the second factor isinsig-
nificant in the studied system. In regard to the nonlin-
earity of the magnetization curve, in the framework of
the perturbation theory, the second harmonic of magne-

tization M, is proportional to xz(oo)hg , Where X,(w)) is
the second-order susceptibility with the static limit
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X,(0) = #M/9H? (M isthe static magnetization). Within
the ssimplest relaxation approximation characterized by
therelaxationrateI', x,(w)) isdescribed by the Lorentz
function. In this case, the rea part of the second har-
monic of magnetization takes the form ReM,(w) =
X2(0)/(1 + (2u¥T)?), and the imaginary part is given by
ImM, = (2w/T)ReMy(w). From symmetry consider-
ations, it isclear that the M, signal in zero external field
should be equal to zero when theinternal field is absent
in a sample. Actually, M, is a pseudovector, an even
function of hy, and an odd function of H in the paramag-
netic range, and M, = 0 at H = 0. Consequently, M, is
very sensitive to the appearance of domains with a
spontaneous magnetization in a sample, because the
dependence of M, on H involves the characteristic H
hysteresiswithM, 0 at H = 0 (seetheinsetin Fig. 1).
Since M, — 0 at H — o, at least one extremum
should be observed in the dependence M,(H).

The experiments with the second harmonic of mag-
netization were carried out in the temperature range
135-230 K. The temperature dependences of the H,,
ReM,, and H,,, parameters (see the inset in Fig. 1a) of
the M, signal are shown in Fig. 6. The errors in deter-
mination of the parametersin thisfigure are larger than
those in Fig. 1 due to the procedure of subtracting the
impurity signals. The features of experimental data
obtained can be summarized as follows.

(1) Thefield hysteresis (the coerciveforce H.) in the
paramagnetic phase is observed in all the compounds.
At T < 180 K, the hysteresis arises in the sample with
x=0.25and0.3and at T= 160K inthesamplewithx =
0.4,1.e.,inal cases, at temperatures appreciably higher
than the T, temperature. It is clear that the appearance
of the hysteresis of M, in the dc field suggests the for-
mation of macroscopic ferromagnetic (ferrimagnetic)
regions (domains) in the paramagnetic phase. Above
155 K, the temperature dependences of the coercive
force (Fig. 6a) are approximately identical for all the
samples. Apparently, this signifies that both the struc-
ture of formed domains and their interaction with the
environment are also almost identical in these samples.
At lower temperatures, the experimental dependences
differ from each other. In particular, the H. curves have
smoothed maxima whose locations depend on the
dopant concentration.

(2) Above 150 K, the temperature dependences of
ReM, are also virtualy identical for al the samples
(Fig. 6b), whereas their linear susceptibilities differ by
severa orders of magnitude. In turn, this points to the
fact that the formation of new magnetic phase (macro-
scopic magnetically ordered domains in the paramag-
netic matrix) is responsible for the appearance of the
M, signal.

(3) Inthetemperature range close to the temperature
of the maximum in the dependence H(T), the H(T)
curves show an abrupt change in H,,, at various temper-
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Fig. 6. Temperature dependences of the parameters of the
ReM, signal after subtraction of the impurity signal: (a) the

dependence of the coerciveforceH. on T, (b) dependence of
the magnitude of ReM, on T, and (c) dependence of the
location of the signal extremum in the dc magnetic field H,,

onT. Theerrorsin determination of the parametersare equal
to approximately triple the size of the symbol designating
the experimental point.

atures for different samples (Fig. 6c). This abrupt
change correlates with the onset of substantial increase
in the M, signal (Fig. 6b) and can indicate the comple-
tion of forming the domain structure of a new phase,
after which its volume begins to increase.

(4) In our opinion, the monotonic dependence of all
the studied parameters of the M, signal on x in the tem-
perature range below 150 K as contrasted to the non-
monotonic dependence X(X) is of considerable impor-
tance. This is a further evidence that the formation of
new magnetic phase gives rise to the second harmonic
of magnetization. Furthermore, the monotonic depen-
dence on x demonstrates that the change in the concen-
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tration of holes (Mn*4 centers) appreciably affects the
formation of ferromagnetic (ferrimagnetic) domains.
Specifically, the rate of changein M, with adecreasein
the temperature increases as the strontium concentra-
tion increases.

It is worth noting that the M, signal in the sample
with the highest dopant concentration (x = 0.4) and the
largest content of magnetic impurities (Fig. 1b) is
observed up to 170 K, i.e., above the temperature of
arising the hysteresis. As follows from the data on
ReM, with the static limit (Fig. 6), the static properties
of ordered domainsin all the sasmples are qualitatively
identical, whereas their dynamic behavior is different.
Actually, the imaginary component of M, is observed
only for the sample with x = 0.3. Note that the magni-
tudes of ImM, and ReM, are virtually equal to each
other, and their temperature and field dependences are
similar. This implies that, for the sample with x = 0.3,
the relaxation rate of the magnetic moment of domains
contributing to the M, signal is comparable to the fre-
guency of the exciting field (ImM, ~ /T ReM,).
Recall that the largest ratio R(T,,))/R(300) is observed for
this sample. Since ImM, is not observed for the other
samples, it is evident that, in these cases, W/l < 1.

The experimental results obtained reveal two
intriguing features in the behavior of the
Sm, _,Sr,MnO; manganites. First, the dependence of
the linear susceptibility on the strontium concentration
is nonmonotonic in the paramagnetic phase. It should
be mentioned that a similar nonmonotonic dependence
on X is also observed for the temperature T.(X) and the
unit-cell parameter ¢(x). Second, the field hysteresisin
the second harmonic of magnetization arises in the
paramagnetic phase. Thisislikely due to the formation
of macroscopic ferromagnetic (ferrimagnetic) domains
in the paramagnetic matrix at T > T.. It can be assumed
that an increase in the volume of these domains with a
further decrease in the temperature gives rise to the
magnetic field hysteresisin the susceptibility x' and the
resitivity R at T < T.. As follows from the data on
ReM,(H, T) (Fig. 6), the static properties of ordered
domains in al the samples are qualitatively similar,
whereastheir dynamic behavior isdifferent. Indeed, for
the sample with x = 0.3 (with the |east susceptibility X'
and the largest resistivity R), the relaxation rate of the
magnetization turns out comparable to the frequency of
the exciting field, and ' > w for the other two samples.
The formation of ferromagnetic (ferrimagnetic)
domains can be associated with the electronic phase
separation in manganites. This problem is under active
study now (see, for example, [14]). Theresults obtained
in thiswork demonstrate that the concurrent investiga-
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tions of the linear and nonlinear magnetic phenomena
in the paramagnetic phase can provide new and inter-
esting information on physical processes in mangan-
ites.
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Abstract—A decrease in the oxygen content in Nd, 5Ca,sMnO;_, down to y < 0.12 is shown to bring about a
strong decrease in the magnetic field inducing atransition from the antiferromagnetic charge-ordered to the fer-
romagnetic charge-disordered state. The ferromagnetic phase in a Ndy 5CaysMnO, o, sample is stable in the
absence of an external magnetic field. A further increase in the content of oxygen vacancies stabilizes the anti-
ferromagnetic charge-disordered state. © 2000 MAIK “ Nauka/Interperiodica” .

The manganites of lanthanum and rare-earth ions
have attracted considerabl e attention because of aninti-
mate connection between the magnetic, orbital, and
charge orderings and the electrical properties [1-4].
These compounds exhibit “colossal” magnetoresis-
tance effects differing in nature. An effect of onetypeis
observed near T. in ferromagnetic samples, and
another type of this effect originates from “melting” of
the charge-ordered phase (the phase in which the Mn®*
and Mn*" ions are ordered) when subjected to an exter-
nal magnetic field [2, 4]. In the effect of the latter type,
the electrical resistivity can change by ten or even more
orders of magnitude. Charge ordering was found in
the La, _,CaMnO; (x = 0.5), Pr; _,CaMnO; (x > 0.3),
and Nd;_,CaMnO; (x > 0.3) phases and the
Ndy5Sr,sMnO; compound. The magnetic phase dia
grams of Ln; _,CaMnO; (Ln = Pr, Nd; 0.3< x< 0.5)
were constructed from the measurements in pulsed
magnetic fields up to 50 T [5]. According to the data
obtained for Nd,sCa,sMnO,, the transition from the
antiferromagnetic to the ferromagnetic state is induced
by amagnetic field of the order of 30 T. Thisfield varies
relatively weakly with temperature down to the charge-
ordering point near Too = 260 K. Long-range antiferro-
magnetic order setsin at Ty, = 180 K. At thetemperature
Tco, One observes a sharp maximum in the magnetic
susceptibility, which is due apparently to a reversal of
the type of short-range magnetic order from antiferro-
magnetic (low-temperature phase) to ferromagnetic.
The magnetic properties of manganites are known to
depend strongly on the extent of oxygen stoichiometry.
A decrease in the oxygen content in LaMnO;_, brings
about destruction of the ferromagnetic ordering [6].
The effect of deviation from oxygen stoichiometry on

the charge-ordered state in manganitesis not known. In
this respect, we have carried out the investigation of the
magnetic properties of Nd,sCa, sMnO; as afunction of
oxygen content.

1. EXPERIMENTAL

A sample of Nd,sCa,sMnO; was prepared by the
conventional ceramic technology of high-purity grade
Nd,O; and MnO, oxides and CaCO, carbonate mixed
in the stoichiometric ratio. The precal cination was car-
ried out at 950°C, and the synthesis, at 1500°C in air.
The sample was cooled to room temperature at arate of
80 K/h in order to obtain the compound stoichiometric
in oxygen.

The oxygen content was determined by thermo-
gravimetric anaysis (high-temperature reduction to the
metallic form in a hydrogen flow). X-ray diffraction
analysis performed on a DRON-3 diffractometer with
CoK,, radiation did not reveal the presence of foreign
phase. The magnetic measurements were done on a
FONER vibration magnetometer. The samples were
reduced in quartz ampules at 800°C using metallic tan-
talum as oxygen getter. The samples were weighed
both before and after the reduction.

2. RESULTS

According to the thermogravimetric analysis, the
Nd, sCa, sMnO; sample cooled at a rate of 80 K/h is
stoichiometric in oxygen. The sample has an orthor-
hombically distorted unit cell. The orthorhombic dis-
tortions and the unit-cell volume increased with a
decreasein the oxygen content. Theincrease in the vol-
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H =148 kOe
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Fig. 1. Temperature dependence of the magnetization of
Ndp 5Ca9sMnO3_, samples for y=0and 0.03.

200 225 250 275

ume is dueto the transition of manganese ions from the
quadrivalent to trivalent state. The ionic radius of the
trivalent manganese is considerably larger than that of
the quadrivalent species. We have not succeeded in
obtaining samples with an oxygen deficiency larger
than y = 0.17 at 800°C. All the samples with y < 0.17
were single phase and, when oxidized, exhibited prop-
erties similar to those of the stoichiometric
Ndy5CaysMNnO;.

Figure 1 presents the results of the magnetization
measurements performed on the sampleswith y=0and
0.03. The sample with y = 0 has a magnetization peak
in the vicinity of 255 K. A noticeable temperature hys-
teresisindicates afirst-order phase transition. The sam-
ple with y = 0.03 does not exhibit anomalous behavior
of the magnetic properties. Since the magnetization
peak at 255 K is due to a charge ordering, it can be
assumed that the long-range charge order in the sample
with y = 0.03 is destroyed.

We did not find anomal ous behavior in the magnetic
properties associated with charge ordering in any sam-
ple with y > 0.03. However, in sampleswith 0.05<y <
0.12, a sharp growth of magnetization is observed
below 100 K, which is apparently due to the onset of
long-range ferromagnetic ordering. Figure 2 presents
the magnetization versus temperature curves measured
onthesamplewithy=0.08infieldsof 1, 5, and 15 kOe.
The ferromagnetic transition temperature in 1- and
5-kOe fields lies near 90 K, whereas, at 15 kOe, the
transition was observed above 100 K. However, the
magnetization measured at 15 kOe (2.6 iz per formula
unit) islessthan the value (3.5 pg per formulaunit) cal-
culated assuming parallel ordering of the manganese-
ion magnetic moments. Figure 3 shows the field depen-
dences of magnetization taken after cooling in zero
magnetic field. The field dependences of magnetization
exhibit astrong hysteresis originating from a metamag-
netic transformation (because the hysteresis increases
with thefield). The metamagnetic transition isirrevers-
ible, because, when repeating the measurements at the
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Fig. 2. Temperature dependence of the magnetization of a
Ndg 5Cap sMNO, g3 sample.

same temperature, but with the opposite field direction,
the field hysteresis becomes substantially smaller or
disappears atogether. At helium temperatures, no
metamagnetic behavior was observed. The lowest crit-
ical fieldsinducing the ferromagnetic phase were found
near Te.

As the oxygen-vacancy content increases up toy =
0.12, the ferromagnetic behavior becomes less pro-
nounced. In samples with y > 0.13, no sharp anomalies
in the magnetic properties were observed.

The properties of manganites are usually interpreted
in terms of the double-exchange theory, by which the
ferromagnetism originates from carrier transitions
between ions in different valence states [7]. However,
this theory is not capable of accounting for many prop-
erties of the manganites [8, 9]. Therefore, we will
invoke the mechanism of superexchange interactions
between manganese ions in the perovskites [10]. By
this mechanism, the exchange interaction between the

Fig. 3. Field dependence of the magnetization of a
Nd0_5C30_5M n02_93 Sampl e.
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trivalent manganese ions in octahedral positions is
anisotropic in the case of orbital ordering (charge
ordering in the manganites is always accompanied by
an ordering of the Mn3* ion orbital's) and ferromagnetic
inthe orbitally disordered phase. The exchange interac-
tion between quadrivalent manganese ions is always
antiferromagnetic, whereas the exchange interaction
between the manganese ions differing in the valence
state depends on a number of factors, for example, the
Mn—O-Mn angle, the Mn®*/Mn** ratio, etc. The higher
the content of the quadrivalent manganese in a system
is, the stronger the antiferromagnetic exchange interac-
tions are. Oxygen vacancies result in a transfer of part
of the quadrivalent manganese ions to the trivalent
state. Thisbringsabout violation of the symmetry inthe
Mn* and Mn®* arrangement, thus destroying the
charge ordering.

The appearance of excess trivalent manganese
results in an enhancement of the ferromagnetic part of
the exchange interactions. However, a uniform ferro-
magnetic state does not form. This can be understood
from the following considerations. It is known that
Ca*Mn**0,¢, which has a perovskite-like structure
with the trival ent manganese occupying the pentahedra,
is an antiferromagnet [11]. Therefore, the exchange
interaction between Mn**-O-Mnd* in the pentahedral
coordination is  antiferromagnetic.  In  the
NdysC3,sMnO;_, composition with alarge content of
oxygen vacancies, this negative interaction is domi-
nant, which precludes formation of a uniform ferro-
magnetic state. Within the 0.05 < y< 0.12 concentration
interval, the system consists of aferromagnetic matrix,
in which antiferromagnetic clusters with short-range
order in the Mn* and Mn* ion arrangement are
embedded. When placed in an external magnetic field,
these clusters transfer gradually to the ferromagnetic
state. The metamagnetic transition is diffuse in temper-
ature because of the clusters being distributed nonuni-
formly in size and composition. It should be pointed
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out that substitution of iron, titanium, aluminum,
cobalt, and nickel ions for part of the manganese ions
also reduces the critical fields inducing the ferromag-
netic transition [12]. However, in the absence of an
external field, doping with these ions does not result in
the ferromagnetic state.
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Abstract—The influence of mechanical stresses and electric and magnetic fields is theoretically investigated
on the ground state and the characteristics of linear and nonlinear magnetoel astic wavesin atetragonal antifer-
romagnet. Magnetic phase diagrams are constructed and the parameters of quasi-acoustic solitons and the
region of their stability are determined. © 2000 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

In antiferromagnets (AFMs) with magnetoel ectric
interaction, the electric and magnetic subsystems are
coupled, so that the magnetic properties can be changed
by applying an electric field and, vice versa, the electric
properties can be varied by applying a magnetic field
[1]. It was found [2] that, in aferroelectric magnet, the
gap in the spin-wave spectrum becomes anisotropic due
to magnetoelastic coupling in the case where the anti-
ferromagnetic structure is homogeneous. The magni-
tude of magnetoelectric effects was shown in [3] to
depend crucially on the orientation of the electric and
magnetic fields with respect to each other and on the
type of magnetic anisotropy. The relative magnitude of
acoustic double refraction due to the magnetoel ectric
effect may be as large as several percentage points. In
[4, 5], conditions were found under which additional
effective nonlinear elastic moduli appear, which are
nonzero only when both amagnetic and an electric field
are applied to the material. It was emphasized in the
papers mentioned above that the magnetoelectric
effects were enhanced near magnetic orientational
phase transitions. However, for these effects to be
observed, the electric and magnetic fields must befairly
strong. It was also pointed out that a wide variety of
nonlinear effects are possible in centroantisymmetric
AFMs. A consistent group-theoretic description of tet-
ragonal AFMs was first given by E.A. Turov and his
disciples [1, 3-5], which has allowed us to investigate
the influence of electric and magnetic fields on the
ground state of the magnetoelastic subsystem of these
AFMs and on the conditions for the existence of mag-
netoelastic solitons. In the present paper, this symme-
try-based method is also used to investigate nonlinear
effects. Nonlinear magnetoelastic waves in magnets
without magnetoel ectric coupling were treated, e.g., in
[6-9]. It isknown that directional compression isfavor-
able to an orientational phase transition [10], which

may enhance the magnetoel ectric effect. In this paper,
we investigate the influence of an electric (E) and a
magnetic (H) field on the ground state and stability of
magnetoelastic solitons in tetragonal AFMs with easy-
plane anisotropy in the vicinity of a magnetic phase
transition with varying pressure, in particular.

1. ENERGY DENSITY. SPIN-REORIENTATIONAL
PHASE TRANSITIONS

Let us consider an infinite tetragonal two-sublattice
AFM with easy-plane anisotropy. We will derive the
basic equations starting from the free-energy density F
that includes the magnetic, elastic, magnetoelastic,
electric-polarization, and magnetoel ectric energies [4]:

F=Fn+F.+F+Fy+Fq, (1)
where
F,. = 2MyHem®—2MmH
2
1,2.1, 22 1,70l
+ ZKI, + ZKL L+ S Ae—
22 27y 2  Thx I
_1 2 2
Fe - écll(exx + eyy) + Clzexxeyy+ Cls(exx+ eyy)ezz
1 2 2 2 2
+ §C33ezz + 2(:44(exz + eyz) + 2(:666xy —Oik€ik;

2 2 2 2
I:Ie = Bll(lxexx + Iyeyy) + BlZ(Ixeyy + Iyexx)

2 2 2 2
+ Bls(exx + eyy)lz + BSlezz(lx + Iy) + B33ezz|z

+ 2B44|z(exz|x + eyzly) + 2BGGexy|x|y1

2

1

F 2K,

—PE,

_ 1 2 2
p — 2_KD(P><+Py)+
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Fmp = =2Mo[Y2(IPx + 1yPy)m, +ys(mP, + mP)l,
+y, (LM + 1,m)P, +ysl,mP,].

The expression for F,, corresponds to an AFM with a

positive-parity magnetic structure 174,25 = 174,2, .
In the expressions presented above, He is the exchange
field; m and | are the ferromagneti sm and antiferromag-
netism vectors, respectively; M, is the saturation mag-
netization of the sublattices; K > 0 and K, are the mag-
netic anisotropy constants; A is the exchange stiffness
parameter; ,, C,, and B, are the strain tensor compo-
nents and the elastic and magnetoelastic constants,
respectively; o, isthe external elastic stresstensor; u is
the elastic displacement vector of an element of the
medium; Ky and K, are the electric-polarization con-
stants; y; are the magnetoel ectric constants; and P isthe
electric-polarization vector.

Let a magnetic field H be applied along the z axis,
paralel to the C, symmetry axis. The electric field E

liesin the easy plane along the 2 axis, i.e., along the
angle bisector between the x and y axes. In this geome-
try, our results are true for both the positive- and nega-
tive-parity magnetic structures of AFMs. The uniaxial
stress 0 (0 < 0 corresponds to compression and ¢ > 0,
to tension) is applied along E or perpendicular to it in
the easy plane. These directions of the fields E and H
and of the elastic stress o correspond to a maximum
magnitude of the linear magnetoel ectric effect. For fur-
ther consideration, it is convenient to introduce another
coordinate frame that is obtained by rotation of the xy
plane through an angle 174 in the basal plane, i.e, a

frame with the x' axis along the 2, axis.

The applied magnetic field is assumed to be much
lower than the field at which the sublattices flop over.
Therefore, wehave|m| < |l |= 1. Thevector | liesinthe
basal planein the ground state at K > 0; hence, we may
write| = (cosy, sinx, 0), where X is the angle between
| and the X' axis.

Minimizing the free energy density F with respect to
the electric polarization P, the ferromagnetism vector
m, and the elagtic strain, the following expression is
obtained for the free energy in the equilibrium state:

Fo = -MoH s
0 1 k; O (2
x [ehcosy, + ZTC0S2X, — —= Cos4x [}
u] 2 8 0
where
ho- B .. K
"7 2MCes'  ° 2MgHps’

K; = K2 + ZMO(Hms_ HmsG)v
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Fig. 1. Magnetic phasediagramfor K5 >0: bold solidlines
are phase transition lines; ®%and ®"are symmetric phases;
P, CDS , and GJ; are doubly degenerate canted phases;

dashed lines indicate the boundaries of the metastable
phases (marked with tilde).

K5 is the magnetostriction-renormalized magnetoc-
rystalline anisotropy constant in the basal plane; H, =
b?[Mo(C,; — Cy,)] is the magnetostriction field; b =
B;1 — Biy; and g, h, and 1 are the reduced electric and
magnetic fields and stress, respectively,

h =H/Hg, T = 00/2Bg.

When the stress ¢ is applied along E, we have d = -1,
but when it is perpendicular to E, & = 1. One of these
configurations can be conveniently chosen for experi-
mental measurements.

The angle X, in an equilibrium state is determined
by the equation

€= VZKDE/Hms61

2ehsiny, + 21sin2x,—k3 sindx, = 0. (3

The condition for the stability of the ground state
with X, = O is given by the inequalities

2(1—-k3)+eh=0, eh>0. (4)

Figure 1 shows an eh—t magnetic-phase diagram for
atetragonal AFM inthe case of K5 > 0. It is seen that,

att/k; >1, the symmetric phase ®°with x,=0isabso-

lutely stablewhen y,EH > 0 and the phase ®" with X, =
Tt is absolutely stable when y,EH < 0. The transition
between these phases is of the first order. At /k; <1,
the symmetric phase ®° is stable in fairly high electric
and magnetic fields. The equality sign of (4) corre-
sponds to the line along which the phase ®° loses its
stability. The canted phase is doubly degenerate (when
the canted phase ¥, is stable, the canted phase 21— X,
isalso stable), and the transition between this phase and
the symmetric phaseis of the second order. In the eh—t
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Fig. 2. Magnetic phase diagram for K; <0: thenotation as
inFig. 1; T aretricritical points.

plane, the point eh = 0, t/k; = —1 corresponds to an
ordinary critical point [11]. When 1/k3 <-1, theangle
Xo in the canted phase ® > changes from 0 to 1t continu-
ously. When t/k; > -1, the canted phase ® is repre-

sented by two canted phases, ®, and ®,,, in which the
angle x, variesfrom 0 to (Tt— ¢)/2 and from (Tt+ ¢)/2
to 1, respectively. Here, ¢, changesfrom 0 to tas t/k;

increases from —1 to 1. The transition between these
canted phasesis of the first order. The regions of exist-

ence of metastable canted phases 53; and 533 expand

tothe pointseh/k; =+8and1/k; =5intheeh-t plane.

The lines separating the regions of the metastable
canted phases and those of the stable phases are defined

by the equations en/k; = +(2(t/k; + 1)/3)%? the
regions of the metastable canted and metastable sym-
metric phases are separated by lines defined by en/k; =
+2(t/kj —1).

Figure 2 shows an eh-t diagram for K; < 0. The
transition between the symmetric phases ®° and ®™is
of thefirst order, asinthecase of K5 >0. However, the
transition between the symmetric and canted phases
differs from that at K; > 0; namely, the former transi-
tion is of the second order at 1/k; <-5 and of the first
order at T/k; > 5. Two points (+8, —5) in the eh—t plane

(denoted T in Fig. 2) aretricritical points. In the canted
phase ®>, the angle X, changes from O to Tt continu-

ously at 1/k; <-5, whereas at 1/k; > -5, the angle X,
changes from ¢/2 to 11— ¢,/2. Here, ¢, varies from O
totas 1/k; increases from -5 to 0. The lines separat-
ing the regions of the metastabl e phases, are defined by
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the equationseh/k; = +(2(1—1/k5 )/3)¥2 and elVk; =
+2(t/k + ).

2. MAGNETOELASTIC WAVES AND SOLITONS

Let us now consider the effect of external fields and
stresses on the spectrum of magnetoel astic waves. The
excitation of electric-polarization waves will be
ignored; hence, the electric-polarization vector P fol-
lows magnetoel astic oscillations in a quasi-equilibrium
manner. We also neglect damping in the spin and elastic
subsystems.

Let us consider waves propagating along the X' axis
(k||x). Starting from the Landau—L ifshitz equation and
the equation of motion of an elastic medium, we arrive
at the dispersion relation

Y2 He Bzzm COSZXO kz}

2 2,2 2 2 2,2
[(w - - ) (o - S’y - L

x| (0= % - 0 ) (6 - SIK) (0 - SK7)

2 2 2
—(Q)Z—kaz)y HEb COos 2X0k2
PMg

VZHEBEGSinZZXokZ} -0,

~(6f - ST

where ¢ = y,/AH/ M, isthe minimum phase velocity
of spin waves; p is the density of the medium; yis the
gyromagnetic ratio; Szi = C;/p with i = 4, 6; Sf =
(Cu+ Cyp + 2Ceq6)/2p; 55 = (Cy — C)/2p; eiok are
spontaneous strains [10]. The solution of this disper-
sion relation gives five branches of the spectrum: an

antiferromagnetic branch with a gap w, and a quasi-
ferromagnetic branch with a gap wqr, Where

OH
Wpr = V%EO(ZK—KZCOSZZXO) +H?

H
+Kp(3y, + 2y3) EH cosx, — M_(E)[Z(Bﬂ - 833)322

+ (B + By - 2813)(e>(<)x + e)(/)y)

1/2

: O
+ ZBGGefy CoS2Xo— bs|n2)(0(efx — eSy)] E ,
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wQF = y%QHEHmsﬁ[ﬂCOSZZXO'F S|n22Xo

H ms6
w2 O

0
+ %ehcosx0 + TCOS2Xo— k; cos4xo} 0
0

and three quasi-acoustic branches with velocities v,
vy, and v,, corresponding to waves polarized along the
X, Y, and z axes, respectively (their expressions are too
cumbersome to be presented here). We will analyze the
frequencies of only those waves that are significantly
affected by the stress and magnetic and electric fields.
In the symmetric phase ®°, the frequency squared of a
guasi-acoustic wave polarized along the y' axisis

W = Sk +rk’, (6)

where

0 w20
§ = ga-2eg
0wyl
, (7)
r= 9145(02—82)85.

Wy

Here, wy = Wqr (Xo = 0) is the gap in the quasi-ferro-
magnetic spectrum branch of spin waves in the sym-
metric phase. The minimum value of the frequency wy,
at the phase-transition point is the so-called magne-
toelastic gap for magnons [10]:

Womin = Wms = y/\IZHEHms-

Asthe phase transition point is approached by vary-
ing the electric field (at fixed magnitudes of the stress
and magnetic field), the velocity v, = Sof atransverse
guasi-acoustic wave can be decreased to zero. INnAFMs
with a low Neel temperature, the situation may take
place where, far from the phase transition point, the
velocity of a quasi-acoustic wave Sis higher than the
minimum phase velocity ¢ of spin waves. Then, as the
phase transition point is approached, the situation may
become opposite. In this case, the dispersion r of the
transverse guasi-acoustic mode changes sign, which
allows the magnetoelastic-soliton stability to be con-
trolled by the electric field, as will be shown later.

Let us consider the case of K5 >0 and 1/kj <1,

where the transition from the canted phase to the sym-
metric one is of the second order, as shown above. If

1/kj = 1, this transition occurs, when the electric and
magnetic fields are varied, at practically attainable
fields. Figure 3 shows the quasi-ferromagnetic-branch
frequency wqe (curve 1), the velocity vy, of a quasi-
acoustic wave polarized along the y' axis (curve 2), and
the acoustic double-refraction coefficient B = (v,—vy)/v,
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(curve 3) as functions of the electric and magnetic
fieldsfor t/kj = 0.8. Itisseen that, in thevicinity of the
phase transition when the stress is varied, the double-
refraction coefficient may be changed over a wide
range with an electric or a magnetic field. Since there
are, as far as we know no magnetoel ectric crystals, for
which all parameters required of our calculations were
measured experimentally, we have used typical values
of the crystal parameters. M, = 150 G; Hg = 150 kOe;
p =5g/cm3; c=2 x 10° cm/s; b= Bg =5 x 10°erg/cm?,
C,;=2.2x10%2erg/cms; C;, = 0.8 x 10%? erg/lcm3; Cgg =
0.5 x 10% erg/cm®; K5 = 10° erg/cm?; and Y,k = 0.3
(the last value corresponds to the magnetoelastic sus-
ceptibility equal to a = 3 x 10%; the reduced unit of the
electricfield eisequal, in Sl units, to about 10 kV/min
this case).

Now, we will consider nonlinear magnetoelastic
excitations from the ground state with x, = O propagat-
ing along the X' axis. The prime on the coordinates will
be dropped in what follows. We restrict our consider-

ation to the frequency range w < ,/2HgH,, where
Ha = K/2M,, which allows one to neglect the excitation

of the antiferromagnetic spectrum branch of spin
waves. In this case, the Lagrangian density hastheform

Mo

L =
2y2HE

(X* = €°Xx) + MoH s B COSK

1 1 o1l .
+ Q(l +1)cos2) — ékzcos4xD— ébuxyanX
1 1 2 2 2 2 2 2 2
_EBGGUXXCOSZX - ép(sluxx + S44uxz + %uxy —-u )

(*)QF/ (O B’ V_v'/ S2
3r 13

Fig. 3. Quasi-ferromagnetic-branch frequency (curve 1),
quasi-acoustic-branch velocity vy (curve 2), and double-

refraction coefficient 3 (curve 3) asfunctions of the electric
eand magnetic h fieldsfor T/ k; =0.8.
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Fig. 4. Momentum (curve 1) and energy (curve 2) of asoli-
ton as functions of the quantity T —t4 + eh.

Here, u,; = 0,;/0X, (i =X, Y, 2) are deviations of the strain
tensor components from their values in the ground
state, and k, = Ko/2MgH -

When considering the coupling of quasi-acoustic
waves, we assume that the sublattice magnetization fol-
lows elastic-strain variations in a quasi-equilibrium
manner. In this case, a reductive perturbation theory
can be applied by introducing stretched coordinates
[12]. Starting from the Euler—Lagrange equations in
which nonlinear terms are kept up to the third order in
small deviations X and u,;, we arrive at the modified
Korteweg—de Vries (MKdV) equation for the trans-
verse component of the strain tensor, U = u,,

3
oU 6U+ 6U3

5ot o %Y T
4 8 ,4 0 2 D
— 5b y H,EHSmSG h+8|j+l— %6 (8)
2pMow, S- 525
Here, { =x—S. The other nonzero dynamic variablesare
_ bVZHEU _ bZBGGV4H§ U2
- 2 - 2,2 82 4=
Moy PMo(S;—S)wy
2
o _  YY2KpEX™+2X
T T T e
0 _ 0V2 0
PP = s o (VHX +2x),
P,—P) = - ;yz —Y2EC(yH —x)x.

The NKdV equation (8) has soliton solutionsif rq< 0
[7]. The single-soliton solution is[12]

_ Yo
cosh(&/4)’

Uo = 2/S(A/0), A = JIrl/(2A), 9)

U =
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where& = x—X,— (S+ A)t. (A > 0 and x, are real-valued
parameters). The parameter A is the difference of the
soliton vel ocity and the sound velocity S. The perturba-
tion theory is applicable if A < S In the case under
consideration, q > O; hence, solitonsexistif r <0, i.e,,
S> c¢. With (7), the condition for the existence of a soli-
ton may be written as

[l
yzKDEH+EHm5606 KZD 2Hm502’ s,>c. (10)
He 0 Bs Mg S-c¢
If T <714, Where
H,C°

T, = ki + (11)

HmsG(Sj - Cz),

asoliton can exist only when eh exceeds acritical value
2(t, — 7). If the opposite inequality takes place, T = 1,
asoliton can exist when eh > 0. Thus, if the stress mag-
nitude is somewhat smaller than 1;, the condition for
the existence of asoliton can be controlled by applying
weak electric and magnetic fields. When 1 — 1, + €h
tends to zero, we haver — 0 and, therefore, the soli-
ton width A also vanishes, while its amplitude does not.
Ath=0.05(H=7.5k0e), 1=50 (0 =5 x 10 dyn/cm?),
e=200 (E=67esu=2MV/m), and A = 100 cm/s, the
soliton parameters are as follows: amplitude ~1 x 10°5;
width ~2 x 10~ cm; velocity ~3 x 10° cm/s; the ampli-
tude of angular deviations X of the antiferromagnetism

vector ~0.03; m,— m ~ 10°5; P, — P_ ~ 103 esu; and
P,— Py ~ 0.1 esu.

Analysis shows that the energy and the momentum
of a soliton consist of two terms, one of which is pro-
portional to the soliton width A, while the other is
inversely proportional to it. The soliton width can be
noticeably changed by varying the applied stress and
electric and magnetic fields; hence, the momentum and
energy of a soliton can aso be profoundly altered.
Figure 4 shows the reduced momentum p/p, (curve 1)
and energy W/W, (curve 2) of a soliton as functions of
the quantity T — 1, + eh for moderately small values of
A (py and W, are the soliton momentum and energy,
respectively, at T =1, and eh = 5).

The results presented above are valid with the pro-
viso that A > g, (8 is the lattice parameter of the crys-
tal) and |m| < |l | = 1. These conditions are not satisfied
atr — 0. At the sametime, in the field geometry con-
sidered in this paper, the transverse elastic mode u,
becomes dispersionless and solitons described by (9)
do not exist whenr —» 0. As shown above, it is possi-
ble to make the quantity r approach zero by varying the
applied electric and magnetic fields, thereby causing
the solitons indicated above to disappear.

The planar soliton (9) may be unstable with respect
to perturbations dependent on the y and z coordinates
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(a)

T/k%
3 —

313

(b)

2L

Fig. 5. Diagram showing the influence of stresses and el ectric and magnetic fields on the stability of an MKdV soliton (the stability
region is shown by hatching) for (@) c< S <S,and (b) c< S, < S.

[7]. Taking into account the weak y and z dependence
(in the linear approximation), we arrive at the modified
Kadomtsev—Petviashvili equation

00U d°U. a0, 3. U 20U
OZ%Sat _r6Z3+qaZU o= —a 2—844622, (12)

where

a=S-(S+S)/(S-9),

S; = J(Cyy + Cyy—2C)/ 2p.

Ata> 0, theplanar soliton (9) isstable[13]. If theelas-
tic crystalline anisotropy in the basal plane satisfies the
condition

C11—C,—2Cq S 1
Cu—-Cp 5-2C,/(Cyy +Cyp)’

the quantity a may changeitssign when t, e, and h are
varied. In the case a < 0, the planar (one-dimensional)
solitons are unstable against goffering [13]. For the val-
ues of crystal parameters indicated above, the inequal -
ity (13) is satisfied. Therefore, in addition to (10),
another condition should be fulfilled for the soliton to
be stable; namely, S< §;, or

(13)

2H s

eh+2(1-ky) < ————-,
HmsB(SZ_SS)

$<S,

&=:%ﬂ@§+§f+«§—§)

" (24)

-2 +S) |
With (10) and (14), we arrive at the following results.
Whenc> S, or c> S, thesolitonisungable; if c<§ < S,
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the soliton is stable for 1, €, and h varying within nar-
row limits (see Fig. 5a); and, finaly, whenc< S, < §;,
the soliton is stable in those ranges of T, e, and h where
condition (10) is satisfied (see Fig. 5b).

As shown above, the magnetoel ectric coupling may
drastically affect magnetic spin-reorientational phase
transitions, which occur in easy-plane tetragonal AFMs
subjected to external pressure; in eh—t phase diagrams
there appear critical points, tricritical points, etc. When
the dectric field is varied, a first-order or a second-
order phase transition may occur between the symmet-
ric and canted phases, depending on the sign of the
anisotropy constant in the basal plane. Near phase tran-
sition lines, the velocity of quasi-acoustic waves
depends crucially on the electric field strength, which
affects the condition for the existence of one-dimen-
sional magnetoelastic solitons.

The magnetoel ectric coupling may modify not only
the condition of existence, but aso the condition for
stability of one-dimensional magnetoelastic solitons
againgt their goffering. This takes place for a certain
elastic anisotropy strength in the basal plane. Near sec-
ond-order phase transitions, the conditions for exist-
ence and stability of solitons can be controlled by vary-
ing one of the three external factors (stress and electric
and magnetic fields). Estimates show that substantial
changes in the characteristics of magnetoelastic soli-
tons in AFMs with a basal-plane anisotropy constant
~10? Jcm?® can be produced by external fields with a
strength easily attainable in experiment (o ~ 3 x 107 Pa,
E~1MV/m,andH~1MA/m) even at moderate values
of the magnetoelectric constant, a = 3 x 10 The
effects considered in this paper may be observed in
AFMssuch astrirutiles Cr,TeOg, V, WO, [14-16], rare-
earth phosphates and vanadates (HoPO, and GdvO,
[17-19]), and compound Sm,CuOQ, [20].
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Abstract—The elastic neutron scattering in polycrystalline samples of the (Ni, _,Li,)O solid solutions (x < 0.1)
isinvestigated by neutron diffraction technique. It is shown for thefirst time that the doping of nickel monoxide
by lithium is accompanied by the formation of vacancies in the anionic sublattice, and the vacancy concentra-
tionis equal to the lithium content in the solid solution. The neutral lithium atoms are randomly arranged over
sites of the cationic sublattice with possible spatial polarization of aval ence electron toward an oxygen vacancy.
In the composition range studied, the diamagnetic dilution of nickel monoxide by lithium turns out to be mag-
netically similar to the dilution with magnesium. In both cases, the Néel temperature and the mean magnetic
moment per atom linearly decrease with an increase in concentration of the diamagnetic dopant. © 2000 MAIK

“ Nauka/Interperiodica” .

Nickel monoxide with crystal lattice of the NaCl
typeisthe antiferromagnet whose magnetic structureis
described by the wavevector k = (1/2, 1/2, 1/2) [1, 2].
This compound exhibits electrical properties character-
istic of agood insulator with an electrical resistivity of
about 10" Q cm [3]. It isrevealed [4] that, in the case
when magnesium with the same valence as the Ni%* ion
serves as adiamagnetic dopant, the electrical resistivity
of the (Ni,_,Mg,)O solid solutions obtained remains
unchanged. In these solid solutions, the nickel and
magnesium ions are randomly disordered over the cat-
ionic sublattice, and the anionic sublattice is com-
pletely occupied by oxygen [5-9]. The Néel tempera-
ture and the mean magnetic moment per atom linearly
decrease with an increase in the concentration x, and, at
x > 0.5, the antiferromagnetic long-range order breaks
down with the formation of a state of the “cluster spin
glass’ type|8, 9].

Quite adifferent situation is observed upon diamag-
netic dilution with lithium atoms. First and foremost,
the doping with lithium leads to aconsiderable increase
in the electrical conductivity of nickel monoxide, since
the latter transforms from the insulator to the semicon-
ductor with the hole conductivity [3]. Moreover, the
lithium-doped nickel monoxide possesses a low value
of the electronic work function, and, hence, this mate-
rial can be used as a cathode in electromagnetic and
electrochemical devices [10, 11]. At the same time, it
was found that the cathode functions of lithium-doped
nickel monoxide decrease with time due to the contam-

ination with the Ni®* ions and simple cathode dissolu-
tion. Berbenni et al. [11] made the assumption that such
an undesirable side effect is brought about by the defec-
tiveness of the cationic or anionic sublattices in the
(Niy _,Li,)O solid solutions and attempted to reveal this
feature of the sublattices with the use of thermogravi-
metric and X-ray diffraction analyses. Although the
experimental data obtained in [10, 11] indicated the
defectiveness of the anionic sublattice, the above
assumption was rejected as unreliabl e because of insuf-
ficiently precise measurements.

The problem of the defectiveness of the sublattices
in the (Ni,_,Li,)O solid solutions is of particular
importance in determining structural and electronic
states of diamagnetic lithium atoms in the NiO lattice.
Indeed, in the case of the (Ni;_,Li)O solid solutions,
the small ionic radius of lithium suggests that lithium
atoms can be located either in tetrahedra sites of the
oxygen sublattice, when the octahedral sites have
aready been completely occupied by the Ni%* ions, or
in the octahedral sites, when the anionic sublattice is
only partially occupied by oxygen atoms.

However, beginning with the work published by
Goodenough et al. [12], the lithium-doped nickel mon-
oxides have been considered in terms of the formula

(NiZ",,Ni¥'Li})O, which suggests that lithium ions

occupy only octahedral sites in the anionic sublattice
that is completely occupied by oxygen ions. Further-
more, Li et al. [13] established that the doping with lith-

1063-7834/00/4202-0315%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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ium initially brings about the formation of the
(Ni, _,Li,)O solid solutions with randomly substituted
sites in the cationic sublattice of the NaCl-type struc-
ture and, then, at x = 0.5, leads to the structural trans-
formation from the cubic phaseto the (NigsLigs5)O hex-
agonal phase characterized by an ordered arrangement
of Li* and Ni®* ions. According to [14, 15], the short-
range order isformed even at x = 0.3. As aresult of the
structural rearrangement of atoms in the NaCl-type lat-
tice, the magnetic ordering changes from antiferromag-
netic to ferromagnetic through intermediate ferrimag-
netic statesat 0.3< x< 0.5[12, 15].

0.1 ! |
0 0.1 0.2

X

Fig. 1. Dependences of the electrical resistivity on the lith-
ium concentration in NiO at room temperature for single
crystals[3] (filled circles) and polycrystalline samples stud-
ied in thiswork (open circles).

1, 10* imp/100 s
6*

41 4

(111) ! (200) (220) (311)(222)

?1/2 121/2) (37212 12)||3/23/21/2) (5/23/21/2)

Fig. 2. Neutron diffraction pattern of the (Niq _Li,)O solid
solution at x = 0.03. The pattern istypical of al the studied
compounds. Points are the experimenta intensities, solid
lines represent the intensities calculated with the assump-
tion of animperfect oxygen sublattice. Theinteger and non-
integer (hkl) indices correspond to the nuclear and magnetic
reflections, respectively.
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The aim of the present work wasto reveal the defec-
tiveness of the structure of lithium-doped nickel mon-
oxide by the neutron diffraction technique. In our case,
the neutron diffraction method proved to be more sen-
sitive to structural changes as compared to the X-ray
diffraction analysis, because the nuclear-scattering
amplitudes for lithium (b ; =—0.194 x 10-'2 cm), on the
one hand, and nickel (by; = 1.03 x 102 cm) and oxygen
(bo =0.577 x 107*2 cm), on the other hand, are different
in sign. Moreover, the neutron diffraction technique
makes it possible to trace changes in both atomic and
magnetic subsystems simultaneously.

1. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

For experiments, samples of NiO doped with lith-
ium at different concentrations were prepared by the
salt decomposition method. Carbonates NiCO,; and
Li,CO; (high-purity grade) used as the initial com-
poundswere mixed in molar ratios corresponding to the
specified compositions. The mixed agueous solutions
were dried at a temperature of 120-130°C and then
were calcinated at 300-800°C to the complete decom-
position of salts. The materials thus prepared were
carefully ground in an agate mortar, pressed into pel-
lets, and, again, annedled at a temperature of 1200—
1300°C for 6-10 h. We synthesized samples of the
(Ni, _,Li,)O solid solutions with the compositions x =
0.01, 0.02, 0.025, 0.03, 0.04, 0.05, 0.06, and 0.08. The
values of x corresponded to the specified lithium con-
tent and were refined from the unit cell parameters.
According to the X-ray diffraction analysis, all the pre-
pared compounds exhibit crystal lattice of the NaCl
type without distortions.

In addition, the quality of the prepared samples was
checked by measuring the electrical resistivity at room
temperature. The data obtained are displayed in Fig. 1.
It can be seen that, as the lithium content in NiO
increases, the electrical resistivity changes by more
than thirteen orders of magnitude. Moreover, the elec-
trical resistivity measured in this work on polycrystal-
line samples rather well correlates with the data
obtained for single crystalsin [3].

The elastic neutron-scattering measurements were
carried out with the polycrystalline samplesin the tem-
perature range 77-550 K, which corresponds to the
magnetically ordered state of the studied objects. All
the neutron diffraction patterns were obtained in the
range 20 = 10°-110° (A = 1.81 A) on a diffractometer
installed at a horizontal channel of an IVV-2M reactor
(Zarechnyi, Russia). The numerical processing of the
elastic neutron-scattering data was based on the fitting
of calculated and experimental intensities. The calcula-
tions were performed with the Rietveld method
included in the FULLPROF program [16].
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2. RESULTS

Figure 2 demonstrates the neutron diffraction pat-
tern of the (Ni, _,Li,)O solid solution at the concentra-
tion x = 0.03. Similar neutron diffraction patterns are
observed for the other compositions. Two types of
reflections clearly manifest themselves in the elastic
neutron-scattering pattern of the studied compounds.
These reflections are indexed on the cubic NaCl-type
unit cell with the integer and non-integer (hkl) values
and correspond to nuclear and magnetic reflections,
respectively. The latter reflections with the original
(/2 1/2 1/2) reflection indicate the antiferromagnetic
ordering of the NiO type. The Néel temperatures of the
studied compounds were determined from the temper-
ature dependences of theintensity of the original reflec-
tion. A number of these dependences are depicted in
Fig. 3. As can be seen, the Nédl temperature that corre-
sponds to the zero intensity of this reflection decreases
with anincreasein thelithium content in NiO. The con-
centration dependences of the Nédl temperatures for
the (Ni; -,Mg)O and (Ni,_,Li)O solid solutions are
compared in Fig. 4. It is clear that there is a close cor-
relation between both dependences. Theseresultsarein
good agreement with the data on the temperature
dependence of the magnetic susceptibility [17].

The required data on the other parameters of the
atomic and magnetic subsystems of the (Ni;_,Li,)O
solid solutions were obtained by the numerical process-
ing of the neutron diffraction patterns with the use of
the FULLPROF program package. In the numerical
processing of the neutron diffraction patterns, the vari-
able parameters were three main parameters of the
atomic subsystem, namely, the unit cell parameter a(x),
the site occupancy of the metal atoms P,,, and the
occupancy of the oxygen atoms P,. The mean magnetic
moment [il0per atom of the antiferromagnetic lattice
served as the characteristic parameter of the magnetic
subsystem. All the calculations were performed under
the assumption that the magnetic structure of the
(Ni; _,Li)O solid solutions at x < 0.1 is described by
the wavevector k = (1/2, 1/2, 1/2).

The results of numerical calculations unambigu-
ously indicate that, for the (Ni, _,Li,)O solid solutions,
the best discrepancy factor (R ~ 5%) for the experimen-
tal and theoretically calculated intensities of nuclear
and magnetic reflections is achieved when the nickel
and lithium atoms are randomly arranged in the cat-
ionic sublattice with an occupancy of 1, and the site
occupancy of oxygen sublattice is equal to 1 — x
(Fig.5). Similar calculations carried out for the
(Ni; -,Mg,)O solid solutions studied earlier in [8] dem-
onstrate that the oxygen site occupancy of the anionic
sublattice is equal to 1. From these facts, it can be con-
cluded that, in this case, there are no errors brought
about by the method of processing the neutron diffrac-
tion patterns; in other words, we deal with the physical
result. This suggests that the anionic sublattice in the
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Fig. 3. Temperature dependences of the intensity of the
(/2 172 1/2) reflection for the (Ni4 _4Li,)O solid solutions.

Arrows indicate the Néel temperatures.
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Fig. 4. Concentration dependences of the Néel temperature
for the (Ni;_,Mg,)O and (Ni;_,Li,)O solid solutions
according tothedatatakenfrom (1) [9], (2) [17], and (3) this
work.

(Ni;_,Li,)O solid solutions is characterized by the
presence of oxygen vacancieswhose concentration cor-
responds to the lithium concentration.

The result obtained was thoroughly analyzed and
checked. First of all, we considered two alternative
model structures of the (Ni,_,Li,)O solid solutions.
The first model corresponded to the formula

(Ni%",,Ni¥"Li} )0 Thisimpliesthat the cationic sub-
latticeis completely occupied by the nickel and lithium
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Fig. 5. Oxygen site occupancies of anionic sublatticesinthe
(Niq _,Mg,)O (filled circles) and (Ni; _4Li,)O (open cir-
cles) solid solutions. The data are obtained by the fitting of
experimental and theoretical intensities with the Rietveld
method included in the FULL PROF program.

ions, and the anionic sublattice is fully filled by the
oxygen ions. The second model was based on the
assumption that neutral lithium atoms occupy the tetra-
hedral sitesin the face-centered cubic lattice of oxygen,
and the octahedral sites are occupied only by the Ni?*
ions. As follows from the calculations performed, in
both cases, the discrepancy factorsfor the experimental
and calculated intensities of nuclear reflections are
higher than 50%, which indicates the inconsistency of
the above models for describing the structural state of
lithium atomsin NiO.

In order to obtain further evidence for the defective-
ness of the anionic sublattice, the experimental ratios
between the integrated intensities of the (111) and

Experimental and calculated relative intensities of the (111)
and (200) reflections for the (Ni; _4Li,)O solid solutions of
different compositions

Concen- | Scattering Lol
tration | amplitude (112)"(200)

X |02 cm|observed %icglﬁef% caIcF:)l(J)Ia:tefat
0.010 1.020 0.127 0.139 0.132
0.015 1.012 0.135 0.136 0.128
0.020 1.005 0.133 0.137 0.126
0.025 0.999 0.132 0.136 0.123
0.030 0.994 0.139 0.137 0.121
0.040 0.981 0.133 0.135 0.113
0.050 0.968 0.127 0.129 0.110
0.060 0.809 0.133 0.132 0.105
0.080 0.956 0.136 0.135 0.095
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Fig. 6. Concentration dependences of the mean magnetic
moment per metal ion in the (Ni; _,Mg,)O (filled circles)
and (Ni; _4Liy)O (open circles) solid solutions according to
the neutron diffraction data obtained in [8] and this work,
respectively.

(200) nuclear reflections were determined by the inde-
pendent method (without numerical calculationswithin
the FULLPROF program package). Then, the same
ratios were theoretically calculated under the assump-
tion that the oxygen site occupancy P of the anionic
sublattice is equal to 1 and 1 —x. The data obtained are
summarized in the table. As is seen from the table,
the calculated and experimental data are in reasonable
agreement when the occupancy of the oxygen sites
is equal to 1 — x. In this case, the intensity ratio
l 111/l 200) 1S @pproximately constant over the entire
range of compositions, whereas, if the occupancy of the
oxygen sublattice is equal to 1, this ratio changes by a
factor of about 1.5. Consequently, the inference drawn
from the data on the neutron diffraction measurements
that the oxygen sublatticein lithium-doped nickel mon-
oxidesisimperfect seemsto be quite justified.

Furthermore, the full-profile analysis of neutron dif-
fraction reflections taken from the powder samples
enabled us to determine the concentration dependences
of the mean magnetic moment per atom p(X) and the
unit cell parameter a(x), which are displayed in Figs. 6
and 7, respectively. It can be seen from Fig. 6 that the
mean magnetic moment [ (X) Jexhibits a linear behav-
ior similar to that observed for the (Ni, _,Mg,)O solid
solutions. At the same time, the unit cell parametersare
closeto those determined by the X-ray diffraction anal-
ysis and somewhat deviate from the dependence a(x)
obtained in [12].

3. DISCUSSION

The experimental data obtained permit us to con-
clude that lithium-doped nickel monoxides are the sub-
stitutional solid solutions, in which the lithium atoms
are randomly distributed over the completely occupied
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cationic sublattice, and the oxygen vacancies with the
same concentration are formed in the anionic sublat-
tice. Then, the chemica formula of these solutions
should bewritten as Ni3* Li, 07,00, , where O desig-
nates the oxygen vacancy in the anionic sublattice. As
follows from this formula, the number of valence elec-
trons of nickel and oxygen ions in lithium-doped NiO
remainsthe same asin undoped NiO. It should be noted
that the lithium atoms, which are randomly arranged in
the cationic sublattice, are in the neutral state and do
not form chemical bonds with oxygen atoms. However,
it can be assumed that an outer-shell val ence electron of
lithium that is described by the wavefunction with the
2p symmetry and weakly interacts with the ionic core
can be spatially polarized toward an oxygen vacancy.
One can also expect the formation of F-centers in the
anionic sublattice whose concentration corresponds to
the concentration of lithium atomsin the solid solution.

We aso believe that the low value of electronic
work function in these materials can be directly associ-
ated with the presence of oxygen vacancies in the
anionic sublattice. From the viewpoint of electronic
structure, this means that, in defect crystals, the Fermi
surface in some points of the reciprocal space is very
closely adjacent to the crystal surface. On the other
hand, the high hole-type conductivity of lithium-doped
nickel monoxides, as compared to the conductivity of
the undoped compound, is likely brought about by the
formation of an acceptor level induced by doped lith-
ium atoms in the forbidden energy band.

Asregardsthe magnetic properties of lithium-doped
nickel monoxides, it should be mentioned that, in the
composition range with x < 0.1, the compounds remain
antiferromagnetic with the same type of magnetic
ordering as in undoped nickel monoxide. Note that the
substitution of the diamagnetic lithium atom for the
magnetic Ni%* ion leads to a linear change in the Néel
temperature according to the relationship Ty =
TNC (1 —X), where x < 0.25. Thisis consistent with the
conclusion of the molecular-field theory considered in
[8, 9] for the substitution of the diamagnetic Mg?* ion
for the magnetic Ni?* ion. Therefore, in the composi-
tion range under consideration, there are no consider-
able differences in the diamagnetic dilution with mag-
nesium and lithium. This is also evidenced by similar
concentration dependences of the mean magnetic
moment per atom, which can be also described by the
linear law in this composition range: [0= Py (1 —X) —
M,, where py; = 1.9 is the local magnetic moment at
the nickel atoms in the diamagnetically diluted and
undiluted NiO, and M, is the moment induced at the
diamagnetic dopant with the direction opposite to the
magnetization of the antiferromagnetic sublattice [9].

The similarity in the magnetic properties of the
(Ni,_,Li,)O and (Ni,_,Mg,)O solid solutions in the
composition range 0 < x < 0.1 primarily suggests that
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Fig. 7. Concentration dependences of theunit cell parameter
for the (Ni_,Li,)O and (Ni; _,Mg,)O solid solutions
according to the data taken from (1) [8], (2) [10], (3) [13],
(4) thiswork, and (5) [12].

the exchange interaction between the magnetic nickel
ions occurs within the cationic sublattices, which show
identical behavior in both systems. In solid solutions of
both types, the main parameters of the magnetic sub-
system are the exchange integrals J; > 0, J, < 0, and

7

J; > 0 at distances of thefirst (r, = 72a), second (r, = a),

and third (r; = /3a) nearest neighbors, respectively.
This character of the exchange interaction is accom-
plished solely in solid solutions with the NaCl-type
crystal lattice, which, in the (Ni,_,Li,)O system, is
observed only to x = 0.5. Then, there occurs the struc-
tural transformation from the cubic phaseto the NiLiO,
hexagonal phase. The latter phase is characterized by
the ordered arrangement of lithium and nickel atoms
and also by the ferromagnetic spin ordering. Note that
the NiLiO,-type short-range order elements appear
aready at x = 0.3. Asaresult, in the composition range
0.3 < x < 0.5, as the diamagnetic atoms occupy one of
the antiferromagnetic sublattices, its magnetization
becomes less than the magnetization of another sublat-
tice. This gives rise to the ferrimagnetic structure asso-
ciated with the uncompensated antiferromagnetic sub-
| attices.

The main experimental result of the present neutron
diffraction investigation is the revelation of the defec-
tiveness of the oxygen sublatticein lithium-doped NiO.
This result could be achieved only with the optimum
ratio between the nuclear-scattering amplitudes of lith-
ium, nickel, and oxygen atoms. It is not improbabl e that
the revel ation of the defectiveness of the oxygen subl at-
tice in the lithium-doped nickel monoxide will provide
an explanation for the specific features of electrica
properties of these materials that manifest themselves
inthe high electrical conductivity and alow value of the
electronic work function.
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MAGNETISM

AND FERROELECTRICITY

M agnetic Susceptibility and M agnetic-Field Behavior
of CuB,0O, Copper Metaborate

G. A. Petrakovskii, A. D. Balaev, and A. M. Vorotynov
Kirenskit Institute of Physics, Sberian Division, Russian Academy of Sciences,
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Abstract—An experimental study is reported regarding the temperature dependence of the magnetic suscepti-
bility of a CuB,0O, tetragonal single crystal within the 4.2-200-K range. It has been established that the mag-
netic susceptibility exhibits anomalies at 21 and 10 K and depends strongly on crystal orientation in the mag-
netic field. A study has been carried out of the field dependences of the magnetization of CuB,0, at various
temperatures and crystal orientations. It is shown that for T > 21 K, the crystal isin a paramagnetic state deter-
mined by Cu®* copper ions with an effective magnetic moment of 1.77 pg. Within the 10-21 K interval, the
field dependence of the magnetization istypical of aweak ferromagnet with magnetic moments of the two anti-
ferromagnetically coupled sublattices lying in the tetragonal plane of the crystal. The spontaneous weakly-fer-
romagnetic moment is 0.56 emu/g at 10 K. The canting angle of the sublattice magnetic moments, determined
by the Dzyal oshinski-Moriyainteraction, is0.49°. It is believed that below 10 K, the CuB,0, crystal retainsits
easy-plane magnetic structure, but with azero spontaneous magnetic moment. © 2000 MAIK “ Nauka/I nter pe-

riodica” .

Copper oxide compounds exhibit a rich variety of
electrical and magnetic properties. It is in these com-
pounds that high-temperature superconductivity was
discovered and studied extensively. The diversity of the
magnetic properties of the cuprates is accounted for by
the specific features of the electronic configuration
(3d°) of the Cu?* ion, in which it is mainly present in
these compounds. The spin of the Cu?* ionis 1/2. From
the theoretical viewpoint, this makes the investigation
of the properties of such magnets easier. At the same
time, the small spin and the possibility of formation of
guasi-low-dimensional magnets makes such effects as
guantum spin reduction and quantum fluctuations
important. One of the interesting quantum effectsisthe
Peierls spin transition in antiferromagnetic chains with
an S= 1/2 spin. This transition was found to occur in
CuGeO; [1]. Thetransition is associated with the insta-
bility of a uniform antiferromagnetic chain in a three-
dimensional phonon system with respect to dimeriza-
tion and transition to the singlet state of the spin sys-
tem. The transition of low-dimensional systems to a
singlet ground state accompanied by the formation of
an energy gap in the spectrum of elementary magnetic
excitationsisalso characteristic of the Holdane systems
[2] and systems exhibiting competition among the
exchange interactions [3].

In order to understand the nature of the specific
properties of the cuprates, one has to comprehensively
study their magnetic properties at the level of the elec-
tronic structure. This paper presents the results of a

measurement of the magnetic characteristicsof asingle
crystal copper metaborate of CuB,0,.

EXPERIMENTAL RESULTS

The magnetic properties of a single-crystal of
CuB,0, were measured on samples grown from a melt
solution by the technology described by us elsewhere
[4]. The temperature and field dependences of the mag-
netic moments were determined with a vibrating-sam-
ple magnetometer within the 4.2—200-K temperature
range and in magnetic fields of up to 70 kOe.

The temperature dependences of the crystal suscep-
tibility in fields of 350 and 500 Oe obtained for mag-
netic-field orientations along and perpendicular to the
tetragonal axis are shown graphically in Fig. 1. Note
the strong anisotropy of the susceptibility. In a mag-
netic field applied in the basal plane of the crystal, one
observesajump in the susceptibility at 21 K and itsfast
growth with afurther decrease of temperature. At 10K,
the susceptibility decreasesin ajump by about an order
of magnitude and then increases monotonically as the
temperature continues to fall. It should be pointed out
that the temperature dependence of the susceptibility
measured at 20 kOe does not exhibit any anomalies
within the temperature interval specified (Fig. 2). When
measured in amagnetic field applied along the tetrago-
nal axis of the crystal, the temperature dependence of
the susceptibility is monotonic throughout the temper-
ature and field ranges studied (Fig. 1). The paramag-
netic Néel temperature and the effective magnetic

1063-7834/00/4202-0321$20.00 © 2000 MAIK “Nauka/Interperiodica’
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|
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T,K

Fig. 1. Temperature dependence of the magnetic susceptibility of single-crystal CuB,0,: (1) thefield is parallel to the tetragonal
axis of the crystal (H = 350 Oe), (2) thefield is paralle to the crystal basal plane (H = 500 Oe).
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Fig. 2. Temperature dependence of the magneti zation of single-crystal CuB ,0, plotted for different external magneticfieldsH (kOe)
applied in the basal plane of the crystal: (1) 0.2, (2) 0.5, (3) 20.
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moment of the copper ion derived from the high-tem-
perature part of the magnetic susceptibility are @y =
-9.5K and pg; = 1.77 Y, respectively.

To establish the nature of the anomalies in the tem-
perature dependence of the susceptibility, one mea
sured the field dependences of magnetization at various
temperatures and for different magnetic-field orienta-
tions relative to the crystal axes. The results obtained
are shown in Figs. 3 and 4. The field dependences of
magnetization obtained with a magnetic field oriented
along the tetragonal axis of the crystal are mostly
monotonic throughout the temperature interval studied.
However, when the magnetic field is oriented in the tet-
ragonal plane, the magnetization exhibits characteristic
features. Within the 10-18-K region, the magnetization
curves give evidence for the existence of a weak spon-
taneous magnetic moment in the basal plane of the
crystal, which is characteristic of weak ferromagnets.
The spontaneous moment ism, =0.56 emu/gat T=10K.
As the temperature is brought below 10 K, the sponta-
neous magnetization vanishes, and a feature typical of
a magnetic spin-reorientational transition appears in
the magnetization curve. Linear extrapolation of the
high-field rectilinear portions (directly above the anom-
alies characteristic of spin-reorientational transitions)
of magnetization curves made within the 10-4.2-K
interval again reveals the appearance of a spontaneous
magnetic moment above these fields.

The temperature dependences of the spontaneous
magnetic moment and of the spin-reorientational tran-
sition field obtained in this way are shown graphically
inFig. 5.

DISCUSSION

The CuB,0O, metaborate crystallizes in tetragonal
symmetry, space group 142d [4]. The unit cell contains
12 formula units, and the cell parameters are a =
11.484 A and ¢ = 5.620 A. A symmetry analysis [5] of
the crystal structure of CuB,O, showed the possibility
of formation of several antiferromagnetic structures,
which allow the existence of a small spontaneous mag-
netic moment in the basal plane of the crystal.

The crystal has two inequivalent copper-ion posi-
tions: Cu(l), at the 4a site (0, 0, 1/2), and Cu(2), in the
8d position (0.08, 1/4, 1/8). As the symmetry-forming
elements, one can take, besides the elementary transla-
tions, the fourfold inversion axis (4) and the vertical
diagonal plane with a glide along the body diagonal by
1/4(oy). The symmetry-forming elements for the 4a
position can produce only one parity combination

(21)+(0d)‘ compatible with the existence of antiferro-
magnetism. The possible combinations for the 8d posi-
tion are (4)'(a,)”, (4)(04)", and (4)(ay)". Thus, in

this crystal there can exist three antiferromagnetic
structures allowing weak ferromagnetism (Fig. 6). The
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Fig. 3. Field dependence of the magnetization of single-
crystal CuB,O,4. The magnetic field is parallel to the tetrag-
ona axis of the crystal.
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Fig. 4. Field dependence of the magnetization of single-
crystal CuB,0,4. The magnetic field is parallel to the basal
plane of the crystal.

copper-ion magnetic moments lie in the basal plane of
the crystal. The second-order invariant in the expres-
sion for the free-energy density, which is responsible
for the formation of the weak ferromagnetism, in this
case, has the form [ml],, where m and | are the ferro-
magnetism and antiferromagnetism vectors, respec-
tively [5].

The copper ions in the CuB,O, crystal are
exchange-coupled through the oxygen and boron ions
in the Cu—-O-B-O-Cu chain. Note that there is no
inversion center on the straight line connecting the
nearest copper ions. According to the symmetry rules
for determination of the direction of the Dzyal oshinski
vector [6], the Cu?* ions can in this case be coupled
through the Dzyal oshinski—Moriya interaction, which
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Fig. 5. (8) Temperature dependence of the spin-reorienta-
tional transition field H..: (1) region of existence of aweskly
ferromagnetic state, (2) compensated antiferromagnet; and
(b) temperature dependence of the weak magnetic moment
Mg in the basal plane of single-crystal CuB,0,. The mag-
netic field is everywhere parallel to the basal plane of the
crystal.
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Fig. 6. Three possible antiferromagnetic structures allowing
the existence of a weak ferromagnetism in single-crystal
CuB,0,. The structures are projected onto the tetragonal
plane of the crystal.

gives rise to the appearance of a small spontaneous
moment due to the weak noncollinearity between the
magnetizations of the antiferromagnet sublattices. In
view of the fact that a twofold axis passes through the
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midpoint of the segment that connects the Cu(1) ions,
and this axisis perpendicul ar to the segment and paral-
lel to the tetragonal plane of the crystal, one may con-
clude that the Dzyaloshinski vector is perpendicular to
thisaxis[6]; it can be directed, for instance, along the c
axis of the crystal.

With thisin mind, and taking into account the avail-
able experimental data on magnetization, it appears
reasonable to assume that, within the 10-21-K interval,
the CuB,0, crystal has an easy-plane magnetic struc-
ture with a small spontaneous magnetic moment m, =
0.56 emu/g at T = 10 K lying in the basal plane. The
canting angle of the sublattice magnetizationsis 0.49°.
A similar structure is found, for example, in the
0-Fe,0O; hematite at temperatures above the Morin
point [7]. The behavior of such a magnetic structurein
magnetic fields can be analyzed using the expression
for free energy in the form [7]

F =JMM,-D[M;xM,],-H(M,+M,)
- Kl(coszﬁ1 + 0052[32)/2— Kz(cos“B1 + cos4B2)/2,

where Jisthe parameter of the intersublattice exchange
interaction, M, and M, are the magnetizations of the
first and second sublattices, H is the external magnetic
field, K, and K, are the constants of uniaxial magneto-
crystalline anisotropy of the second and fourth orders,
respectively, and 3, and 3, are the angles that the sub-
lattice magnetizations M, and M, respectively, make
with the crystal tetragonal axis. Obviously enough, the
easy-plane state occurs in zero external magnetic field
for K; < 0. The presence of the Dzya oshinski—-Moriya
interaction givesrise in this case to aweakly ferromag-
netic moment my, because of the sublattice magnetiza-
tions being not collinear. For an external magnetic field
H oriented in the basal plane, the field dependence of
the magnetization can be written as

m = my+XgH, )

where X5 = 1/J, my = DM/J, and M, is the sublattice
magnetization at T = 0 K. The saturation magnetization
of single-crystal CuB,0, is2M,= 160 G. Using (2) and
the experimental data of Fig. 4, one can construct the
temperature dependence of the Dzyaloshinski field
Hp = DM,. The results are shown in Fig. 7. Note the
satisfactory agreement of the Dzyaloshinski field thus
obtained with its value derived from magnetic reso-
nance data [8]. The effective exchange field Hg = M,
isestimated as29 kOeat T =4.2 K.

An analysis of the field dependences of magnetiza-
tion in the basal plane obtained at temperatures below
10 K (Fig. 4) indicates the absence of a spontaneous
magnetic moment in weak magnetic fields and its for-
mation as the magnetic field increases above a certain
critical level. Note that the lower the temperature, the
higher the critical field is. The phase boundary con-
structed in this way, and separating the states with a
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weak spontaneous magnetic moment and a weak field-
induced magnetic moment, isindicated in Fig. 5a. The
vanishing of the spontaneous magnetic moment can be
caused, in our opinion, by antiferromagnetic ordering
of weak ferromagnetic moments below 10 K. A similar
Situation was reported by some authors [9, 10].
Besides, the disappearance of the spontaneous mag-
netic moment can be associated with distortions of the
CuB,0, structure, which impose symmetry-induced
restrictions on its existence.

As follows from studies of antiferromagnetic reso-
nance in CuB,0O, [8], at temperatures below 10 K the
magnetic structure of the crystal isalso easy plane. This
conclusion isalso argued for by the observation that the
magnetic susceptibility grows monotonically with
decreasing temperature, irrespective of the magnetic
field orientation relative to the crystall ographic axes. In
this case, the susceptibility of a sample is determined,
for any orientation of the external magneticfield, by the
perpendicular susceptibility x5. Now, if an easy-axis
magnetic structure with magnetic moments paralel to
the tetragonal axis formed below 10 K, the susceptibil-
ity would be strongly anisotropic, and its temperature
dependence would be governed by the perpendicular
(Xn) and paralel (x;) susceptibilities; this is not sup-
ported by experimental data.

Note the parts of the magnetization curves for the
basal plane of the crystal at temperatures from 18 to
10 K, which lie within the field range of 0 to 600 Oein
Fig. 4. Significantly, these parts of the curves are linear
functions of the field, and the field at which the curve
slope changes (identified by an arrow) increases with
increasing temperature. Fig. 5a aso shows the
strengths of these fields, which permit one to isolate a
certain region (3) in the phase diagram. Assuming this
behavior of the magnetization in these temperature and
field regions not to be due to the sample becoming a
single domain, one could suggest the existence within
the 21-10-K interval of one more magnetic phase, the
nature of which remains unclear.

Summing up, we can conclude that, for tempera-
tures Ty > 21 K, the CuB,O, tetragonal crystal isapara-
magnet with an effective magnetic moment pg =
1.77ug. The magnetic susceptibility obeys the Curie—
Weiss law with a Néel paramagnetic temperature © =
-9.5 K, which shows antiferromagnetic exchange inter-
actions to be dominant. Below the Néel temperature
Ty =21K, thecrystal isinamagnetically ordered state.
Within the 10-21-K temperature interval it is a weak
ferromagnet with the sublattice magnetic moments
lying in the basal plane of the crystal and being dightly
noncollinear. At T = 10 K, a magnetic phase transition
occurs, which results in a disappearance of the weak
spontaneous magnetic moment. To reveal the nature of
this transition and to better identify the magnetic state
of thecrystal for T < 10 K, antiferromagnetic resonance
studies are presently under way, and neutron diffraction
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Fig. 7. Temperature dependence of the Dzyal oshinski field
Hp in single-crystal CuB,0,: the filled circle is antiferro-
magnetic-resonance data.

measurements on a crystal with the 1'B isotope are
being planned for the future.
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Abstract—Effects of a constant magnetic field, the amplitude of an alternating electric field, and the tempera-
ture on the values of fiel ds corresponding to the appearance and disappearance of chaotic oscillations were stud-
ied in the ferroelectric phase of a triglycine sulfate crystal. A mechanism of the appearance of a magnetic
moment, induced by the repolarization current, during the lateral motion of a 180° domain wall is considered.

© 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Magnetoel ectric interactions in nonmagnetic ferro-
electric crystals, in which the effects of magnetic field
is not related to the crystallographic symmetry laws,
draw considerabl e attention of researchers[1]. Theoret-
ical aspects of the phenomenain ferroel ectrics exposed
to external magnetic fields were studied within the
framework of the vibronic theory [2, 3], a thermody-
namic approach [4], and a model of the magnetic
moment induced by the crystal repolarization current
during the lateral motion of domain walls [5] or inter-
phase boundaries [6]. The related experimental investi-
gations proceed in two main directions: study of the
effect of applied magnetic fields upon the fundamental
properties of ferroelectrics (such as the Curie tempera-
ture, soft mode frequency, etc.) [7-9] and study of the
effectsrelated to the interaction of magnetic fields with
nonequilibrium domain structure [10-12]. The results
of these investigations showed [12] that a noticeable
effect of magnetic fields with a strength below 20 kOe
is observed only during continuous variation of the
temperature in the vicinity of the phase transition tem-
perature, where the domain structure occurs in a non-
equilibrium state. However, the published results and
their interpretations are rather contradictory, so the
problem can hardly be considered as exhaustively stud-
ied. In this context, it expedient to continue investiga-
tions of the effect of magnetic field on the kinetics of
the domain structure variation in ferroelectrics
switched by alternating electric field, which is charac-
terized by a change in the spatial arrangement of
domain boundaries and is accompanied by dynamic
changes in the spontaneous polarization of acrystal.

Since the ferroelectric crystals are essentialy non-
linear electric materials, in which the appearance of
determinate chaos has been experimentally observed

[13, 14], we have used the monitoring of chaotic oscil-
lations as a method sensitive with respect to the domain
structure dynamics. Indeed, manifestations of the non-
linearity of a ferroelectric in a dynamic regime under
the action of an alternating electric field reflects rear-
rangements in the domain structure of the crystal.

In this work, we have studied for the first time the
effect of a constant magnetic field on the appearance of
chaotic oscillations in a serial LCR circuit with a non-
linear element represented by a ferroelectric capacitor
based on a triglycine sulfate (CH,NH,COOH);H,SO,
(TGS) crystal. The crystal was polarized by external
sinusoidal voltage at temperatures bel ow the Curie tem-
perature (T, = 49.5°C).

The choice of aTGS crystal as the object for inves-
tigation is explained by the following circumstances.
First, the dielectric and polarization properties of TGS,
as well as the domain dynamicsin this crystal are well
studied (TGS is considered as a model system). Sec-
ond, the domain structure of TGS is characterized by a
high mobility and sensitivity with respect to external
factors, which allowed us expect significant response to
the application of magnetic fields.

EXPERIMENTAL

A TGS crystal was grown by the method of con-
trolled cooling from an oversaturated aqueous TGS
solution. TheY-cut samples had a shape of rectangular
plates with dimensions 8 x 4 x 0.5 mm and the faces
perpendicular to the principal crystallographic axes.
Silver electrodes on the large faces were obtained by
vacuum deposition.

A sample was placed into a temperature-controlled
cell, where the temperature could be varied between
150 and 310 K and maintained constant at apreset level

1063-7834/00/4202-0326%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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to within 0.2 K. A constant magnetic field was gener-
ated by electric magnets and measured with a Hall
transducer.

The chaotic oscillations in the circuit were studied
using a scheme depicted in Fig. 1. The oscillation
modes were monitored by visual observation and their
phase portraits were photographed on the oscilloscope

screen. The phase portrait represents a P (P) function
where P is the polarization of the ferroelectric crystal,

and P is the derivative of this quantity with respect to
time.

In this experimental scheme, the oscillation circuit
parameters L, C, and R were constant during the mea-
surement cycle, while the amplitude U, and frequency
w of the ac voltage applied to the sample and the tem-
perature T of the cell could be varied. In order to obtain
a phase portrait on the oscilloscope screen, the voltage
U, from areference linear capacitor C (proportional to
P) was applied to the horizonta plates (X input), and

the voltage U, from the resistor R (proportional to P)
was applied to the vertical plates (Y input).

Behavior of a nonlinear LCR circuit with a ferro-
electric crystal can be described by the Duffing equa-
tion, well-known in the theory of nonlinear oscillations
[13-15]:

P+pP+kP+yP® = U,coswt, (1)

where P is the polarization of the ferroelectric crystal,
p=R/L, k=0ad/9, y=Bd/9; disthe sample thick-
ness, Sisthe electrode area, and a and 3 are the ther-
modynamic coefficients in the Landau expansion of the
crystal free energy in a series with respect to even pow-
ers of the polarization.

An analysis [16] showed that, under certain condi-
tions, equation (1) admits, in addition to periodic solu-
tions, atransition to chaotic oscillations via a sequence
of bifurcations of the oscillation period. In experi-
ments, the onset of chaos in the system studied was
manifested by the phase tragjectory filling some areain
the phase space. We have measured an electric field
vale E;, corresponding to the appearance of chaotic
oscillations, and the field E,, at which this regime dis-
appeared on increasing the electric field amplitude at a
fixed temperature.

RESULTS AND DISCUSSION

Since the features of chaotic oscillations in a reso-
nance LCR circuit with a ferroelectric crystal are
related to the dynamic properties of adomain structure
of thiscrystal [17, 18], we have studied the behavior of
the threshold electric fields E; and E,, corresponding to
the appearance and disappearance of chaos in a TGS
crystal, depending on the dynamic properties of the
domain structure, amplitude of the applied electric
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Fig. 1. Schematic diagram of a system used for observation
of the phase portrait of a serial resonance circuit with afer-
roelectric crystal: (1) TGS sample; (2) X input of the oscil-
loscope; (3) Y input of the oscilloscope.

(a) (b)

Fig. 2. Typical phase portraits of a circuit with a pure TGS
crystal obtained for various amplitudes of the repolarizing
electricfieldE (f=2kHz, T=25°C): (a) E<Ey; (b) E=Ep,
amplitude of the first doubling of the oscillation period;
() E;<E<Ey (dE>E,.

field, temperature, and strength of a constant magnetic
field.

The results of our investigations showed that the
phase portrait of a TGS crystal in a weak alternating
electric field represents a close curve (Fig. 2a). As the
amplitude of therepolarizing field E increases, asingle-
period oscillatory process changes to double-period
(Fig. 2b). If the field amplitude grows further, the
period increases to four-fold, etc., that is, a cascade of
period doubling is developed. As aresult of sequential
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Fig. 3. Temperature dependence of the field strengths (1, 3)
E, and (2, 4) E, at which the chaos appears and disappears,
respectively: (1, 2) H=0; (3, 4) H = 3kOe.
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Fig. 4. Schematic diagram illustrating the appearance of a
magnetic moment p induced by the repolarization current j
in the region of a domain boundary moving at a velocity v
[12].

development of this cascade process at E = E;, the
phase tragjectories become open and do not overlap,
thus filling some region on the phase plane, which isa
manifestation of the chaos onset (Fig. 2c). Further
increase in the electric field amplitude to E = E, results
in that the chaotic oscillations disappear (Fig. 2d).
Thus, the regime of chaotic oscillations is observed
only in the interval between E; and E..

In agreement with the results of our previous inves-
tigations [18, 19], it was found that chaos in the TGS
crystalsisobserved only in theferroelectric phase, at an
aternating field amplitude 2—3 times that of the coer-
cive field strength of a given crystal, and is completely
absent in the parael ectric phase of the crystal. Figure 3
shows the temperature dependence of the threshold
field amplitudes E; and E, corresponding to the appear-
ance and disappearance of chaotic oscillations, respec-
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tively (curves 1 and 2). As seen, the width of the inter-
va of the existence of chaotic regimes (E,-E,)
decreases with increasing temperature, reaching virtu-
aly zero on approaching the T, level. Note also that
both thelower (curve 1) and upper (curve 2) boundaries
of the chaos region decrease with increasing tempera-
ture, which confirms the above assumption concerning
the domain nature of this phenomenon.

Based on analysis of the numerous experimental
data, the following qualitative mechanism of the
appearance of chaos in ferroelectric crystals was pro-
posed [19]. Instability of the macroscopic polarization
is manifested by a nonregular (with respect to time)
behavior of the domain structure of the crystal on the
level of individual domain walls and domain nuclei.
The nonregularity tends to increase as a result of non-
coordinated behavior of a large number of domains
characterized by different values of the threshold chaos
onset fields. Eventually, thisleads to a nonregular mac-
roscopic polarization of the whole crystal, which is
manifested by a periodic nonreproducible chaotic vari-

ation of the instantaneous P and P values. Disappear-
ance of the chaotic oscillations when the electric field
amplitude exceeds E, results either from synchroniza-
tion of the behavior of individual oscillating domainsor
from a decrease in the optimum density of the domain
nuclei necessary for the existence of chaos. Synchroni-
zation of the domain oscillations is related to the
enhanced interaction between the domains, which is
caused by the increase in the repolarizing field ampli-
tude up to alevel at which the new domains are nucle-
ated very rapidly and almost simultaneously which hin-
ders the devel opment of nonregularity and chaosin the
system.

A dominating role of the domain dynamics in the
mechanism described above allowed us to expect that
the applied magnetic field would modify the conditions
of chaos development in a TGS crystal. In our experi-
ments, a constant magnetic field with a strength of H =
3 kOe directed aong the X axis of the crystal led to a
decrease in the threshold fields E; and E,. The closer
the sample temperature to the Curie temperature, the
more pronounced was the effect (Fig. 3, curves 3 and
4). In addition, the application of amagnetic field leads
to narrowing of the temperature interval of the exist-
ence of chaosin the vicinity of T., whereby the chaotic
oscillations disappeared at atemperature afew degrees
below T, rather than exactly at this point. Apparently,
the magnetic field modifies the dynamic characteristics
of domainsin the system studied.

In order to explain the interaction of the magnetic
field with the moving domain wall, we may usethe con-
cept of a magnetic moment appearing in the domain
wall moving in the course of repolarization of aferro-
electric crystal [5, 12]. Figure 4 illustrates the appear-
ance of the magnetic moment in the moving domain
wall 1 and shows orientation of this moment. Within
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the framework of this model, the above effects
observed in the magnetic field are explained by the ten-
dency of the magnetic moment of the domain wall to
acquire a favorable orientation along the magnetic
field. As aresult of the combined action of the electric
E and magnetic H fields, the velocity of the 180°
domain walls oriented along H increases and, hence,
the threshold electric field amplitudes E; and E,
decrease. An increase in the temperature decreases the
threshold amplitudes and the field strengths necessary
for activation of the domain boundary nucleation and
motion. This explains a decrease in the electric field
amplitudes corresponding to the appearance and disap-
pearance of chaos. The same considerations explain
increasing effect of the magnetic field at elevated tem-
peratures, which is manifested by the temperature
interval of the existence of chaos being limited on the
side of higher temperatures. These results agree with
conclusions concerning the dynamics of domain
boundaries moving in a magnetic field, made on the
basis of direct observations of a nonequilibrium
domain structure in amagnetic field [12] and investiga-
tion of the dielectric losses related to the relaxation of
domain boundaries [20] and chaotic polarization oscil-
lations in a seria resonance circuit with a ferroelectric
crystal capacitor [21].

Thus, data on the magnetic domain effect observed
and studied in thiswork alow us to conclude that mov-
ing domain boundaries, representing dynamic inhomo-
geneities in aferroelectric crystal, possess an effective
magnetic moment induced by a repolarization current
localized in the vicinity of the domain boundaries.
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Abstract—The metal—semiconductor phase transition in vanadium sesquioxide is investigated by the acoustic
emission method. It is shown that the acoustic emission in single crystals of this compound is due to ther-
moel astic stresses arising in the crystal upon the phase transition. Transformation of the acoustic emission activ-
ity and an increase in the phase transition temperature are revealed in the temperature cycling of the sample.
Observation of peaks of the acoustic emission activity at atemperature of 5-6 K above the critical temperature
indicatesthat crystal nuclei of the monoclinic phase appear in the high-temperature (trigonal) phase of the crystal.

© 2000 MAIK * Nauka/Interperiodica” .

A stoichiometrically pure vanadium sesquioxide
single crystal, when cooled up to ~150 K, undergoes a
metal-semiconductor first-order phase transition
accompanied by an abrupt increase in the electrica
resistance, antiferromagnetic ordering of vanadium
spins, and structural transition [1]. Particularly, exten-
sive evidencein theliterature devoted to this compound
reveals a significant scatter in the experimental data,
specifically for the low-temperature phase. Cracking of
the single crystal due to a jumpwise change in its vol-
ume upon the metal—semiconductor transition is a pos-
sible explanation for this situation. The destruction of
single crystals at the transition across the critical tem-
perature has not been clearly understood. At the same
time, cracking leads to achange in the elastic energy of
the crystal. The influence of this energy on the parame-
ters of the phase transition is particularly interesting.

1. EXPERIMENTAL TECHNIQUE

The acoustic emission (AE) method is one of the
well-known methods for the investigation of cracking
[2]. Elastic waves arising from abrupt local changes of
stresses in a material are the source of acoustic emis-
sion.

Our experimental setup consisted of a cryostat, a
piezoelectric transducer, a preamplifier, a signal pro-
cessing module, a storage oscilloscope, and a com-
puter. The required temperature of the crystal was held
with the cryostat. The temperature was measured by a
copper—constantan thermocouple. A specialy devised
piezoelectric transducer made it possible to substan-
tially reduce spurious noise shielding the studied effect.
The preamplifier with an amplification factor of 40 dB
amplified the transducer signal. The signal processing
modul e extracted the standard parameters (such as the
peak-to-peak amplitude of the signal, signal duration,
and the number of intersectionswith zero) from the AE

signal. These parameters were stored on a computer
hard disk. The AE signals were simultaneously stored
in memory of the storage oscilloscope used to observe
the shape of the AE signals.

The experiment was performed as follows. The 5 x
5 x 0.5-mm crystal was directly installed on the surface
of a piezoelectric tablet of the transducer. Both trans-
ducer and crystal under investigation were mounted in
the cryostat. Heating and cooling were performed in the
range from room temperature to 145 K at a rate of
1 K/min. As aresult of the conducted experiment, the
database containing parameters, such as the time of the
acoustic signal arrival, the amplitude of AE signal, and
the crystal temperature, was stored on the computer
hard disk.

2. RESULTS AND DISCUSSION

Figure 1 shows the temperature dependence of the
AE activity (the number of events per equal time inter-
val of 10 s) during sample cooling from room tempera-
tureto 145 K (Fig. 1a) and during its heating (Fig. 1b).
The same temperature dependences of AE activity after
four cooling—heating cycles are shown in Figs. 1c and
1d. Asisclearly seen from Fig. 1, the peak of AE activ-
ity is observed in the vicinity of the phase transition
temperature. It can be concluded from the electrical
conductivity measurements that these temperatures are
equal to 148 K (cooling) and 165 K (heating) for the
first switching.

The metal—semiconductor phase transition in V,04
is accompanied by the change in the symmetry from

trigonal (space group ng) to monoclinic (space group
C,,) with a1.6% volumeincrease[1]. Such asymmetry
lowering upon the metal—-semiconductor transition
leads to the formation of twinned domains[3]. Observ-
ing the surface of the single crystal [plane (0001)]
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Fig. 1. Temperature dependence of the AE activity in thefirst cycle of (a) cooling and (b) heating and in thefourth cycle of (¢) cooling

and (d) heating.

under a microscope, one can see a twin structure
(Fig. 29). It is clear that the monoclinic phase of vana-
dium sesquioxide consists of twinned domains rotated
by 120 degrees. Taking into account the strong aniso-
tropic change in the lattice parameters upon the metal—
semiconductor transition, it isclear that strong mechan-
ical stresses should appear on the domain boundaries.
These stresses lead to the crystal cracking and giverise
to the acoustic emission observed.

The instant release of locked-in stresses on the
domain boundaries upon heating results in a further
cracking of the single crystal and givesrise to new AE
impul ses. After the first cooling—heating cycle, asignif-
icant amount of cracks appears in the sample (Fig. 2a),
so that the sample breaks down into a number of frag-
ments. On further thermocycling, these fragments con-
tinue to fall apart into smaller pieces.

Asisseen from Figs. 1laand 1b, the dependence of
the AE activity exhibits separate peaks after the first
cooling and a smoothed peak of the AE activity after
the heating. The smoothing of the AE activity peak is
observed in the subsequent cooling—heating cycles
(Figs. 1c, 1d). We suppose that cracking takes place in
each part of the sample simultaneously, and, as the
number of cracks increases, the AE activity peak
becomes smoother. Comparison of the phase transition
temperatures in the first and fourth cooling cycles
(Figs. 1a, 1c) showsthat the crystal fragmentation leads
toanincreasein the critical temperature. Sincethefrag-
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Fig. 2. The surface of vanadium sesquioxide single crystal
[plane (0001)] under a polarizing microscope (magnifica-
tion x500): (a) domain structure formed upon the transition
to the monoclinic phase and (b) trigona phase (cracks
appeared after the first cooling—heating cycle are clearly
seen). The inset shows the directions of b-axes (hexagonal
setting).
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Fig. 3. Amplitude distribution of AE impulsesin the first cycle of (a) cooling and (b) heating and in the fourth cycle of (c) cooling

and (d) heating.

mentation weakens the locked-in stresses, it is clear
that the phase transition temperature depends partly on
thermoelastic stresses. The elastic energy of the crystal
can be estimated from the ultimate strength of the mate-
rial and the change in the unit cell volume upon the
phase transition. The estimation shows that the elastic
energy is equal to ~10 meV per unit cell. Thisvalueis
amost one-fourth of the latent heat of the transition
and, therefore, should influence the phase transition
temperature.

Thus, the model of thermoelastic martensitic trans-
formation can be used for the interpretation of some
aspects of the phase transition in the vanadium sesqui-
oxide crystal. For example, the mechanism of the hys-
teresis loop formation can be explained in terms of this
model. The V,0; single crystal transforms into the
polycrystal during the phase transition. According to
the moddl of martensitic transformation, an increase in
the number of small grains during the process of frag-
mentation increases the dispersion of the critical tem-
perature of the phase transition in agrain [4]. This can
result in the broadening of the AE activity peak during
thermocycling of the crystal. The assumption that, after
the fragmentation of the single crystal, the acoustic
emission simultaneously originates from different
points inside the crystal is confirmed by the analysis of
the amplitude distribution of AE impulses. The ampli-
tude distributions of AE impulses for the first and
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fourth cooling cycles are shown in Figs. 3a and 3c,
respectively. Comparison of these distributions shows
that the high-amplitude AE impul ses (A > 800 arb. units)
appear during the first cooling more often than during
the fourth cooling. According to [5, 6], thereisacorre-
lation between the AE signal amplitude and the size of
the arising crack, namely, the AE signal amplitude is
directly proportional to the size of a crack.

An increase in the total amount of AE impulses is
accompanied with a decrease in the average amplitude
of the impulses. For example, 5394 impulses were
recorded during the first cooling cycle, and their num-
ber increased up to 14041 during the fourth cycle.
Therefore, the fragmentation of the existing fragments
into smaller pieces continuesin the repeated thermocy-
cling. This leads to an increase in the number of AE
impulses. By comparing the amplitude distributions
during heating and cooling in the first and fourth cool-
ing—heating cycles (Fig. 3), we found that the average
amplitudes for the cooling cycle are two times larger
than those for the heating cycle. Thetotal number of AE
impulses upon cooling is also larger than that upon
heating. This is likely due to the fact that the elastic
stresses arising upon heating are smaller than those
observed upon cooling, and, therefore, the destruction
processes are not so catastrophic. This also explains
why the phase transition temperature does not change
significantly after several cooling—heating cycles.
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One of the interesting results of our work is the
observation of an increase in the AE activity in the
metallic phase of V,0; long before the phase transition.
During thefirst cooling, the AE impul seswere recorded
approximately 5-6 K above the critical temperature
(Fig. 1a). This can be explained by the crystal nucle-
ation of the monaoclinic phase at temperatures above the
phase transition temperature. Recent EXAFS measure-
ments on V,0; single crystals demonstrated that local
monoclinic distortions appear above the phase transi-
tion temperature [7]. An increase in the vel ocity of sur-
face acoustic waves in the metallic phase at atempera-
ture far above the critical temperature was observed in
measurements of surface acoustic wavesinV,0; single
crystals.

This effect was also explained by the appearance of
crystal nuclei of the monoclinic phase[8].

Thus, our investigations demonstrated the follow-
ing.

(1) Acoustic emission is associated with cracking of
the V,0; single crystal due to the change in its volume
during the phase transition. (2) Acoustic emission was
observed at temperatures above the phase transition
temperature. The possible cause of such a behavior is
the nucleation of the monoclinic (semiconducting)
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phase within thetrigonal (metallic) phase. (3) Cracking
raises and extends the range of the phase transition tem-
perature. This indicates that thermoelastic martensitic
transitions are very important in vanadi um sesguioxide.
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Abstract—The effect of annealing temperature on the structure and magnetic properties of nanocrystalline
cobalt films has been studied by nuclear magnetic resonance (NMR) and magnetometric (vibrational magne-
tometer) techniques. Interpretation of the experimental data demonstrates that the initia films have an amor-
phous-like structure due to the high degree of disordering in the intergranular regions and nanoparticles. This
structure transforms into the equilibrium polycrystalline state through the formation of anumber of intermedi-

ate phases. © 2000 MAIK “ Nauka/Interperiodica” .

Considerable current interest has been expressed by
researchers in nanophase materials—three-dimen-
sional analogs of multilayer structures[1]. These mate-
rials possess unusual physical properties owing to the
occurrence of new solid states [2]. An example of such
materialsis provided by nanocrystalline 3d metal films
prepared by the pulsed plasma deposition [3-6]. The
specific features of the pulsed deposition technique are
the high pulsed condensation rate (~10° A/s) at a pulse
length of ~10 sand at a pulse-duration ratio of ~10°—
104, and the high cooling rate of condensate (~108 K/s)
[5]. The films produced in these technological condi-
tions and under a vacuum of 10 torr are built up of 3d
metal nanocrystallites (<4 nm in size) surrounded by a
carbon “coating” [6].

The novelty of the method residesin the fact that the
limiting dispersion of crystal structure in the chosen
direction is achieved at superhigh condensation rates
when the number of arising nuclei is so great that the
radius of a critical nucleus coincides with the coales
cence radius. On the other hand, the high surface reac-
tivity of nanocrystallites formed under plasma deposi-
tion conditions and the large pulse-duration ratio cause
the condensate to entrap a large amount of impurity
atoms (predominantly, carbon) of residual gases in a
vacuum chamber.

Analysis of the available data on the magnetic, elec-
trical, structural, and spectral properties of iron films
produced under the given technological conditions [3,
6] suggests that the central region of structural nanob-
locks consists predominantly of the phase of supersat-
urated carbon solution in a-Fe. However, for the cobalt
films, this question remains unclear. The point is that
the carbon content in the cobalt filmsis higher than that
in the iron films (30 and 20 at. % C, respectively). At
the sametime, it isknown from the data availablein the

literature that an increase in the carbon content in nan-
ogranular cobalt films leads to a change in the phase
composition of the central region of structural blocks;
that is, the hexagonal close-packed cobalt phase trans-
formsinto the Co;C phase[7, 8]. Therefore, in order to
interpret the unusual properties of nanocrystalline
cobalt films, it is necessary to elucidate in detail their
initial structure.

In the present work, the effect of annealing temper-
ature on the structure and magnetic properties of cobalt
films prepared by the pulsed plasma deposition was
studied with the nuclear magnetic resonance (NMR)
and magnetometric (vibrational magnetometer) tech-
nigues. Asis known, the magnitude and distribution of
the hyperfine nucleus field in magnetically ordered
materials are proportional to the magnetization and
carry information on the local electronic and chemical
environment of atoms. Therefore, analysis of the NMR
spectra makes it possible to elucidate the structure of
the studied samplesin detail.

The thickness of films deposited onto glass and sili-
con substrates was equal to 50-100 nm. The samples
were subjected to multistage annealing under avacuum
of 105 torr for 1 h at each fixed temperature T,,. The
NMR spectra were obtained using the standard spin-
echo two-pul se sequence at room temperature.

The NMR spectrum of theinitial filmisdisplayedin
Fig. 1 (spectrum a). It can be seen that the NMR signal
is a smeared peak centered at frequency f ~ 190 MHz
with awidth of ~50 MHz. Upon heating of the sample
up to T,, = 400500 K, the spectrum drastically
changes. The resonance peak shifts toward the high-
frequency range, and its maximum is observed at f =
215 MHz. At T,, ~ 400 K, the spectrum involves along
“tail” on the left edge of the line (Fig. 1, spectrum b).
This tails contains several peaks whose location and
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number vary from sample to sample and depend on the
carbon content.

A further increase in the annealing temperature
brings about the change in the line shape: a symmetric
smeared peak (Fig. 1, spectrum c) transforms into a
narrow peak at f = 213 MHz and a “shoulder” in the
frequency range 214-221 MHz (Fig. 1, spectrum d). At
T,, = 700 K, the peak becomes even narrower without
change in the resonance frequency, and the intensity of
the shoulder decreases (Fig. 1, spectrum ).

Figure 2 depicts the dependence of the magnetiza-
tion I on the annealing temperature for the nanocrystal-
line cobalt film. The magnetization of theinitia filmis
equal to approximately 850 G, which is considerably
less than the magnetization of bulk cobalt samples. The
annealing at temperature T, < 550 K leads to a further
decrease in the magnetization |, whereas, upon anneal -
ing at T, = 600 K, the magnetization increases and vir-
tually reaches the magnitude characteristic of bulk
cobalt samples.

Let us consider the experimental data presented in
Figs. 1 and 2. The change in the NMR spectra upon
annealing of our films qualitatively follows a similar
dependence obtained for the cobalt—phosphorus amor-
phous aloys in [9, 10]. The authors of these works
observed the broadening of the NMR line and its shift
toward the low-frequency range for amorphous cobalt
ribbons and films. A decrease in the NMR frequency
and, correspondingly, a decrease in the hyperfine field
at cobalt nuclei was accounted for by the electron trans-
fer from phosphorus ions to cobalt ions. According to
the X-ray diffraction analysis, our samples consist of
nanocrystalliteslessthan 4 nmin size. Asfollowsfrom
the Auger spectroscopic data, these samples contain as
much as 30 at. % C. It is assumed that the very broad-
ened NMR spectra of the initial films indicate a high
degree of structural disordering, which is determined
not only by the intergranular graphite-like regions and
alargeratio between the numbers of surface cobalt and
bulk cobalt atoms, but also by the disordering of carbon
ions dissolved in the cobalt nanoparticles. The latter
assumption is confirmed by the presence of satellitesin
the NMR spectrum of the film after the first annealing.
The number of satellites corresponds to the number of
carbon ions in the nearest environment of each cobalt
ion. This spread in the atomic configurationsis respon-
sible for the shape of the spectra of the initial films,
which is similar to the shape of the spectra of cobalt—
phosphorus amorphous materials.

A similar unusual combination of amorphism and
nanocrystallinity was described by Delaunay et al.
[11]. In this work, the microstructure of granular films
prepared by the joint sputtering of cobalt and carbon
was investigated at different carbon concentrations and
different temperatures of substrate. It was found that
the samples containing 27 at. % C are composed of
cobalt nanoparticles (~5 nm in diameter) separated by
carbon interlayers. However, these authors failed to

PHYSICS OF THE SOLID STATE Vol. 42 No. 2

2000

335

)—) 31—}

Echo intensity, arb. units

1 1 1 1
160 180 200 220 f, MHz
Fig. 1. NMR spectra of cobalt films prepared by pulsed
plasma deposition: (a) initial film and films annealed at
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Fig. 2. Dependence of the magnetization |5 on the annealing
temperature T, for the nanocrystalline cobalt film.

determine the structure of nanoparticles even with the
high-resolution electron microscopy, and, hence, the
structure of nanoparticles was interpreted as an amor-
phous-like structure.

Upon heating of the films up to T,, = 400-500 K,
carbon is likely to be displaced from the cobalt nano-
particles, and the resonance peak shifts toward the
high-frequency range (Fig. 1; spectra b, ¢). The NMR
signal in the cobalt—phosphorus polycrystalline filmsis
observed at the same frequencies[10]. At room temper-
ature, this signal is a superposition of two resonance
lines, which correspond to the face-centered cubic (fcc)
and hexagonal close-packed (hcp) phases of cobalt
(f, =213 MHz and f, = 221 MHz, respectively). A long
tail appeared on the left edge of the NMR line after the
first annealing (Fig. 1, spectrum b) can be associated
with an incomplete displacement of carbon from the
cobalt nanoparticles because of low temperature.

The formation of the hcp and fcc magnetic cobalt
phases (Fig. 1, spectrum ¢) should seemingly lead to an
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increase in the magnetization of samples. However, as
is seen from Fig. 2, the value of | decreases amost by
afactor of 1.5 compared to the magnetization of theini-
tia film. This contradiction can be also explained with
the results obtained by Delaunay et al. [11], who dem-
onstrated that nanoparticles containing a mixture of the
Co,C and hcp Co phases are formed in the granular
cobalt films prepared by the joint sputtering with car-
bon at the substrate temperature T = 470 K. In [11], it
was inferred that the carbide compound is formed just
at T = 470 K. Since the Co,C phase does not exhibit
magnetic properties at room temperature, its formation
should cause the overall magnetization to decrease.

At T4, > 600 K, the NMR line shape changesin the
same frequency range: there appears anarrow peak and
a broad shoulder, which correspond to a well ordered
fcc phase and severely disordered hep phase of cobalt.
Accordingto[11], a T = 620 K, the Co,C phase under-
goes decomposition into the hcp cobat phase and
graphite-like carbon. This should be attended by an
increase in the magnetization of samples, whichisactu-
ally observed in Fig. 2.

A further increase in the annealing temperature
results in an increase in the amount of the fcc cobalt
phase at the expense of a decrease in the content of the
hcp cobalt phase (Fig. 1, spectrum €); in this case, the
magnetization remains virtually constant.

Thus, the investigation into the structure of nanoc-
rystalline cobalt films by the NMR method demon-
strated that the initial films consist of the cobalt parti-
cles with incorporated carbon atoms. The annealing at
T,n > 550 K results in the formation of a mixture com-
posed of the hcp and fcc cobat phases. A further
increase in the annealing temperature leads to an
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increase in the content of the fcc phase. The unusual
temperature behavior of the magnetization is associated
with the formation of the nonmagnetic cobalt carbide
phase at T,, = 400-500 K and its decomposition at
T, > 550 K.

REFERENCES

R. W. Siegel, Phys. Today 10, 46 (1993).

J. P. Perez, V. Dupuis, J. Tuaillon, et al., J. Magn. Magn.

Mater. 145 (1-2), 74 (1995).

3. G. I. Frolov, V. S. Zhigalov, S. M. Zharkov, et al., Fiz.
Tverd. Tela (S.-Peterburg) 36 (4), 970 (1994).

4. G. I. Frolov, V. S. Zhigalov, A. |. Pol’skii, et al., Fiz.
Tverd. Tela (S.-Peterburg) 38 (4), 1208 (1996).

5. V.S Zhigalov, G. 1. Frolov, and L. |. Kveglis, Fiz. Tverd.
Tela (S.-Peterburg) 40 (11), 2074 (1998).

6. S. G. Ovchinnikov, B. A. Belyaev, I. S. Edelman, and
G. |. Frolov, Micron—Submicron Technologies for Mag-
netic Sructures, Preprint No. 776F IF SD RAN (Kiren-
skit Inst. of Physics, Siberian Division, Russian Acad-
emy of Sciences) (1997).

7. Y. Saito, T. Yoshikawa, M. Okuda, et al., J. Appl. Phys.
75 (1), 134 (1994).

8. Y.Yosida, S. Shida, T. Ohsuna, et al., J. Appl. Phys. 76
(8), 4533 (1994).

9. K. Ray, J. Durand, J. . Budnick, et al., J. Appl. Phys. 49
(3), 1671 (1978).

10. V. K. Md’tsev, G. |. Fish, and V. I. Tsifrinovich, Fiz.
Met. Metalloved. 52 (2), 439 (1981).

11. J. J. Delaunay, T. Hayashi, M. Tomita, et al., J. Appl.

Phys. 82 (5), 2200 (1997).

NP

Translated by O. Borovik-Romanova

No. 2 2000



Physics of the Solid State, Vol. 42, No. 2, 2000, pp. 337-344. Trandated from Fizika Tverdogo Tela, Vol. 42, No. 2, 2000, pp. 329-335.

Original Russian Text Copyright © 2000 by Gufan, Larin, Sadkov.

LATTICE DYNAMICS

AND PHASE TRANSITIONS
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Abstract—Using a proper ferroelastic phase transition of the tension—compression type as an example, it is
shown that, if the order parameter characterizing a structural phase transition allows the existence of a third-
power invariant in the Landau potential, then there must be “symmetry-dictated” isostructural phase transition
lines in the vicinity of the line of that structural phase transition. These isostructural transitions may manifest
themselves both directly and as supercritical anomaliesin the behavior of elastic moduli and lattice parameters.
These effects are discovered and investigated without invoking the perturbation theory in terms of which the
second-order phase transitions are commonly described. A hypothesis is made on the basis of the results
obtained that the sound velocity anomalies observed in orthoclase and sanidine crystals are due to the super-
critical behavior of the lattice parameters in the vicinity of a symmetry-dictated isostructural phase transition
in the prototype phase of these crystals. © 2000 MAIK “ Nauka/lnterperiodica” .

INTRODUCTION

There are a lot of materials in which the external
factors determining the state of the crystal may cause
second-order elastic moduli to decrease to such a
degree that the crystal lattice becomes unstable against
deformation. The phase transitions (PTs) that consist in
the occurrence of spontaneous deformation of the crys-
tal lattice are termed ferroelastic [1] by analogy with
ferromagnetic and ferroelectric phase transitions. The
order parameters (OPs) describing proper ferroelastic
phase transitions are proportional to certain linear com-
binations of the strain-tensor components. In this paper,
we will consider only proper ferroelastic PTs. These
PTs occur in superconductors which have the 3-tung-
sten structure, such as Nb;Sn, Nb;Sh, and V5Si [2, 3]

(Or — Dj, phase transitions), in solid solutions of
spinels M, _,Ni,Cr,O, (M = Cu, Fe) [4, 5] (O — Dy, —

D> ) phasetransitions, in Ni-Mn alloys[6], and alsoin
anumber of minerals (see, e.g., review [7]). In symme-
try terms, al phases on the T—x phase diagram of solid
solutions NbgSnSb;, _, and M;_,Ni,Cr,O, are
described by the same two-component OPn = (N4, Ny);
in the high-symmetry phase, its components can be
considered as a basis for the two-dimensional irreduc-
ible representation E, of the cubic symmetry group of
the crystal class O, [8]. Replacing the proportionality
sign by the equality sign, which is of no importance for

what follows, we define the OP as

N = (ZUZZ_UXX_UW)/"/B’ N2 = (uxx_uyy)/’\/é'(l)

where u,,, U,,, and u,, are the diagonal components of
the strain tensor u,,.. The concept of the prototype phase
[9-11] alows one to describe the PTs between the tet-
ragonal and orthorhombic phases in TeO, [12] and
solid solutions YB&,Cu;0;_, [9, 10] in terms of the
same OP. Naturally, the behavior of physical quantities
and thefeatures of phase diagrams described by thisOP
were investigated earlier (see, e.g., [3, 8-10, 13]), and
it was emphasized that at |east sixth-order terms should
be retained in the Landau potential in order to ade-
guately describe the physical characteristics of fer-
roelastics [8, 13, 14]. However, the methods applied in
[8, 13, 14] and approximations used in [7, 10] to inves-
tigate the Landau potentials did not allow one to reveal
anumber of interesting features of the properties of fer-
roelastics dictated by symmetry.

The objective of this paper isto show that, in addi-
tion to PT lines separating phases of different symme-
try on phase diagrams of cubic ferroelastics, there must
be lines of isostructural PTs separating phases of the
same symmetry and structure. An important point is
that isostructural PTs in ferroelastics are dictated by
symmetry [10]. Furthermore, it will be shown that,
even if an experimental phase diagram has no isostruc-
tural PT lines, anomalies of physical quantities due to
“supercritical” phenomena must take place in the
lower-symmetry (tetragonal) phase.

1063-7834/00/4202-0337$20.00 © 2000 MAIK “Nauka/Interperiodica’
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LANDAU THERMODYNAMIC POTENTIAL
AND PHASE DIAGRAM

In acubic crystal, the symmetry change associated
with a proper ferroelastic PT of the compression-ten-
sion type is described in terms of the two-component
OPn =(n4, Ny given by (1). In this case, the Landau
potential, considered as a function of n, involves two
invariants:

I, = ni+nz 1, = ni-3n.n;. 2)
A simplest model potential F = F(l4, I,) describing a
structurally stable state [15, 16] has the form
F(1) = ayly+@,li+agli+ byl + byly +yiolil,, (3)

where a,, a,, and b, are variable parameters dependent
on external factors. It is this model that was investi-
gated in[3, 8, 12-14].

The equations of state have the form

d®/an, = 2n, @, +3(nf-n3)®, = 0,

(4)
oP/on, = 2nN,(P;—-3n,P,) = 0,

by

Fig. 1. Phase diagram in the plane of the coefficientsa; and
b, involved in the potential Fy given by (19). The line des-
ignations: 1 is afirst-order PT line, 2 is a second-order PT
line, 3 is the boundary of a phase stability region, 4 is the
line aong which the Landau potential (19) isminimum, and
5 istheline along which the potentia (19) is maximum.
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where @ isthe nonequilibrium potentia (3) in the vari-
ablesn; and n, and ®, = dF/dl; withi =1, 2. It isseen
from (4) that the OP describes four phases, the symme-
try of which is determined by the conditions

0:n;=n,=0, 5
I*: n,20, n, = 0, 2, +3n,d, = 0, (6)
1: n;20, n,z0, ®, =0, d, = 0. (7)

The phases I* (6) have the same (tetragonal) symmetry.
However, in the phase I* (1, > 0, ), = 0), we have u,, >

u,, = u,, that is, the unit cell is lengthened (c/a > 1),
whereas in the phase I* (n, < 0), we have u, < u., =

yy?
Uy, that is, the unit cell is shortened (c/a < 1). The
phases |* are anti-isostructural [15].
L et usconsider the equation of statefor the phases |+

2a; +3b;n, + 4a2r]i ®)
+ 5v12nf +6(ag+ bz)"];1 = 0.

In the genera case, equation (8) has four solutions
corresponding to critical (extremum) points of the non-
equilibrium potential F(I,, 1,) (3). The regions of exist-
ence of the four solutions (8) are determined by the
condition

0°®/on? = 2a, + 6b,n, + 12a,n> ©
+20y,N 5 +30(a + by)nt = 0

From (8) and (9), the regions in the space R® = (a,, b,
a,) can be found in which the phases I* (n; > 0) and |-
(n, < 0) are stable. Let usconsider aplane R = (a,, b,)
in R® corresponding to a, = const. When 0 < a, <

25y4,164(a; + by), the boundary of the stability region
of the phases I* a, = 4(b,), is fairly complicated (see
Fig. 1). This line has cuspidal points Q and Q' and a
self-intersection point IN. Figure 1la shows one of the
cross sections of the phase diagram. In the region for
which Q, Q', and I are boundary pointsin Fig. 1, two
stable solutions of the equation of state (8) coexist that
correspond to minima of F(l;, 1,). These solutions
describe phases of the same symmetry: at y;, > 0, these

phases are 1; and I, withn,(17) <ny(l3), whereas at

V<0, they are 17 and 15 withn,(17) <ny(13). Itisin
this region that an isostructural PT is possible [17].
Therefore, the OP describes both the PT with asymme-
try change and the PT in which the symmetry does not
change (isostructural PT). We note that the latter PT is
of thefirst order. The line of the isostructural PT termi-
nates, on one side, in the critical point Q (liquid—gas
critical point) and, on the other side, in the three-phase
point T, at which this line sharesits tangent either with
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the 0—1; or with the 01, first-order PT line (at y;, > 0

or y;, < 0, respectively). The three-phase point T has
coordinates

_ [y —4ay(a; + b))

aT
' Blaz+h)®
) (10)
bl = Y12l Y12 —48,(a3 + b,)]
! 24(as+b,)’
while the coordinates of the critical point Q are
Q _ 2 3 4
a; = 2a,No—5 +9(az+b ,
1 2No—5Y12No +9(az + by)ng (12)

by = 8a,No/3—5Y1Ng+ 8(as + )N,
where
Nq
1/2
= {~5y;,—[25V;, —64a,(a;+ b,)] " }/24(as + by).
Along the 0= first-order PT line we have

day/dby| . = -n,. (12)

The 0~ and 0-1* first-order PT lines differ in slope at
the three-phase point T (Fig. 1). According to (12), the
slopes of these lines are

day/db,| )" = (13, 13), (13)
where
T —_ —_
15,1
Na(la 12) (14)

1/2
= {—Vt[3y—8ay(a;—b,)] }/4(az+by).

A second condition for the stability of the phases I* is
given by

°®/an5 = 2a,—6b,n, + 4a,n; as)
— 4y N3 + 6agn; — 12b,n1 2 0.

The line given by (8) and (15) (with the equality sign)
is the boundary of the region of stahility of phasell in
the R? = (a,, b,) plane.

At 4asb, — y7, > 0, the I*-1 and || phase transi-
tions occur along the second-order PT lines. In order to
investigate the dependence of physical quantities on
external factors (temperature, pressure, average con-
centration, etc.), one should specify the phenomenol og-
ical parameters of the theory as functions of tempera-
ture, pressure, and concentration, thereby choosing a
thermodynamic path. For simplicity, we assume that
only a; depends on the external factors. For the sake of
definiteness, let a; depend only on temperature, a; =
a%T —T,), so that the thermodynamic path is a straight
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line parallel to the Oa; axis on the phase diagram
(Fig. 2).

THE BEHAVIOR OF PHYSICAL QUANTITIES
ALONG A THERMODYNAMIC PATH

The phase diagram in Fig. 1 is obtained without
specifying the OP, so that its features are determined
only by the OP symmetry properties. To investigate
physical properties of crystals at a proper ferroelastic
PT, we specify the physical meaning of the OP and
write the nonequilibrium elastic energy in the form [7]

Oy = Zaiel + :UZZCikelek (16)
+1/3! ZCijke,ejek+ ... +1/6! Zcijk,mne,ejeke,emen,

where a; is the therma expansion coefficient; C,,
Cius +++» Cijurm are the elastic moduli of all orders from
the second to the sixth; and g (i = 1,..., 6) arethe strain
tensor components in the Voigt notation: e, = u,,, & =
Uy, €3 = Uy, € = 2U,,, €5 = 2U,,, and g; = 2u,, In (16),
all possible strains are included. For the description of
those properties of phases which are determined by the
two-component OP, it issufficient to put g = 0 for i =4,
5, 6 in (16). The physical meaning of the phenomeno-
logical coefficientsin the Landau potential will become
clear when we write (16) in terms of the representation
basis components (1) and

Na = (U Uy + Uz) /43, (17)
From (1) and (17) we obtain
Ug = Nal/3=N1//6+1,/4/2,
Uy = Na/s3=N4/6-N,/42, (18)

Ug; = ﬂs/«/§+ﬂ1«/§/3
The total Landau potential, expressed in terms of (1)
and (17), takesthe form
Fy = Alg+ B|§+C|§+a1|1+a2|2+a3|3+b1|2(19)
+bzlg+V12|1|2+V13|1|3+V23|2|3+V113|§|31
where |3 = n5 asgiven by (17).

Comparing (16) with (19) gives relations between
the coefficientsinvolved in the potential F in (19) and
the isothermal elastic moduli C,, ...

A = 0.3,

B = (Cy +2Cy)/2,

» Cijiamn

C = (Cyyy + Cpps+ 3C13,)/34/3,
a; = (Cy—Cp)/2,
8, = (2Cyy4 —4Cyyp, + Cyyp)/16,

(20)



a3 = C1’I1111 _C1’I1'I17 + C’I11’I77_C111?77=

b, = (2Cyy, + 2C123—30112)/6«/6,
b2 = C'I'I'l'l'l'l_C1'|1'|17_C'|'|1'|77+2C'|'|'|777

+ Ci11103 — Cr11003 + Crao0s3/3,
Yi2 = (5C11111 = 5C1110 + Cra1
+2Cy45— C11223)/6«/6:

Yiz = (2Cyyy — C123)/2«/§,

Y2z = (2Cllll - C1112 - C1122 + 2C1231)/6'\/éf
Yus = (1OC11111 - 4'C11112 + 2(:11122

—2C5 t+ C11223)/4«/:_3-

In what follows, we assume that, in the cubic phase,
B>0,C>0, and a = 0 over the entire range of the
external parameters.

We investigate the behavior of the physical parame-
ters of the crystal along four thermodynamic paths (see
Fig. 1) inthecasewherey;,>0anda, = a3 (T—T,). The
following results are obtained.

(21)

(1) b{Y < 0, there occurs the sequence of PTs
0l 1+ 2y

2 < b? < b? the PT sequence
08 1, —1; &y
B b < b < b], the PT sequence

02 1;9; 2y,

@ b > bl the PT sequence 0 2 1; & 1.,

Thenumbers ® and @ indicatethat the PT isof the
first and second order, respectively. The physical quan-
tities show anomalous behavior along dot-and-dash
linesin Fig. 1, athough there is no phase transition in
this “supercritical” region. In each phase, the effective
elastic moduli are given by

X = 0°D/OUL, = D1,/6 + Dpl2 + Dyg/3
- (DIZ/’\/é - q313,\/§/3 + ¢23«/§/3,
Ch = 0°D/0U;, = Dy /6+ Dpy/2 + Dyy/3
+ (Dlzlz\/é - ¢13/\/§/3 - q)23/\/§/3,
% = 0°DIOUS, = 20,/3+ 20,5./2/3 + Dyf3,
% = 0°®/du,,du,,
= /6 — Dpyl2 + Dg/3— D 15./2/3,
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* = 0°®/u,,du,
=~y /3+ Dye/3+ Do/ 3+ Da/3./2 + Dl /6,

5 = 0°®/du,du,,
= —q311/3 + q)33/3 - chZ/'\/é + q)13/3/\/§ - q)zglz\/é,
where ®; = 02d/dn;dn; andi,j =1, 2, 3.

Expressions (22) give C};, asafunction of the exter-

nal parameters for each of the phases. It should be
noted that the combinations of the elastic moduli, dic-
tated by symmetry rather than the moduli themselves,
commonly show anomalous behavior. Indeed, the crys-
tal becomes unstable against deformation when one of
the eigenval ues of the elastic-modulus matrix vanishes.

In the cubic phase, we have

(22)

ns=n:=ns=0,

0

o o (23)
U = Uy = Uy = 0,

and the “ symmetry-dictated” combinations of the elas-
tic moduli are
A = CY, +2C), = 2B, 24
AS = C,—-CY, = 2a, = 2a)(T-T,).

In the tetragonal phases I* (n; > 0) and I~ (n; < 0),
three types of domains are possible,

1) Ug = Uy = —N1//6+n3/43,
Uy, = 2n1//6+n3/.3,
2) Uy = Uy = —n1//6+n3/43,
Uy = 2n1/4/6+n3/./3,
3) U = Uy, = —N1//6+13/./3,
Uy, = 2N1/4/6+n3/4/3,

where r]g is determined from the condition 0F/dn;=0
an; =0,

(25)

N = [=y1s(n; +N2) —V25(Ni —3N1N3)
—Vus(ni+n3)’1/2B.

Therelative change in volume for the phases I* isgiven
by the equilibrium value ],

(26)

AV./Vo =14
T2 : 0 3T 2 27)
= —(N1) [Y1z3—VY23N1 + Yuz(N1) 1/(Cyy + 2Cyy),
PHYSICS OF THE SOLID STATE Vol. 42 No.2 2000
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where r]I is the equilibrium value of the OP in the
phases I¥, which is found from the equation of state

* 2 * 3
2a, + 3b1n1 +4a; (WI) + 5V12(r]D

(28)
+6(a% +b5)(n1)’ = 0,
with
a; = az—Vis/‘lB, Yi2 = Yi2—VY1sY23/2B,
by = by—V5/4B, a% = a;—Yi3y113/2B.

Equation (28) coincides with the equation of state (8),
in which the coefficients are replaced by their renor-

malized values a3 , b} , a3 , and y7,.
Theeigenvalues A are given by

A, = C;,—Cy, = 8°®/dn, (29)
2
Ay = {(CL+Cp+Cg) £[(Cl; + C,—Cy)

2 .12

+8C%] }/2 = {(°®/an5+d°®/and)  (30)

+ [(9°®/an2 + d*d/an) —4n] Y 12,

where A = (820/0n3)(8?®/dn>) — (92P/dn40n,)? and
C;, ae the elastic moduli in the phases I*. It follows

from (29) that the condition A; = O determines the
boundary of the stability region of the orthorhombic
phase on the phase diagram. The condition A = O deter-
mines the stability limits of the phases |* and theregion

of coexistence of the isostructural phases 1; and I.

When the external parameters are varied along the
thermodynamic path a, = a,(T—T,), b{" <0,0<b{" <
b (Fig. 1), the equation of state (28) has only one
solution, corresponding to the stable state of the phase
I* (b, <0) or I~ (b, > 0). This solution may be written as
N1 = Ne (T) +nT, where only the first term

No(T) = [-3b, + (9b}—32a,35) /885 (31)
is dependent on the external factors, whereas n' is
determined by higher-order termsin the Landau poten-
tial and is independent of the external factors. There-
fore, the key features of the anomalous behavior of
physical parameters of the crystal are determined by the

temperature dependence of r]g
* * v
No(T) = 3nglr {1+ [(TF =T)/(Tx =T)]1"*}/4,(32)
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Tw = To+bi/dasag, T¢ = T+ 9bi/32a3 a, G

No|r, = —by/2a3, nolr; = —3by/8a3,

where T, is the temperature at which the 0-* phase
transition occurs, and Tg is the temperature at which

the phases |* become ungtable, i.e., A = 0 [see the text
below (30)],

A = 2B(3b; +8a35Ng)Ng

= 2B(3b,/8a,) {[(Ts ~T/(T: - T (39)
+(Te -DI(TE -To)}

The symmetry-dictated combinations of elastic moduli
are

A1 = Cp—Cj, = -9bing
- T * * 12
= =27bino|r {1+ [(TE -TH(TE =T 4,
(Cii—Cp)lr, = —9bi/2a, @)
(C1,—CL)|r. = 27bi/8a,.

From (35) it followsthat, at the temperature T} , where
the phases I* lose their stability, the combination CL -
C1, undergoes ajump

(C1,—C1,)

T _(Cgl_C22)|TC* = 45b7/16a,.

The two other eigenvalues, A, and A3, have the follow-
ing form in the vicinity of the PT, A —~ O:
A; = 2C; + Cp = AI[2(2Cy + Cyp)], )
A3 = A/[2(2CY, + C)].

It follows from (36) that one of these eigenvalues
has the following temperature dependence:

2
Az = [9(Chy + 2C1,)/64(2C3, + Ch)](Nolt,) -
x{[(TF =T)(TE =T+ (TE =T)(TE =T}
From (37) weobtainthat, at T —» T} ,

A O(TE-T)", (38)

while at the PT point T, where (Tg —T)/(Tz = To) =
/9, we have

As = [(Chy +2C%,)/16(2C; + Co)I(No| ). (39)
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Fig. 2. Temperature dependences of (a) equilibrium values
F of the Landau potential (19), (b) the lattice parameters a
and c and (c) elastic-modulus combinations A1 and A3 for a
thermodynamic path b(ll) <0. Theline designations: 1isa

line corresponding to equilibrium values of the free energy
of stable phases, 2 is a line corresponding to equilibrium
values of thefree energy of metastable phases, and 3isaline
corresponding to the maximum values F(T) of the nonequi-
librium potential (19).

The symmetry-dictated combination
Ci—Cip = (Cpy + C, + 2C5 - 4C1,)/3

= 9°®/an?,

was discussed in detail in [7]. In accordance with [7],
the elastic moduli are marked with an overscribed bar
in (40). In the tetragonal phase we have

°®/an?

(40)

1+ = No(3b; +8a,ng)

T
(41)
T *
= 4r]0|-|—(1_a2/a2)

Thus, at Y5 # 0, the combination C1; — C1, goes soft,
but remains nonzero at T .

Figure 2 shows the temperature dependences of the
equilibrium values F(T) of the Landau potential (19),
and also Uy, = Uy, (T), U4(T), Ay(T), and A4(T) for ather-

modynamic path with b{” < 0. At 0 < b{") < b, the
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results for the phases 0 and | are similar to those pre-
sented above. In Fig. 2a, point G, is the intersection
point of two branches of the temperature dependence of
the equilibrium free energy; solid lines correspond to
the stable phases 0 and I*, between which a phase tran-
sition occurs at point G,. Lines Q;G, and Q,G, corre-
spond to the equilibrium energy of the phases 0 and I*
in a metastable state. The end points of these lines Q;
and Q,, which are cuspidal points of the ®(T) line,
determine the maximum temperature width of the PT
hysteresis between the 0 and I+ phases. Figure 2b shows
the temperature dependences of the lattice parameters ay,

a’ = ag(1 + Uy, ) (With uy, = uj,), and ¢ = co(1 + uy,).
The elastic-modulus combinations A%(T), }\I(T), and

)\g (T) asfunctions of temperature are shown in Fig. 2c.
It is seen from Figs. 2b and 2c that the temperature
dependences of al the physical characteristics exhibit a
jump at the first-order PT temperature between the 0
and I* phases in accordance with the general consider-
ation.

When the thermodynamic path passesfar from point
Q (Fig. 1), the temperature dependence of physical
characteristics is monotonic in the phase I*. However,
this dependence ceases to be monotonic in the vicinity
of the critical point Q. Figure 3 shows the temperature
dependence of physical quantities along a thermody-

namic path for which b} < b{? < b?. Both the lattice
parameters and elastic moduli are seen to exhibit the
“supercritical” behavior along this path; namely, their
temperature dependence becomes nonmonotonic. In
Fig. 1, curve QABQ' is constructed, which determines
the extremum points in the temperature dependence of

)\g (T); namely, the extremum points correspond to the

intersection points of the thermodynamic path and this
line. In Fig. 1, for example, point K corresponds to a
maximum of A(T) and point M, to its minimum. In
Fig. 3c, these points K and M correspond to T,,,, and
Triny respectively. Inthe vicinity of T =T,;;,,, the lattice
parameters aso exhibit nonmonotonic change
(Fig. 3b): a(T) has a maximum and c(T) has a mini-
mum. In the I~ phase (c/a < 1), A; becomes soft at T =

Torins Whereas A o(T) = CJ; — CJ, reaches its maximum
a this point (Fig. 3c). As the thermodynamic path
approaches b, = bf, the anomalies become more and
more pronounced, and at b, = b and T=Ty = af/ag +

TcAs, the quantity A; vanishes. In the vicinity of Ty,
(T — Tg), we have
A O|T=Tg*. (42)

For thermodynamic paths for which bS < b$® < b]
(Fig. 1), an isostructural PT occurs at points of the QT
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F
@
r 0
a,c
—_ ®
r 0
a
I
8
©
e A
> 0
c 2O
T, T, T, T

min max pt

Fig. 3. Temperature dependences of the same physical quan-
tities as in Fig. 2, but along a thermodynamic path

0<b? <pf.

line. In Fig. 4a, the temperature T, of the isostructural
PT is given by the abscissa of point G;. The isostruc-
tural PT is of the first order; the jump in the order
parameter dueto this phasetransition increasesin value
along line QT from zero (at b = b‘f) to its maximum
value at the three-phase point T,

ANy, = [3yi —8ay(al +b3)]1  /4(as + by). (43)

When the thermodynamic path moves away from the
critical pointQtob, = b? , the quantity A4(T) hasamax-
imum as a function of temperature. This maximum is

absent when b? < b, < by, and in this case, the isos-
tructural PT is not accompanied by softening of the A;
the “softening” takes place for the metastable solution
with decreasing temperature and, hence, it may mani-
fest itself in hysteresis phenomena (with rapid enough
temperature variations). The A;(T) dependence shows a
positive jump as the temperature is decreased (Fig. 4c).
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Fig. 4. Temperature dependences of the same physical quan-
tities as in Fig. 2, but along a thermodynamic path

bS <by <b; .

MANIFESTATIONS OF THE ISOSTRUCTURAL
PHASE TRANSITION IN ACOUSTIC
PHENOMENA

The dependence of the velacity of sound of different
polarization is most commonly used to reveal the effect
of external factors on the elastic moduli C;,, athough
only certain linear combinations can be measured in
most cases. In particular, the dependence of A; on the
external factors described in this paper must manifest
itself in the velocity of longitudinal sound propagating
along the inherent direction of the crystal and, there-
fore, not breaking the symmetry of the tetragonal
phase. As far as we know, no direct measurements of
this quantity have been made on cubic crystals under-
going a proper ferroelastic phase transition to a tetrag-
ona phase. The velacity of longitudinal sound as a
function of temperature was measured, for example, in
orthoclase and sanidine [18, 19]. It was found that, as
the temperature is increased, the velocity of longitudi-
nal sound along the b axis (twofold axis of symmetry)
first decreases, then passes through a minimum, and
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increases in both orthoclase and sanidine in a single-
phase region. In both the cases, the minimum was
reached in the temperature range 400-440°C.
Orthoclase and sanidine crystals have low (mono-
clinic) symmetry. However, as shown in [10, 11], these
crystals, aswell asall SiO, oxides, have the same cubic
prototype phase (the structure from which, for exam-
ple, al SIO, oxides can be obtained as its derivatives).

This common prototype phase has the Oﬁ symmetry,

and the symmetry of orthoclase and sanidine can be
obtained by an antiferroelectric displacement of atoms
within a unit cell and its distortion described by two
order parameters, e, and e,. Based on these results, one
may suppose that the cause of the nonmonotonic tem-
perature dependence of the sound vel ocity in orthoclase
and sanidine is a symmetry-dictated isostructural phase
trangition in the crystal associated with a ferroelastic
phase transition in the prototype phase.

From the theory developed in this paper, it follows
that theisostructural PT isdictated by symmetry in this
case. Sanidine and orthoclase have a common proto-
type phase and the same order parameter; thisistherea-
son why the nonmonotonic temperature dependence of
the sound velocity takes place in these materials at
about the same temperature. If thisinterpretation of the
temperature dependence of the sound velocity is true,
then in this temperature range changes must occur in
the lattice parameters [see (3) and (4)] and Debye-
Waller temperature factors related to each other.
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Abstract—Single-crystal plates of different sections of the (NH,);ScFg crystal have been investigated by polar-
ization-optical microscopy and X-ray diffraction over a wide temperature range, including the temperatures
of two known phase transitions and the third transition found recently. It is established that the symmetry of

phases changes in the following sequence: Oﬁ —Fm3m(Z=4)~— Cgh —-P12,/n1(Z=2)~— Cgh —112/m1
(Z2=16) — Ci1 —11 (Z = 16). © 2000 MAIK “ Nauka/Interperiodica’ .

The crystals A;M3 X, with the cryolite structure
(space group Fm3m, Z = 4) belong to one of the related
families of perovskite-like compounds. The three-
dimensional crystal framework of these compounds is
formed by the AX; and M3*X, octahedra shared by
their vertices, and the polyhedra arranged between
these octahedra are occupied by the A* cations. As a
rule, fluoride crystals with the atomic cations A*
undergo structural phase transitions at sufficiently high
temperatures, which makes their detailed exploration
difficult. In this respect, the ammonium compounds (in
which phase transitions have been found rather
recently) are more attractive objects of investigations.
In many cases, the presence of ammonium in the struc-
ture considerably decreases the temperature at which
the cubic phase remains stable in these compounds
[1-8].

By now, it has been established that, in the majority
of ammonium cryalites, the transitions from the cubic
phase are associated with the change in the orienta-
tional motion of two structural groups: (NH,)* and
(MFg)®*. The temperature at which the cubic phase
loses its stability depends on the size of the M3* ion.
This factor also determines the sequence of changesin
the symmetry upon phase transitions observed in crys-
tals. The compoundswith asmall radius of trivalent ion

(RS < R¥) undergo only one phase transformation
into the triclinic phase with the hypothetical symmetry
P1 [6, 8]. The compounds with |arger-sized cations (Sc

or In) are characterized by two phase transitions [8].
More recent research on the heat capacity of the

(NH,);ScF; polycrystalline samples by the adiabatic

calorimetry revealed three anomalies at temperatures
T,=330K, T,=293K, and T; = 243 K [9].

In[8], the symmetry of this crystal was found to be
cubic (Fm3m, Z = 4) at temperatures above T, and mon-
oclinic (P2,/n, Z = 2) a 290 K. The X-ray diffraction
analysis of the powders at temperatures corresponding
to the Gy, G;, and G, phases showed a substantial split-
ting of reflections in the diffraction patterns upon tran-
sition from the cubic phase, even though no abrupt
change were observed in the volume. However, the
transition from the G, phaseat T, (T, = 290 K) was not
accompanied by changes in the number of reflections
and their intensities.

It should be noted that the X-ray diffraction investi-
gations of small-scale structural distortions and
changesin the symmetry in perovskite-like crystals are
more efficient with single-crystal samples rather than
with powders, because the single-crystal experiments
provide more detailed information. Actually, acomplex
sequence of the symmetry changes was revealed in
elpasolites upon twinning of their structure when
studying the X-ray reflections of oriented single-crystal
plates [10, 11]. In this respect, the purpose of the
present work was to confirm the existence of three
phasetransitionsfound in[9] and to determinethe sym-
metry of distorted phases of the (NH,);ScF cryalite.

1. EXPERIMENTAL

The (NH,);ScF, compound was synthesized from
equivalent amounts of NH,F and Sc,0; in HF (10%).

1063-7834/00/4202-0345%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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[100]

Fig. 1. Photographs of the twinned structure and a scheme of twinning in the (100) o section of the (NH,4)3ScFg crystal at room tem-

perature.

Large-sized faceted single crystals were grown by the
slow controlled evaporation of aneutral saturated aque-
ous solution at atemperature of 305 K for 8 months.

X-ray diffraction analysis of the (NH,);ScF; crystal
was carried out on aDRON-2.0 diffractometer equipped
with URNT-180 low-temperature and GPVT-2000
high-temperature attachments (CuK, radiation, graph-
ite monochromator) over a wide range of temperatures
(120360 K). Single-crystal plates of the (100),,
(110)y, and (111), sections and the powders prepared
from the (NH,);ScF; single crystals were used as sam-
ples (heresfter, the subscript in the designation of
planes and directions indicates the type of the crystal
phase).

2. RESULTS

Thin crystal plates of different crystallographic sec-
tions were examined under a polarizing microscope. At
asamplethickness of 0.1 mm and more, only one phase
transition from the cubic phase can be observed at
T, 1 =326 K (T; + =328 K) upon cooling. Thistransi-
tion is attended by the appearance of crystal twins and

PHYSICS OF THE SOLID STATE Vol. 42

cracking. In the polarized light, the studied sample at
room temperature has a complex interlacing twinned
structure. A further cooling below T, and T; does not
bring about additional changes in the twinning picture;
and only when the sample thicknessis chosen to be less
than 0.5 mm, there appear extended single-domain
regions characterized by a clear-cut extinction, in
which al three phase transitions take place. Simple
observationsin polarized light clearly demonstrate only
two phasetransitions. Thetwinned structure arisesat T,
and becomes more complex at temperatures below Ts.
No changes are observed at temperature T = T,

At room temperature, the thin sample of the (100),
section is characterized by twin boundaries aong the
[100], and [110], directions (Fig. 1). The twins
observed can be classified into three types. (1) the
extinction direction along [110], in the G; and G,
phases (twin 1), (2) the extinction direction differsfrom
[100], by the angle ¢, and depends on the temperature
(twins 2 and 4), and (3) the extinction direction along
[100], in the G, phase and along [100], £ ¢, in the G,
phase (twin 3). Figure 2 depicts the temperature depen-
dences of the angles of rotation of the optical indicatri-
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ces ¢,(T) and ¢,(T) for different twins in the (100),
plane. The cooling below T, = 326 K resultsin a small
disorientation of the optical indicatrices 2¢, in twins 2
and 4 (¢, = 4° £ 1°). Somewhat below room tempera-
ture (T, = 290 K), the ¢, angle sharply increases and
becomes equal to 20° + 1° at temperatures about 230 K.
No changesin the twinning picture are observed in this
case. A further cooling below T; leads to the appear-
ance of additional twins. The clear-cut extinction
observed along [110], in region 1 is disturbed. The
first-order phase transition occurs with a large temper-
ature hysteresis. Note that, upon cooling, the tempera-
ture T51 of this phase transition is not constant and
depends on many factors such as the cooling rate, the
choice of the twin under observation, etc. As a result,
thetemperature hysteresisvariesin therange AT; = 30—
13 K. Upon heating, the phase transition is always
observed at T; 1+ = 230 K.

The optical observations in the polarized light indi-
cate that the (NH,);ScF; crystal undergoes phase tran-
sitions in the following order: Fm3m (Gy) <—— mono-
clinic (G;) =— monoclinic (G,) ~—— triclinic (Gy). As
follows from the extinctions in twins, the twofold axis
in the G; and G, monaoclinic phases lies aong the
[110], direction.

The changes observed in the X-ray diffraction pro-
files of single-crystal plates and the splittings of reflec-
tionsin the powder diffraction patterns at different tem-
peratures (see table) suggest at least two phase transi-
tionsat T, + =328K and T; + =230 K. Theinitial phase
G, isthe cubic modification with the face-centered unit
cell F. Theunit cell parametersat 353 K arelisted inthe
table. According to the splittings of the main reflec-
tions, the monoclinic symmetry is assigned to the G,
and G, distorted phases, and the triclinic symmetry, to
the G; phase.

The cooling below T, (G, phase) givesrise to a set
of the (hk0) and (hkl) superstructure reflections, for
whichthesums (h+Kk), (h+1), and (k + I) are odd num-
bers. Among the (h00) and (hhO) reflections, only the
reflections with the even indices h are observed (the h,
k, and | indices of reflections are chosen with respect to
the axes in the unit cell of the G, cubic phase).
Although the splittings of reflectionsin the temperature
ranges T,—T, and T,—T; virtually coincide and do not
indicate phase transitions, apart from the aready
observed reflections, one can see the superstructure
reflections (h + /2, h + 1/2, h + 1/2), (h00), and (hhO)
(where his any integer number) at temperatures below
T,. The superstructure reflections found in the G; and
G, phases are also observed in the low-symmetry phase
Gs;. The splitting of reflections and the appearance of
superstructure reflections clearly demonstrate the exist-
ence of three phase transitions.

The temperature dependences of the linear and
angular unit-cell parameters for the Gy, G;, G,, and G,

PHYSICS OF THE SOLID STATE Vol. 42 No. 2

2000

347
b1, by, deg
40
201
@
0 1 1 1 Al s 1
160 200 240 280 320
T,K

Fig. 2. Temperature dependences of the angle of rotation of
the optical indicatrix for (NH4)3;ScFe.
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Fig. 3. Temperature dependences of the linear sizes and the
volume of the Bravais cell in the (NH4)3ScFg crystal. The
unit cell volumeis doubled for the G; phases and is reduced
by afactor of four for the G, and G5 phases.

phases were determined from the location of compo-
nents of the (880) reflection (Figs. 3, 4). The scheme of
the splitting of this reflection is given in the table. As
can be seen from Fig. 3, the linear unit-cell parameters
sharply change upon transition from the cubic phase to
the G, phase. An abrupt change observed in the unit-
cell volume at the same temperature is equal to 0.5%
V. No features in the behavior of the linear unit-cell
parameters are observed in the transitions at tempera-
tures T, and T5. The parameters of the monaoclinic and
triclinic unit cellsalong the a, and b, directionsvirtually
coincide. The temperature dependences of the angular
unit-cell parameters (Fig. 4) exhibit three singular



348

Crystallographic characteristics of four phases (NH4);ScFg

MEL’NIKOVA et al.

Phase Gs G, G, Gy
Space group cH1 C3.—112/m1 Con—P12,/n1 Op —Fm3m

z 16 16 2 4

Tep: K 173 273 303 353
Unit-cell parameters

a, A 12.874(-bg + Cq) 12.944(-bg + co) | 6.481(1/2(-by + ¢p)) 9.281(ay)

b; 12.875(b, + ¢p) 12.926(b, + ¢g) 6.472(1/2(bg + Co)) 9.281(by)

G 18.898(2a,) 18.860(ay) 9.408(ay) 9.281(co)

a, deg 90.19 90 20 90

B, deg 89.60 89.78 89.90 90

y, deg 90.09 90 20 90

vV, A3 3132.216 3155.522 394.618 799.308
Scheme of reflection splitting

(hoo) | | Ll 1

(hho) w |l I L 1

(hhh) - A A 1
Presence of superstructure ++ ++ + -
reflections

points at temperatures corresponding to the three phase
transitions. The temperature behavior of the angle 3(T)
(Fig. 4) is similar in character to that of the rotation
angle for the optical indicatrix ¢,(T) (Fig. 2).

3. DISCUSSION

In order to determine the space groups of the dis-
torted crystal phases, wetake into consideration thefol-

90 — o, 90 — B, 90 — y, deg
0.6

0.4 "'—'ﬂ\?\\o
. .3
0.2+ \‘T‘\M\.
2 ey
0 ~— 0+
- * *
o 0 0
—-0.2r= 8 °
1
-04 1 1 1 1 1
150 200 250 300 350
T,K

Fig. 4. Temperature dependences of the angular unit-cell
parameters of the (NH,)3;ScFg crystal: (1) 90° —a, (2) 90° —
y, and (3) 90° — .
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lowing observations: only the centrosymmetric dis-
torted phases are revealed in the family of the A;M3* X
crystals [1-11], and, as follows from the polarization-
optical experiments, the twofold axisin the G, and G,
monoclinic phases lies along the [110], direction, i.e.,
along the diagonal of the cubic cell face. These factors
substantialy reduce the number of possible space

groups from C3, to C3,, for the low-symmetry mono-
clinic phases and alow an unambiguous choice of the

Ci1 symmetry for the triclinic phase. Analysis of the
absences of structure and superstructure reflections and
also the splittings of specially chosen reflectionsin the
X-ray diffraction patterns of single-crysta plates
makes it possible to choose particular space groups of
the distorted phases. The data on the symmetry of the
(NH,);ScFg phases, sizes, and orientation of the unit
cells are summarized in the table. It should be men-
tioned that, in the conventional setting (see [12]), the
Bravais cell should be base-centered in the G, mono-
clinic phase and simplein the G, triclinic phases. How-
ever, for convenience, we chose the body-centered unit
cells for the G, and G; phases. Asis seen, the volume
of the Bravais cell istwo times smaller in the G, phase
and it is four times larger in the G, and G; phases as
compared to the unit-cell volumein the G, phase. At the
same time, the primitive cellsin the G,, G,, G,, and G,
phases contain 1, 2, 8, and 8 formulaunits, respectively.
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Now, let us consider the probable pattern of struc-
tural distortionsin the (NH,);ScF crystal. For this pur-
pose, we invoke the data of recent calorimetric [9] and
NMR investigations of cryolites with M3 = Ga, V, Fe,
and In [7]. Reasoning from the results obtained in the
works [7, 9], it can be concluded that the phase transi-
tions in the scandium cryolite are accompanied by
transformations of the order—disorder type. The phase
transition at temperature T, is associated with a partial
ordering of the Sckg rigid octahedral groups and the
ordering of the NH, tetrahedral groups. The complete
ordering of the ScFg octahedrais observed at T,. Most
likely, the octahedral and tetrahedral groups in the G,
and G; phases are compl etely ordered, and these phases
differ only in the degree of distortions of the unit cells.
The change in the entropy upon complete ordering of
octahedra and tetrahedral groupsisAS=R(In2 +In8) =
2.77R, which is in good agreement with the data
obtained in [9] for this crystal. According to [9], the
overall change in the entropy during all three phase

transitionsis ZAS =(250+ 0.18)R.
In closing, we briefly dwell on the work [8], in

which the P1 symmetry was assigned to the G5 phase.
The results of the present work complement, rather
than contradict, the datareported in [8]. In[8], the sym-
metry of the (NH,);ScF, phases was determined from
the splitting of reflections in the X-ray diffraction pat-
terns of powder samples. The tranglational symmetry is
difficult to judge from the data obtained in [8]. In the
present work, apart from the point symmetry of all the
phases, we revealed the change in the trandationa
symmetry, i.e., the Bravais lattices, which was not
found in [8].
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Abstract—The EPR spectra of a quasi-two-dimensional organic metal [Pd(dddt),]Ag; sBrs 5 contain signals
due to the spin resonance of conduction electrons (CESR) and signals due to the localized magnetic moments
of Ag®*. The system of Ag?* ions exhibits a strong indirect antiferromagnetic exchange interaction character-
ized by the Weiss constant © =—-280(25) K, which leadsto magnetic ordering at atemperature of T, = 70(10) K.
The same temperature T, corresponds to a strong anomaly in the CESR linewidth. The observed anomaly in
the CESR linewidth, aswell as some features of the temperature dependence of conductivity in the system stud-
ied, are explained by the interaction between conduction electrons and Ag?* ions localized in the anion layers
(Ted interaction) and by antiferromagnetic ordering of the spins of Ag®* magnetic ions. © 2000 MAIK

“Nauka/Interperiodica” .

INTRODUCTION

The organic metal [Pd(dddt),]Ag,sBrss [1, 2] isa
close structural analog of quasi-two-dimensiona
superconducting salts of the type (BEDT-TTF),X,
where BEDT-TTF is bis(ethylenedithiol)tetrathiaful-
valeneand X isan anion [3-5]. The crystal structure of
[Pd(dddt),]Ag, sBr5 5 comprises alternation of conduct-
ing cation layers composed of flat organic molecules
Pd(dddt), and nonconducting anion layersof Ag; sBr;e.
Formally, the molecule of [Pd(dddt),]Ag, sBrs ;s differs
from BEDT-TTF by the presence of Pd atom instead of
two central carbon atoms with double carbon bond.

The transport properties, crystal structure, and elec-
tron band structure of [Pd(dddt),]Ag, sBr5 5 were stud-
ied previoudly [1, 2]. It was established that this com-
pound exhibits conductivity of the metal type at tem-
peratures up to 1.3 K, with 0,(300K) =15 Q-t cmrtin
the conducting plane bc; the resistance anisotropy is
P./Py: ~ 600 at 300 K and rather weakly varies with the
temperature [1, 2]. The quasi-two-dimensiona (2D)
conductivity of [Pd(dddt),]Ag,sBrss, like that of the
other organic conductors of the BEDT-TTF type, is
dueto overlap of the prtorbital s of sulfur atomsbelong-
ing to each couple of neighboring organic molecules.

According to the band structure calculations [2] and
taking into account the high conductivity of
[Pd(dddt),]Ag, sBrs 5, we may suggest that [Pd(dddt),]
cation has the charge +0.5. Therefore, Ag atoms occur
in the divalent state (Ag?*) and we may expect that the
nonconducting anion layer contains magnetic ions. In

recent years, investigations of the interaction between
conduction electrons and magnetic ionslocalized in the
ionic layers of 2D organic conductors and supercon-
ductors draw a considerable interest of researchers [6—
10]. For example, it was reported that the metal—insula
tor transition in A-(BETS),FeCl, (containing Fe** mag-
netic ions in the anion layer) is completely suppressed
in the magnetic field with a strength of 100 kG [9, 10].
At the same time, interaction between the localized
magnetic moments of Fe** ions and conduction elec-
trons in ((BEDT-TTF),[Fe(C50,)3(H,0)CgHsCN] is
guite weak and this compound is characterized by a
rather high superconducting transition temperature
T.=7K[7].

We have studied the magnetic properties of
[Pd(dddt),]Ag, sBr; 5 and the interaction between mag-
netic moments and conduction electronsin this system
by EPR. Asis known, a special feature of most of the
guasi-2D organic conductors representing cation—radi-
cal sdts (BEDT-TTF, BEDO, BETYS) is a sufficiently
large electron relaxation time, which provides condi-
tions for observation of the conduction electron spin
resonance (CESR) effect [5]. However, no CESR sig-
nals from the cation salts of metal dithiolates[M(dddt),
and M(dmit),, where M is a metal] were observed pre-
viously, probably, because of a strong spin—orbit cou-
pling of conduction electrons and metal ions, related to
mixing of the d orbitals of the metal and the ligand
orbitals, which leads to considerable broadening of the
CESR line.
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Our measurements showed that the EPR spectra of
[Pd(dddt),]Ag, sBrs5 represent a superposition of the
CESR signal from the conduction electrons of cation
layers and the EPR signal from Ag?* ions localized in
the anion layers. An analysis of the temperature varia-
tion of parameters of the EPR spectra revealed an anti-
ferromagnetic phase transition in the system of local-
ized ions and showed the presence of the interaction
between conduction electrons and magnetic ions. Pre-
liminary results of thiswork were reported in [11].

SAMPLE PREPARATION AND MEASUREMENTS

The EPR spectra were measured at 9.4 GHz in the
temperature range 8-300 K using a Bruker ESP-300
spectrometer equipped with a helium flow cryostat
(Oxford Instruments). The sample response was regis-
tered as the first derivative of the absorption intensity.

The single-crystal samples of [Pd(dddt),]Ag; sBrss
were grown at the laboratory of Prof. Yagubskii
(Semenov Institute of Chemical Physics, Cher-
nogolovka) [1, 2]. The crystals had the shape of thin
plates, with the large face coinciding with the conduct-
ing bc plane. The EPR spectra were measured using
samples composed of several single-crystal plates. The
composition samples were prepared by gluing about
10 single crystals with their large face onto aflat teflon
substrate. The substrate with single crystals was placed
into an ampule filled with helium to provide for abetter
heat exchange. Most of the measurements were per-
formed with the constant magnetic field oriented in the
bc plane. For the resistance anisotropy determination,
the ampule with a composite sample was rotated about
the axis lying in the substrate plane and perpendicular
to the constant magnetic field. Control measurements
performed on separate single crystals gave approxi-
mately the same spectra as those obtained using com-
posite samples.

The magnetic susceptibility x was determined using
the integral intensity of the EPr spectrum. The X value
can be calculated for a spectral component having

Lorentzian shape and using the formula x CA Hf)pApp,
where AH,,, and A, are the width and intensity of the
EPR line. A standard for the absolute value determina-
tion was represented by CuSO, - 5H,0. The absolute
values of x at T > 160 K correspond to the magnetic
susceptibility of a system of noninteracting spins with
S=1/2 and a concentration of 1.0 = 0.5 spins per for-
mulaunit. The accuracy of measurements, albeit rather
low as aresult of considerable uncertainty of the sam-
ple mass determination, was nevertheless sufficient to
ascertain that the signal observed was not related to
some structural defects. The accuracy of determination
of the relative x values was about 3%. The fact that the
spectra measured at low temperatures contained a sin-
gle symmetric line free of the Dyson distortions indi-
cates that a sample crystal thickness was smaller than
the skin layer depth, so that the skin effect did not sig-
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Fig. 1. EPR spectra (absorption derivative) of
[Pd(dddt),]Ag, sBrss measured at various temperatures

(f=9.4 GHz).

nificantly contribute to the error of susceptibility mea-
surements.

RESULTS AND DISCUSSION

The EPR spectra(Fig. 1) contained two components
(I and 1) differing by the character of the temperature
and angular dependences of the EPR line parameters.
The spectra measured at T < 80 K contained a single
component (1), because component |1 exhibited broad-
ening with decreasing temperature and became unob-
servable. Lines | and Il can be interpreted (see below)
as the conduction electron spin resonance (CESR) sig-
nal from the cation layers and the EPR signa due to
magnetic moments of Ag?* ions localized in the anion
layers, respectively.

In poorly resolved spectra, component |1 can be sep-
arated because this line is anisotropic, while compo-
nent | is aimost perfectly isotropic. Figure 2 (curve a)
shows an EPR spectrum A(H, ¢ = 0°) measured with
the magnetic field H oriented in the crystal plane
(6 = 0°). Let the crystal be rotated by asmall angle ¢,
whereby the shape of the EPR spectrum changes
insignificantly and, to the first approximation, only
the resonance line position H,, dightly varies,
which is expressed as A (H, ¢ + Ad) = A|[H -
ApdH,/dd, ¢]. Then, Ay(H, ¢ + Ad) — Ay(H, ¢) =
(-1)(AddH, &/ dd)[0A,(H, ¢)/0H] and we may use the
A(H, ¢) spectra with isotropic (1) and anisotropic (I1)
components measured at two close orientations of the
crystal to separate a signal due the anisotropic compo-
nent A,

H

Ai(H, 9) DJ'[A(h,CIJ +4¢0)—A(h, ¢)ldh. (1)
0
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2000 3000 4000 H, G
Fig. 2. EPR spectra: (a) A(H, ¢ =0°) measured at T =100 K
with the magnetic field H oriented in the crystal plane;
(b) anisotropic component A, calculated by formula (1).

The arrow indicates a resonance field value corresponding
tog=20.
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Fig. 3. Plots of the resonance magnetic field versus temper-

aturefor (1) EPR signal from AgZ+ ions (component 11) and
(2) CESR signa (component I). The arrows indicate the
temperature of maximum magnetic susceptibility (Tiay)
and the temperature of magnetic ordering (Tg) determined
by formula (3).

Figure 2 (curve b) shows a spectrum of the anisotropic
component A, (H, ¢ = 0) calculated by formula (1) for
¢ =0°, A = 10°. It should be noted that the anisotropy
of component Il isreliably detected at temperatures up
to room temperature.
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Figure 3 shows the temperature dependence of the
resonance fields of components | and 11. Component |
is almost isotropic and has a nearly Lorentzian shape.
The temperature-independent g value g; = 2.005(5) is
closeto that of the free electron. The spin susceptibility
corresponding to this component x(CESR) (Fig. 4) is
also independent of the temperature (magnetic suscep-
tibility of the Pauli type). For these reasons, we have
interpreted component | as a CESR signa from con-
ducting cation layers of Pd(dddt)]..

Figure 4 also shows the total magnetic spin suscep-
tibility x(total) of [Pd(dddt),]Ag; sBrss. As seen, the
X(total) value measured in the 90-293-K temperature
interval exhibitsamaximum at T, = 140(10) K. Since
thelines of component || and CESR overlapat T> 100K,
we have evauated X(I1) as the difference x(Il) =
X (total)—x (CESR), assuming that x(CESR) = const. As
seen from Fig. 4, the temperature variation of x(total)
at T> 160 K iswell described by arelationship

X (total) = x(Il) + congt, 2
where
x(Il) = C/(T-0)

corresponds to the Curie-Weiss law with the Weiss
constant © = —-280(25) K.

Let us consider in more detail the interpretation of
component Il. This line may be assigned either to Pd
atoms in the Pd(dddt), cations or to Ag atoms in the
anion layer. The neighboring Pd aoms in
[Pd(dddt),] Ag, sBrs s occur at adistance of 4.16 A [2],
which is greater than the double radius of a Pd ion. If
the spins corresponding to component 11 were uncom-
pensated spins of Pd atoms, we might conclude that the
4d moments of Pd interact viathe conduction electrons.
Since the spins of component Il exhibit a strong
exchange interaction (characterized by the Weiss con-
stant = —280 K), their coupling with conduction elec-
trons would make the observation of CESR impossible
as aresult of the line broadening. Thus, the very fact of
observation of the CESR signal indicates that Pd atoms
occur in a nonmagnetic state. This conclusion agrees
with the data of Raman spectroscopy, according to
which palladium atoms in [Pd(dddt),]Ag; sBr;5 occur
in the divalent state (Pd?*) [12]. Therefore, component |1
is naturally assigned to Ag ions occurring in the anion
layersin adivalent Ag?* state (Ag** corresponding to a
spin singlet). The large value of ©, obtained by approx-
imation based on formula (2), is evidence of a strong
antiferromagnetic exchange interaction between the
magnetic moments of Ag?®* ions. The interaction is
probably mediated by Br atoms also occurring in the
anion layer. The corresponding magnetic susceptibility
X(Ag?) = x(I1) reachesmaximum at T = T, (Fig. 4).

The resonance magnetic field H,(Ag?*) is amost

constant in the temperature interval from 293 to 150 K.
As the temperature decreases, H,(Ag?") drops from
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3220(15) G a T > 150 K to 2500 G at 90 K (Fig. 3),
which corresponds to an increase in the effective g
value from g = 2.06(1) to 2.65, respectively. The devia-
tion of X(Ag®) from the Curie-Weiss law and the
change of the resonance field are explained by the
appearance and devel opment of a short-range antiferro-
magnetic order [13, 14].

The resonance linewidth AH(Ag?*) decreases from
700 G at 293 K to aminimum value of 300 G at Ty, =
100 K and then sharply grows again to 1800 G at 77 K
(Fig. 5). On further cooling of the sample, the EPR sig-
nal becomes unobservable because of the considerable
broadening. The sharp increase in the linewidth with
decreasing temperature is indicative of a cooperative
character of the magnetic ordering and can be
explained by magnetic fluctuationsin the vicinity of the
transition temperature [14-16]. In order to determine
the temperature of the antiferromagnetic ordering, we
have described the temperature dependence of
AH(Ag?) at T <90 K by an approximate relationship

AH(AG™) O (T-Ty) ™, 3)

where T, is the effective Néel temperature. For P = 1-2,
this approximation yields T, = 70(10) K. Although, as
seenin Fig. 5, the curve calculated for P = 1.5 satisfac-
torily describes the line broadening, we failed to deter-
mine the critical factor P with better precision from the
experimental data.

Relationship (3) describes the critical line broaden-
ing during the antiferromagnetic ordering in many 3D
and nonideal low-dimensional magnetic compounds
[14-16], as well as in the spin glasses [17]. As is
known, the ideal 2D and 1D Heisenberg (s = 1/2) anti-
ferromagnetics cannot feature magnetic ordering at
temperatures above zero. However, the presence of
even aweak interplanar or interchain exchangeinterac-
tion (J) allowsthe antiferromagnetic transition to take
place. For J; < J,, the transition temperature depends
only dightly on J; and is primarily determined by the
system dimensionality and the J, value [18, 19]. An
empirical criterion for determination of the magnetic
dimensionality is offered by theratio Ty/ T, Where T,
isthe temperature of the 3D antiferromagnetic ordering
and T, is the temperature of maximum susceptibility
[18, 19]: To/T,x < 0.1 for 1D magnetic systems,
0.25 < T/ Tppax < 0.5 for the 2D systems, and To/ T,k >
0.9 for the 3D magnets. In our case, Ty/ Tpa = 0.5(1),
which is characteristic of a 2D magnetic system. The
interplanar interaction J; can be related to an indirect
interaction between Ar?* ions, occurring in the neigh-
boring anion layers, mediated by the conduction elec-
trons of cation layers (r=d exchange). It should be
noted that, according to the X-ray diffraction data[1, 2],
Ag atoms are randomly arranged in the anion layers.
Therefore, the system of interacting Ag?* ions at low
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(dR4/dT)/ R, (300 K) (for Ry(T) data taken from [2]). Solid
line shows the results of calculation by formula (3) for P =
1.5and To = 70 K. The arrows indicate T and the tempera-

ture Ty of minimum linewidth of the signal from Ag?tions.

temperatures occurs in the state typical of a disordered
antiferromagnet. The magnetically ordered state may
correspond to a long-range antiferromagnetic order or
represent a state of the cluster spin glass type.
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ature Tq determined by formula (3).

Figure 5 also shows a plot of the derivative dR,/dT
versustemperature, where R, isthe resistance of asam-
ple in the direction perpendicular to the conducting
plane bc (data taken from [2]). The curve exhibits a
well pronounced maximum at T = 100(7) K, which
coincides with the temperature T,y of minimum in the
linewidth AH(Ag?*) of the EPR signal (Fig. 5). No such
extremal feature is observed in the temperature depen-
dence of py., and Ty, is only manifested by a bending
point observed at the same temperature in the plot of
the resistance anisotropy ratio p,/p,. Versus tempera-
ture[2]. Asseenin Fig. 5, the temperature Ty, at which
the above conductivity features are observed, corre-
spondsto atransition to the state of critical broadening
of the Ag®* line described by formula (3).

The maximum observed in the derivative of resis-
tance with respect to the temperature can be related to
“freezing” of the Ag?* magnetic moment fluctuations at
T <100 K, which leads to suppression of the scattering
of conduction electrons with spin reversal. A similar
change in the slope of p(T) was observed in 3D metals
in the vicinity of a temperature corresponding to their
magnetic ordering [14, 20].

The organic conductor [Pd(dddt),]Ag;sBr;s fea
tures arather seldom situation, whereby the conduction
electrons, interacting with magnetically ordered local-
ized spins, produce an electron spin resonance signal.
Figure 6 shows a plot of the CESR linewidth versus
temperature. As seen, the AH(CESR) value monotoni-
cally increases from 20 G at 8K to 540 G at 293 K. At
a temperature of the antiferromagnetic ordering of the
spins of Ag?* ions (T, = 70 K), the slope of the plot of
AH(CESR) versus temperature increases. Therefore,
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we may suggest that the change in the dlope of the
CESR linewidth at this temperature is related to the
magnetic ordering of moments of the Ag?* ions and to
a change in relaxation of the spins of conduction elec-
trons upon the antiferromagnetic ordering of the
moments of localized Ag?* ions.

The anomalies observed in the behavior of the
CESR linewidth and the electric resistance near
the temperature of the antiferromagnetic ordering of
the Ag?* ion moments are apparently caused by interac-
tion between the Ttel ectrons of the donor (cation) layers
and magnetic ions localized in the anion layers (Ted
interaction).

CONCLUSIONS

The main results obtained in this work can be sum-
marized as follows.

We have observed the phenomenon of conduction
electron spin resonance (CESR) in organic conductors
with metal dithiolate cations. It was found that the sec-
ond EPR component is due to the magnetic Ag®* ions
localized in non-conducting anion layers of
[Pd(dddt),]Ag, sBr5 5. The pattern of temperature varia

tion of the EPR signa from Ag?* ions is indicative of
development of a short-range antiferromagnetic order-
ing of the spins of Ag?* ionsat T < 140 K, which leads
to the establishing of a static antiferromagnetic order at
T, = 70(10) K. Despite the fact that Ag®* ions are ran-
domly arranged in the anion layer, the antiferromag-
netic transition exhibits a cooperative character. Large
values of the Weiss constant (—280 K) and the temper-
ature of maximum in the magnetic susceptibility
(140 K) are indicative of a strong indirect exchanged
interaction between localized Ag?* ions.

It was established that the temperature position of
maximum differential resistance in the direction per-
pendicular to the conducting layers corresponds to the
region of transition from astate with dynamic 2D short-
range antiferromagnetic order of Ag?* ionsin the anion
layers to the state of the static antiferromagnetic order.
The maximum may reflect a change in the scattering of
electrons with spin reversal upon “freezing” of the 2D
fluctuations of the magnetic moments of Ag?* ions at
T < 100 K. The static antiferromagnetic ordering of the
localized magnetic moments at T = T, is accompanied
by a change in the slope of the plot of the CESR line-
width AH(CESR) versus temperature.

The features observed in the temperature variation
of the resistance and the CESR linewidth of
[Pd(dddt),]Ag, sBr5 5 are apparently caused by the 1d
interaction between the itinerant 1t electrons of the
donor (cation) layers and magnetic 4d-Ag?* ions local-
ized in the anion layers.
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Abstract—The interaction of silicon with tantalum is studied by the Auger spectroscopy and temperature-
controlled desorption technique. It is shown that, at amonolayer coating, the adsorbed silicon atoms penetrate
into the bulk of a substrate at temperature T = 1400 K. The spectral shape and the annealing curves are
explained by the influence of the Si—Si lateral repulsion in an adsorbed layer on the desorption and diffusion
of the Si atomsinto the bulk. Some ratios between the kinetic parameters are determined from analysis of the
experimental data. Their application in numerical calculations based on the model proposed earlier makes it
possible to determine (from comparison of the calculated and experimental data) the kinetic parametersfor all
the processes of the interaction between silicon and the tantalum substrate during the temperature-controlled
desorption (desorption, transfer into the bulk, diffusion, and migration of silicon onto the surface). An ade-
guate description of the experiment is obtained only under the assumption that the diffusion at the final stages
of temperature-controlled desorption after reaching a maximum occurs within athin layer near the surface, so
that the migration of the Si atoms to the surface and desorption proceed more rapidly than their diffusion into

the bulk. © 2000 MAIK “ Nauka/lInterperiodica” .

Although the refractory metal—silicon contacts are
promising elements of high-temperature microelec-
tronics, the processes of their formation have thus far
been imperfectly understood. For this purpose, it is
common practice to examine the system “a semicon-
ductor coated with a metal layer” [1]. In studies per-
formed in our laboratory, we have dealt with the sys-
tems “a metal covered with a semiconductor layer.”
This provides a means for revealing new aspects of the
formation of near-the-surface layersin theregion of the
studied contact. The present work continuities a series
of systematic investigations of the interaction between
silicon and refractory metals (such asW, Ir, Nb, and Ta
[2-8]) by the Auger electron spectroscopy and temper-
ature-controlled desorption technique. The interaction
of silicon with tantalum was investigated by the photo-
electron spectroscopy in [9]. The diffusion of silicon
into tantalum and the silicide formation were examined
by the X-ray diffraction in [10].

In this work, we measured the spectra of tempera-
ture-controlled desorption, the Auger signals, and the
total amount of silicon remaining in a tantalum sub-
strate after the annealing of the tantalum ribbon coated
with a monolayer of silicon. The experimental data
were compared with the results of calculations of the
model system described in[11, 12]. The model system
accounts for the processes of penetrating adsorbed
atomsinto the bulk of metal, their diffusion in the bulk,
and transfer onto the surface upon temperature-con-
trolled desorption and annealing. A comparison of the
model calculation and the experimental results makesit
possible to determine the rate constants for al the pro-

cesses observed in the system and to refine their physi-
cal meaning.

1. EXPERIMENTAL TECHNIQUE

The measurements were performed by the tempera-
ture-controlled desorption technique. The desorption
products were identified using a time-of-flight mass
spectrometer. The pressure of residual gases in the
instrument was 1071° Torr. An absorbent was a textured
tantalum ribbon with the surface predominantly formed
by the (100) face 0.01 x 1.5 x 30 mminsize. Theribbon
surface was arranged within view of an ion source of
the mass spectrometer. The ribbon was cleaned from
carbon according to the standard procedure by the
annealing in an oxygen atmosphere followed by tem-
perature-controlled heating.

Silicon was deposited from small bars1 x 1 x 30 mm
in size. The silicon bars were mounted paralel to the
tantalum ribbon and then were subjected to dc heating.
The ribbon temperature was determined from the tem-
perature dependence of the resistance. This dependence
was calibrated with an optical micropyrometer. The
tantalum ribbon was heated by adirect current. Therib-
bon temperature in the course of the “flash” changed
linearly with time. The flux of Si atoms was recorded
from the flow of Si* ions, to which corresponded a
28 line in the mass spectrometer. The flux of Si atoms
onto the tantalum ribbon was calibrated by the “ quartz
balance” method.

The experiments were performed as follows. The
tantalum ribbon was heated at a temperature of 2600 K
for several seconds. Then, the temperature of ribbon

1063-7834/00/4202-0356%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. (Q) Experimental spectra of ternperaturecontrolled S/Tadesorptlon at theinitial silicon coverage 8=
In(N‘ dN/dt) on (kT) at the coverage 6, = 0.2 (dashed line) and 0.8 (solid line).
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was decreased to room temperature, silicon was depos-
ited over different time intervals, and the flash was car-
ried out. The annealing of the film with a silicon mono-
layer applied at T = 300 K was carried out at severd
temperatures T, in the range 1300-1800 K for 1 min.
Prior to measurements, we established that the silicon
desorption on the opposite side of the ribbon was
absent baoth in the course of the flash and upon anneal-
ing of the ribbon with a silicon layer applied only on
one side.

2. RESULTS

Figure 1a demonstrates the spectra of temperature-
controlled desorption at the heating rate 3 = 200 K s
and different initial silicon coverages 6, < 1 for the
Ta(100) surface. It is seen that, for al the coverages 6,,
the spectra contain only one maximum. The maximum
location and the halfwidth remain unchanged as the 6,
value increases, which is characteristic of the mono-
atomic desorption without lateral interactions in an
adsorbed layer and without diffusion of adsorbed spe-
cies into the bulk. In this case, the temperature-con-
trolled desorption is described by the Arrhenius equa-
tion with the first-order desorption. However, in our
case, the dependence L(I/KT) = In(N-dN/dt), for
which the graphs at two 6, values are depicted in
Fig. 1b, cannot be approximated by the straight line
and, hence, cannot be described by the Arrhenius equa-
tion. The slope of theinitial rectilinear portions of these
curves (at T < 1800K, i.e., /KT = 6.4 eV) decreases
with anincreaseinthe coveragefromE* = 5.4+ 0.2eV
a6,=02to E* =35+ 0.2eV at 6,=0.8. At higher
temperatures, the L(L/KT) curves become less depen-
dent on 6, and their dopes decrease as the temperature
increases up to 2200 K.

Since the spectra of temperature-controlled desorp-
tion at 6, < 1 cannot be described by the Arrhenius
equation with the first-order desorption, it would be
reasonable to consider other processes for their expla:
nation, such as, for example, the diffusion of silicon
into the bulk of a tantalum ribbon upon temperature-
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controlled desorption. In order to verify the possibility
of the diffusion process to occur, we studied the depen-
dence of theintensity of the silicon Auger signal on the
temperature T; of annealing a silicon monolayer film on
the tantalum substrate. Figure 2 displays the annealing
curves (dashed lines) drawn through the experimental
points—the temperature dependence of the intensity of
the Auger signal (curve 1) and the dependence of the
total amount of silicon remaining in the system after
annealing (curve 2). The solid line corresponds to the
theoretical approximation discussed in Section 3.

The decrease in intensity of the Auger signal 1,(T)
(curvel), whichisproportional to the silicon amountin
near-the-surface layers, occurs with an increase in the
T, temperature due to the silicon desorption during the
annealing and al so the diffusion of silicon into the bulk
of tantalum. The total amount of silicon remaining in
the system M(T,) decreases only through the desorption
in the course of annealing and can be measured by the
temperature-controlled desorption technique. Compar-
ison of curves 1 and 2 in Fig. 2 showsthat adecreasein
the silicon amount in the near-the-surface region (at T;
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1 |
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1400 1500 1600 1700
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Fig. 2. Dependences of (1) the intensity of the Auger signal
|5 and (2) total amount of silicon M(T) in a tantalum plate
after annealing for 60 s on the annealing temperature.
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Fig. 3. Experimental spectra of temperature-controlled
Si/Ta desorption at large silicon coverage 65 = (1) 1.2,
(2) 1.6, (3) 2.0, (4) 2.4, and (5) 3.2.

= 1400 K) occurs prior to the desorption and a decrease
inM(T,) (at T, = 1500 K). Thisimpliesthat, in the range
1400 < T; < 1500 K, only the diffusion of silicon into
the bulk of tantalum substrate takes place, and, at T, =
1500 K, the diffusion of silicon in the bulk is accompa-
nied by its desorption from the surface of tantalum.
Below T; < 1400 K, the silicon monolayer on the tanta-
lum surface remains stable in both processes.

Figure 3 shows the spectra of temperature-con-
trolled desorption at large silicon coverages 6, > 1. The
initial portions of the spectraat 6, = 1.2 and 1.6 (cur-
ves 1, 2) differ from those at 8, > 2 (curves 3-5). Upon
further increase in the coverage, the edges of thermode-
sorption curves 3-5 coincide, and the maxima shift
with an increase in 6, toward the high-temperature
range. This indicates the zero order of desorption,
which is characteristic of the desorption from a thick
layer of an adsorbate. Indeed, in this case, the depen-
dence of In(N1dN/dt) on (kT)* is adequately repro-
duced by the straight line with the slope E* =5.4+ 0.2
eV. Asis known [8], upon deposition of silicon on tan-
taluminthetemperaturerange 1300 < T< 1600K at the
initial coverages B, < 2, silicon is accumulated in near-
the-surface region followed by formation of the TasSi;
silicide. In the case when the deposited silicon cover-
age becomes somewhat larger, i.e., 6, = 2, the structural
phase transition from TasSi; to Ta,Si is observed in
near-the-surface region. Hence, the differences in the
initial portions of the temperature-controlled desorp-
tion curvesat 6, < 2 and 6, > 2 are likely accounted for
by the desorption of silicon from different silicides,
namely, Ta;Si; and Ta,Si. This process is accompanied
by adrastic increasein the rate of dissolution of silicon
through the silicide layer [8].

At 6, = 2, the edges of the desorption curves coin-
cide, and the maxima are shifted to the high-tempera-
ture range. The fact that the desorption rate does not
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depend on the coverage is likely due to the desorption
of silicon from the Ta,Si silicide. The activation energy
of desorption, which is found from the dependence
L(1/KT), coincides with the desorption energy at small
coverages 0, i.e., E; = 5.4 £ 0.2 eV, which indicates a
small surface concentration of silicon atoms during the
sublimation of silicide.

It should be noted that, if the temperature T,y at
which silicon was deposited on tantalum, is less than
1300 K, the shape of the temperature-controlled des-
orption curves, unlike the silicon layer on the tungsten
surface at 6, > 1 [4], does not depend on T,y both at
8, < 1and 6, > 1, even though the penetration of silicon
into tantalum at 8, > 1 occursalready at T> 700 K [8].
This means that the ultimate concentration profile
of glicon in the bulk of tantalum is achieved during
the flash.

3. COMPARISON OF EXPERIMENTAL RESULTS
AND MODEL CALCULATIONS
OF TEMPERATURE-CONTROLLED
DESORPTION

As follows from the data shown in Figs. 1-3, the
temperature-controlled desorption of Si atomsfrom the
Ta(100) surface is accompanied by the penetration of
silicon into the bulk of substrate, which occurs prior to
the desorption from the adsorbed layer. A decrease in
the slope of the initial portions of the L(L/KT) curvesin
Fig. 1Ib with an increasein 8, suggests arepulsive inter-
action between the adsorbed Si atoms on the Ta(100)
surface, which issimilar to the lateral Si—Si interaction
on the W(100) surface [4].

Therefore, in order to describe the spectra of tem-
perature-controlled desorption from submonolayer sil-
icon films on the Ta(100) surface, it is necessary to take
into account the diffusion of silicon into the bulk of
substrate and its transfer onto the surface in the course
of the flash, and aso the lateral interaction in the
adsorbed layer. The calculation of the model system for
describing the spectra of temperature-controlled des-
orption under these conditions was performed in the
earlier works [11, 12]. In these works, we dealt with a
symmetric plate of thickness 2I. Two surfaces of the
plate were coated with alayer of an adsorbate at theini-
tial coverage 6,. It was assumed that the diffusion and
desorption proceed only at T(t) = T, At the initial
instant, the volume is free from particles. In the model
(Fig. 4), thefirst subsurface layer serves as a boundary
of the remaining volume, which is treated as a contin-
uum. The motion of particles in the continuum is
characterized by the diffusion coefficient D =
Doexp(—E,,/KT). In [11], we described the set of equa-
tions for numerical solution to the problem of the con-
centration changes for particles in an adsorbed layer,
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near-the-surface layer, and in the bulk upon tempera-
ture-controlled desorption at the condition

T(t) = To+pt. )

The temperature-controlled desorption was ana-
lyzed at different ratios between the rate constant of
desorption ky, the rate constant of transition from an
adsorbed layer to near-the-surfacelayer k;, therate con-
stant of transition from near-the-surface layer to the
adsorbed layer k,, and the diffusion coefficient D(T).

An analogous problem was formulated more
recently by Mavrikakis et al. [13], who considered the
diffusion into the bulk in the course of deposition of an
adsorbate. It was demonstrated that the more slowly
proceeded the deposition, the higher the diffusion max-
imum was located in the spectrum in the high-tempera-
ture range. In our works, we assumed that the initial
coverage has already been specified, and the influence
of diffusion was studied only during the temperature-
controlled desorption. However, unlike [13], we made
allowance for the concentration changes in the subsur-
face layer at the boundary between the continuum and
adsorbed layer [11] instead of the assumption on the
guasi-stationary flow of particles at the boundary. One
of the purposes of our earlier work [11] was to deter-
mine the conditions of forming the quasi-stationary
flow at the boundary of continuum. It was shown that
the quasi-stationary flow is formed only at the final
stages of temperature-controlled desorption after
reaching a maximum in the spectrum. Moreover, in
[12], unlike [13], we aso considered the influence of
lateral interactions in an adsorbed layer on the spectra
of temperature-controlled desorption.

In the absence of latera interactions, the rate con-
stants of all the processesfollow the Arrhenius equation

k(T) = k’exp(~E/KT), 2

where k isthe preexponential factor of theith process,
and E; is the activation energy of the ith process. The
lateral interactions in the adsorbed layer result in the
dependences of ky and k; on the coverage 6(t). We took
this dependence from the lattice-gas theory [14, 15].
The spectrum of temperature-controlled desorption is
determined by the flux of desorbable particles

J(t) = —dN/dt = Ngky(T(1))8(1), 3)

(where N(t) = NB(t) is the total number of particlesin
half the plate, and N, is the number of adsorption sites
per 1 cm?), and can contain one, two, and three maxima
[11, 12]. In the presence of the lateral repulsion in an
adsorbed layer, one maximum in the spectrum can be
observed only when the repulsion affects both the des-
orption rate and the diffusion of particlesinto the bulk;
in this case, the diffusion comes before the desorption.
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Fig. 4. A schematic model of the studied system.

In order to estimate the ranges of variations in the
parametersinvolved in the calcul ation, we used the fol-
lowing findings.

(1) The dope of the dependence L(L/KT) =
In(N"*dN/dt) (Fig. 1b) at small coverages 6, — 0
determines the activation energy of desorption, that is,

E,=54+02¢eV. 4

(2) The change in the slope of the L(/KT) curve
with an increase in the coverage 6, gives an estimate of
the energy of lateral interaction w from the relationship

Ei(0) = E;(0) —zBw, (5

where z is the number of the nearest neighbors in an
adsorbed layer, and E; = E4 or E;.

The energy of the lateral interaction w can be deter-
mined using the E4(0) value found from expression (4)
and E4(1) = 4.5 eV. The latter value istaken to be close
to the heat of sublimation of silicon, because the E4(1)
energy obtained from the slope of the L(L/KT) curveis
not correct. This is explained by the fact that the tem-
perature-controlled desorption occurs, as shown above,
after the partial depletion of the adsorbed layer due to
the diffusion of silicon into the bulk. In the case of des-
orption at the coverage 6, = 1, the lateral repulsion in
the adsorbed layer should give rise to two maxima in
the spectrum of temperature-controlled desorption [14,
15]. However, the spectrum of temperature-controlled
Si/Ta desorption exhibits only one high-energy peak,
which corresponds to small coverages. Hence, from
formula (5) at z= 4, we abtain the estimate

W = 0.25+ 0.05 V. (6)

(3) The preexponential factors of the desorption
process are evaluated from the location of the maxi-
mum in the spectrum of temperature-controlled desorp-
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Table 1. Variants of the sets of parameters used in calculations

| I 1
E K’ E K’ E K’
ki | 54 | 5 | 55 | 8 | 53 7
kk | 46 | 1 | 47 | 1 | 44 5
k, | 34 | 5 | 35 | 5 | 30 7
D | 21x10° 18x10% | 16 |2x10%
ly 0.15l 0.12l 0.25l

Table 2. Fraction of siliconin substrate after anneding for 60 s
a different temperatures T; (experimental and calculated data
correspond to sets of parameters| and |11 specified in Table 1)

T, K | Experiment ! .
=1 [;=0.15l | I;=0.25
1400 1.0 0.994 0.99 1.0
1500 1.0 0.988 0.98 0.98
1600 | 0.80-0.89 0.92 0.90 0.88
1700 | 0.38-0.46 0.72 0.60 0.52
1800 0.10 0.36 0.13 0.06

tion at T, = 2060 K according to the Redhead equation
[16], which was derived without regard for diffusion
into the bulk, that is,

Ey/(KT,) = In(K3T,/B) — 3.64. 7)

Here, the dependences ky(T) and T(t) are found from
equations (1) and (2).

(4) The temperature difference between the onset of
the silicon diffusion into the tantalum substrate (T, =
1400 K) and the onset of desorption (T, = 1500 K)
specifies the lower boundary for the difference of E,
and E; according to the relationship k;(1400 K) =
k4(1500 K). By substituting formula (5) for the depen-
dences of the activation energies E; and E; on the cov-
erage into the Arrhenius equation (2) and taking into
account the fact that, at T, = 1500 K, a certain part of
the silicon coverage (about 0.18,) passes into the bulk
(Fig. 3), we obtain the expression

T
E, = (E, —o.9eozw)T—i +8,zw — KT, In(kY/K)). (8)

From thisformulaat k/k} = (1-10), w= 0.3, z= 4, and
0, = 1, it follows that

8E = E,—E, > (0.4-0.8) eV . 9)

(5) According to the theory of annealing asubmono-
layer in the presence of the diffusion into the bulk [17],
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the change in intensity of the Auger signal for impurity
particles in the surface layer at the initial instants of

annedling, i.e, att< k;l (T), is determined by therela-
tionships

IA(tv T) = |0A90[1—b(T)ﬁ],

b(T) = ky(T)~/D/[agk(T)].

Here, ayisthe lattice constant for tantalum, and A isthe
penetration depth of the Auger signal for the impurity,
which decayswith an increase in its distance x from the
surface according to the law | 5(X) = l,exp(—x/A), where
I is the intensity of the Auger signal from the mono-
layer. Comparison between the experimental data for
the Si/Ta desorption [7] and expression (10) in [17]
gives the following relationships

E,—E,=(1L9-E/2)eV;: kJki=5,  (11)

where E, isthe activation energy of the reverse transfer
of particlesfrom the bulk onto the surface, and E,isthe
activation energy of bulk migration.

Expressions (10) and (11) were derived without
regard for the fact that the coefficients ky(8, T) and
ky(6, T) depend on 6. Hence, the estimates obtained
from formulas (11) are tentative and can change with
allowance made for these dependences.

(6) In the course of our experiment, no particle
transfer to the opposite side of the ribbon 0.01 mm
thick was observed. The distributions of particles
throughout the bulk, which were calculated at different
diffusion coefficients with the parameters meeting con-
ditions (1)—5), indicate that the silicon atoms do not
reach the opposite side of the ribbon upon both anneal -
ing and temperature-controlled desorption, provided
that the diffusion coefficient islimited by theinequality

D(T) =10 "exp(-1.5 eV/KT). (12)

From the above considerations, we obtain a set of
the initial parameters, which, after additional small
variations, provide a more adeguate description for the
spectra of temperature-controlled desorption (Fig. 1)
and the annealing curves (Fig. 2). The initial sets of
kinetic parameters at different diffusion coefficients
D(T) arelistedin Table 1 (variants| and I1). The activa-
tion energies are given in eV, and the preexponential

factors are expressed in units of 10%® s for k and
cm? s for Dy,

(10)

The cdculationswith these parametersfor | = 102 cm
rather closely reproduce the main features of the spec-
trum, in particular, one maximum whose location and
halfwidth virtually do not change with changes in the
initial coverage 6, (Fig. 5). However, unlike the exper-
iment, the calculated spectrum appears to be asym-
metric in shape, and the annealing rate at high temper-
atures is considerably less than the experimental value
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Fig. 5. Calculated (a) spectra of temperature-controlled desorption and (b) function L(1/KT) at sets of parameters | (solid lines) and
I1 (dashed lines) specified in Table 1 and I, = 1 = 0.001 cm. Points connected by solid lines represent the experimental data at the

coverages (a) 8y = 0.2, 0.6, and 1.0 and (b) 8 = 0.2 and 0.8.
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Fig. 6. Thesame dataasin Fig. 5, but at |1 < | specified in Table 1.
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Fig. 7. Calculated (a) spectra of temperature-controlled desorption and (b) function L(L/KT) at set of parameters 111 specified in
Table 1. Points connected by solid lines represent the experimental data at the coverages (a) 6y = 0.2, 0.6, and 1.0 and (b) 87 =0.2

and 0.8.

(Table 2, I, =1). Thisimplies that the amount of silicon
remaining in the bulk after theannealing at T > 1700 K
is overestimated in the calculation more than three
times irrespective of the diffusion coefficients satisfy-
ing condition (12). The additional variations mentioned
above, which we produced in the found parameters, did
not eliminate this discrepancy with the experimental
data. The L(1/KT) function (Fig. 5b) in the calculation
ceases to increase and decreases at T = T, which, as
was shown in [11, 12], also indicates an increased role
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of the silicon diffusion into the bulk in our model as
compared to the experiment.

The symmetric shape of the calculated spectra can
be obtained only by assuming that the diffusion rate
drastically decreases in the bulk outside a certain layer
with thickness|; < | in thevicinity of the surface. With
this assumption, al the variants specified in Table 1
give the symmetric shape of the spectrasimilar to those
shown in Fig. 6, in which the calculated data were

2000
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obtained with the parameters of variants| and Il at |; <
I. The behavior of the L(1/KT) function (Fig. 6b) also
more closely resembles the behavior of the experimen-
tal curves. At high temperatures, the annealing pro-
ceeds more rapidly, and the discrepancy between the
calculation and the experiment is amost absent, asitis
seen from Table 2. Note that, in this variant of the the-
oretical model, restriction (12) becomes redundant.

A Dbetter fitting to the experimental data was
achieved with a certain variation in the constants (vari-
ant 111 in Table 1) (Fig. 7). Deviations from conditions
(1) in this set of parameters can result from the
approximations made in [17] and also from the con-

straint between the parameters E; and ki0 , which makes

impossible their unambiguous determination sepa-
rately from each other. The interrelation between the
parameters provides a means for describing the experi-
mental data by different sets of parameters. However,
all the found sets only dlightly differ from one another,
and, in the case of the interaction between the silicon
submonolayer and the tantalum substrate, the parame-
ters are limited by the following ranges (the activation

energiesaregivenin eV, and the k? preexponential fac-
tors are expressed as 10%3 s):

Ey=5355 k;=5-10;
E,=4447 Kk =1-8
E,=3.0-35 k=37

En=16-21 Dy=10"-10"cm’s". (13

In our model, we assumed that the diffusion rate in the
bulk of the plate decreases to zero outside thethin layer
near the surface. For the actual system, this means that
the diffusion rate of impurity particles in the bulk
depends on their concentration or their distance from
the surface. We simulated this dependence by the step-
wise decrease in D(T) down to zero at x = |, = (0.12—
0.25)I, where | is the thickness of the tantalum plate.
The roughness of this model is partly responsible for
the inexact description of the calculated dependences
dN/dt and L(1/KT) at different coverages 6. In particu-
lar, the stepwise decrease in the diffusion coefficient
leads to a more drastic decay of the high-temperature
branch of the spectrum as compared to the experiment.
The shape of the experimental curve L(1/KT) is more
adequately described by the model with the stepwise
dependence of the diffusion coefficient D(x) as com-
pared to the model without this assumption (Figs. 5, 6).
The slopes of different portions of the L(1/KT) curve
(Fig. 7), which determine the effective activation ener-
gies E;, are in reasonable agreement with the experi-
ment. The remaining quantitative discrepancies can be
accounted for by the inaccuracy of both the model and
the measurements. The data on annealing, which were
calculated with the proposed model (the last columnin
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Table2 andthe solid linein Fig. 2), a'so agreewell with
the experiment.

The above calculations showed that a set of condi-
tions (4)—(12) determines rather narrow rangesfor vari-
ations in the parameters of rate constants specified by
relationships (13).

Thus, it was demonstrated that, in the course of the
temperature flash, silicon from the submonolayer pen-
etrates into the bulk of substrate (at T = 1400 K) prior
toitsdesorption (at T = 1500 K). Thisexplainsthe pres-
ence of only one maximum in the spectrum of temper-
ature-controlled desorption of silicon from the surface
of tantalum, even with the lateral repulsion in the
adsorbed layer.

From comparison of the calculated and experimen-
tal data, it follows that the experimental bell-shaped
(almost without diffusion “tail™) spectrum can be real-
ized only when the diffusion rate is increased within a
certain layer near the surface as compared to the rest of
the system. This can be associated with the formation
of aslicide layer at T = 1600 K, which provides the
accelerated diffusion of silicon into the bulk and also a
more rapid transfer of silicon to the surface through the
layer of decomposing silicide in comparison with its
penetration farther in the bulk of pure tantalum. Thus,
the model with “reflection” of diffusing particles from
the boundary of a certain layer near the surface better
reproduces the spectrum of temperature-controlled des-
orption and the annealing rate than the model with a
constant diffusion coefficient throughout the bulk of the
ribbon.

The approximate values were determined for the
activation energies and preexponential factors of the
rate constants for all the processes of the interaction
between adsorbed silicon atoms and the tantalum sub-
Strate.
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Abstract—Computer simulation of a rough surface indicates that a relation exists between the experimentally
determined degree of roughness of interlayer boundaries and the correlation length, on the one hand, and the
characteristic width of atomic steps on thelayer interfacesin multilayered structures, on the other hand. © 2000

MAIK “ Nauka/Interperiodica” .

1. Great attention is now paid to studying magnetic
and semiconducting multilayered structures. The qual-
ity of theinterface between the layers may significantly
affect the characteristics of such “sandwiches.” In par-
ticular, in the case of magnetic multilayered structures
consisting of aternating ferromagnetic and nonmag-
netic metal layers, the roughness, i.e., the existence of
atomic steps at the interfaces, may lead under certain
conditions to the divison of magnetic layers into
domains [1]. The main parameter in this case is the
characteristic width of the steps, i.e., the characteristic
distance between two steps that locally change the
thickness of the layer by a monatomic layer.

Usually, correlated and uncorrelated roughnesses
are distinguished. In the case of the correlated rough-
ness, the steps arise at the opposite sides of the layer in
such away that its thickness proves to be unaltered on
average (Fig. 1a). In the case of the uncorrel ated rough-
ness, the steps arise independently (Fig. 1b).

As was shown in [2, 3], X-ray diffraction methods
permit one to separate these contributions to the rough-
ness and independently determine the roughness o (that
characterizes the mean-square deviation of the inter-
face from the ideal plane) and the correlation lengths &,
and &, for the correlated and uncorrelated roughnesses,
respectively. Naturally, the correlation length for the
layer thickness coincides with &,

However, the correlation length does not coincide
with the average width of steps. The aim of thiswork is
to find a relation between these two quantities at an
arbitrary value of o.

2. To this end, we performed a computer simulation
of the surface roughness. We restricted ourselves to the
case where the edges of the steps were parallel (one-
dimensional case).

A random set of steps was realized; the probability
of the creation of steps of length L was described by the

formula[4]

- 02L0
P(L) = Aexpp EL@L’ (1)
where [L[is the average length of steps, and the con-
stant A is found from the normalization condition. The
height of steps was equal to one atomic layer, and the
probability of the occurrence of each of the two direc-
tions for a jump (upward or downward) w, was
described as

w, = Aexp[—(h+1)*/s7], )

where histhe height of the previous step, and the con-
stant s characterizes the degree of roughness of the sur-
face. The value of o is unambiguously determined by
the value of s; the corresponding dependence is shown

(a)

_'_l_l_l_'_'_l_l_l_
_'_l_l_l_'_'_l_l_l_

(b)

_'_l_l_l_'_'_l_l_l_
_I_l_'_l—'_'_l_

Fig. 1. (a) Correlated and (b) uncorrelated roughnesses on
layer interfaces.
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Fig. 2. Variation of the mean-square deviation of the surface
from the ideal plane as a function of the parameter s.

inFig. 2. At small o, the deviationsfrom thelevel h=0
occur by one layer upward (h = +1) or downward
(h=-1); the steps corresponding to h = 0 occur twice
as frequently asthose with h = +1. Therefore, the value
of ois(2)Y2 Ats> 1, we have

0 = 0.254 + 0.427s, 3
i.e., o growslinearly with increasing s.
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Then, we found the correlation function K(x) =
h(0)h(x)[1 To a good accuracy, this function is approx-
imated by an exponential dependence with a correla
tion length €. For the case at hand (o ~ 1, L[> 1), the
ratio &/L00s auniversal function of o of the form

§/[L0O= (1.71+0.03)g*®¥*0%®) %)

The dependence obtained only weakly depends on the
character of the distribution P(L). For example, for
steps of afixed length, we have

§/[L0O= (1.52 +0.06)g***%%®) (5)

Thus, the results of our simulation make it possible
to determine the characteristic width of steps from
experimentally determined values of & and o.
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Abstract—The cesium submonolayer coatings on the Ga-rich GaAs(100) surface at different coverages have
been investigated by threshold photoemi ssion spectroscopy. The electronic spectra of surface states and theion-
ization energies are analyzed. At acesium coverage of about one-half the monolayer, the spectrum exhibits two
narrow adsorption-induced bands below the Fermi level. This indicates that cesium atomsinteracting with gal-
lium dimers occupy two nonequivalent positions. It is found that the gallium broken bonds are saturated at the
cesium coverage of ~0.7 monolayer, and the adsorption bonding is predominantly covalent in character. At the
coverages close to the monolayer, broad bands with energies of 1.9, 2.05, and 2.4 eV have been observed for
the first time. These bands can be associated with the excitation of cesium islands, cesium clusters, and surface
cesium plasmon, respectively. The results obtained suggest two adsorption stages characterized by the forma-
tion of strong and weak bonds. © 2000 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

For many years, the interaction of metal atoms with
a GaAs surface has attracted considerable interest,
which stems from the fundamental problems concern-
ing the formation of the metal—semiconductor interface
and extensive technical applications of these systems
[1, 2]. The high-quality GaAs(100) surface obtained by
different methods of growth and surface treatment is of
particular importance in producing the Schottky barri-
ers and photoemitters with a high quantum yield.

Recent investigations demonstrate that about ten
different reconstructions are observed on an atomically
clean GaAs(100) surface. In the general case, one can
recognize two classes of reconstructions, in which
either arsenic dimers or gallium dimers are formed. In
actually observed reconstructions, apart of atomsinthe
first layer is absent. For example, the GaAs(100) sur-
face that is formed upon annealing at a maximum pos-
sible temperature of ~600°C has the (4 x 2)/c(8 x 2)
structure with gallium dimers, in which each fourth gal -
lium dimer is absent [3]. Thisleadsto the (4 x 2) peri-
odicity. The (8 x 2) periodicity is brought about by the
spatial displacement of one row of dimers with respect
to another row. Since a quarter of galium atoms is
absent in the upper layer, their surface concentration is
equal to 3/4 of the monolayer. Note that a monolayer
(1 ML) is defined as the density of atoms on the ideal
unreconstructed surface GaAs(100) 1 x 1, and its value
is determined as 1 ML = 6.2 x 10* atoms/cm? [1, 4].
The dimerization brings about atwofold decreasein the
number of the gallium reactive broken bonds, so that
their concentration is equal to the concentration of the

surface gallium atoms, i.e., 4.6 x 10* cm (0.75 ML).
By now, it isrevea ed that the GaAs(100) surface has a
semiconductor-type electronic surface structure with
unoccupied states of Ga broken bonds and occupied
states of As broken bonds[5].

As arule, the dimeric surface structure is retained
upon adsorption of cesium atoms, and the adatoms can
occupy different nonequivalent positions (the so-called
“adsorption sites’) above dimers, between atoms in a
dimer, between dimer rows, etc. It isclear that the occu-
pation of these sites affectsthe energy characteristics of
interfaces. In the earlier works [6, 7], we established
that, upon adsorption on the dimerically reconstructed
surface Si(100) 2 x 1, the cesium atoms sequentially
occupy the adsorption sites above dimers (one type of
local interactions) and between dimer rows (another
type of local interactions). The electronic surface struc-
ture of interfaces on slicon substrates and the
GaAs(110) surface has been extensively studied by
photoemission spectroscopy. However, similar investi-
gations of the Ga-rich GaAs(100) surface were not car-
ried out. Furthermore, neither modification of the exist-
ing surface states nor new surface states arising upon
adsorption of cesium were examined. The question on
the Cs saturating coverage (estimated at 0.5 ML in [4]
and 1.0 ML in [8]) aso remains open to discussion.

In the present work, the surface photoemission
spectra and the ionization energy as functions of cover-
age for the Cd/Ga-rich GaAs(100) system were studied
for the first time. The intensity of Cs source and the
cesium coverage were evaluated with an original tech-
nique. At acoverage of ~0.5 ML, the spectrum contains
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two narrow adsorption-induced bands, which indicates
local interactions between the 6s valence states of
cesium atoms and the s—p2 orbitals of gallium broken
bonds and al so the presence of two different adsorption
sites. It was found that the development of the cesium-
induced bands is completed at a saturating coverage of
0.7 ML. This coating is stable and corresponds to the
minimum ionization energy. With a further increase in
the deposited amount of cesium, the coating becomes
unstable and readily undergoes a partial desorption
upon heating of the sample up to 100°C. At the cover-
ages close to a monolayer, the surface photoemission
spectra exhibit several broad bands with excitation
energies of 2.4, 2.05, and 1.9 eV. The nature of these
bandsislikely associated with the excitation of cesium
surface plasmon, cesium clusters, and cesium islands,
respectively. It was revealed that an increase in the
cesium coverage leads to a substantial increase in the
density of surface states in the forbidden band; how-
ever, the spectrum involves the energy gap, and the
Cs/Garrich GaAs(100) interface remains semiconduc-
tor in character over the entire coverage range under
consideration.

2. EXPERIMENTAL

In situ measurements were carried out under ultra-
high vacuum at P < 2 x 107'° Torr and room tempera-
ture. The clean GaAs(100) surface (n-type, 1017 cm3)
was obtained by the thermal elimination (~580°C) of
thin protective oxide layer formed preliminarily in a
grower. As mentioned above, this temperature treat-
ment brings about the formation of the dimerically
reconstructed (4 x 8)/¢(8 x 2) surface rich with Ga. A
high quality of the surface of this sample and the pres-
ence of dimer rows were shown by the atomic force
microscopy (AFM) (Fig. 1). The electronic properties
wereinvestigated by threshold photoemission spectros-
copy upon excitation with s- and p-polarized light [9,
10]. The method is based on the separation of bulk and
surface photoemission and also on the effect of the
near-threshold enhancement of photoemission from
surface states. The s-polarized light causes the excita-
tion of only the bulk states of a substrate with the
threshold energy hv, which corresponds to the top of
the valence band in the bulk, i.e., to the ionization
energy @. The p-polarized light brings about the excita-
tion of surface bands with the threshold energy hv,, due
to the interaction with the normal component of the
electric vector of light. In the case when the surface
band is located at the Fermi level E¢ (asin the case of
metallization) or has the low-energy edge between the
top of the valence band and the Fermi level Ef, the
threshold energies can differ appreciably, i.e, hvg >
hv,. Note that the threshold energy hv, is determined
by the location of either the Fermi level E- or the edge
of the surface band. Analysis of the surface photoemis-
sion spectra I/l allows one to determine the energy
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Fig. 1. An AFM image of the clean Ga-rich GaAs(100) sur-
face.

location of surface bands with optical resolution
(~0.02 eV) and also to reveal the presence or absence of
the energy gap in the spectrum of surface states.

3. RESULTS AND DISCUSSION

For thefirst time, we observed that the adsorption of
cesium on the Ga-rich GaAs(100) surface causes the
photoemission threshold energy to sharply increase.
Figure 2 demonstrates the threshold energies hv, = @
and hv, as functions of the cesium submonolayer cov-
erage. It can be seen that both curves have a weakly
pronounced minimum at the same coverage 6,;,. We
repeatedly determined the cesium amount at which the
saturating coverage 6., corresponds to the minimum
ionization energy @, = 1.45 €eV. In order to quantita-
tively evaluate the deposited amount of cesium, we
measured the flux rate of the Cs source. The source
intensity wasin situ determined from the ratio between
the times of the cesium deposition onto the studied
GaAs(100) surface and onto the pure W(110) surface
used as a reference surface. Both samples were ssimul-
taneously positioned in a vacuum chamber and were
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Fig. 2. Dependences of the photoemission threshold ener-
gies hvg and hv, on the Cs coverage of the Garich
GaAs(100) surface for s- and p-polarized light.
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Fig. 3. Surface photoemission spectra | /15 of the Cs/Ga-
rich GaAs(100) system at different Cs suBmonoI ayer cover-
ages.

placed under a beam of Cs atoms with the use of a
manipulator. The accuracy of setting the sample in the
same position with respect to the Cs source was con-
trolled with crossed laser beams. The calibration proce-
dure was described in detail in [6].

It was found that the cesium amount required to
produce the coverage 6,,,, is equal to (6.0 + 0.2) x
10 atoms/cm?. The amount of cesium atoms depos-
ited onto the sample surface can be converted to the sur-
face concentration of adsorbed cesium atoms only with
the known adhesion coefficient. At present, the accurate
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data for the entire range of submonolayer coverages are
not available. Hence, we can use only theresults obtained
in [11-13], according to which the adhesion coefficient is
equal to unity for the cesium deposition in the coverage
rangefrom0to 0.5 ML (3.1 x 10* atoms/cm?) and, then,
beyond this range, drastically decreases by a factor of
two or three. Therefore, the error in determination of
the cesium coverage varies from £0.02 to £0.05 ML in
the ranges 0.2-0.5 and 0.5-1.00 ML, respectively.
From the cesium amount determined, the coverage 6 =
0, was estimated at 0.70 + 0.05 ML. Consequently, it
can be concluded that the 6,,;,, saturating coverage vir-
tually coincides with the concentration of gallium
atomsin the upper surface layer.

As can be seen from Fig. 2, at coverages less than
8 = 0.5 ML, thethresholdshv,and hv, are equal to each
other; i.e., the surface states in the forbidden band are
absent. With a further increase in the coverage, the
threshold energies become different, which clearly
indicates the appearance of surface statesin the forbid-
den band above the top of the valence band. The differ-
ence between the thresholds monotonically increases
and becomesasmuch as0.18 eV at ~0.9 ML. Thissug-
gests the shift of the surface band edge toward the
Fermi level. For the cesium coverage in the range from
0.5 to 1.0 ML, the analysis of photoemission in the
immediate region of the hv, threshold shows that the
density of surface states at the Fermi level E¢ is equal
to zero; i.e., the edge of the surface band lies between
the top of the valence band and the Fermi level E.. A
detailed description of the technique employed was
given in [6, 7]. Therefore, we can make the inference
that the spectrum of surface states of the Cg/Garich
GaAs(100) interface is characterized by the energy gap,
and the metallization is absent up to the cesium mono-
layer coverage.

The surface photoemission spectra /1 at different
cesium coverages are displayed in Fig. 3. These spectra
reflect the local density of surface states below the top
of the valence band. We succeeded in identifying the
surfaces bands. Their modification during the forma-
tion of the interface was thoroughly examined. The fig-
ure demonstrates a pronounced effect of theincreasein
the density of states and also the formation of bands
induced by the cesium adsorption. It is significant that,
at the coverages less than the saturating coverage (0 <
0.7 ML), the spectra are stable for many hours. At
larger coverages, the intensity of the spectrum
decreases with an increase in the time after the deposi-
tion. Thisis caused by the desorption of cesium atoms
at room temperature. It was found that, even upon
insignificant heating of the interface up to a tempera-
ture of 100°C for 60 s, the spectratransform to the spec-
trum corresponding to 6,,, = 0.7 ML, no matter what
theinitial cesium coveragein therange 0.7-1.0 ML has
already been deposited. Therefore, the above data sug-
gest a change in the mechanism of the interaction
between the surface and adatoms and a change in the
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character of the adsorption bond during the formation
of the interface. The adsorption observed can be sepa-
rated into two stages, namely, the cesium chemisorp-
tion characterized by the formation of strong bonds and
the adsorption of weakly bound cesium.

Werevealed that thefirst stage of adsorptionis char-
acterized by the appearance of narrow surface bands
induced by the adsorption. Actually, at a coverage of
~0.6 ML, the spectrum contains two narrow (A =
0.15eV) A; and A, bands with energies of 1.75 and
1.85 eV, respectively. With adight increase in the cov-
erage up to 6 = 0.7 ML, these bands are not resolved
and correspond to a maximum at 1.8 eV (Fig. 4a).
Analysis of the spectrawith asmall coverage step dem-
onstrates that the behavior of the A; and A, bands is
similar to that of the bands corresponding to the local
interaction of cesium atoms with silicon dimers on the
Si(100)-(2 x 1) surface [6, 7]. Taking into account that
the formation of the A, and A, bands is completed at the
coverage 6., = 0.7 ML, their origin can be explained
by the local interaction of cesium atoms with gallium
dimers, which is accompanied by the saturation of all
the broken bonds on the Ga-rich GaAs(100) surface.

At the second stage of adsorption, afurther increase
inthe cesium coverage leadsto asubstantial increasein
the intensity of surface photoemission and givesriseto
several broad (A = 0.2-0.4 eV) bands in the spectrum.
The experimental surface photoemission spectrum 1,/1
for the cesium monolayer coverage and its decomposi-
tion is shown in Fig. 4b. It can be clearly seen that the
spectrum involves three new peaks B, C, and P at ener-
gies of 1.9, 2.05, and 2.4 €V, respectively. It is worth
noting that the B peak is not associated with the A; and
A, bands, which, according to detailed analysis of the
spectra, disappear at a coverage of ~0.85 ML. It should
be mentioned once again that the states corresponding
to the B, C, and P peaks are unstable and very rapidly
disappear upon slight heating of the sample. The inten-
sity of the only peak P, which is observed after the heat-
ing, decreases more than five times (Fig. 4). Asfollows
from the above results, the origin of the B, C, and P
bands can be associated with the formation of Cs—Cs
unstable complexes on the GaA s(100) surface such, for
example, as quasi-2D cesium idands or quasi-3D
cesium clusters and surface cesium plasmon. In the
study of the differential reflectivity spectra, Liebsch et
al. [14] showed that the surface cesium plasmon is
observed upon excitation of monolayer cesium film
with the p-polarized light at an energy of 2.4 €V. There
is recent indirect evidence that cesium clusters or
islands can be formed on the GaAs(100) surface [15].

Therefore, the evolution of the spectra of surface
states for the Cg/Ga-rich GaAs(100) interface indicates
two adsorption stages. This agrees with the data on the
thermal desorption of cesium from the Garich
GaAs(100) surface [16, 17]. According to our findings,
at the cesium coverage less than the saturating cover-
age, the cesium adsorption is predominantly covalent in
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Fig. 4. Surface photoemission spectra I /1 of the Cs/Ga-
rich GaAs(100) system and their decomposition for (a) the
saturating coverage 6 ~ 0.7 ML and (b) the monolayer cov-
erage®0=1ML.

character and givesrise to two induced bands below the
top of the valence band. All the gallium broken bonds
areinvolved in the adsorption, and the saturating cover-
ageisestimated at ~0.7 ML. The interface has a semi-
conductor-type electronic structure, and the metalliza-
tion can be expected only at low temperatures when the
second cesium layer can be formed. The devel opment
of the cesium-induced bands is completed at the satu-
rating coverage. Thisimpliesthe completion of thefirst
adsorption stage and the onset of the second stage char-
acterized by the unstable cesium coating with the for-
mation of weak bonds. The second stage of adsorption
is accompanied by the appearance of broad photoemis-
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sion bands in the spectra, which can be associated with
the excitation of surface cesium plasmon and the for-
mation of isolated cesium islands or cesium clusters.
The results obtai ned indicate that the Cs—Gainteraction
is stronger than the Cs—Csinteraction.
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Abstract—The theory of scanning capacitance microscopy (SCM), used in the examination of a two-dimen-
sional distribution of irregularitiesin films arranged over metallic substrates, aswell as of reliefs of conductive
surfaces, is discussed. A realistic model of SCM, which is solvable analytically, is proposed. An explicit solu-
tion of theinverse problem of irregularitiesrelief reconstruction (IRR) in SCM is obtained. The possible effects
resulting from exciting of free oscillations in the “film—stylus’ system of a sonde microscope are analyzed in

detail. © 2000 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The scanning capacitance microscopy (SCM) [1—
15] is a version of the scanning sonde microscopy,
where the value to be directly measured is the mutual
capacitance of a conductive stylus and a substrate over-
lain by a specimen under examination. Because of
modern methods being applicable for a measuring
capacity up to ~10-2° F, the space resol ution of the SCM
may be more than ~100 nm in asufficiently wide range
of frequencies.

With the SCM, in semiconductor nanostructures,
measurements of carrier concentrations were per-
formed (C-V method) [3-5] and, in metal—nitride—
oxide—semiconductor structures, the experiments on
writing and reading of high-density information were
carried out [6]. Furthermore, the series of experiments,
where the SCM was used for sounding of low-dimen-
sional systems, was performed [7-9]. Loca capaci-
tance detecting is used also in combination with the
microscopy of atomic forces[11, 12] and with the elec-
trostatic force microscopy [13].

Up to now, in the systems containing astylus and an
inhomogeneous dielectric—substrate layer, investiga
tions of an electric field and a capacitance were per-
formed usualy with numeric methods, such as the
finite-element method [14], the surface charge method
[13], and the image method [15].

In this paper, we discuss a model of the scanning
capacitance microscopy, which the following effects
take strictly into account. It is assumed that the princi-
pal component of the capacity to be measured is deter-
mined by the geometry of the system asawhole (by the
proportions and the shapes of the stylus, the substrate,
etc.) and the slowly varying function of the stylus posi-
tion. Besides, there is a contribution, which is of the
order of the stylustip sizeand, in acertain sense, is uni-
versal. This component is afunction of deviation from

the mean values of the quantities under examination
(such as permittivity, film width, etc.).

Inthiswork, by analytically solving the electrostatic
boundary praoblem, the addition to the capacity isfound
to thefirst order in the fluctuating part of the permittiv-
ity and in the function of the relief of the film surface.
This approach alows us to obtain an integral equation
of asimple form, and its solution is the solution of the
inverse problem of reconstruction of the image given
by the SCM.

THE MODEL
A. Formulation of the Problem and Basic Equations

Our consideration is based on the scheme presented
in Fig. 1. In the oblong spheroidal coordinates, which
are coupled with the Cartesian coordinates by the fol-

lowing relations
av(8°~1)(1-n®) cos¢,
aJ(8-1)(1-n”)sin,

z = ain,

(where € > 1; -1 <n <1, ¢ isthe azimutha angle, and
aisascalefactor), the stylus and substrate surfaces are
hyperboloidsn = n and n =-an, respectively. Thefilm
surface is given by the equation n = {(r), where {(r) =
(&, ¢) isthesurfacerelief function (SRF) (measuredin
units of a) with [{(r)= 0, |[¢(r)| < |dn} r = (X, y). Fur-
thermore, we supposethat 1-n > 1and dn < 1, i.e,
that the stylus and the film are thin enough. Besides, we
assumethat the film permittivity isof theforme(r, w) =
go(w) + Og(r; w), where the variable part dg(r; w) =
0g(&, ¢; w) satisfies the conditions Be(r; w)O= 0 and
|0€(r; w)| < {le(w)l, 1}

X

y

1063-7834/00/4202-0371$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Model of the SCM usual configuration. The regions
N <n<1and—1<n <-3n arecorresponded to aperfectly
conductive stylus and a substrate respectively. The stylus
expansion angle and the average film thickness are defined
by the expressions 2B = 2./2(1-1) and d = adn, wherea
isthe focus distance of hyperboloids.

For not-too-high frequency, the capacitance may be
determined by solving the boundary problem with
respect to the scalar potential u (normalized to the
known voltage between the tip and the substrate):

div[ (g, + 8e)0u] = O, )

n=¢+0

Up-5 =1 U=y =0, Ulg=g0 =0,
[(€+8€)n0u] |7 ¢ 70 = 0O, @)

where nisanormal vector to the irregular surface.

The solution of (1), (2) can be presented in the form
of a power seriesin the {(r) and d¢g(r; w) functions. In
this case, the zeroth and first power terms are harmonic
functionsin the intervals—dn<n <0and0<n<n,
and they satisfy the boundary conditions

U(O)|r1=ﬁ =1 u(0)|n=—6n =0

- ®
u@r - = [en0u]|p 2% = 0,
and
) _ @ _
ulyzi = uPlh-e = 0,
=40
SO0 ou®|" Z
n=-0 an h=0 ’ (4)
=+0 =+0
au® n _ ou®© n
[so 3 } = —[58 3 } .
ﬂ n=-0 ﬂ n=-0
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Inthefield expansion in powers of the variable parts
of the permittivity and of the SRF, the dominant term,
which represents the solution of boundary problem (3),
takes the form

© _ 1 1-n

= —1In . 5
Emin(E—m) "1+n ®

Inthisrelation, () = g5(w) aa-dn<n<0andeg(n) =1
at 0<n < n.Besides, we ignored the terms of higher

powers with respect to n and 1 — n here. Including
them would result in a shift of the resonance singul arity
in solution (5) from the point g5(w) = 0 to g4(w) =

20N
In(1-n)
model. Let us note that, in the plane z = 0 (inside the
specimen), the electric field intensity dependence on
the coordinates is similar to E© ~ (r2 + @72, i.e,, it
involves acharacteristic scale parameter a, which isthe
focus distance of the hyperboloid approximating the
stylus.

The solution of (4) can be found in the form of
expansion in the complete set of harmonics

@™ P . (EN)P 2.4 (€) for ahyperboloid, where
P is the associated Legendre function of the first kind,
m=0, =1, ...; 1> 0. The expression for the field u® is
given in the Appendix.

< 1, which is of no significance in this

B. Analysis of Free Oscillations

Aswill be shown below, at certain rel ations between
the parameters, the effects associated with excitation of
free oscillations become significant. The dispersion law
for the free oscillations is specified by the resonance
denominator (20) in expression (18) and has the form

P:n1/2+ir(6n) — PT1/2+ir(_5r])
PT1/2+ir(5r]) + PT1/2+ir(_6n)

Therefore, it was taken into account that in the region
where the resonance properties are significant, it is pos-
sibleto passto thelimit n —» 1in(20). InFig. 2, dis-
persion curves (6) are presented for several values of
the integer number m specifying the field dependence
on theangle ¢.

In the region [1201| < 1, the dispersion equation has
an asymptotic form

g(w) =

(6)

g(w) = 26r]tangg—% +iT+ m%

W (3/4+11/2-m/2)[(3/4+i1/2+m/2)
r/a+it/2-m/2)r(1/4+it/2+m/2)°
For each m, there is a critical value of the permittivity

M(3/4—m/2)I (3/4+m/2)
N(/4—m/2)[ (1/4+m/2)’

(7)

en = 2(-1)"3n
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above which it isimpossible to excite the correspond-
ing free mode. In the region [12dn| = 1, equation (6)
takes the form of the dispersion law for aplasmonin a
film [16] with a thickness adn, one of whose surfaces
borders on a perfect conductor

€o(w) = —tanhtdn. (8

Here, t/ais the wave number. In this case, the field is
mainly concentrated at the dielectric—vacuum bound-
ary, and there is no field—stylus overlapping, which
explains the degeneracy in m.

In Fig. 3, in the complex plane T, the position of the
resonance pole with m = 0 is shown schematicaly as a
function of the real part of permittivity. The range of

permittivity variation from =1 + O to ef = —0.2284n
corresponds to the region of the axialy-symmetric
freeemode existence. Therefore, in (6), taking the
ohmic damping into account resultsin the pole displac-
ing from the real axisinto the lower half-plane. Let us
note that in parallel with the ohmic damping due to the
non-zeroth imaginary part of permittivity, there isradi-
ation damping and damping due to irregularities in the
system [16]. The last one may by taken into account
only inthe second order termsin the functions {(r) and
0g(r; w). Theradiation damping is small with respect to
the parameter 1—n .

20N )
In(1-n)”
thispoleisnear the point T =—i/2. In the limit of a per-
fect metal (&, (W) = «), the pole goes through the point

At g; (w) = 0 (more precisely, €, (w) =

= -3i/2 and reaches —-3i/2 — [Br] —4} at
In(1-n)
€0 (W) =—1-0. Let us note that there is also a pole sit-

uated symmetrically about T = 0 to that investigated
above.

C. Inverse Problem

Turning to the capacity calculation, let us note that
when the system is not finite, the whole capacity is a
divergent quantity. To prevent the divergence, it is con-
venient to cut off the space domain by the spheroid
& =&, so that the capacity would be calculated by the
formula

. &uzm

a(l r])J'J'aU dqu) (9)

Insodoing, it isassumed that, intheregion & < &, the
stylus and substrate surfaces deviate from the hyper-
bolic surfacesn = n and n = —&n insignificantly, and
En> 1.

Just asit would be expected, for the zeroth approxi-
mation (5), the capacity C© ~ & ,,, calculated by (9), is
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Fig. 2. Resonance permittivity versus the parameter T for
several values of min the absence of absorption (T is the
parameter of eigenfunctionsin problem (1), (2)). The value
of the film thickness parameter is dn = 0.25 (see Fig. 1).

0 T
go(w) =—0.2280n
—i/2F
gy(w) =0
go(w) =
=3i2|
W) =-1-0

Fig. 3. Trajectory of the resonance pole 1q in the complex
plane of the eigenfunction parameter as the real part of the

permittivity €, (w) isvaried.

equivalent to & , and it diverges with the parameter &
being increased. The actua value of the capacity is
determined not only by thetip of the stylus, but aso by
the sizes of the whole stylus, substrate, etc.

It is the addition to the capacity due to the varying
components of the permittivity and of the surface relief
function (SRF) that isof primeinterest. A displacement
of the stylus relative to the substrate reduces to change
(r)y by n(r —r") and d¢(r'; w) by dg(r —r'; w), so that
the contribution in CY, linear in these functions, trans-
forms to CO(r). Let us note that, in this case, C©, as
well as the cutting parameter, become slowly varying
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Fig. 4. Kernel amplitude versus the real part of the permit-
tivity in the inverse problem (a = 500 nm, 1— N = 107,
3n=0.25, &4 = 10 and &g (w) = 0.04).

functions of coordinates in the film plane with the
inherent space scale =¢ ;.

In the potential u® expansion (17), in terms of func-
tions harmonic inside and outside the hyperboloid, only
the axially-symmetric term (with m = 0) makes a con-
tribution into the function C(r). To separate the fast
dependence, it is sufficient to calculate the dominant
term of the asymptotic expansion C)(r) in powers of
the parameter & > 1. Thisis equivalent to the single-
pole approximation in integration with respect to T in
(9) and (17), when only the principal pole of the inte-
grand is taken into consideration, for which the dis-
tanceto theline Imt = 0isminimal. Therefore, the con-
tributions from other poles would have additional fac-

tors of the type &, , wherea < 0.

In calculating the correction to the capacity, two fol-
lowing cases may be differentiated.

(i) When the real part of the permittivity &, (w) <-1

or €, (w) > 0, then the poles T = +i/2 make the main
contribution into the expression under consideration, so
that

C(l)(r) = Idr'ﬂfl(r—r',r)

x [€o(w)(€g(w) —1)(r") +3Nnde(r'; w)l,
where

(10)

2

1 a
meg(@)In’(1=R)./(r —r)? + &
(i) If =1 < &4 (w) < O, then, as it was noted above
(see dso Fig. 3), the poles T = £i/2 are located farther
from the real axis than the pair of resonance poles 1,
a m=0. The location of the last ones may be deter-

mined from (6), and in regions corresponding to
asymptotics (7) and (8), the following equations arise,

(11)
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which couple the capacity with the varying components
of the permittivity and of the SRF:

C(l)(r) = J’dr'?]fz(r —r'r)
x [(go(w) — 1) arctanhey(w){(r') + dNde(r'; w)],

where

(12)

1/2—-i1,

a*(28 (r))

A (r —r')2+a2
0 a 0
><P_1/2+iroD /—(r r')2+a2D

Here, at |12 8n| < 1 (intheintervals—0.2285n < €4(w) <0
or 0 < —gy (w) — 0.2283n< 1), the value 1, is deter-
mined from equation (7) with m=0, and at |t¢ dn| = 1
(intheinterval -1 < g; (w) < —./dn), it is determined

from (8). In these intervals, the function F, has the fol-
lowing form:

At|t?dn| <1

JHy = Fy(tp)

(13)

J2
TiEo(w)dN IN“(1-1)
T(/4-iv/2QT (1/4+i1/2)T (-1/2 +i1)
r(it)
x [Y(3/4—i1/2) - P(3/4+i1/2)
+Y(1/4+i1/2) - p(l/4—-it/2)]
where U is the digamma function.
At|t?n| =1

Fo(1) =

(14)

(1+i)cosh’tdn T2
©¥n°In°(1-1)

Fa(T) = (15)

D. Discussion

The solution of the integral Fredholm equations of
thefirst kind, (10) or (12), represents the solution of the
inverse problem of the reconstruction of therelief irreg-
ularities in the SCM, where, from the measured local
capacitance distribution, a combination of the surface
relief function and the variable part of the permittivity
are determined. Usually, this experiment is of such a
nature that on the characteristic scale of the surface
under investigation, the variation of &,(r) may be
neglected. Therewith, in the case (ii), similar to (i), at
the large values of the cutoff parameter &, the domi-
nant term of the asymptotic expressions of the kernel I,
written in (11) and (13), is dependent only on the dif-
ferencer —r', which allows usto solve theinverse prob-
lem by the Fourier transform. Namely, in (10) and (12),
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the combination of the unknown functionsis defined by
therelation

f(g0(0))(€0(w) —1){(r) + 0N de(r; w)

ikr CP(K)
H(k) "

(16)

~ oy

where, in the intervals (i) and (ii), the function
f(ep(w)) = g4(w) isequal to f(gy(w)) = arctanhey(w) and

arctanh €, (w), respectively. The special form of the

kernel, aswell asthe fact of the mean values [{(r)Cand
[Be(r; w)being equal to zero, permitsthe existence and
the unigueness of the solution.

The dependence of the kernel maximal value [J{(0)|
(at r =r'") on the real part of the permittivity €, (w) is
shown in Fig. 4. It isnecessary to notethat in the vicin-
ity of the point €, (w) = 0, the quantity in question is
defined by the ohmic losses. Unlike (i), in the case of
normal oscillations exciting (ii), which is difficult to
realize in the SCM configuration, the kernel of the
inverse problem (12) depends on the cutoff parameter
&, This means that, in this interval, the amplitude
|H(0)| is not universal, i.e., it is defined not only by the
system geometry near the stylus tip. Moreover, in the
case of (ii), thereal and imaginary parts of the addition
to the capacity are the values of the same order. Let us

note that even at thevalue €, (W) =1+ &, 22" because
of fast decreasing of F,(1) at T — +oo (see (15)), the
contribution from the resonance pole becomes small,

and it would be necessary to take the term (11) into
account.

The investigated model alows us to consider the
inverse problem, which arises in studying the conduc-
tive surface relief by the SCM, as its special case.

Namely, from (10) and (13), in the limit €, (w) = 0, we
have

a’z(r')dr'
i (L-T)J(r =)’ +a°

The value of the addition to the capacity to be mea-
sured is proportional to the scale parameter a, which, at
the same time, is the inherent space scale of the kernel
in (10) and (12). Thisisin accordance with the fact that
the capacity measurement errors make up the principal
limitations on the space resolution in the SCM. In [2,
10], it was reported that the achievement of the space
resolution was approximately equal to 10 nm. The
behavior of the inverse problem kernel as afunction of
the coordinates is in good agreement with the experi-
mental results and the numerical calculations [6, 10,
13-15].

c¥r) = [
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APPENDIX

Intheinterval 0 < n < n, the solution of the bound-
ary problem (4) hasaform

+00

z '”"’PI[Am(r)P w2 +ie(N)

me e (17)
+ B(T)P o4 i (N IP o4 (€)dT.
Inthisrelation
— m ~ 6um(T)
Am(T) - P—1/2+ir(_n)wm(r)’
m ~ U (T) (18)
Bn(T) = _P—1/2+ir(n)on(T)’
Wn(1) = ——%—[Pi"uzm(anw P2+ (-57)]
—-1/2+it (19)
Bm(T) m m
+ ————[P_15.:(0N) = P_1/2,i:(-0N)],
I:)—1/2+i1'(0)

Wan(T) = Plzsic(N)[(80() + 1)PTy 5. (-3N)
+ (80(®) —=1)P 241 (30)]

L . @)
=P 124t (N)[(€0(w) —=1)P 35, (-0N)
+(go(w) + 1P 5, (3N)],

with
2(go(w) — 1)~
An(T) = ————=Cm(T),
= o
Bm(T) = S, ().

go(@)IN(1-1)

The functions {m (1) and dem (1), which appeared here,
arethe Fourier and Mehler—Fock-transforms[17] of the
varying components of the permittivity and the SRF,
respectively, with respect to the variables ¢ and &:

EZm( U _ 1

1 O [
O= =snhmtlM =-m—itHd =—m+it
EBs(r)D 2 15 H

(22)

21
% = IdaP @ O
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Abstract—The coadsorption of silicon and Group VI elements on the Re(1010) surface is investigated by the
high-resolution Auger spectroscopy. It is demonstrated that, upon deposition of silicon on the surface oxide or
surface sulfide, a part of silicon atoms deposited interacts with chalcogen atoms to be desorbed in the form of
SiO or SiSmolecules. Therest of silicon atoms occupy the becoming free adsorption sites, thusforming surface
silicide. The silicon atomsincorporated into the surface silicide loose their reactivity and coexist on the surface
together with adsorbed chal cogen atoms. © 2000 MAIK “ Nauka/Interperiodica” .

The coadsorption of different-type atoms on heated
transition-metal surfaces is of considerable scientific
and practical interest. This is associated with a wide
variety of physicochemical processes occurring on the
surface and also with practical importance of similar
systems. Investigations into multicomponent adsorp-
tion systems on the surface of rhenium—an effective
commercial catalyst—are essential to the understand-
ing of the processes proceeding in the course of actual
catalytic reactions [1].

In the earlier works, we have shown that the high-
temperature coadsorption of Si and C atoms causes the
displacement of carbon atoms from the surface into the
bulk of a rhenium substrate to form the solid solution
[2, 3], asisthe case on the surface of W or Mo [4, 5].
However, the coadsorption of silicon and chalcogen (S,
O) atoms on tungsten initiates quite a different process:
at high temperatures, the volatile SO or S'S molecules
are formed on the surface and undergo desorption,
while the free adsorption sites are occupied by silicon
atoms [5, 6]. In this respect, the question arises as to
whether the above processes proceed on the surface of
rhenium, whichisaGroup VIl meta, or adistinctly dif-
ferent physical pattern should be observed.

1. EXPERIMENTAL TECHNIQUE

The measurements were carried out in an ultrahigh-
vacuum Auger spectrometer (P ~ 107t Torr) [7]. The
substrate was a polycrystalline rhenium ribbon (1 x
0.02 x 40 mm in size) heated by an alternating current.
The ribbon was cleaned by ac heating under ultrahigh

vacuum at 2500 K and in an oxygen atmosphere (P, ~

107 Torr). After cleaning, only the Auger peaks of rhe-
nium were observed in the spectra taken from the rib-
bon surface. The ribbon was textured during the clean-
ing. The ribbon surface was formed predominantly by

the (1010) face with the work function ep = 5.15 eV,
whichistypical of thisfacet [8]. According tothe X-ray
diffraction data, the degree of face orientation relative
to the surface was 99.9%. The ribbon temperature was
measured by a micropyrometer; and, beyond the pyro-
metric range, it was determined by the linear extrapola
tion of the dependence of the temperature on filament
current.

Oxygen was supplied to the apparatus from a
source, in which cesium bichromate was thermally
decomposed. Hydrogen sulfide H,S was introduced in
order to apply sulfur on the surface. Silicon was depos-
ited uniformly over the entire ribbon surface from a
small bar 1 x 1 x 40 mm in size, which was placed in
parallel with the ribbon. The Auger peaks of sulfur at
the energy E = 156 eV, oxygen at E =504 eV, silicon at
E =92 eV, and atriplet of rhenium Auger peaks at E =
162-177 eV were used in measurements. For purposes
of calibration, the rhenium ribbon was placed alongside
the tungsten ribbon, which was cleaned and textured
according to the procedure described in [4].

2. OXYGEN ADSORPTION
ON THE Re(1010) SUBSTRATE

Oxygen adsorption on the Re surface was investi-
gated by different techniques (see references in [9—

11]). It is found that exposure of the Re(1010) face to
an O, atmosphere at room temperature up to saturation
causes the dissociative oxygen adsorption. However, it
should be mentioned that the data available in the liter-
ature are derived either from the measurements per-
formed with a sample cooled after heating or from the
thermodesorption spectroscopy; i.e.,, the data thus
obtained have a somewhat circumstantial character.

1063-7834/00/4202-0377$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Variation in the Auger signal of oxygen during the
stepwise (at 100 K intervals) annealing of surface rhenium
oxide. Conditions: exposure of rhenium to O, a P =

1078 Torr and T = 300 K for 100 s; annealing at each tem-
perature for 20 s.

It was necessary to obtain and, then, to attest the

coverage of the rhenium (1010) surface by oxygen at
medium temperatures T ~ 1000—1300 K. For this pur-
pose, oxygen was fed into a chamber at room tempera

ture (Po, ~ 10° Torr), and two samples, namely, the

W(100) and Re(1010) substrates, were exposed simul-
taneously for timet =100 s.

The KVV Auger lines of oxygen adsorbed on both
substrates turned out to be virtually identical in shape.
The oxygen concentration on the rhenium surface was
determined by comparing the intensities of the signals
for both substrates. |ndeed, the oxygen concentration in

the surface tungsten oxide is N\év = (0.95 + 0.05) x

10% atoms/cm?[12, 13]. Theintensity of the Auger sig-
nal from surface oxygen on rhenium is (2 £ 0.4) times

less than that on tungsten, i.e, Ni ~ (5 + 1) x

10* atoms/cm?. These estimates are likely to be valid,
because the ratio of Auger-signal intensities for clean
(W and Re) substrates corresponds to the reference
[14]. Moreover, since tungsten and rhenium are neigh-
bors in the periodic table, we can neglect the effects
associated with fast backward scattered electrons on
both substrates and can compare the amplitudes of
Auger peaks for the adsorbate as such.

Figure 1 presents the variation in intensity of the
oxygen Auger signal upon heating the rhenium sub-
strate, on which oxygen was adsorbed at room temper-
ature up to saturation. It is seen that, above T = 650 K,
the Auger signal of oxygen decreases and, at T = 800—
1250 K, remains constant. Asin the preceding case, the
concentration of adsorbed oxygen for aplateau at T =

800-1250 K (see Fig. 1) was estimated as N&° ~ (3 +

0.05) x 10% atoms/cm?. Taking into account the fact
that the surface concentration of rhenium atoms on the
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(1010) face is NR=° ~ 1.3 x 10% atoms/cm?, we can
estimate the stoichiometry of the surface oxide as
Re,O. Asis seen from Fig. 1, the complete removal of

adsorbed oxygen from the rhenium surface occurs at
T >1500K.

3. SULFUR ADSORPTION ON THE Re(1010)
SUBSTRATE

Surface sulfide Re,S with the sulfur concentration
NE® ~ (6.0 + 1) x 10% atoms/cm? is formed on the

Re(1010) surface[15]. The Re,S surface sulfideis ther-
mally stable up to T = 1300 K. At higher temperatures,
it undergoes decomposition due to the sulfur thermal
desorption. Sulfur does not penetrate into the bulk of
metal, and the accumulation of sulfur in the metal nei-
ther in the form of a solid solution nor in the form of a
bulk sulfide is observed.

4. SILICON ADSORPTION ON THE Re(1010)
SUBSTRATE

The silicon adsorption on the Re(1010) substrate
was studied in detail in our earlier work [16]. It was
found that, at T = 1350-1450 K, surface silicide of the
ReSi stoichiometry is formed on the surface, and the
adsorbate concentration is Ng ~ 1.3 x 10% atoms/cm?.
Silicon is desorbed from the surface in the temperature
range 1500-2000 K. Bulk silicides grow at lower tem-
peratures (900-1300 K). The silicide growth is always
preceded by the formation of surface silicide.

5. COADSORPTION OF SILICON
AND CHALCOGENS

The variations in intensity of the Auger signals for
silicon and sulfur upon deposition of silicon atoms on
thesurface sulfideat T=1200K aredisplayed in Fig. 2.
The curve of the silicon deposition on pure rhenium is
shown for comparison. As was demonstrated earlier
[15], under these conditions, almost all silicon atoms
that had already attained the surface remained in the
adsorbed layer until the concentration corresponding to
the surface silicide was reached.

As can be seen from Fig. 2, the presence of surface
sulfide on the rhenium substrate virtualy does not
affect the character of the curve; however, the silicon
accumulation on the surface is considerably retarded.
The time required in this case for silicon to attain the
saturation, which corresponds to the formation of sur-
facesilicide ReSi, is appreciably longer (~190 sinstead
of ~120 sfor the pure metal). The Auger signal of sulfur
decreases amost linearly with an increase in the
amount of deposited silicon, and, at t > 190 s, no sulfur
occurson the surface, sinceit iscompletely replaced by
adsorbed silicon. The Auger signal of rhenium remains

No. 2 2000
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virtually unchanged during the silicon deposition on
the surface silicide. Thisisexplained by thefact that the
substrate is shielded by both adsorbates (S and Si) very
weakly, and the elimination of sulfur is compensated
for by the presence of silicon.

Figure 3 shows the variations in intensity of the
Auger signalsfor both adsorbates upon deposition of Si
atoms on the surface oxide Re,O. It is seen that, in this
case, too, the accumulation of silicon is retarded by
approximately 25%. This is caused by the presence of
adsorbed oxygen in the form of surface oxide on the
substrate, whereas unbound oxygen is eliminated from
the adsorbed layer.

After the removal of adsorbed chalcogens from the
surface and completion of the formation of surface sili-
cide, further deposition of silicon brings about the
growth of bulk silicides [15]. However, the discussion
of thisproblem is beyond the scope of the present work.

Now, we consider in more detail the physical mean-
ing of the points depicted in Figs. 2 and 3. The question
arises as to whether these points reflect any actual sta-
tionary states of the Re-Si—O and Re-Si—S adsorption
systems, or they are merely random quantities associ-
ated with the kinetics of surface processes. In order to
clarify this question, we carried out the following
experiment. The Si atoms were deposited onto the sur-
face oxide or surface sulfide in the same fashion as in
the aforementioned cases. However, after the deposi-
tion of each amount of silicon, the sample was isother-
mally annealed, and the Auger signals from the adsor-
bates were recorded. It turned out that such an anneal-
ing brought about no significant variations in the
surface, and the concentrations of adsorbates remained
constant. In other words, all the interactions proceed
only immediately during the deposition of silicon
atoms, and, thereafter, once the atoms occupied certain
“legitimate” adsorption sites, no interaction was
observed.

6. DISCUSSION

Earlier [4, 5], we established that the deposition of
silicon on the heated W and Mo surfaces containing
adsorbed O and S atoms leads to the formation of vola-
tile diatomic SIS or SIO molecules. These molecules
are desorbed from the surface at T ~ 1100-1400 K and
carry simultaneously both silicon and chalcogen atoms
away from the surface. As this takes place, the flux of
silicon atoms impinging on the surface is divided into
two parts. the atoms, which are embedded into the sur-
face to form the surface silicide, and the atoms, which
leave the surface to carry chalcogen atoms away.

An analysis of the curves shown in Figs. 2 and 3
indicates that analogous processes should proceed on
the rhenium surface. Actually, sulfur and oxygen them-
selves can reside on the rhenium surface at 1200 K for
an indefinitely long time. The deposition of silicon
brings about an irreversible removal of sulfur and oxy-
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Fig. 3. Variations in the surface concentrations for (1) sili-

con during deposition of Si atoms on the Re(1010) substrate
at 1200 K, (2) sulfur, and (3) silicon during deposition of Si
atoms by the same flow on the surface oxide Re;,O at
1200 K. The flux density of silicon atoms is 1.2 x

1013 atoms/(cm? ).

gen from the surface, so that no subsequent annealing
can restore these atoms in the adsorbed layer, even at
the temperature of silicon desorption from the surface.
On the other hand, in both cases, the time required to
accumulate silicon on the surface in the amount corre-
sponding to the surface silicide is in good agreement
with that calculated from the particle balance on condi-
tion that volatile diatomic molecules SIS or SO
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undergo desorption. Indeed, the sulfur concentration in
the surface sulfide is approximately two times less than
the silicon concentration in the surface silicide. Hence,
in order to remove the sulfur atoms from the surface
and to form the surface silicide, the required doze of
deposited silicon atoms should be approximately
1.5times larger than that for the pure metal. For oxy-
gen, contrastingly, this difference amounts to ~25%.
This value agrees well with the low concentration of
adsorbed O atoms in the surface rhenium oxide Re,O

(N5® ~ 3.0 x 10 atoms/cm?).

Asfollowsfrom amore detailed analysis of the data
presented in Fig. 2, the silicon amount, which is
required for the complete removal of sulfur from the
rhenium surface and the subsequent formation of sur-
face silicide, is approximately 10-15% larger than the
amount expected from the exact balance of atoms on
the surface. Apparently, the part of silicon atoms reach-
ing the surface of the metal, which contains the
absorbed sulfur, penetrate from the surface into the
bulk of rhenium to form the solid solution [15]. The
balance becomes more and more exact as sulfur is
removed from the surface. The exact balance between
the S atoms impinging on the surface, the Si and S
atoms adsorbed on the surface, and the desorbed SIS
molecules is observed when the concentration of sur-
face sulfur is ~2 x 10* atoms/cm?.
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Abstract—Electron irradiation produces changes in the spectra of elementary excitations of Cg, fullerite,
which are manifested by decrease in the T+plasmon energy, bandgap width, and energies of the HOMO-LUMO
and other molecular transitions, smoothening of the corresponding spectral features, and significant growth in
the quasi continuous low-energy background intensity, the latter being indicative of an increase in the conduc-
tivity. The observed “red shifts’ are related to collectivization of a part of the 1t electrons, the formation of
chemical bonds between adjacent molecul es (polymerization), and the corresponding increase in the proportion
of sp®-hybridized electrons. Characteristic electron energy loss (EEL) spectra of an intact fullerite sample non-
perturbed by the polymerization process were measured. The EEL spectra of fullerite exhibit a multipole struc-
ture dueto the (o + m)-plasmon and reveal an exciton feature which is highly sensitive with respect to electron
irradiation and can be used to characterize theinitial fullerite structure and to indicate the polymerization onset.

© 2000 MAIK * Nauka/Interperiodica” .

INTRODUCTION

The spectra of collective vibrations (plasmons) and
one-electron excitations in fullerenes have been exten-
sively studied in recent years. The great majority of
these works were performed on solid-state samples—
fullerites, representing condensed fullerenes with mol-
ecules bound by the van der Waals bonds. The main
results were obtained by the method of electron energy
loss spectroscopy (EELS). The characteristic EEL
spectra were measured using electron beams scattered
from thin fullerite films (in the transmission mode) [1-
7] and massive samples (in the reflection mode) [8-12]
or using theinelastic scattering of X-ray photoelectrons
[13, 14]. All these works showed evidence of the exci-
tation of = and (o + m)-plasmons with the energies
close to those of the graphite plasmons.

At the same time, some details of the spectra of col-
lective vibrations reported by various researchers were
significantly different. In particular, the energies of the
(o + m)-plasmon in the spectra of Cg, fullerites mea-
sured in the reflection mode in different works vary in
arather wideinterval (25to0 29 eV). Also different were
the energies of inelastic electron transitions between
occupied and unoccupied molecular states and the
numbers of the corresponding peaks in the EEL spec-
tra. One possible reason for these discrepancies can be
the destructive action of the probing electron beam. For
example, it was reported [15, 16] that exposure to even
low-intensity (<50 nA) electron beamsfor several min-
utes results in the formation of polymer chains involv-
ing a considerable part of fullerite molecules. Subse-
quent electron irradiation led to profound changes in
the fullerite structure, which were manifested by
increasing energy of the C KVV Auger electrons from

E =268.3+ 0.2 eV to the valuetypical of theion-bom-
bardment-amorphized graphite (E = 272.3 £ 0.2 V)
and by a decrease in the density of molecular states.

The purpose of this work was to study the effect of
electron irradiation on the spectra of elementary elec-
tron excitations of Cg, fullerite and to measure the EEL
spectra of a non-destructed fullerite.

EXPERIMENTAL

We have performed three independent experiments
using two spectrometers. The need in repeated mea-
surements is explained by rapid electron-stimulated
changes in the energy positions of low- intensity spec-
tral features. All fullerite films were prepared in situ in
the analytical chambers of spectrometers, whereby Cg,
molecules were evaporated from sublimation sources
and deposited onto an atomically-clean Si(111) sub-
strate surface at room temperature. The substrate sur-
face was preliminarily cleaned by argon ion bombard-
ment until complete vanishing of the Auger electron
lines of carbon and oxygen in the spectra. In the first
experiment (A), theinitial material for the fullerite film
preparation was a carbon black containing ~20%
fullerenes;, samples for the second (B) and third (C)
experiments were prepared from an amost pure
(99.9%) C, fullerene powder [17]. Prior to the sample
preparation, the sublimation source was preliminarily
trained by prolonged heating at 200-250°C for outgas-
sing and removal of the organic solvent moleculesfrom
the initial carbon black. The working temperature of
the source (320-350°C) ensured the production of
required fluxes of the Cg, fullerene molecules, but was
insufficient for effective evaporation of the graphite-
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like carbon black fragmentsin the first experiment (A).
The residual pressure in the anaytical chambers of
spectrometers during the fullerite film deposition
increased to (3-8) x 107 Torr and rapidly decreased
upon termination of the sample preparation process.
The sample thicknesses varied from 30 to 100 A.
Film thicknesses in the nanometer range and the corre-
sponding deposition rates were determined by measur-
ing relative intensities of the Auger electron lines from
the adsorbate and the substrate [15]. The control EEL
spectra were measured on the samples of pyrographite
and a graphite amorphized by 2-keV Ar* ion bombard-
ment to a dose of Q =5 x 10 C/cm?. At thision flu-
ence, the surface layers are etched off and the concen-
tration of defectsin the target reaches maximum for the
given beam parameters. The structure of pyrographite
upon ion cleaning was restored by high-temperature
annealing.

Experiments A and B were performed using an orig-
inal angular-multichannel energy analyzer of the cone
mirror type [18, 19]. This device allows the energy dis-
tributions of electrons emitted from a sample to be
simultaneously measured in a 0°-80° range of polar
angles at a 10° step in the regimes of constant relative
or absolute energy resolution. Our measurements were
performed in the electron count mode at a constant
absolute resolution of AE = 0.7 (A) and 0.4 eV (B) for
the transmission energy of E = 100 and 30 eV, respec-
tively. The comparatively high resolution achieved in
experiment B was in fact limited only by the electron
energy scatter in the primary beam generated by a gun
with aspecial oxide cathode. In order to reduce the sys-
tematic error and reveal general regularities, the EEL
spectra measured at various angles were summed.

Experiment C was performed using a high-purity
initial fullerene sample measured in acommercial Ley-
bold-Heraus LHS-11 spectrometer with an absolute
energy resolution of E = 0.9 eV. The energy scales of
the spectrometers were calibrated with respect to the
peak of elastically scattered electrons and checked by
reference to the standard values of the Auger electron
energies of silicon and copper. For the more accurate
determination of the positions of spectral features, the
EEL spectra were doubly differentiated by numerical
techniques. N(E) — d°N/dE2.

The primary electron beam energies E, = 1200 (A),
1000 (B), and 500 eV (C) were selected so as to be
markedly greater than the characteristic electron energy
losses. The EEL measurements under these conditions
provided information about the bulk properties of ful-
lerites, rendered the collision regime with respect to the
momentum transferred close to that realized in the
transmission mode, and allowed justified comparison
of the results obtained under anal ogous conditions. The
mean free paths of electrons without inelastic colli-
sions, corresponding to the primary electron energies
indicated above, were A = 30 (A), 27 (B), and 20 A (C)
as estimated according to [20]. These values indicate
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that the EEL spectrarefer to several layers of molecules
and may e considered as characterizing the bulk prop-
erties of fullerite.

RESULTS AND DISCUSSION
1. Review Spectra of Electron Energy Losses

Figures 1a and 1c (curves 1) show the EEL spectra
of Cg, fullerite measured in experiments Aand B in a
wide range of energy losses of the inelastically scat-
tered electrons. These spectra display, besides the nar-
row lines of elastically scattered electrons (centered at
the origin of the scale of characteristic energy losses),
wide lines corresponding to excitation of the plasma
vibrations of Ttelectrons (6.2 eV) and al valence ¢ + 1t
electrons (~27 eV). A comparison of the spectra
obtained in two independent experiments shows good
reproducibility of the plasmon peaks with respect to
position, shape, and intensity. A higher energy resolu-
tion achieved in experiment B even without differentia-
tion reveals additional features on the plasmon peaks.
These features are related to the excitation of one-elec-
tron molecular transitions. For the comparison, Fig. 1a
also presents the spectrum of pyrographite (curve 5).
All spectra are normalized with respect to the peak of
elastically scattered electrons, which allows us to com-
pare both energies and the relative probabilities of
inelastic excitationsin fullerite and graphite samples.

As seen from Fig. 1, the positions and intensities of
plasmon peaks in the EEL spectra of fullerite and
graphite are close, which reflects common features in
the electron structure of these objects. However, there
are some significant distinctionsaswell. First, the spec-
trum of fullerite exhibits amuch lessintense continuum
in the region of low-energy losses (AE < 2 eV). This
differenceisexplained, on the one hand, by the fact that
fullerite possesses a wide bandgap (A = 2.3 eV [21])
imparting insulator properties to this compound and
suppressing transitions with the energies smaller than
the bandgap width and, on the other hand, by a rela-
tively high density of unoccupied states at the Fermi
level in graphite, which accounts for the high conduc-
tivity of graphite and a high probability of the low-
energy transitions to these states. Second, the T-plas-
mon pesak of fullerite is about 25% lower than the peak
of graphite. This difference is apparently related to an
intermediate character of hybridization of the atomic
orbitals in fullerite, which falls between the pure sp?-
hybridization of graphite and the pure sp*-hybridiza-
tion of diamond (the latter having no weakly bound
interplanar Tt electrons and, hence, no corresponding
T-plasmon peak). A reason for the appearance of an
admixture of the sp3-hybridization in fullerite is proba-
bly alarge curvature of the carbon shell of the Cg, mol-
ecule, which leadsto increased overlap of the Ttorbitals
inside the molecule.
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2. Electron Energy Loss Functions

Figure 1b shows the electron energy loss functions
Im(=L1/€) determined in experiment A by subtracting
from the EEL spectra the contributions due to elasti-
caly scattered and multiply scattered electrons
(Fig. 1a, curve 6). The latter contribution was deter-
mined using a well-known method [10] based on the
solution of an integral equation establishing arelation-
ship between the experimental spectrum of inelastic
losses to the Im(—1/€) function averaged over the scat-
tering angle. Figure 1b shows, besides the electron
energy lossfunction of theinitial fullerite (curve 1), the
loss functions of afullerite sample upon electron bom-
bardment (curve 2) and the fullerite and graphite sam-
ples amorphized by Ar* ion bombardment (curves 3,
and 4, respectively). The first important conclusion,
which can be drawn from an analysis of Fig. 1b, isthat
the ion bombardment of fullerite and graphite leads to
very similar forms of amorphous carbon characterized
by almost identical energy loss functions. The ion-irra
diated forms of carbon exhibit, in contrast to the initial
pyrographite and fullerite, a markedly lower energy
(6.2 — 4.0 eV) and intensity of the T-plasmon peak.
The latter circumstance is evidence of the formation of
alarge number of diamond bonds characterized by the
sp® hybridization. The corresponding drop in concen-
tration (n,) of the out-of-plane 1t electrons leads to a

decrease in the Teplasmon energy (#°w’: O
41i%n €4/ m).

Another important conclusion, aso following from
analysis of the loss functions, is that determination of
the (o + m)-plasmon energy using the corresponding
peak in the initial EEL spectrum leads to considerable
systematic errors (~2 V). Indeed, the (o + 1)-plasmon
peak in the EEL spectra is shifted to higher energies
(25.1 — 27 eV) asaresult of the increasing contribu-
tion due to multiple scattering (Fig. 1a, curve 6). Since
the magnitude of this contribution depends on the pri-
mary electron energy and the experimental geometry,
the data obtained under different conditions may (and
in fact do) vary. At the same time, Fig. 1a shows that
this contribution (curve 6) represents a very slowly
increasing monotonic function, which can be approxi-
mated by linear functions in particular wide energy
intervals. For this reason, the energy position of the
(o + m)-plasmon was determined by the position of
minimum in the second derivative of the experimental
spectrum. It should be noted that determination of the
position of such abroad peak by double differentiation
requires measuring the curves with small statistical
errors and using an optimum algorithm for smoothen-
ing the initial spectra.

3. Multipole Sructure of (o + 1)-Plasmon
Figure 2 presents the results of analysis of the dou-
bly differentiated EEL spectra measured in experi-
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Fig. 1. (a) The results of EEL measurements in experiment
A showing the spectrum of (1) initial fulleritein comparison
with that of (5) pyrographite and with (6) the contribution
due to multiple inelastic electron scattering. Part (b) pre-
sents the electron energy loss functions determined in
experiment A for (1) initial fullerite, (2) fullerite exposed to
electronirradiationtoadoseof Q ~1 C/cmz, (3, 4) fullerite
and graphite bombarded with a beam of Ar* ions, respec-
tively; (c) EEL spectrameasured in experiment B for (1) the
initial fullerite and (2) fullerite upon the electron irradiation
to adose of Q ~ 0.5 Clcm?.

ments A, B, and C, which may seem rather unexpected.
As seen, the differential spectrareveal, instead of asin-
gle (o + m)-plasmon peak, at least three features with
the energieshw, =18.0+ 0.2 eV, hw, =23.1+ 0.3 eV,
and A, = 26.9 + 0.3 eV. Reproducibility of the results
is confirmed by virtually complete coincidence of the
independently measured spectra and by the data of
Table 1, showing data obtained upon the processing of
twenty spectra measured in all the three experiments.
The peaks correspond to dipole, quadrupole, and octu-
pole modes of the plasmon spectrum of a cluster
described by the following formula [22]:

_ [EI0+D)
h(,t)| = mﬁ@l (1)
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Energy, eV

Fig. 2. EEL spectraof Cgq fullerite measured in experiments
A, B, and C: (1) initial (“true”) spectraand (2) their second
derivatives.

where| isthe angular moment of the plasmon (I = 1 for
the dipole mode). The energies of various modes of the
(o + ) electron plasma vibrations in fullerite, deter-
mined from direct experimental measurements, have

Table 1. Electron energy losses (eV) in Cg, fullerite

GORDEEV et al.

proved to be close to the corresponding values for iso-
lated Cg, molecules determined in a model experiment
with fullerene molecules in the gas phase [23]. Thus,
we may conclude that the plasmon spectrum of fullerite
possesses a multipole structure very close to that of an
isolated fullerene molecule.

4. Molecular Transitions

The pattern of variations of the shape of the energy
loss curves show that changes induced by the electron
irradiation of fullerite are not as large as those caused
by the ion bombardment. Nevertheless, some changes
are still observed, showing the same general trends and
being rather significant. This statement isillustrated by
the high-resolution EEL spectra of fullerite measured
in experiment B (Fig. 1c). These spectra distinctly
reveal narrow peaks superimposed on the wide plas-
mon lines, which are related to the molecular transi-
tions between occupied and unoccupied states of
fullerene molecules: 3.8, 4.9, and 10.7 eV. Electron
irradiation to a dose of Q = 0.5 C/cm? leads to a
decrease in intensity of the te=plasmon and molecular
peaks. Fragments of the EEL spectra of the initia
(curve 1) andirradiated (curve 2) fullerite (Fig. 3) show
that the electron irradiation induces changesin the el ec-
tron structure of fullerite toward that of the amorphized
graphite (curve 3). Analysis of these fragments showed,
in addition to the above conclusion concerning smooth-
ening of the Te=plasmon and molecular peaks, that the
electron irradiation (as well as the ion bombardment)
decreases the Ttrplasmon energy and markedly

sample |, mhiswork ol 131 | 4 | 9 | (o | [y | (2 Assignment
1 1.75 - - 155 - - - Exciton
2 240 215 21 22 - - - Forbidden band
3 3.05 2.7 2.8 - - - - 1-0.5; 0.5-1'
4 3.80 35 37 3.7 - - - 1-1' (HOMO-LUMO)
5 4.90 45 51 4.8 - - - 1-2; 2-1'
6 5.60 - - - 5.6 5.6 - 1-3
7 6.45 6.5 6.4 6.3 5.8 6.5 6.3 2-2', Teplasmon
8 7.05 - - - - - - 2-3
9 7.65 - 75 7.6 - - - 31
10 94 - 9.5 94 - - - 32341
11 - - - 10.2 - - - 423
12 10.5 - 10.7 - - - - 5-1, 2
13 14.2 - 15 12.8 - - - -
14 180+0.2 - - - - - - (Tt+ o)-plasmon, 1 =1
15 231+0.3 - - - - - - (Tt+ 0)-plasmon, 1 =2
16 26.9+0.3 - - - - - - (Tt+ 0)-plasmon, 1 =3
17 25 27 255 28 25 28 29.2 (Tt+ 0)-plasmon, average value
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increases the intensity of continuum in the region of
energies E < 1.5 eV (below the bandgap width), which
isindicative of an increase in conductivity of the elec-
tron-irradiated samples.

Let us proceed to spectroscopic analysis of the
molecular transitions in fullerite. The energy positions
of the molecular peaks were determined by the minima
in the second-derivative curves of the EEL spectra. Fig-
ure 3 shows correspondence between features in the
initial (“true”) spectra (Figs. 3aand 3c) and the second
derivative (Fig. 3b), which confirms reliable determina-
tion of the energies of molecular transitions even in the
case of low- intensity peaks measured in experiments A
and C with comparatively low resolution. Table 1 gives
asummary of the energies of molecular transitionsin a
non-destructed Cg, fullerite obtained in this work and
compiled from other works. As seen, some of our val-
ues are markedly greater compared to the previously
reported ones.

Let us consider in more detail the problem of inter-
pretation of the observed transitions (see Table 1). In
most of the previous works, peaks 2 and 3 (with the
energy losses 2.1-2.2 and 3.5— 3.7 eV, respectively)
were assigned to the bandgap of fullerite and the tran-
sitions between highest occupied and lowest unoccu-
pied molecular orbitals (HOMO-LUMO) or h, — ty,.
The other loss peaks can be identified based on the val-
ues of maximum densities of the occupied (1, 2, 3, ...)
and unoccupied (1', 2, 3, ...) states (Table 2). These
values were obtained from the spectra of density of the
occupied and unoccupied states measured [21] by the
methods of usual and backscattering X-ray photoel ec-
tron spectroscopy. In Table 2, positions of the experi-
mental peaks of the density of states are compared to
the energies of molecular orbitals (hy, ty,, tyg, ...) form-
ing these states, the correspondence being established
using the calculated data from [24].

Assignment of the molecular transitions is pre-
sented in the last column of Table 1. The intense peak
with the loss energy 3.05-2.9 €V lying between the
bandgap width and the HOMO-LUMO (1-1') transi-
tion corresponds to the energies of transitions between
HOMO and the conduction band bottom (1-0.5") and
between the valence band top and LUMO (0.5-1"). The
peaks 4, 5, and 6 represent a series of transitions from
HOMO to thefirst, second, and third unoccupied states,
peaks5, 7, and 8 correspond to transitions from the sec-
ond occupied state to the first, second, and third unoc-
cupied states, and so on. Of specia interest is the loss
peak with an energy of 1.75 eV. This value is smaller
than the bandgap width and almost coincides with the
value calculated for the singlet exciton (1.79 eV) [25].
For this reason, we have concluded that a peak of sin-
glet exciton is observed in the EEL spectrum of fuller-
ite. Previoudly, Lucaset al. [9] reported on the observa
tion of atriplet exciton (1.55 eV). Intensity of the exci-
ton peak, aswell asthe exciton energy, rapidly decrease
under the electron irradiation. As shown below, the
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true spectra; (b) second derivatives] and B (c) of Cgq fuller-
ite: (1) initial; (2) after electronirradiation; (3) after Ar* ion
bombardment. Energies of the enumerated features in the
initial spectrum (curve 1) are presented in Table 1.

decrease in energy is related to a decrease in the band-
gap of irradiated fullerite. A high sensitivity of the exci-
ton feature with respect to destructive factors (radiation
damage) can be used for characterization of the perfect

Table2. Maxima (eV) of the dengities of occupied (1,2, 3, ...)
and unoccupied (1', 2, 3) states determined in experiment [21]

2000

Occupied states
Unoccupied
(hu) (gg + hg) (gu + t2u + hg + 1:lu)
1 35| 50 7.2 85| 9.7
(tlu + t1g)

2 47| 6.1 8.3 9.6 (10.8
(hg + t2u + hu)

3 57| 7.1 9.3 10.6 {11.8

(99)

Note: The correspondence between peaks and orbitals (hy, tq,
t1g, ...) wasestablished using the cal culated datafrom [24];
no data for the states 4 and 5 were presented in [23].
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Fig. 4. Schematic diagram of (a) the density of occupied
(HOMO) and unoccupied (LUMO) statesand (b) the second
derivative of this density of statesin the vicinity of the for-
bidden band of an isolated molecule of fullerene (solid
curves) and fullerite (dashed curves).

fullerite structure and indication of the onset of poly-
merization.

Other important conclusions can be made concern-
ing the energy loss corresponding to the bandgap
width. First, note that our value (2.4 eV) is markedly
greater compared to the data reported previously (2.1—
2.2 eV, Table 1) and can be a so considered as a charac-
teristic of nonpolymerized fullerite. The very fact that
the loss peak can be detected using the second-deriva-
tive curve of the EEL spectrum is informative. We may
judge on the shape of the density of states near the top
of the valence band and the bottom of the conduction
band: these regions must appear either as peaks or as
shoulders with steps toward the forbidden band
(Fig. 4). Otherwise (should these regions be monotoni-
cally decaying branches of the HOMO and LUMO
peaks asin isolated molecules), the second derivative of
the EEL spectrum would not exhibit a minimum. We
may suggest that an increasein the density of statesand
the appearance of stepsin the vicinity of the forbidden
band are related to the formation of a fullerite crystal
from individual molecules. The electron-stimulated
polymerization and degradation of fullerite is accom-
panied by the appearance of additional statesin thefor-
bidden band, which increase the conductivity. How-
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Fig. 5. Plots of (a) bandgap width, (b) energy of the molec-
ular HOMO-LUMO transition, (c) Teplasmon energy, and
(d) (o + m)-plasmon energy in Cg fullerite versus the elec-
tronirradiation dose Q in theinterval Q = 0.02-3.0 Clem?.
Dashed lies show linear approximations of the experimental
plots.

ever, because the density of these states does not exceed
the band edge height, the corresponding loss peak is
still observed inthe EEL spectrum. Therefore, observa-
tion of the “bandgap peak” in the spectrum of polymer-
ized fullerite does not contradict the above conclusion
concerning a considerable increase in the conductivity.
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5. Electron-Simulated Transformation of Electron
and Plasmon Structures

Using the whol e body of data gained in experiments
A, B, and C, we may construct a plot of the energies of
molecular transitions and plasmons versus the electron
irradiation dose. Figure 5 shows some examplesillustrat-
ing the electron-induced decrease in (a) bandgap width,
(b) HOMO-LUMO trangition energy, and (c) plasmon
energy. The errors of these vaues, determined in experi-
ments A and B, were estimated using the data obtained in
each angular channel of the multichannel spectrometer.
The error was typically about £(0.1-0.2) eV. In experi-
ment C, the amount of detected electrons was several
timesasgreat asthat in experiments A and B and, hence,
the error did not exceed +(0.05-0.10) eV. Figure 5 dem-
onstrates significant (up to 0.4 eV) electron-induced
“red shifts” inthe energies of 1-plasmon and molecular
transitions. The large red shift of the Te-plasmon is
indicative of a considerable decrease in concentration
of the " out-of-plan€” Ttelectrons an increase in the pro-
portion of sp>-hybridized electrons. The observed
decrease in the energies of molecular transitions, band-
gap width, and the exciton energy are related to the
effect of “pulling” of the occupied and free molecular
levels toward the Fermi level, that is, to an increase of
the occupied and a decrease of the unoccupied levels.
An obvious primary reason for this transformation of
the molecular level sisthe polymerization of fullerite as
aresult of collectivization of the “ out-of-plane” Tt elec-
trons and the formation of chemical bonds between Cg,
molecules. However, a particular mechanism determin-
ing the effect of polymerization on the structure of
molecular levelsis still unclear. Evidently, this electron
structure transformation cannot strongly affect the con-
centrations of all valence o + mtelectrons. Therefore, we
may expect that the (o + 11)-plasmon energy would only
dlightly depend on the dose of electronirradiation. This
is confirmed by Fig. 5d showing no significant changes
inthe energy of the dipole mode of the (o + 1)-plasmon
with the electron irradiation dose.

The pattern of changes observed in the EEL spectra
indicates that the electron structure of fullerite irradi-
ated with electrons transforms toward that of the amor-
phous carbon. Intheinitial stagesif irradiation, excita-
tion of the valence electrons by the incident electrons
leads to the formation of intermolecular chemical
bonds and polymer chains increasing the conductivity
of fullerite. The further increasein the electron irradia-
tion dose may result in a considerable degradation of
Cgo molecules, whereby the electron properties of ful-
lerite approach those of amorphous carbon.
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Abstract—The results of ab initio Hartree—Fock cal culations of endo- and exohedral Cg, fullerene complexes
withtheLi* ion and Li, dimer are presented. The coordination of the Li* ion and the Li, dimer in the endohedral
complexes and the coordination of Li* ion in the exohedral complex of Cg, fullerene are determined by the
geometry optimization using the 3-21G basis set. In the endohedral Li*Cgy complex, the Li* ion is displaced
from the center of the Cgq cage to the centers of carbon hexa- and pentagons by 0.12 nm. IntheLi, dimer encap-
sulated inside the Cg, cage, the distance between the lithium atoms is 0.02 nm longer than that in the free mol-
ecule. The calculated total and partial one-electron densities of states of Cg, fullerene are in good agreement
with the experimental photoelectron and X-ray emission spectra. Analysis of one-electron density of states of
the endohedral Li*@Cg, complex indicates an ionic bonding between the Li atoms and the Cg, fullerene. In the
Li*Cgp and Li*@Cg, complexes, thereis astrong el ectrostatic interaction between the Li* ion and the fullerene.

© 2000 MAIK “ Nauka/lInterperiodica” .

Metall of ull erenes—complexes of metal atoms with
afullerene molecule—are among the derivatives of Cg,
fullerene. These compounds can be subdivided into two
types depending on the position of metal atomsrelative
to the Cg, cage. In complexes of the first type, metal
atoms are arranged outside the fullerene cage; these
complexes were named exohedral. The endohedra
complexes belong to the second class; in these com-
plexes, metal atoms are encapsulated into the carbon
sphere. Complexes of the first class are denoted as
MCg, and complexes of the second class, as M @Cg,
where M isthe metal atom.

Metallofullerenes are of interest because of their
widespread application in various branches of science
and technology. Actually, solids consisting of exohe-
dral complexes of Cg fullerene with some metas
exhibit the highest superconducting transition tempera-
tures, except copper-containing HTSC ceramics [1].
Endohedral complexes with the noncentral arrange-
ment of encapsulated atoms can be used for the creation
of anew type of ferroelastic materials [2].

In studying complexes of the two classes, one
should first determine their geometry, in particular, the
mode of the coordination of a metal atom at the carbon
wall. At present, experimental studies of these com-
plexes are hampered by the complexity of their synthe-
sis in sufficient amounts and by difficulties of isomer
separation.

The theoretical approaches to the determination of
the coordination of metal atomsin exo- and endohedra

fullerene complexes involve both empirical methods
based on the use of the Lennard-Jones interatomic
potential [3, 4] and semiempirical and ab initio quan-
tum-chemical calculations, which provide approximate
solutions of the Schrodinger equation [5-10]. It was
shown that many atomsin the endohedral complexes of
Cqo Can shift from the center of the fullerene cage.
Nonetheless, the mode of atom coordination to the
fullerene surface in both endohedral and exohedral
complexes have not been understood yet. The problem
of possible migration of the encapsulated atom along
the inside or the outside surfaces of Cg, has aso not
been studied.

The geometry of complexes is responsible for their
electronic structure. One of the most efficient tech-
niques for studying the electronic structure of mole-
cules and solidsis spectroscopy (photoelectron, inverse
photoelectron, and X-ray spectroscopy). The spectro-
scopic data are often interpreted based on the results of
calculations of the electronic structure of the systems
under consideration. Although the nature of photoelec-
tron and X-ray spectra is rather complicated, in many
cases, they are satisfactorily reproduced in the calcula-
tions of the ground states of complexes in the single-
electron approximation. For the Cg, fullerene, this is
evident if we compare the total densities of states cal-
culated ab initio by the Hartree—Fock method [11] and
using the density functional theory [12] with the exper-
imental data of photoelectron and inverse photoelec-
tron spectroscopy. The results of calculations for Cg,

1063-7834/00/4202-0388%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. (a) Photoelectron and inverse photoel ectron spectra and (b) X-ray K, emission spectrum of carbon in Cgj fullerene. Exper-

imental spectra are taken from (a) [12] and (b) [13].

fullerene, fluorinated CgF,, fullerene [13], polymeric
fullerene [14], and graphite nanotubes [15] by the
semiempirical PM3 method in the Hartree-Fock
approximation demonstrate a good agreement between
the calculated partial densities of states and the experi-
mental X-ray emission spectra of the above com-
pounds.

In this work, we report the results of ab initio Har-
tree—Fock calculations of endo- and exohedral com-
plexes of Cg, fullerene with the Li* ion and the endohe-
dral complex of Cg, with the Li, dimer. The analysis of
the electronic structure of complexes was performed
using the calculated total and partial densities of states.

1. METHODS

The calculations were performed by the ab initio
Hartree—Fock method within the 3-21G basis set using
the Direct procedure. The Gamess program [16] and a
Dual Pentium-1I 266 MHz PC RAM 128 MB were
used.

The total densities of states were obtained by the
following method. First, the energy spectrum of acom-
plex was constructed. In this complex, each molecular
orbital wasrepresented by aline, and thelineintensities
were assumed equal to unity. Next, each line was
replaced by a Gaussian distribution with a halfwidth of

PHYSICS OF THE SOLID STATE Vol. 42 No. 2
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0.4 eV, and the distributions were convoluted at each
energy to sum up their intensities.

In constructing the partial density of states of atomic
orbitals x, the intensity of each line corresponding to
the molecular orbital y was assumed equal to the sum
of squared coefficients of the atomic orbitals x in the
MO LCAO expansion of the orbital y. Next, the partial
density of states spectra were constructed by the algo-
rithm similar to that for constructing the total density of
states spectra.

2. RESULTS AND DISCUSSION

To assess the correspondence between the calcu-
lated electronic structure of Cg, fullerene and the exper-
imental data, we constructed total and partial densities
of states. The experimental photoelectron and inverse
photoel ectron spectra of the surface of a Cg, film [12]
and thetotal density of states spectra obtained in abini-
tio calculations with the 3-21G basis set are shown in
Fig. 1a. Figure 1b displaysthe partia densities of states
for the p AO of carbon atomsin the Cg, fullerene, which
were constructed from the results of ab initio calcula
tions, and also the experimental K, emission spectrum
of carbon in Cg, [13]. For comparison, the figures also
present total and partial densities of states calculated by
semiempirical MNDO and PM3 methods. It can be
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Fig. 2. Total densities of states of the Li*@Cgy and Li*Cgy
complexes.

seen that the results of calculations satisfactorily agree
with the experimental data.

The positions of critical points in the potential
energy surface of the endo- and exohedral compl exes of
Cqo With the Li* ion were localized by the geometry
optimization procedure using the quasi-Newton—Raf-
son method. In different calculations, different initia
coordination modes of the lithium ion at the surface of
the Cg, fullerene were used. From the reasons of sym-
metry, the lithium ion was placed near the center of a
hexagon of carbon atoms (on the C; axis), near the cen-
ter of apentagon of carbon atoms (on the C; axis), near
an edge between two hexagons (on the C, axis), near an
edge between a hexagon and a pentagon (on the o,
symmetry plane), near a carbon atom (on another o,
plane), and at the center of Cg,. The geometry optimi-
zation was performed within the C;,, C,, C,,, C, C,,
and T, symmetry groups, respectively. The results of
calculations of the Li*@Cg, and Li*Cg, metallocom-
plexes are listed in Table 1. The following designations
areused: E¢, isthetotal energy of Cq, E,; isthetotal

energy of the Li atom, E;c  isthetota energy of the

VARGANOV et al.
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Fig. 3. Partia densities of the p states of carbon in the
Li*@Cgp and Li*Cgp complexes.

LiCg metallocomplex, and Eqy, = Ejic —(Ec, + EL)
is the energy of complex formation.

The position of the Li ion in the center of Cg, does
not correspond to a stationary point on the potential
energy surface of the complex. The results of calcula
tionsfor this coordination are presented in order to esti-
mate the energy effect upon the displacement of the
lithium ion from the center of Cg,. Theresults of calcu-
lations indicate that the complexes are thermodynami-
cally stable (the energies of complex formation are neg-
ative). It can be seen that the most stable endo- and exo-
hedral complexes are obtained when the lithium atomis
arranged at the center of a carbon hexagon. The total
energy of the complex is significantly decreased upon
the displacement of the lithium ion from the center of
the Cg, cage. The displacement of the lithium atom is
about 0.12 nm regardless of the direction.

The total densities of states of the Li*@Cg, and
Li*Cqy complexes are presented in Fig. 2. It can be seen
for the endohedral complex that the interaction
between the Li* ion and the Cg, sphere resultsin apro-
nounced shift of the energy levels without splitting of
the levels of Li and of the p AO of carbon atoms
(Fig. 3). This is indicative of the absence of chemical

Table 1. Calculated properties of the Li*@Cg, and Li*Cg, complexes

Geometry, symmetry Complex type E, au. I'Li—Cog,+ MM Eform» &U. Eform» kcal/mol
Center of pentagon, Cs, Endo —2266.2867802 0.1179 —0.0518927 -32.5632
Center of hexagon, C;, Endo —2266.2887585 0.1204 —0.0538710 —33.8046
Hexagon-hexagon edge, C,, Endo —2266.2867882 0.1217 —0.0519007 —32.5682
Center of Cgo, T, Endo —2266.2790085 0.0000 —0.0441210 —27.6864
Center of hexagon, C;, Endo —2266.2885003 0.5301 —0.0536128 —33.6426
Note: ELi+ =—7.1870945 a.u., EC80 =-2259.047793 a.u.

PHYSICS OF THE SOLID STATE Vol. 42 No.2 2000
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Geometry, symmetry E, au. ILici, MM Eform» &U. Eform, kcal/mol
Center of pentagon, Cs, —2273.8284520 0.3008 —0.0114048 —7.15663
Hexagon-hexagon edge, C,, —2273.8404428 0.3111 —0.0233956 -14.681

Note: E,_i2 =-14.7692542 a.u., Eceo =-2259.047793 a.u., and r| j_ j = 0.2815 nm.

bonding between the lithium ion and the fullerene cage.
In this case, the interaction between the lithium ion and
the charged Cg, sphere is primarily electrostatic. The
same is true for the exohedral complex with the only
difference that the interaction in this complex is some-
what weaker. This can be explained by the fact that the
stability of the 1s shell of lithium is very high, and the
electron transfer from the lithium ion to the carbon
sphere with the formation of an ionic bond is ham-
pered. Therefore, for the lithium atom bearing one el ec-
tron in the 2s shell, the interaction pattern should
change dramatically. Thus, we can conclude that the
electronic structures calculated for the fullerene metal -
locomplexes with akali metal ions are inadequate
approximations to the electronic structures of metallo-
complexes with alkali metal atoms.

We performed ab initio calculations for two modes
of coordination of the Li, dimer in the endohedral Cyg,
fullerene complex. In the first mode, the dimer was
arranged on the C; symmetry axis (lithium atoms were
placed near the centers of carbon pentagons) and, in the
second case, on the C, axis (lithium atoms were placed
near edges between two carbon hexagons). The results
of calculations are listed in Table 2. The designations
arethesameasin Table 1; r;_ ; isthe distance between
the lithium atoms in the dimer. In two coordination
modes, the energy of complex formation is essentially
negative, which isindicative of the thermodynamic sta-
bility of the complexes. For both modes of coordina-

Density of states, arb. units

Energy, eV

Fig. 4. Total densities of states of the Li,@Cgy complex.
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tion, the distance between the lithium atoms in longer
than that in the free Li, dimer. This enables us to sug-
gest chemical bonding in the fullerene compl ex.

Figure 4 presents the total densities of states for the
endohedral Li*@Cg, complex. The orbitals of Cg, are
split for both total and partial densities of p states of
carbon atoms (Fig. 5). This spitting is due to the lower-
ing of the symmetry of the Cg, cage upon incorporation
of the lithium atoms and partial removal of the degen-
eracy of the single-electron states of fullerene. For both
coordination modes of the dimer, the energy levels of
the complex are shifted relative to their positionsin the
Ceo fullerene. Thisindicates the ionic bonding between
Li, and Cyg,.

Aninteresting feature is the appearance of apeak in
the density of state of the complex almost in the middle
of the energy gap of Cg,. The contributions of s and p
AO of Li to this peak are small; nonetheless, it can be
seen from Fig. 4 that this peak consists primarily of the
split AOs of carbon. The chief distinguishing feature
between complexes with various coordination modes
of Li, inside the Cg, cage is that the p states of carbon
atomsthat correspond to HOMO in the density of state
of the complex in which Li, lies along the C; axis of
symmetry are split.

Thus, the results of ab initio Hartree—Fock calcul a-
tions are asfollows.

T T T T
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Fig. 5. Partial densities of the p states of carbon in the
LiZ@CGO Complex
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In the endohedral complex of Cg, with the lithium

ion, theLi* cation is shifted from the center of fullerene
cage by 0.12 nm. The most favorable ion coordination
in both endohedral and exohedral complexes is the
coordination toward a hexagon center.

The interaction between the carbon sphere and lith-
ium atoms in the endohedral Cg,@L i, complex isof the
ionic character. The distance between the lithium atoms
increases from 0.30 to 0.32 nm when they are placed
inside the Cg, cage.

It was a so shown that the presentation of the results
of guantum-chemical calculations as total and partia
densities of states is convenient for the analysis of the
electronic structure of large systems such as fullerenes
and their derivatives.
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