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Abstract—Based on numerical analysis of the mathematical expression for potential energy of an isolated
charged spheroidal drop and two approximate spheroidal daughter drops, mechanisms for decomposition of a
multiply charged drop in two nearly equal parts were studied taking into account the electrostatic interaction of
the daughter drops. It was shown that, as the distance between the daughter drops increased, both the probability
of spontaneous decomposition of a multiply charged drop in two daughter drops and the decomposition sym-
metry degree increase at the moment of breaking the connection between the daughter drops. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

The study of mechanisms of instability of multiply
charged drops and clusters is of interest because of
numerous applications of the phenomenon in geophys-
ics, liquid mass-spectrometry, liquid-metal epitaxy and
lithography, in obtaining refractory metal powders, etc.
[1–3]. The decomposition of a drop that is unstable
with respect to its charge may proceed along various
channels depending on the values of an initial deforma-
tion of the drop, its charge, size, viscosity, and electrical
conductivity [1, 3–9].

The decomposition of a multiply charged drop of
low-viscosity fluid with high conductivity has been
studied in the greatest detail [1, 3, 10–13]. During this
decomposition, a drop with a charge value equal to or
larger than the limiting Rayleigh’s charge decomposes,
emitting about two hundreds daughter drops, which are
two orders of magnitude smaller than the parent drop,
and losing only 0.05 and 0.23 of its initial mass and
charge, respectively. At the same time, the breakup of
charged drops into a few nearly equal parts was
observed in a number of experiments (see, for example,
[4–7, 14, 15]). In experiments [6], the decomposition of
a drop in nearly equal parts is the result of the influence
of substantial viscosity of the medium, which damps
the instability of high modes of the capillary oscilla-
tions of the unstable drop. In experiments [4], such a
decomposition at subcritical charge is due to consider-
able mechanical deformations of an initially spherical
drop; in [5], the same effect is due to deceleration in a
highly inhomogeneous external electric field.

Theoretical studies of decomposition of a multiply
charged drop or a cluster in two parts of nearly equal
size have been carried out repeatedly [2, 8, 16–18]. In
the latest edition of the book [19], this problem is pre-
sented as an example. However, based on comparison
of the full potential energy of an initial drop with the
1063-7842/00/4504- $20.00 © 20381
potential energy of two daughter drops, all the investi-
gations of that kind have used rather crude models to
estimate the energy of the electrostatic interaction of
the daughter drops. This has led to incorrect reasoning
and wrong quantitative criteria. It should be noted that
the idea of the energy approach, which is used in
[2, 16–19], has been borrowed from the works of Fren-
kel’ [20] and Bohr [21], which are devoted to the drop
model of the nucleus. However, while the neglect of the
electrostatic interaction of daughter drops in the
nuclear fission problem could be justified, this is not the
case with charged clusters and drops.

In what follows, the energy analysis of the possibil-
ity of decomposition of a multiply charged drop in two
nearly equal parts is made taking rigorously into
account the energy of the electrostatic interaction
between the daughter drops and using the expressions
for the factor of mutual electrical capacitance of two
closely spaced spheres given in [22].

1. Considering drops that are formed at the final
stage of the breakup as contacting spheres, let us deter-
mine the possibility of the appearance of various chan-
nels for the decomposition with different charge values
of the initial drop using the analysis of the total poten-
tial energy of the system. By the potential energy of the
system of two drops we mean the sum of the energy of
their surface tension forces and their full electrostatic
energy

(1)

where the energy of the surface tension forces has the
form

(2)

while the electrostatic energy of a two-conductor sys-

U Us  +  U e ,=

Us 4πα R1
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tem is as follows:

Here, C11 and C22 are the capacitance factors for the
first and second conductors, respectively; C12 is the
mutual capacitance factor; and V1 and V2 represent the
conductor potentials related to their charge and capaci-
tance by the formulas

Denoting by x the ratio of the drops’ charges

(3)

and using the law of conservation of charge, we arrive
at

(4)

where Q is the total charge.

Then, the expressions for the potentials and energy
take the form

Assuming that the drops have equal potentials (V1 =
V2), the charge ratio x is expressed in terms of the
capacitance factors by the simple formula

(5)

and the expression for the electrostatic energy becomes
simpler; i.e.,

(6)

It should be noted that, according to the Thompson
theorem, well known in electrostatics, the solution to
the equation ∂Ue/∂x = 0 for x is also represented by
expressions (5) and (6); that is, the condition for equal-
ity of potentials of two charged spheres is, at the same
time, the one for the electrostatic energy of the system
to achieve its minimum, provided that the total charge
is preserved.
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The expressions for the capacitance factors for two
conducting spheres have the form [22]

where t is to be determined from

R1 and R2 are radii of the drops, and R12 is the distance
between their centers.

Let y be the ratio of the radii of the drops

. (7)

Using the law of conservation of mass, we have

(8)

Then, assuming that

(9)

we rewrite expression (6) for the electrostatic energy in
the form

(10)
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For contacting spheres, z = 0. In this case, (5) can be
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written as

and, if t = 0, takes the form

(11)

Then, (10) becomes

(12)

where Ψ is the digamma function, and γ is Euler’s con-
stant

It should be noted that condition (11), which is
obtained under the assumption that the potentials of
contacting charged spheres are equal, substantially dif-
fers from the often-used relation

which is obtained from the condition of equality with
respect to infinity of potentials of infinitely spaced iso-
lated charged spheres.

It follows from the analysis of the function given by
(12), which represents the electrostatic energy of a two-
sphere system, that its minimum is attained at y = 1 and
equals

Using (1), (2), and (12), we can write the expression
for the total potential energy of a system of two contact-
ing charged spherical drops with identical potentials
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(this potential energy is rendered dimensionless by
dividing it by the total potential energy of a spherical
drop having the same mass and energy)

(13)

where W ≡ Q2/(4παR3) is Rayleigh’s parameter.

The plots of the dimensionless full energy of two
charged contacting spherical drops as a function of the
ratio of their radii are shown in Fig. 1. They were
obtained by calculating (13) for various values of Ray-
leigh’s parameter W. It can be seen from Fig. 1 that, as
the parameter W varies, the function undergoes not only
quantitative but also qualitative changes. For small val-
ues of Rayleigh’s parameter, the energy steadily
increases from unity to some maximal value as the ratio
of the radii of daughter drops increases from close to
zero (one drop is very small and the other is close in
volume to the parent drop) to unity (two daughter drops
with equal volumes). As Rayleigh’s parameter increases,
a local minimum appears in the plots of U = U(y), which
then becomes global, changing its position from small
values of y to y = 1.

The dependence of the dimensionless total energy
on Rayleigh’s parameter (Fig. 2) is a steadily decreas-
ing function and does not exhibit any qualitative
changes when varying the ratio of the radii. Setting the
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Fig. 1. The dimensionless total energy U of two charged
contacting spherical drops as a function of the ratio of their
radii for W = (1) 2.5, (2) 3.0, (3) 3.5, (4) 4.0, (5) 4.5, (6) 5.0,
(7) 5.5, and (8) 6.0.
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derivative ∂U/∂y equal to zero

(14)

we find the function W = W(y) that corresponds to
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Fig. 2. The dependence of U on Rayleigh’s parameter for
y = (1) 1.0, (2) 0.8, (3) 0.6, (4) 0.4, (5) 0.2, (6) 0.1, and
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extreme values of the total potential energy

(15)

where Ψ(1, x) is the trigamma function.
For y = 1 and y = 0, solution (15) becomes degener-

ate. Substitution of y = 1 into (14) yields identically
zero; the same is true for the limit

Hence, these values always correspond to at least
local extrema of the total potential energy of two con-
tacting spherical drops as a function of the ratio of their
radii. A plot of the function (15) shown in Fig. 3 means
that, for Rayleigh’s parameter smaller than certain Wz0,
extrema different from y = 1 and y = 0 are not present.
A numerical calculation yields, for coordinates of the
minimum (point B in Fig. 3), values Wz0 ≈ 5.279 and
yz0 ≈ 0.4124.

To find out whether an extremum is maximum or
minimum, we have to analyze the sign of the expres-
sion obtained by substituting solution (15) into the sec-
ond derivative, which has the form
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where Ψ(2, x) is the tetragamma function.
An analysis of the resulting dependence, an analyti-

cal expression for which is not written here because of
its cumbersome form, shows that point B in Fig. 3 cor-
responds to the transition from maxima of the function
U = U(y) to its minima; i.e., for 0 < y < yz0 (line AB in
Fig. 3) the extremum is maximum, while, for yz0 < y < 1
(line BC in Fig. 3), it corresponds to a minimum. At
points y = 0 and y = 1, the function under consideration
vanishes. Analyzing the function U = U(W, y), we can
find out whether the total potential energy takes a max-
imum or a minimum value at each of these points.

Based on (13), a plot of the function U = U(W, y)
representing the dependence of the total energy of two
contacting charged spherical drops on both the ratio of
their radii and Rayleigh’s parameter is shown in Fig. 4
as a three-dimensional surface. Lines pq, cfk, and mn
correspond to extreme values of the energy when total
volume and charge are preserved and the ratio of the
radii of drops varies. Lines ab, efg, and hj correspond to
a change of sign of the second derivative ∂2U/∂y2: to the
left of line ab, as well as between lines efg and hj, the
second derivative is positive; between lines efg and ab,
as well as to the right of line hj, it is negative. Line di
corresponds to the solution to the equation U = 1, and
the points of the surface below this line correspond to
the states of the system at which the energy of two
daughter drops is lower than that of the parent drop.

As seen in the figure, at the point y = 0, which cor-
responds to the case of a single drop, the potential
energy attains its minimum. For W smaller than some
W1 y = 1, which corresponds to the case of two identical
daughter drops, it is related to the maximum (line nf)
of  the total potential energy; whereas, for W > W1
(line fm), it corresponds to the minimum. The quantity
W1 is determined by substituting y = 1 into (15)

where ζ = ζ(x) is the Riemann zeta function, and W1 ≈
5.7454.

The portion of line ck between points of intersection
with lines ef and hj contains, along with point f, minima
of the function U = U(y); in the portion of line ck
between points of intersection with line di, the minima
are global and correspond to the states at which the
energy of two drops is lower than that of a single drop.
In the portion of line ck between points of intersection
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with lines ef and di and in the portion of line dg between
points of intersection with lines ef and di, minima of the
function U = U(y) are local and correspond to the states
at which the energy of two drops is higher than that of
a single drop. A numerical calculation produces for the
transition point Wy = 5.702, y1 = 0.8445, and y2 =
1/0.8445.

Thus, the analysis of the total energy as a function
of the characteristic parameters of the system of two
contacting spherical drops allows us to separate a num-
ber of intervals of Rayleigh’s parameter values at
which, under the proposed conditions, the following
channels for decomposition of a drop exist:

(i) If 0 < W < 5.279, the only minimum of the func-
tion U = U(y) exists at the point y = 0; this is the case of
a single drop.
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Fig. 4. The dimensionless total energy of two charged con-
tacting spherical drops as a function of both Rayleigh’s
parameter and the ratio of the radii of the drops.

Fig. 5. The dimensionless total potential energy of two
charged drops (1, 2) connected by a bridge as a function of
distance z between the drops and the ratio y of their radii for
W = 4 is represented by surface 1. Surface 2 defines the
energy of the initial drop (i.e., U = 1).
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(ii) If 5.279 < W < 5.702, two minima of the func-
tion U = U(y) exist at the point y = 0 and in the range of
0.4124 < y < 0.8445; the energy of a single drop is
lower than that of two drops.

(iii) If 5.702 < W < 5.7454, two minima of the func-
tion U = U(y) exist at the point y = 0 and in the range of
0.8445 < y < 1; the energy of two drops is lower than
that of a single drop.

(iv) If W > 5.7454, two minima of the function U =
U(y) exist at the points y = 0 and y = 1; the energy of
two identical drops is the lowest one.

Using the analysis made in this section, in particu-
lar, we can conclude that, since the instability of sepa-
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U

Fig. 6. The dimensionless total potential energy of two
charged drops as a function of the ratio of their radii.
rate charged drops sets in at W ≈ 4, the scheme of
decomposition of a multiply charged drop leading to
the formation of two contacting drops of nearly spheri-
cal form is nonrealizable in the context of the least
action principle.

2. We assume that a disintegrating drop consists of
two spheres connected by a thin bridge and consider the
total energy of the two-drop system as a function of
both the ratio of the radii and the distance between
these drops. To make the interpretation of calculation
results more convenient, we represent the distance
between the centers of the spheres as

(16)

As distinct from (9), in (16), z represents a measure
of the distance between the spheres expressed in frac-
tions of the radius of initial, rather than daughter, drop.
Then, the electrostatic energy (6) can be written as
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Neglecting the volume and capacitance of the
bridge, the total energy that corresponds to two electro-
statically interacting drops and is divided by the total
energy of the initial spherical drop can be written as

(17)

where

Figure 5 shows a plot of the function (17) at W = 4
and the surface U = 1 that corresponds to the total
energy of the spherical parent drop. The line AB is
related to the states of the two-drop system at which the
system energy is equal to the energy of the spherical
drop. It can be seen that, for closely spaced drops, their
total energy is higher than the energy of the spherical
drop and the function U = U(y) has a maximum for
some y > 0. As the distance between the drops
increases, the energy of the system decreases, and the

U
1 y
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function U = U(y) exhibits a clearly pronounced mini-
mum.

Figure 6 shows the plots of the total dimensionless
potential energy U = U(y) as a function of the ratio of
the radii of the drops with W = 4 for the values of the
dimensionless distance between the drops z = 0.2, 0.08,
0.14, 0.2, 0.26, 0.32, 0.38, 0.44, 0.5, 0.56, 0.62, and
0.68 (curves 1–12, respectively). The horizontal lines
indicate the values of the dimensionless total potential
energy of a spheroidal drop with the same charge and
volume and with ratio of its semiaxes a/b = 1.5, 2, 2.5,
3, and 4 (from top to bottom). A maximum can be seen
in Fig. 6 for y = 1. A shift of position of the minimum
to the larger values of y as the distance between the
drops increases can be also observed. Thus, the study of
the total energy of two drops connected by a thin bridge
shows that an increase in the length of the bridge not
only enhances the probability of decomposition of the
drop, but also leads to a decrease in the asymmetry dur-
ing the decomposition.

3. Assuming that the bridge that connects the drops
formed as a result of decomposition has the form of a
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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catenoid, it is easy to obtain the maximum value of the
dimensionless distance between the centers of the
drops that precedes a break in the bridge

Results of numerical calculation in this case, as
obtained using the above formulas with the help of the
Euler–Maclaurin method, are shown in Fig. 7 in the
form of a plot of the total potential energy U of two
spherical drops as a function of the ratio of their vol-
umes V = (R1/R2)3 with W = 4 (the solid line). The
dashed line in Fig. 7 corresponds to the total potential
energy of the parent drop that has the form of a prolate
spheroid with ratio of the semiaxes a/b = 1.8. The pres-
ence of the minimum of the system energy for V ≈ 0.05
means that, as a result of the spontaneous two-part
decomposition of a charged drop, the volume of the
smaller daughter drop is about 4.7% of the volume of
the initial drop. The calculation according to (5) shows
that the smaller daughter drop carries 18% of the
charge of the initial drop. The values calculated are
close to experimental results obtained in [12] (5% of
mass and 23% of charge) but considerably differ from
values measured in [13] (25% of mass and 30% of
charge). The significant spread of the experimental data
can be explained, first, by the fact that the minimum of
the energy of the two-drop system under consideration
differs from the energy of the initial drop by 0.4% only;
second, it could occur because, as can be seen from
Fig. 7, the energy of the resulting drops is lower than
the energy of the parent drop in a wide range of ratios
of masses of the resulting drops V = 0.01–0.22. Conse-
quently, small fluctuations in the process or external
influences can significantly affect the result of decom-
position.

Thus, the assumption that the bridge has the form of
a catenoid leads to the conclusion that the decomposi-
tion of a drop with Rayleigh’s parameter W = 4 must
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U

Fig. 7. The energy of two drops as a function of the ratio of
their volumes for W = 4 and the limiting distance between
them when the connecting bridge has the form of a catenoid. 
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proceed asymmetrically, and the most probable ratio of
masses of the resulting drops is 1 : 20.

CONCLUSION

In conclusion, we note in the above consideration
that both parent and daughter drops have a spherical
form, while before the start of the decomposition pro-
cess, the parent drop has a spheroidal form. Since the
total potential energy of spheroidal drops with not very
large values of the ellipticity (such as a/b ≤ 2) differs
from the energy of a spherical drop at most by 0.3%,
consideration of the spheroidal shape should not bring
about considerable corrections to the ratio of masses of
resulting drops obtained in this paper; however, it
may essentially affect the results of calculation of
charge distribution (increasing the charge of a daughter
drop). As follows from the above, a small daughter
drop  is characterized by Rayleigh’s parameter W1 =
4(0.18)2/0.047 ≈ 2.75. For the originating small drop to
be unstable according to Rayleigh, it is sufficient for the
given ratio of masses of resulting drops that the charge
of the small drop equals 22% of the charge of the initial
drop. In this case, the originating daughter drop is
destroyed right after, or even during, the process of sep-
aration from a big drop, which was observed in some
experiments.
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Abstract—The stability of equilibrium states of a charged spherical bubble in dielectric fluid with respect to
centrally symmetric variations of its volume is studied by analyzing a nonlinear equation describing radial
oscillations of the bubble in the neighborhoods of its singularities. It is shown that only one of the two possible
equilibrium states of the bubble is stable. The boundaries separating the domains in the physical parameter
space are found that correspond to stable and unstable states. It is found that when the bubble carries an electric
charge, the domains of physical parameters corresponding to equilibrium states of the bubble expand. © 2000
MAIK “Nauka/Interperiodica”.
INTRODUCTION

Stability analysis of charged bubbles in fluids is of
interest because of numerous technical applications
involving such physical objects. It relates to studies of
electric breakdown of liquid dielectrics, in which an
important role is played at the initial stage by cavitation
complicated by the ejection of an uncompensated elec-
tric charge into the cavity from the electrode surface
where the bubble appears [1–4]; electrical explosion in
liquids, when a pulsating cavity filled by a long-lived
discharge plasma appears in a liquid [5–7]; cavitation
phenomena in dielectric liquids accompanied by gener-
ation of plasmas that emit electron, neutron, and x-ray
radiation [8]; electric flotation, when bubble formation
in a liquid is associated with electrolysis [9]; and cavi-
tation [10]. However, the problem is still at an early
stage of theoretical understanding, even though some
preliminary results concerning the disintegration of
charged bubbles have been obtained [11–14]. Accord-
ing to [11, 14], the spontaneous breakup of a bubble
that is unstable with respect to its own charge (as well
as that of a charged drop [15, 16]) into secondary ones
can proceed by different scenarios depending on the
surface conductivity of the bubble, which may substan-
tially exceed the conductivity of the ambient dielectric
liquid. Symmetry considerations [17] make it clear that
the conductivities of both the bubble walls and the
ambient dielectric liquid do not affect the stability of
radial centrally symmetric oscillations of the bubble. In
[18], a qualitative analysis of the stability of a charged
bubble was performed in the neighborhood of one of
the two equilibrium states of the bubble, characterized
by the larger radius, and the state proved to be unstable.
1063-7842/00/4504- $20.00 © 20389
In this paper, we present a qualitative analysis of the
stability of a charged gas–vapor bubble in a liquid
dielectric.

1. Consider a spherical bubble of radius R0 in a
space-filling liquid dielectric with permittivity ε. The
bubble wall is subject to capillary forces with surface
tension σ and to the electric-field pressure generated by
the charge Q of the bubble. A steady spherical bubble
in equilibrium must satisfy the following condition of
pressure balance on its wall:

(1)

where P0 is the initial liquid pressure in the neighbor-
hood of the bubble determined by the atmospheric pres-
sure on the free surface and the hydrostatic pressure of
the liquid column above the bubble, Pv denotes the sat-
urated-vapor pressure of the ambient liquid inside the
bubble, and Pg is the gas pressure in the bubble. The
third term on the right-hand side of (1) describes the
capillary pressure under the spherical surface, while the
fourth one represents the electric-field pressure gener-
ated by the bubble charge.

Unlike the ambient liquid, which is treated as
incompressible, we allow for the gas and vapor in the
bubble being essentially compressible. We consider the
stability of the bubble with respect to radially symmet-
ric variations of its volume; the variations may be asso-
ciated with radially symmetric motion of the bubble
wall. For small bubbles, such motion is characterized
by small times that nevertheless exceed the gas-pres-
sure relaxation time in the bubble, which is determined
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by the order of magnitude of the ratio of the bubble
radius to the sonic velocity for the gas–vapor mixture
filling the bubble. Under these conditions, we assume
that the saturated-vapor pressure Pv is constant and the
gas pressure Pg varies according to a polytropic law.
Then, (1) can be rewritten as 

(2)

where n is the polytropic exponent and P denotes the
liquid pressure in the neighborhood of the bubble. The
second term on the right-hand side of (2) describes the
gas pressure variation in the bubble associated with
variation of the volume according to a polytropic law.

In dimensionless form, this relation can be written
as 

(3)
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Fig. 1. Dependence of the resultant dimensionless pressure
F acting on the bubble wall on the dimensionless bubble
radius X for adiabatic variation of the state of a gas–vapor
mixture with n = 4/3: β∗  = –0.55 (1–3), –0.8 (4), 0.5 (5); β =
0 (1–3), 0.1 (4, 5); W = 0 (1), 0.2 (2), 1 (3), 0.1 (4, 5).
where X is the dimensionless radius of the bubble, W is
a dimensionless parameter characterizing the bubble
stability with respect to electric charge (introduced by
analogy with Rayleigh’s parameter, which characterizes
the stability of a charged drop with respect to thermal
capillary oscillation [15, 16], and is also called Ray-
leigh’s parameter in what follows), β∗  is a dimensionless
parameter characterizing the liquid pressure, and β is the
dimensionless initial gas pressure in the bubble.

The bubble volume increases when F(X) > 0 and
decreases when F(X) < 0. When F(X) = 0, the bubble is
in equilibrium. The qualitative behavior of F = F(X) is
illustrated in Fig. 1 for various typical situations. 

Applying the Descartes sign rule to (3), one finds
that equation (3) can have a different number of real
positive roots (two, one, or none) corresponding to the
static equilibrium of the bubble for various values of
parameters β∗ , W, and β (see Fig. 1). In the space of
parameters β∗ , W, and β, we single out three character-
istic domains where solutions to equation (3) exist and
denote them by A, B, and C.

In domain A, where the parameter β∗ , which charac-
terizes the pressure in the liquid, is positive (β∗  ≥ 0) and
both Rayleigh’s parameter W and parameter β, which
characterize the initial gas pressure, are arbitrary, there
exists a unique solution to equation (3) describing an
equilibrium state of a bubble with radius X = X∗ . 

In domain B, these exist two real positive solutions
X = X∗ 1 and X = X∗ 2 to equation (3) corresponding to
two possible stationary equilibrium radii of the bubble.
In the space of parameters β∗ , β, and W, domain B is
defined by the following conditions: the parameter β∗ ,
which characterizes the liquid pressure, is negative
but  lies above a certain critical value (β∗ cr < β∗  < 0),
whereas both Rayleigh’s parameter W and the gas pres-
sure parameter β lie below their critical values (W < Wcr
and β < βcr).

In domain C, where the parameter β∗  is negative and
lies below its critical value (β∗  < β∗ cr) and both Ray-
leigh’s parameter W and the gas pressure parameter β
lie above their critical values (W > Wcr and β < βcr), no
solutions to equation (3) exist; i.e., equilibrium bubbles
cannot exist in a liquid in this domain of parameters.

The critical values β∗ cr, βcr, and Wcr are interpreted
as the values that separate domains B and C in the space
of β∗ , β, and W. The boundary of domain A in the space
of β∗ , β, and W is defined by the plane β∗  = 0.

Because the function F = F(X) has a single mini-
mum (Fig. 1), we can find a relation between the phys-
ical parameters β∗ , β, and W that defines the boundary
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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between domains B and C by requiring that the follow-
ing conditions hold simultaneously: 

(4)

Under conditions (4), both roots of the equation
F(X) = 0 merge into a multiple root at the point of min-
imum of the curve F = F(X) where the curve is tangent
to the abscissa axis. Thus, the equation F(X) = 0 has two
identical solutions on the boundary surface.

The desired relation when n = 4/3 (variations of the
gas volume in the bubble are adiabatic) has the follow-
ing simple analytical form:

Numerical calculations show that, if β ≠ 0, then the
critical values β∗ cr, Wcr, and βcr decrease with the poly-
tropic exponent n.

Physically, domain C corresponds to the case of a
highly superheated liquid (or a liquid moving fast in a
narrowing pipe or channel), when the saturated-vapor
pressure in the bubble exceeds the liquid pressure.
A charged gas–vapor bubble that accidentally forms in
such a liquid grows indefinitely, because the saturated-
vapor pressure inside it, which acts to expand the bub-
ble, does not depend on the radius, whereas the Lapla-
cian pressure decreases as the bubble radius increases.
The growth rate of such a bubble is controlled by the
rate of evaporation of liquid from the bubble wall. The
energy required to increase the radius is derived from
the thermal energy of the superheated liquid (or from
the kinetic energy of the moving liquid in the case when
the saturated-vapor pressure exceeds the liquid pres-
sure because of the high flow velocity in a narrowing
pipe).

Domain B also corresponds to a superheated liquid,
but with a lower degree of superheating. The smaller
equilibrium bubble radius is determined in the zeroth
approximation by the balance between the sum of the
Coulomb and gas pressures on the one hand and the
Laplacian pressure on the other hand. The larger equi-
librium bubble radius is determined in the zeroth
approximation by the balance between the saturated-
vapor and Laplacian pressures. A change in its radius
can bring the bubble to the stable state with a smaller
radius or make its radius indefinitely increase under the
action of the saturated-vapor pressure. Indeed, when
the radius decreases, the saturated vapor pressure does
not change whereas the Laplacian pressure increases.
The Coulomb and gas pressures, which depend more
strongly on the radius and determine the equilibrium
state of the bubble with the smaller radius, are weak at
the larger radius corresponding to a nonequilibrium
bubble and their influence on the other equilibrium
radius can be neglected in zeroth approximation. When
the radius increases, the saturated-vapor pressure does
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not change and the Laplacian pressure decreases. The
role of an energy source for such variations of volume
is played by the thermal energy of superheated liquid
(or the kinetic energy of the moving liquid in the case
when the saturated-vapor pressure exceeds the liquid
pressure because of the high flow velocity in a narrow-
ing pipe).

In a real physical situation, the motion of the bubble
wall typical of domains B and C may be associated with
the possibility of cavitation phenomena in various tech-
nical and technological devices. Such motions may also
occur during electric discharges in liquids when the
energy released in a pulse is high and results in
unsteady nonuniform heating of the liquid in the neigh-
borhood of an incipient bubble.

Domain A is not associated with any uncommon
properties of the liquid and gas–vapor mixture in the
bubble, and the physical meaning of the laws that gov-
ern the existence of equilibrium gas–vapor bubbles in
this domain is obvious.

2. We now derive the differential equation describ-
ing radial centrally symmetric oscillations of a charged
bubble in a viscous dielectric liquid by analogy with the
way Lord Rayleigh did it for an uncharged bubble in an
inviscid liquid [19]. The mathematical statement of the
hydrodynamic problem of calculating the velocity field
V = V(r, t) of the viscous flow in the neighborhood of a
bubble of radius R has the form

(5)

(6)

(7)

(8)

(9)

(10)

Here, ν and ρ are the kinematic viscosity and den-
sity of the liquid, respectively. The velocity field V =
V(r, t) is centrally symmetric and, therefore, irrota-
tional. Applying the operator curl to both sides of the
Navier–Stokes equation (5), one finds that V = gradψ
eliminates the viscous term. The influence of viscosity
on the motion of the bubble wall and the liquid in its
neighborhood is represented by the dynamical bound-
ary condition (8). Relation (10) is the equation of state
for the medium inside the bubble.

Let us assume that the gas–vapor mixture filling the
bubble is both dynamically and thermally uniform at
any moment of time and analyze the motion of the liq-
uid outside the bubble only. We suppose that the phys-
ical parameters characterizing the gaseous medium
inside the bubble are directly related to the correspond-
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ing quantities on the moving bubble wall, which is true
when the speed of the bubble wall, being essentially
dependent on the viscosity, is much lower than the
sonic velocity in the gas. The motion of the bubble wall
and the liquid in its neighborhood associated with vari-
ation of its volume is assumed to be spherically sym-
metric. Then, the liquid in the neighborhood of the bub-
ble executes a potential motion, and the velocity poten-
tial ψ = ψ(r, t) is a harmonic function.

The solution to equation (6) satisfying boundary
conditions (7) and (9) is readily written out: 

(11)

The velocity field in the neighborhood of the bubble
is then expressed as 

(12)

The first integral of equation (5) can easily be writ-
ten in the well-known Cauchy–Lagrange form: 

(13)

Consider this equation on the surface of the bubble
(at r = R) and set f(t) = 0, which can be done by virtue
of some freedom in defining the velocity potential
ψ(r, t). Then, the pressure exerted by the liquid on the
bubble wall can be determined from the dynamical
boundary condition (8): 

(14)

Substituting (14) into (13) and using (7), (11), and
(12), we obtain the differential equation of motion for
the bubble wall: 

(15)

Taking (2) into account and introducing dimension-
less variables such that ρ = 1, σ = 1, and R0 = 1, we
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rewrite equation (15) in the form

(16)

where τ is the dimensionless time and η is the dimen-
sionless kinematic viscosity of the liquid.

Depending on the values of the physical parameters
W, β∗ , and β, the last equation has one, two, or no sin-
gular points corresponding to the equilibrium states of
the bubble. We perform a qualitative analysis of the dif-
ferential equation (16) to examine the dynamics of the
bubble wall near the singularities.

Equation (16) is equivalent to a system of two first-
order differential equations: 

The singular points X = X∗  and Y = Y∗  of such a sys-
tem in the plane (X, Y) are defined by the following
simultaneous conditions:

(17)

which yield the relations 

The coordinate X of a singular point is the radius of
an equilibrium bubble, whereas the coordinate Y is
zero, which implies zero velocity of the bubble wall. It
is clear that the number of singular points is completely
determined by the number of solutions to equation (3),
which may be one, two, or zero. Thus, to describe the
dynamics of the bubble wall deviating from equilib-
rium, it is sufficient to determine the type of singular
point of system (17) and use the qualitative theory of
differential equations.

3. Linearizing the system of differential equations
(17) in the neighborhood of a singular point, we have 

(18)

where D is the derivative of the resultant pressure with
respect to the bubble radius at the singular point, and
ζ ≡ X – X∗  and ξ ≡ Y – Y∗  are first-order quantities
describing an instantaneous deviation of the point on
the phase plane from the singular point.
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System (18) is a homogeneous system of two first-
order linear differential equations, and the correspond-
ing secular equation is 

(19)

The roots of secular equation (19) have the form

(20)

According to (20), the roots of the secular equation
can be negative, positive, or complex, depending on the
value and sign of the derivative D ≡ [dF/dX .

4. In domain A, which contains a single equilibrium
state of the bubble with dimensionless radius X = X∗ ,

the derivative D is negative. If D ≥ –η2/(4 ), which
is possible when the viscosity is high, roots (20) of sec-
ular equation (19) are real and negative and the singular
point represents a stable node. In this case, a change in
the volume of the bubble leads to an aperiodic motion
of the bubble wall toward equilibrium. This situation is
illustrated by Fig. 2. The arrows in Fig. 2b indicate the
direction of trajectories in the phase plane.

If D < –η2/(4 ), the roots of secular equation (19)
are complex with negative real parts and the singular
point is a stable focus. In this case, the equilibrium state
of the bubble is also stable and any variation of the bub-
ble volume results in a decaying periodic motion of the
bubble wall toward the equilibrium value (Fig. 3) with
the frequency

(21)

The dependence of the frequency ω of capillary
oscillations of the bubble in the neighborhood of equi-
librium on the dimensionless viscosity η is clear from
(21). The dependence of ω on the dimensionless
parameters W, β, and β∗ , which is determined both
explicitly by (21) and implicitly by the dependence
X∗  = X∗ (W, β, β∗ ) of the singular point on the parame-
ters, is shown in Fig. 4. It is clear that the frequency
increases with the liquid pressure β∗  and decreases as
Rayleigh’s parameter W, which characterizes the bub-
ble charge, and the initial pressure β increase. In addi-
tion, numerical calculations show that the frequency ω
increases with the polytropic exponent n.

In domain B, where two equilibrium states, X = X∗ 1

and X = X∗ 2, exist, the derivative D is negative for the
smaller equilibrium radius, X = X∗ 1 and positive for the
larger one, X = X∗ 2. It follows from (20) that, for the
smaller value of the equilibrium radius, the roots of the

S
2 η

X*
2

-------S
D
X*
-------–+ 0.=

S1 2,
η

2X*
2

----------– η2

4X*
4

---------- D
X*
-------+

 
 
  1/2

.+−=

]X X*=

X*
3

X*
3

ω Im S≡ 3nβ
X*

3n 2+
-------------- 4W

X*
6

-------- 1

X*
3

-------– η2

4X*
4

----------–+
 
 
  1/2

.=
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
X

0.9

0.8

0.7
0 1 2 3 4 τ

(a)

0.8 0.90.7 X

(b)

0.04

0

–0.04

–0.08

Y

X

1.5

1.0

0.5

0 10 20 30 40 τ

6

5

4

3
2

1 1 2 3

4 5 6

Y

2

0

–2

0.5 1.0 1.5 X0

(a) (b)

Fig. 2. Motion of the bubble wall in domain A initiated by
deviation from equilibrium for adiabatic variation of the
state of the gas–vapor mixture (n = 4/3) when the singular
point is a stable node with W = 0.2, β = 0.5, β∗  = 0.1, and
η = 5: (a) time dependence of the bubble radius; (b) phase
diagram illustrating the relation between the dimensionless
velocity of the bubble wall and its dimensionless radius. The
circle represents the singular point. (1) X0 = X∗  – 0.1, Y0 =
–0.05; (2) X0 = X∗  –0.05, Y0 = –0.05; (3) X0 = X∗ , Y0 =
−0.05; (4) X0 = X∗ , Y0 = –0.05; (5) X0 = X∗  + 0.05, Y0 = 0.05;
(6) X0 = X∗  + 0.1, Y0 = 0.05.

Fig. 3. Same as Fig. 2 when the singular point is a stable
focus: (a) time dependence of the bubble radius for W = 0.3,
β = 0.5, β∗ = 0.5, η = 8 × 10–2, Y0 = 0, and X0 = X∗  + 0.8;
(b) phase diagram illustrating the relation between the
dimensionless velocity of the bubble wall and its dimen-
sionless radius. The arrow indicates the direction of trajec-
tories.
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Fig. 4. Dependence of the frequency of capillary oscilla-
tions of the bubble in the neighborhood of equilibrium on W,
β, and β∗  for η = 8 × 10–2, β = 0.5 (a, c), β∗  = 0.05 (a–c),
W = 0.5 (b, c), and n = 1 (1), 4/3 (2), 7/5 (3), and 5/3 (4).
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secular equation are real and negative if D ≥ –η2/(4 )

and complex with a negative real part if D < –η2/(4 ).
The singular point corresponding to this state can be
either a stable node or a stable focus. For the larger
equilibrium radius of the bubble, the roots of secular
equation (20) are real and have opposite signs; there-
fore, the singular point is a saddle. Any change in the
bubble volume in the second equilibrium state drives it
away from this state, aperiodically decreasing or
increasing its radius. These motions are illustrated by

X*
3

X*
3

X

2.0

1.5

1.0

0.5
0 10 20 30 40 τ

Y

0.04

0

–0.04

0.8 1.0 1.2 1.4 X

(a) (b)

1

2

3

4

5

6

1234

5 6

X

2.0

1.5

1.0

0.5
0 10 20 30 τ

Y

0

0.23

–0.23

–0.45
0.5 1.0 1.5 2.0 X

5 4 2 3

1

5

2 41

3

(a) (b)
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Fig. 5. Motion of the bubble wall in domain B initiated by
deviation from equilibrium for adiabatic variation of the
state of the gas–vapor mixture (n = 4/3) when the singular
point with smaller radius is a stable node and the one with
larger radius is a saddle with W = 0.21, β = 0.15, β∗  = –0.65,
and η = 1: (a) time dependence of the bubble radius;
(b) phase diagram illustrating the relation between the
dimensionless velocity of the bubble wall and its dimen-
sionless radius. (1) X0 = X∗ 2 + 0.12, Y0 = –0.07; (2) X0 =
X∗ 2 + 0.08, Y0 = –0.07; (3) X0 = X∗ 1, Y0 = –0.07; (4) X0 =
X∗ 1 – 0.15, Y0 = –0.07; (5) X0 = X∗ 2 – 0.12, Y0 = 0.07;
(6) X0 = X∗ 2 – 0.04, Y0 = 0.07.

Fig. 6. Same as Fig. 5 when the singular point with smaller
radius is a stable focus and the one with larger radius is a
saddle for W = 0.2, β = 0.4, β∗  = –0.5, and η = 8 × 10–2:
(a) time dependence of the bubble radius; (b) phase diagram
illustrating the relation between the dimensionless velocity
of the bubble wall and its dimensionless radius. (1) X0 =
X∗ 2 – 0.01, Y0 = 0; (2) X0 = X∗ 2 + 0.01, Y0 = 0; (3) X0 =
X∗ 2 + 0.6, Y0 = –0.18; (4) X0 = X∗ 2 + 0.6, Y0 = –0.12;
(5) X0 = X∗ 2 – 0.5, Y0 = 0.45.
Figs. 5 and 6. It is clear that the bubble in the second
equilibrium (with the larger radius) can expand or con-
tract and shift toward the first equilibrium (with the
smaller radius). It is also clear that the bubble can reach
the stable equilibrium only from a bounded domain in
the phase plane in the neighborhood of the first equilib-
rium. A bubble with a radius different from an equilib-
rium value and with a sufficiently large positive or neg-
ative wall velocity may pass both equilibrium states and
start to expand indefinitely (within the limits of validity
of the present model).

CONCLUSIONS

When a bubble is electrically charged, its stability
increases with respect to axially symmetric radial vari-
ations of its volume in the sense that the domains of
gas–vapor pressure in the bubble and ambient liquid
pressure where equilibrium states of the bubble exist
become larger.

A charged bubble in a dielectric fluid may have one,
two, or no equilibrium states depending on its electric
charge, initial gas pressure in it, ambient liquid pres-
sure, and saturated-vapor pressure of the liquid. The
equilibrium states of the bubble can be stable or unsta-
ble. Depending on viscosity, electric charge on the bub-
ble wall, and other physical parameters, a change in the
bubble volume in a stable equilibrium leads to periodic
or aperiodic motion of the bubble wall toward the equi-
librium. In the case of periodic motion, the frequency
of small-amplitude oscillations of the bubble increases
with the polytropic exponent and liquid pressure and
decreases as the charge on the bubble wall and initial
pressure of the gas in the bubble increase. A change in
the charged-bubble volume in an unstable equilibrium
results in transition to the stable equilibrium or indefi-
nite expansion, which drives the system out of the
scope of the proposed idealized model if its energy is
sufficiently high.
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Abstract—A study is made of the spectrum of surface waves in a semibounded plasma flow. The frequency
spectra and damping rates of the waves propagating along the flow are analyzed both in the high-frequency
range (in which the spatial dispersion is weak and the wave damping is governed primarily by electron colli-
sions) and the low-frequency range (in which the spatial-dispersion effects dominate), with focus on the effect
of the flow velocity on the propagation of ion-acoustic waves. Special attention is paid to the penetration of a
static field into a plasma flowing at a supersonic velocity. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION AND FORMULATION 
OF THE PROBLEM

Surface waves in a plasma have been studied for a
long time [1–3], primarily because of the features of
their frequency spectrum ω(k). Since surface waves
exist in the frequency range ω < ωLe, they can be used
to produce an overdense plasma, such as in plasma
sources known as surfatrons [4].

Here, we study a surface wave in a plasma flow as a
possible mechanism for ionizing a supersonic gas
stream with the purpose of creating a supersonic
plasma source capable of producing high-density plas-
mas [5, 6]. We consider the simplest case of a semi-
bounded flow of an isotropic (unmagnetized) plasma,
assuming that the surface wave propagates along the
plasma flow. We examine both the high-frequency
range, in which the surface wave is a purely electron
wave and the spatial dispersion in the plasma permittiv-
ity is negligible, and the low-frequency range, in which
the ion motion and spatial dispersion effects play the
dominant role. In particular, we investigate an ion-
acoustic surface wave in a plasma flow and determine
whether it is possible for a static field to penetrate into
a plasma flowing at a supersonic velocity.

First, we formulate the problem for the case of a col-
lisionless plasma on the basis of the Vlasov equation.
Then, we generalize the dispersion relation obtained to
the case of a collisional but weakly ionized plasma
described by the model Bhatnagar–Gross–Krook
(BGK) collision integral [3]. Following [3], we write
the Vlasov equation for small perturbations of the equi-
librium distribution functions and the boundary condi-
tion corresponding to the specular reflection of
1063-7842/00/4504- $20.00 © 20396
electrons and ions as follows:

(1)

Here, the perturbation is specified as δf ≈ δf(x) ;
f0(v – u) is the Maxwellian distribution function in
which the directed flow velocity u is parallel to the
plasma surface, u || OZ; and, for brevity, the subscripts
characterizing the particle species are omitted. We sup-
plement the Vlasov equation (1) with the Maxwell
equations

(2)

where the charge density ρ and the current density j are
defined by

(3)

with the summation over all species of the charged par-
ticles.

The boundary conditions for the fields E and B can
be derived by directly integrating equations (2) near the
boundary x = 0 between the plasma (x < 0) and vacuum
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(x > 0) regions:

(4)

where the surface densities of the induced charges and
currents, ρn and jn, can be determined by integrating the
first and second equations in (2).

In order to complete the formulation and to make
the method used in [3] applicable to solving the prob-
lem at hand, we represent the fields in (2) as E, B ≈ E,
and Bexp(–iωt + ikzz) and pass over to the rest frame of
the plasma flow. The latter is equivalent to the replace-
ment v – u  v, in which case f0(v – u) becomes an
isotropic Maxwellian distribution function. As a result,
we obtain

(5)

(6)

where ω' = ω – ku = ω – kzu.

Here, we do not write out the Maxwell equations,
because they coincide with (2) to within the replace-
ment ρ  ρ' and j  j' [3].

2. SOLUTION OF THE PROBLEM 
AND THE DISPERSION RELATION 

FOR SURFACE WAVES

The solution of the problem as formulated is com-
pletely analogous to that in [3]. Specifically, from the
equations for the Fourier-transformed field compo-
nents,

(7)

we determine Ez(z) as a function of By(0) in the regions
x < 0 and x > 0. Then, we can derive the desired disper-
sion relation for surface waves from the condition that
the field components Ez and By be continuous at the
plasma–vacuum boundary x = 0. Our approach differs
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from that used in [3] only with regard to the specific
form of εij(ω, k):

(8)

This expression is obtained by integrating the
kinetic equation (1) with allowance for relation-
ships (6); in this case, the εtr, 1(ω', k) are described by
the familiar expressions that apply to a Maxwellian
plasma and in which ω should be replaced by ω'.

Omitting simple but fairly laborious manipulations
similar to those performed in [3], we write out the final
dispersion relation for a surface wave in a semibounded
plasma flow:

(9)

Here, we introduced the function

(10)

whose zeros correspond to the roots of the dispersion
relation for transverse waves in a nonrelativistic (u ! c)
plasma flow.

We are going to investigate equation (9) in the fol-
lowing limiting cases, which will be analyzed in more
detail in the next section. First, we examine the case of
a cold plasma, when the thermal motion of the particles
can be ignored and the ions can be assumed to be
immobile. If we also neglect collisions (which have not
been taken into account up to this point), then we obtain

(11)

Substituting (11) into (9) and (10), we can readily
obtain the following dispersion relation, which can also
be derived in the hydrodynamic model of a cold
plasma:

(12)
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or, in explicit form,

(13)

Of course, in the limit u = 0, this equation goes over
to the familiar equation for a surface wave in a “cold”
collisionless semibounded plasma [1, 3]. However, for
u ≠ 0, the surface waves in a flowing plasma exhibit a
new feature—they are nonreciprocal; i.e., ω(kz) ≠
ω(−kz).

Another new feature is that the surface wave decays
into a fast wave and a slow wave, both satisfying the
condition

(14)

The decay is especially pronounced in a short-wave-
length range, in which |kzc | @ ωLe and the field can be
assumed to be potential, E = –—Φ. In this range, equa-
tion (12) reduces to the equation

(15)

which has the following two solutions describing a fast
wave and a slow wave:

(16)

We are primarily interested in the potential approx-
imation, because the low flow velocity u ! c implies
that the phase velocities of the waves under discussion
are also low, ω/kz ! c. In this limit, equation (9)
becomes

(17)

Before proceeding to a thorough investigation of
this equation (see the next section), note that, for the
above analysis to be valid for collisional (and the more
so, weakly ionized) plasmas, all of the formulas in this
section, in particular, equation (17), as well as the gen-
eral dispersion relation (9) and expression (8) for
εij(ω, k), should be taken with ε1(ω', k) and εtr(ω', k)
derived with allowance for particle collisions [3].

3. SPECTRA OF LOW-FREQUENCY SURFACE 
WAVES IN A PLASMA FLOW

To analyze equation (17), we first consider the
ion-acoustic frequency range, assuming that the
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conditions

(18)

are satisfied and neglecting particle collisions. Under
these conditions, εl(ω', k) can be described by [3]

(19)

In the limit kvTe @ ve, which corresponds to a colli-
sionless plasma, the dissipative term in (19) stems from
the Cherenkov absorption of the waves by plasma elec-
trons. In the opposite case of a collision-dominated
plasma, we must examine the following two limits. The

condition ωve @ k2 , under which expression (19) is
meaningless, refers to a cold plasma described by the
dispersion relation (13); in the potential approximation,
which is of interest to us, (13) passes over to

(20)

This dispersion relation, which differs from (15) in
that it incorporates collisions, provides no fundamen-
tally new information, except that it reflects a weak
absorption of surface waves. Under the condition

ω've ! k2 , the dissipation is purely collisional and
the dissipative term in parentheses in (19) should be

replaced with i(ω've/k2 ). This case of a purely col-
lisional dissipation will be examined below, along with
expression (19).

We substitute (19) into (17) and use the smallness of
the dissipative term to immediately obtain the condi-
tion

(21)

where vs =  is the ion-acoustic speed in a
nonisothermal plasma.

Near the resonance, condition (21) is equivalent to
the inequality (ω – kzu) < kvs. It is also an easy matter
to find the oscillation spectra of slow and fast ion-
acoustic surface waves and the rate at which they are
damped (ω  ω + iδ):
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(23)

The damping rate (23) can be readily generalized to
the case of a collision-dominated plasma under the con-

dition ωve ! k2 :

(24)

The formulas derived for the spectra of ion-acoustic
surface waves in a plasma flow are analogous to the rel-
evant formulas for a semibounded plasma at rest. The
only difference is that, as can be seen from (23), they
incorporate the Doppler frequency shift. However, it is
this circumstance that makes it possible to describe the
essential features of the propagation of surface waves
along the plasma boundary. In the static approximation,
equation (17), when applied to the plasma at rest,
admits no solutions with the real wave vector kz,
because the static field of a particle is screened at a dis-
tance of about the Debye radius from the particle. The
situation with a flowing plasma is radically different:
under conditions (18), equation (17) taken with (19)
and at ω = 0 yields

(25)

(For simplicity, the dissipative term is omitted.)
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under the condition

(26)

This condition, in which the left-hand inequality
gives the basis for the neglect of ion thermal motion,
requires that the plasma be nonisothermal, so that Te @
Ti. The ion-acoustic waves under discussion can only
exist is such a plasma. In this case, equation (26) has the
solution

, (27)

which provides evidence that the quasistatic field

changes periodically with a period  along the

plasma surface. As u  vs, the period  increases
with increasing ratio u/vs. At u = vs, solution (27)
becomes physically meaningless.

For a gas discharge sustained by such an alternating
electric field, this effect should manifest itself as a lon-
gitudinal modulation of the plasma temperature and
plasma density.
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Abstract—The possibility of producing homogeneous plasma in a low-pressure discharge with the use of a hol-
low anode or hollow cathode is analyzed. It is shown that, in contrast to the high-pressure discharge, where uni-
form ionization is needed to produce homogeneous plasma, in the low-pressure discharge, nearly uniform radial
distribution of the plasma parameters can be achieved under nonuniform ionization conditions by increasing
the ionization probability at the system periphery and reducing it near the system axis. It is shown that the mag-
netic field can facilitate generation of the homogeneous plasma instead of interfering with it. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Interest in the study of low-pressure discharges is
mainly associated with their application in ion sources.
In the last few years, in this area, more and more atten-
tion has been given to the problem of producing beams
of large cross section with a uniform current density
distribution over the beam cross section. To solve this
problem, it is necessary to devise a plasma emitter with
a uniform or close to uniform distribution of the emis-
sion current density.

Generally speaking, homogeneous beams can be
produced even with a nonhomogeneous plasma using
an emitter electrode of nonuniform transparency that is
more transparent in areas where the plasma density is
low and less transparent where it is high. However, this
method leads to a lowering of the ion extraction effi-
ciency and, in addition, its application is complicated
by the possibility of the current density distribution
being altered when the working gas, discharge current,
or some other factors are changed. Therefore, fabrica-
tion of an optical system suitable for a wide range of
discharge conditions seems problematic. Usually, elec-
trodes of uniform transparency are used and beam uni-
formity is achieved by creating uniform plasma density
near the emission boundary.

In contrast to narrow-beam sources—in which mag-
netic fields are often applied to produce a highly non-
uniform plasma with the maximum density near the
emission exit—in the sources of large-cross-section
beams, a discharge in a hollow cathode without a mag-
netic field is used as a rule [1]. In such a discharge,
oscillating high-velocity electrons produce a highly
uniform ionization. However, such a uniform ioniza-
tion would lead to the emergence of a homogeneous

plasma of density n = , where G is the number
of ionization events in a unit volume per unit time and

G/βr
1063-7842/00/4504- $20.00 © 20400
βr is the recombination rate in the high-pressure dis-
charge, where the charged particles annihilate as a
result of recombination. As to the low-pressure dis-
charge where the particles escape to the walls, here the
situation is essentially different and the uniform ioniza-
tion does not guarantee that the generated plasma will
be uniform. To explore the possibility of producing the
homogeneous plasma at low pressures, it is necessary
to carry out a combined analysis of the conditions for
generating charged particles and their transport. Such
an analysis is the objective of this paper. The most
widely used cylindrical geometry of the system will be
considered in the case where one of the electrodes,
either the cathode or the anode, is cylindrical.

1. THE DISCHARGE WITH A HOLLOW 
CATHODE

Let us assume that the density distribution of plasma
electrons is described by the Boltzmann law

(1)

where the potential ϕ is assumed to be zero, n0 is the
concentration at the system center, e is the electron
charge, k is the Boltzmann constant, and Te is the elec-
tron temperature.

As for the ions, at low pressures, they escape into
the walls in a collisionless regime. Neglecting the pres-
sure tensor [2], let us write the continuity equation and
the equations of ion motion in the following simplified
form:

(2)
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(3)

where ni , vi, and M are the concentration, the average
radial velocity, and the mass of the ions, respectively,
and r is the radial coordinate.

In a discharge with a hollow cathode, apart from
slow plasma electrons, there is usually some quantity of
so-called high-velocity particles formed at the cathode
as a result of γ-processes which acquire high energy as
they move through the cathode layer; however, one may
neglect the contribution of these particles to the total
electronic charge and write the equation of quasi-neu-
trality in the form

(4)

It should be noted that attainment of the uniform
plasma density over the range of radial coordinate r val-
ues from 0 to R, where R is the cathode radius, is impos-
sible, because the plasma density drastically decreases
as the cathode potential drop region is approached.
Neglecting the length of the near-cathode layer in com-
parison with R, let us assume that dn/dr  –∞ if
r  R. It is clear that this condition is incompatible
with the condition n = const from which it follows that
dn/dr = 0. Therefore, we shall be seeking a distribution
G(r), such that n = n0 within a certain region r ≤ r0. The
ionization at the system periphery Gp (at r0 < r < R) will
be assumed to be a constant meeting the following con-
dition:

(5)

where L is the cathode length and Id is the discharge
current practically equal to the ion current at the cath-
ode.

The sought-for solution of the set of equations (1)–
(4) satisfying the condition vi(0) = 0 is a trivial one. We
obtain a homogeneous plasma of density n0 in the
region r < r0, where there is no ionization and the radial
ion velocity is zero. This solution apparently has no
physical meaning, because it is not clear how the ion
emission in the axial direction can be accounted for if
there is no ionization and no radial flow of ions towards
the system center, while the elucidation of conditions
under which this sort of emission will occur uniformly
is the aim of this study.

Keeping within the framework of the one-dimen-
sional problem, let us roughly account for the escape of
particles in the axial direction, assuming [3] that the
axial escape of the ions is governed by the Bohm veloc-

ity vB = . Then equations (2) and (3) take the
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following form:

(2')

(3')

Escape in the axial direction of the electrons may be
neglected on the assumption that the gas-discharge
chamber ends have the same potential as the cathode.
Analysis of the set of equations (1), (2'), (3'), and (4')
shows that generation of homogeneous plasma with the
density n0 in the central region is possible at two differ-
ent ionization levels in this region:

(6)

and

(7)

In the first case, all ions produced in the central
region leave it in the axial direction and the radial flow
of ions in this region is zero; and, in the second case, the
emission from the central region is due both to ioniza-
tion in this region and to the inflow of ions from the sys-
tem periphery. To realize the second situation, the con-
centration and potential profiles at the periphery should
be nonmonotonic and have maxima.

In neither of the two cases did we succeed in deriv-
ing an analytical solution at the system periphery. The
equations were written in a nondimensional form using
the relations

(8)

and solved numerically by the ranging parameter
method, with the quantity  as the ranging parameter.
In the calculations, the discharge current was assumed
to be known and condition (5) had to be fulfilled; at
point r = R, fulfillment of the condition v = vB, or  = 1
was checked, which is equivalent to dn/dr = –∞ for this
system of equations. Let us demonstrate that. Multiply-
ing equation (2') by dr/dn we obtain at point R, where
dr/dn = 0, the following relationship:

(9)

Applying the same procedure to equation (3'), we get

(10)

Substitution of (9) into (10) gives

(11)

hence, v = vB, which was to be proved.
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The distributions ( ) are shown in Fig. 1 for the
first (curve 1) and the second (curve 2) cases. In spite of
the large difference in the ionization levels in the cen-
tral region, the curves obtained differ little and both
solutions yield ionization values at the system periph-
ery much in excess of those in the central region. If the
ionization is increased gradually from the level corre-
sponding to the first case to that of the second one, a set
of distributions is obtained, which is only slightly dif-
ferent from the uniform distributions within the central
region. Thus, we can obtain nearly uniform distribu-
tions with widely varying forms of the function G.

Distributions which are quite uniform within fairly
extensive regions are possible not only with functions
of the form

(12)

but also with many other functions, their common
property being higher ionization probability at the sys-
tem periphery and lower in the vicinity of the axis. For
example, curve 3 in Fig. 1 represents a density distribu-
tion obtained with G(r) ~ r2.

As mentioned above, in the self-sustained discharge
with a hollow cathode at low, close to critical pressures,
at which burning of the discharge ceases, the oscillating
high-velocity particles produce uniform ionization
throughout the volume of the cathode hollow and, in
this case (G = const for all values of r from 0 to R), the
density decreases fairly quickly with r (Fig. 1, curve 4).
The ionization probability at the system periphery can
be made higher by increasing the pressure to such val-
ues at which the relaxation length of the high-velocity

ñ r̃

G r( )
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G2 const, r r0,>=


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Fig. 1. Radial variation of the plasma density in the hollow
cathode under different ionization conditions: (1) G =
n0vB/L at r < 0.8R, (2) G = n0vB/3L at r < 0.8R, (3) G ~ r2,
(4) G ~ const.
electrons becomes less than the hollow cathode radius.
In this case, close to uniform radial distributions can be
obtained, as confirmed by experimental results [4]. As
the pressure increases further and the ionization pro-
cesses concentrate more and more in the near-cathode
region, it becomes possible to obtain distributions sag-
ging in the center. Some authors [4] link such distribu-
tions to the volume recombination, indicating, how-
ever, that its probability is negligible. In our opinion,
the droop around the system axis and the maximum at
the periphery may well be explained by the highly non-
uniform ionization and taking account of the ions leav-
ing the cathode hollow in the axial direction. For exam-
ple, curves 2 and 3 in Fig. 1 have just such a qualitative
character. However, it should be noted at this point that
at higher pressures, the ion motion regime is no longer
collisionless, as assumed in writing equation (3),
though, taking account of the collisions will scarcely
lead to a qualitative change in the situation.

Thus, the close to uniform radial plasma density dis-
tribution in a self-sustained discharge with the hollow
cathode can be produced by increasing pressure to a
certain optimal level at which the probability of ioniza-
tion processes is higher (but not excessively) at the sys-
tem periphery and accordingly lower in the near-axis
region. However, such an approach to generation of the
uniform plasma can hardly be applied to sources of
charged particles, where, as a rule, the discharge pres-
sure is kept just above the critical value so as not to
weaken the electrical strength of the accelerating gap.
At these pressures, to intensify ionization at the system
periphery to a certain optimal level, an external ioniza-
tion source is needed, that is, the transition to the sus-
tained discharge.

As for the self-sustained discharge, intensification
of the ionization at the system periphery at low pres-
sures may be achieved by applying a magnetic field
along the system axis to the movement of high-velocity
electrons toward the system center. As the magnetic
field strength is gradually increased, the spatial distri-
bution of the high-velocity ionizing particles and, con-
sequently, the spatial distribution of the ionization pro-
cesses will gradually transform from the uniform one,
at the magnetic induction B = 0, to an increasingly more
nonuniform distribution with higher ionization proba-
bility near the cathode. Proceeding from the analysis
conducted, we expect that with increasing magnetic
field at some optimal value of B, a nearly uniform dis-
tribution will be attained, at least within a certain
region, and a further increase in B will make possible
the formation of a distribution with a sag in the center.
Results of the experiments carried out with the use of a
gas-discharge system consisting of a hollow cathode
50 cm in both length and diameter, a bar anode 35 cm
in length and 1 cm in diameter, and a solenoid fully
confirm these conclusions (we note that this system
may be looked upon as a system with the hollow cath-
ode in an applied magnetic field or as a system of the
inverted magnetron type). Figure 2 displays radial vari-
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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ation of the ion current Ip in the probe. The curves were
recorded using a system of probes, whose potential was
equal to that of the cathode, at the fixed discharge cur-
rent and various values of the magnetic field induction.
It is seen that for a zero magnetic field, the density of
the emission current in the radial direction decreases
rather quickly (Fig. 2, curve 1). After application of the
magnetic fields, the distribution changes; and at a cer-
tain B value, we obtain a distribution closest to the uni-
form one within a considerable part of the gap (Fig. 2,
curve 3). As the magnetic field is further increased,
transformation of the distribution continues and it
begins to sag in the system center.

Thus, both the calculation results and the experi-
mental data show that in order to obtain uniform distri-
bution of the plasma density in the low-pressure dis-
charge with a hollow cathode, it is necessary, instead of
maintaining uniform ionization as in a high-pressure
discharge, to enhance ionization processes at the
periphery of the gas-discharge system and, correspond-
ingly, suppress them somewhat in the area near the sys-
tem axis.

2. THE DISCHARGE WITH A HOLLOW 
ANODE

A disadvantage of gas-discharge systems with a hol-
low cathode is rather low ion extraction efficiency in
the axial direction, which does not exceed, as a rule, a
few percent. Most of the ions escape in the radial direc-
tion to the cathode. A considerable increase in the
extraction efficiency may be expected if the cylindrical
electrode is made the anode, in which the ion current is
either low or zero. However, a decrease in the radial ion
flow will not be brought about just by changing the
polarity of the cylindrical electrode. In a low-pressure
discharge with large-size anode, the plasma potential,
as a rule, is higher than the anode potential and the ions
are as free to travel to the anode as to the cathode. To
reduce the positive charge and the corresponding radial
electric field in a gas-discharge system, a magnetic field
is usually applied, which primarily affects electrons as
having considerably smaller mass, and so impedes the
escape of electrons from the discharge. However, the
magnetic field should not exceed a certain critical value
B beyond which an electron layer forms near the anode.
The electron layer is undesirable inasmuch as it causes
a considerable increase in the discharge voltage or
intensifies instabilities.

Thus, let us consider a discharge with the hollow
anode in an axially applied magnetic field where the
end electrodes operate as a cathode, in other words, a
discharge in the Penning-type system [3]. If the Larmor
radius of electrons is significantly less than the radius
of the gas-discharge chamber, then the electron motion
at a normal to the magnetic field can be described in the
diffusion-drift approximation; however, the Boltzmann
distribution (1) in this approximation is invalid. Let us
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
write the continuity equation and the expression for the
electron current density in the following form:

(13)

(14)

where ve, De, and µe are the average velocity, the diffu-
sion coefficient, and the electron mobility across the
magnetic field, respectively.

The balance and motion equations for the ions will
be used in the above form. Analysis of the set of equa-
tions (2'), (3'), (4), (13), and (14) shows that, similar to
the discharge with the hollow cathode, the homoge-
neous plasma of density n0 within a certain region r < r0
is obtained in two cases when the ionization function in
this region is defined by the following relation:

(15)

where

(16)

As the electron mobility in a strong magnetic field is
inversely proportional to the square of the magnetic
induction, then α ~ B2. With a decrease in the magnetic
field, α  0 and (15) gives two solutions identical to
those obtained for the discharge with the hollow cath-
ode [equations (6) and (7)]. As α increases, that is, as
the magnetic field strength rises, the two solutions
described by expression (15) gradually become closer

and, at α = 2 – , they merge into a unique solution.
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Fig. 2. Radial variation of the ion current in the probe in a
discharge with the hollow cathode in applied magnetic field,
B: (1) 0, (2) 0.2, (3) 0.3, (4) 0.4, and (5) 0.6 mT.
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At α values in excess of 2 – , highly constant
plasma density is impossible at any G. Nevertheless,
the calculation results show that even at α values con-

siderably exceeding 2 – , it is quite possible to
obtain distributions only slightly differing from uni-
form ones. The way to obtain such distributions
remains the same as before: it consists in decreasing the
ionization intensity near the system center and increas-
ing it at the system periphery, as illustrated in Fig.3. In
calculating the distributions shown in Fig. 3, it was
assumed that the ionization function is described by
expression (12) and the ratio between G1 and G2 was
varied. It is seen that as the ratio G2/G1 increases, the
density distribution transforms from rather steeply
sloping at G2/G1 = 1, that is, when G ~ const. at all r, to
fairly uniform at G2/G1 = 100. Unfortunately, this
transformation is accompanied by a decrease in the
plasma density; however, this drawback can be easily
eliminated by further increasing the magnetic field
strength (Fig. 4). In the case where the ionization is
mainly concentrated at the system periphery, the mag-
netic field may be increased to rather large values with-
out causing formation of the near-anode electron layer,
because the lifetime of the electrons in the discharge is
short. At the same time, the potential distribution in the
plasma is nonmonotonic, and most of the ions produced
at the periphery, instead of traveling to the anode, move
toward the system center, increasing the plasma density
in the central region, and then leave the discharge in the
axial direction.

Thus, to produce a uniform plasma density distribu-
tion in the discharge with the hollow anode under an
applied magnetic field, the same as in the discharge
with the hollow cathode, it is necessary to reduce the
ionization intensity near the system center and to
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Fig. 3. Radial variation of the plasma density in the hollow
anode under various ionization conditions: α = 20; r0 =
0.8R; G2/G1: (1) 1, (2) 3, (3) 10, and (4) 100.
increase it at the periphery. However, the radial distri-
bution of the concentration of high-velocity ionizing
electrons in the original Penning cell is quite the oppo-
site. Indeed, these high-velocity particles oscillating
between the opposite cathodes and gradually diffusing
transversely the magnetic field will tend to form a typ-
ical diffusion profile, which has a maximum at the sys-
tem center and decays to zero approaching the anode
absorbing these particles. Corresponding qualitative
features are found in the distributions of the plasma
density and the emission current. Figure 5 (curve 1)
shows experimental values of the ion current in the
probe, for probes in positions specified by probe num-
ber np. The results were obtained using a Penning cell
of 15 cm both in length and diameter.

To produce a uniform plasma, it is necessary to
intensify ionization at the system periphery, which was
achieved in the experiment using an auxiliary discharge
with the hollow ring cathode emitting electrons into the
peripheral section of the main Penning discharge,
where they produced additional ionization. This modi-
fication of the gas-discharge system allowed the radial
distribution of the ion emission current to be made
nearly uniform over a certain region (Fig. 5, curve 2).
Naturally, such a modification is not the only possible
one. Another possibility is to use a nonequipotential
cathode, which can be made, for example, by isolating
the central section of at least one of the cathodes and
applying to it a negative potential of lower absolute
value than to other parts of the cathode. In this case, the
high-velocity electrons emitted by that section of the
cathode will acquire less energy in the cathode layer,
the ionization intensity in the central region will
decrease, and the plasma profile will become more uni-
form. Certainly, other solutions are possible.
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Fig. 4. Same as in Fig. 3 for different magnetic field
strengths. G2/G1 = 100; r0 = 0.8R; α: (1) 20, (2) 40, (3) 60,
and (4) 80.
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It should be noted that use of these two modifica-
tions in the discharge with the hollow cathode and zero
magnetic field instead of the Penning cell will hardly
improve the situation, because the electrons, even
though they have reached the hollow cathode periphery,
after a single effective collision become isotropic and
uniformly distributed throughout the cathode volume.
In a similar way, in the system with a nonequipotential
cathode, the electrons that acquired different energies
will soon mix and no nonuniform ionization will result.
Thus, contrary to widespread opinion, the magnetic
field in the cases considered, as well as in the case of the
discharge with hollow cathode analyzed in section 1, is a
factor contributing to production of homogeneous
plasma.

1

2

0 4 8

0.5

1.0
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Ip, mA

Fig. 5. Radial variation of the ion current in the probe in
(1) Penning discharge and (2) Penning discharge with a hol-
low ring cathode.
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
CONCLUSIONS

For producing fairly uniform radial density distribu-
tions of the plasma and the ion emission current in a
low-pressure discharge with the hollow cathode or hol-
low anode, it is necessary to produce nonuniform ion-
ization in the discharge gap with higher probability at
the system periphery. In the discharge with the hollow
cathode, it can be done by the application of a magnetic
field to the discharge gap to impede the flow of high-
velocity ionizing particles toward the system center. In
the Penning system, modifications should be made with
a view to reducing ionization at the center and/or
increasing it at the periphery of the system. In particu-
lar, it has been experimentally shown that the homoge-
neous plasma can be produced in some region by sup-
plying additional ionizing electrons to the periphery of
the Penning system from an auxiliary discharge with a
hollow ring cathode.
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Abstract—The mechanisms of processes determining distribution of positive ions on the cathode surface in a
discharge with oscillating electrons are studied. At low pressures P ≤ 5 × 10–5 torr over the entire range of anode
length variation la = 0.5–11 cm, the ion current distribution over the cathode radius Ji(r) features a single max-
imum in the center and drops steeply with distance from the axis. At pressures P = 1–4 × 10–4 torr, the distri-
bution Ji(r) for short anodes (la < 6 cm) is similar to the previous one but, for long anodes (la = 6–10 cm), new
maxima at higher Ji values have been detected. A physical explanation for the obtained results is proposed.
© 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Distribution of the charged particles over the cath-
ode surface is influenced by the structure of the space
charge in the tube and location of the intensive ioniza-
tion areas. The importance of the study of this subject
is evident from the diversity of applications of this type
of discharge: vacuum pumps, sources of charged parti-
cles, growth of thin films, etc. 

It has been shown [1–5] that the maximum ion cur-
rent density at the cathode occurs in its center; at P =
2 × 10–5 torr the ion current density drops by half just
0.5 mm from the discharge axis. In [6, 7] the ion and
electron currents flowing through the central area of the
cathode have been separated. For the first discharge
regime, a formula was derived [8] describing the distri-
bution of the ion current density along the cathode
radius. In a study by the present authors [9], distribu-
tion of the ion current density over the cathode surface
as a function of anode length was measured for da =
20 mm. This study formed a natural sequel to earlier
studies for da = 31 mm [9, 10]. 

EXPERIMENTAL

The measurements were carried out in the setup
with an electrode system shown in Fig. 1a. The cylin-
drical anode 1 has inside it a fixed cathode 2, in which
there is one central hole and eight radial holes 2 mm in
diameter; flat molybdenum disks 4 of identical diame-
ter (2 mm) are mounted behind each hole for picking up
currents emerging out of individual holes. Adjustable
cathode 3 serves to smoothly vary the discharge gap la

from 0.5 to 11 cm without breaking vacuum.
1063-7842/00/4504- $20.00 © 20406
Figures 1c–1e show plots of the ion current density
Ji(r) as a function of the distance from the cathode cen-
ter at a residual gas pressure of P = 5 × 10–5 torr. The
magnetic induction was varied in a range B = 300–
600 G; the anode voltage was Ua = 2–3 kV. The anode
cylinder length la was a parameter. Simultaneously,
variation of the discharge current Ip(la) was recorded
(Fig. 1b) and its variable component monitored with
the use of a spectrum analyzer and oscilloscope. It is
seen that in the entire range of anode lengths available,
Ip(la) has a single maximum. Corresponding densities
Ji(r) are also the maximum values. The shape of Ji(r)
curves is always the same: Ji has a maximum in the cen-
tral part of the cathode and falls down steeply away
from the center. As the anode voltage Ua is raised, the
currents Ip and Ji increase monotonically. At B = 300 G,
raising Ua from 2 to 3 kV makes Ji(0) nearly twice as
high (Figs. 1c, 1d). Conversely, with an increase in the
magnetic induction from 300 to 600 G, Ji drops by half
(Figs. 1d, 1e). High frequency oscillations have not
been observed.

Analysis of the above electrical characteristics of
the discharge shows that the obtained results corre-
spond to a uniform low-density space charge of elec-
trons. The effect of ions on the space charge is ignored,
because under conditions of low pressure and a strong
longitudinal electric field (the first regime), the ions
experience no collisions and quickly escape to the cath-
odes. In this regime, the distribution of the electrical
potential along radius r and axis z of the tube can be
with good accuracy approximated with a quadratic
function. The potential U0 at the center of the discharge
chamber is high enough, and ionization is produced by
electrons moving along both r and z [10]. The ampli-
000 MAIK “Nauka/Interperiodica”
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tude of radial oscillations of an ion does not exceed the
radius of the point r0 where the ion was born, and obvi-
ously the ions can get to those points on the cathode
surface whose separation from the center r does not
exceed r0 (r ≤ r0). The central part of the cathode can be
hit by ions generated at any distance from the axis, but
the actual point of incidence is determined not only by
the coordinate of the point of generation but also by the
ion trajectory. Calculations of the ion trajectories [8]
show that the ions hit the cathodes at various angles of
incidence with different energies and in different quan-
tities. In the first discharge regime, the ion current den-
sity at the central part of the cathode is given by expres-
sion

(1)

where νi is the ionization rate; ne is the electron concen-
tration; e the electron charge; ∆rk is the radius of a cir-
cle at the center of cathode within which axial ions are
scattered because of the scatter in their initial veloci-
ties; and  is the total volume of all regions from
where ions reach the cathode center.

Examination of the size and structure of  indi-
cates that the majority of ions hitting the central part of
the cathode comprise ions generated inside a cylinder

Ji r ∆rk≤( )
ν inee

π∆rk
2

------------Ω0' ,=
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of radius ∆rk and length la/2 located along the cell axis
z, as well as the ions coming from volumes (r, z) located
closer to the cathodes (the nearer the volume to the
cathode, the greater its size). Quantities νi and ne under
these conditions grow faster with increasing P and B
(the dependence on Ua is weaker); therefore, it is possi-
ble [1] that the ion current density Ji also rises with
pressure and magnetic induction. The maximum of the
axial ion current is intimately related to the intensive
ionization taking place close to the axis, wherefrom all
ions arrive directly at the central part of the cathode.
Some contribution also comes from an increase in the
ion concentration ni due to the greater “lifetime” of the
axial ions because of radial oscillations. 

With increasing distance to the cathode, the width of
the region from which ions can get to their central part
diminishes. Therefore, peripheral parts of the cathode
receive some fraction of the ions produced in a small
intensive ionization region near the anode. Here, the
ion withdrawal rate is greater and the concentration ni

lower. The corresponding ion current density is given
by formula [8]:

(2)

Curves in Fig. 1 are in agreement with equation (2).
Indeed, simultaneous reduction of ni along the tube
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radius and of the size of corresponding regions, whence
ions come to point r at the cathode surface results in
appreciable lowering of the ion current density at the
periphery. So, for a Penning tube 31 mm in diameter at
a pressure P = 5 × 10–5 torr with anode voltage and
magnetic induction corresponding to the first discharge
regime, changing the anode cylinder length la will
affect both the discharge current value and the ion cur-
rent density. Yet the shape of Ji(r) remains the same: in
the entire range of anode lengths la = 0.5–11 cm, the
current density has a maximum at the cathode center. In
other regimes, the distribution of Ji(r) is drastically
changed.

The above mechanism of ion production and distri-
bution suggests that once the localization of separate
ion beams at the cathode surface is established, one can
tentatively outline the regions where the ions have been
produced, that is, reconstruct intensive ionization
regions inside the anode. Our experiments show that
this correspondence is more pronounced under condi-
tions of higher pressure and longer anodes. In Figs. 2a
and 2b, distributions of the current density Ji(r) along
the cathode radius are given for P = 2 × 10–4 torr. It is
seen that the shape of the Ji(r) curve is quite close to
that for short anodes at P = 5 × 10–5 torr (la = 4 cm,
curve 1 in Fig. 2a). But for tubes with long anodes the
Ji(r) distribution is significantly changed with respect
to both the shape and the absolute values (curves 2, 3).
The density Ji(r) is much higher over nearly the entire
cathode surface and peaks not only in the central part
but also against the third disk. Some reduction of Ji(0)
is also noticeable, and practically no ions arrive at the
extreme periphery of the cathode: these areas remain
unevaporated. 

Plots of the discharge current versus the tube length
(Fig. 2c) demonstrate that curve 1 in Fig. 2a corre-
sponds to discharge conditions where la values are in
the range of short anodes (la ≤ 4 cm) prior to formation
of the second maximum of the function Ip(la). That is,
with short anodes, the shape of the Ji(r) curve is the
same at both P = 5 × 10–5 torr and P = 2 × 10–4 torr. Con-
versely, curves 2 and 3 in Fig. 2a with a different Ji(r)
distribution correspond to conditions favorable for the
appearance of a second maximum in Ip(la), i.e., to the
long anode conditions. 

As the gas pressure and the rate of electron colli-
sions with neutrals increase, the ionization rate ν1 will
increase as well. Because of the increasing rate of with-
drawal of electrons to the anode, the ratio ne/ni is
decreasing. Thereby, the influence exerted by ions on
the space charge is enhanced and the potential distribu-
tion U(r, z) in the tube changes correspondingly. In par-
ticular, the radial drop of potential Ua – U0 decreases
and the longitudinal drop of potential U0 – Uk increases.
The latter provides an increase in the number of sec-
ondary electrons owing to the higher energy of the ions
bombarding the cathode surface. Also rising is the
energy acquired by the close-to-axis electrons as they
oscillate between the cathodes. On the other hand, a
longer anode also causes an enhancement of U(z), and
makes the role of regions close to the cathode [10]
greater. The axial and radial ionizations, by enhancing
each other, proceed with much higher intensity. As a
result, in the case of high P, for a long anode, a steep
rise of the discharge current and the current density
occurs at the cathode as the second maximum of Ji(r)
emerges. The radial ionization is nonuniform along the
tube radius, and so a radial zone of intensive ionization
exists in the tube. The longitudinal ionization, on the
contrary, is less sensitive to the distance to the tube
axis; therefore large quantities of ions impinge on the
peripheral areas of the cathode as well (Fig. 2). As
noted above, a certain correlation exists between the
ion coordinate at the moment of birth and the point it
will hit on the cathode; therefore, it can be argued that
it is the ions produced in the intensive ionization zone
that arrive at corresponding points on the cathode sur-
face and form the second maximum of Ji(r). The forma-
tion mechanism of the central ion current is similar to
that presented above for conditions of Fig. 1. Curves
obtained for different values of magnetic induction
(Fig. 2) demonstrate that the above relationships per-
sist: there is observed only one maximum of Ji(r) for
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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short tubes and two maxima for long ones. The critical
anode length at which the transition between the two
shapes of Ji(r) takes place depends on the magnetic
induction B. Under conditions of containment of a large
quantity of electrons (large B), the axial potential drops
and all currents decrease considerably (Fig. 2b). There-
fore, to restore sufficient longitudinal ionization it is
necessary to increase la (with longer anodes the role of
longitudinal ionization is greater). However, all this
becomes manifest only under certain conditions of long
anodes and higher pressures, when, due to significant
enhancement of ionization along the tube, the ioniza-
tion intensity and ion concentration in the radial zones
and on the cathode surface rise considerably, and the
ions from these zones produce on the cathode surface a
corresponding ion current density profile.

With increasing anode voltage (Ua = 1.5; 2 kV), the
character of the Ji(r) distribution as a whole remains the
same, while the absolute values of the currents Ia and Ji

become larger (Fig. 3). With increasing magnetic
induction, the central maximum of the ion current den-
sity Ji(0) for long anodes (la > 7 cm) gradually lowers,
equaling the second maximum and ultimately ending
up much lower; i.e., the ion current density at the cath-
ode periphery becomes higher than in the center
(curves 3 and 4 in Fig. 3a). The height of the second
peak of Ji(r) is less affected by the magnitude of mag-
netic induction, in agreement with its formation mech-
anism described above. In the case where la = 10 cm
and B = 600 G, a third peak appears in the Ji(r) distri-
bution (Fig. 3a); i.e., three belts of intensive ionization
are found inside the anode. The presence of the radial
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
intensive ionization zones is evidenced by circular
evaporation patterns on the cathode. The width of these
rings and their radii are determined by the relationships
between Ua, B, and la. By adjusting the physical and
geometrical parameters, a fairly uniform distribution of
the ion current density over the cathode surface can be
achieved (Figs. 3b, 3c); this may be used advanta-
geously in producing uniform films of different materi-
als. The highest ion current density, 110 µA/mm2, is
achieved in the second disk at Ua = 2 kV, B = 600 G, and
la = 7 cm (Fig. 3d). 

Thus, with a long anode (6 ≤ la ≤ 10 cm) at P = 2 ×
10–4 torr, the distribution of the electrical potential is
such that the ratio of radial and longitudinal ionizations
is at an optimum and at all points maximum values are
reached. In this case, the ion current density distribu-
tion over the cathode surface Ji(r) is essentially differ-
ent, featuring subordinate peaks. For still longer anodes
(la > 10 cm), the optimum ratio of the ionizations is vio-
lated and the currents drop significantly.

CONCLUSIONS

In the low-pressure Penning discharge, P ≤ 5 ×
10−5 torr, in the entire range of anode lengths la = 0.5–
11 cm and for anode voltages and magnetic induction
values used in the experiment, the distribution of ion
current density Ji(r) along the cathode radius is bell-
shaped, peaking in the center and steeply sloping off in
the radial direction away from the axis.
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At a pressure P = 1–4 × 10–4 torr, the distribution of
ion current density along the cathode radius is similar
to the previous one in the case of short anodes (la <
6 cm) and changes abruptly for long anodes (la = 6–
10 cm): new intensive current peaks appear. 

The abrupt change of the discharge characteristics is
explained as being caused by attainment of the opti-
mum ratio of radial and longitudinal ionizations. This
optimum ratio is attainable in long anodes of particular
length at specific values of Ua and B and only at high
pressures.

The emergence of subsidiary peaks in the Ji(r) dis-
tribution is related to the formation inside the tube of
radial belts of considerably higher ionization. At pres-
sures P < 10–4 torr, the subsidiary peaks are weak or
undetectable.

By adjusting la, Ua, B, and P values, either a narrow
collimated ion beam or a uniform distribution of the ion
current density over the entire cathode surface can be
produced.
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Abstract—A unidirectional variation of the pressure applied to Ti–Ni alloy was found to cause strains of dif-
ferent sign when the material temperature was changed in 10 K steps. The pressure dependence of twin yield
stress was obtained. It is concluded that pressure may initiate twinning in crystals. © 2000 MAIK “Nauka/Inter-
periodica”.
As is known, pressure applied to alloys with marten-
site inelasticity may cause a number of unusual defor-
mation processes at temperatures within the range of
direct and reverse martensite transformations [1–4].
For example, isothermal variation of pressure can pro-
duce the shape memory effect, the reversible shape
memory effect, plasticity of transformation, etc. The
mechanism of pressure shaping is a shift of the temper-
ature of thermodynamic interphase equilibrium in
accordance with the Clausius–Clapeyron equation.

Until now, the influence of pressure on martensite
inelasticity has been investigated only for processes
that exhibit a unidirectional change of strain with
monotonically varying temperature. In memory effect
media, however, reversible strains are also feasible.
Deformation of these alloys upon heating under con-
stant shear stress is an example. In this case, at the first
stage of heating, the strain builds up with applied load.
With a further increase in temperature, deformation
recovery occurs. Generally, such behavior is ade-
quately explained by martensite transformations [5]. In
titanium nickelide (TiNi), however, the twin yield
stress decreases and the strain builds up by V19' mar-
tensite twinning as the temperature approaches the
reverse phase transition point [6]. Thus, it is of interest
to trace the pressure effect on the behavior of TiNi
alloys upon heating under constant shear load at vari-
ous stages of deformation. This is the purpose of our
study.

The Ti–49.5 at. % Ni alloy used in experiments had
the following characteristic temperatures of martensite
transformation: MI = 305 K, MF = 345 K, AI = 340 K,
and AF = 385 K. These are the initial and the final tem-
peratures of transformation plasticity upon cooling and
the shape memory effect upon heating, respectively,
under the constant stress τ = 40 MPa and atmospheric
pressure.

Experiments were performed in the setup described
in [3]. Samples in the form of a coil spring were pre-
pared from 0.8-mm-dia. wire. The number of turns was
1063-7842/00/4504- $20.00 © 20411
six, and their diameter was 5.6 mm. Samples were
annealed for 40 min at 720 K before and after experi-
ments. The strain was calculated from the spring
shrinkage in an elastic approximation by the expression
γ = ∆hd/(4πR2n), where d is the wire diameter, ∆h is a
change in the spring height, n is the number of turns,
and 2R is the spring diameter. The change ∆h was mea-
sured with an accuracy of ±10 µm, so that the strain γ
was accurate to 0.002%.

A sample was placed in the working chamber and
subjected to a shear stress of 40 MPa at a temperature
of 292 K. Under these conditions, the material was
strained 0.205%. Then, the sample was taken for exper-
iments.

First, we studied pressure shaping under given condi-
tions. To do this, after the sample had been placed in the
chamber, the pressure P was increased to a certain level
and remained constant during subsequent heating.
Experimental results obtained for P1 = 0.1 MPa and P2 =
200 MPa are presented in Fig. 1. It is seen that, for
either pressure, the temperature dependence of the
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Fig. 1. Strain vs. temperature during heating under a con-
stant shear stress of 40 MPa for applied pressures of (1) 0.1
and (2) 200 MPa.
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strain γ has a specific bell-like shape described in [5, 6].
An important point is that the curve for P = 0.1 MPa
displays a maximum at T = 340 K, which is the initial
temperature of reverse phase transition AH. In other
words, at temperatures below 340 K, the alloy was sin-
gle-phase, the strain built up through twinning [6], and
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Fig. 2. Strain vs. temperature during heating and isothermal
increase in pressure at (a) 332 and (b) 344 K. AB, atmo-
spheric pressure; BC, pressure rises from 0.1 to 200 MPa;
and CD, pressure equals 200 MPa.
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deformation recovery was due to martensite transfor-
mation [5].

Now turn to Fig. 1 again. Under a pressure of
200 MPa, the plot is shifted to lower temperatures by
about 5 K. This means that the pressure applied to the
alloy does more than lower the temperature of marten-
site transformation, which is well known. The range
where the twin yield stress strongly depends on temper-
ature also shifts to lower temperatures. In other words,
in the temperature range from 292 to 340 K, the twin
yield stress drops with an increase in pressure. There-
fore, one can assume that an isothermal pressure rise
during strain buildup should decrease the twin yield
stress and hence contribute to the strain. At the stage of
deformation recovery, the pressure rise causes the
transformation plasticity effect upon heating, which
encourages recovery.

In order to verify the aforesaid, another series of
experiments was carried out. The sample was placed in
a high-pressure chamber and heated at atmospheric
pressure. At the stage of inelastic deformation, the
heater was switched off and the pressure was isother-
mally raised to 200 MPa. As the pressure grew, the
strain kept its sign. After the pressure was raised to
200 MPa, the heater was switched on again. Associated
experimental results are shown in Fig. 2. Here, AB, BC,
and CD denote successive experimental stages. One
can see that, in the temperature ranges of 322.5–338 K
and 346.5–356 K, isothermal growth of pressure (por-
tion BC) strains the material by 0.014–0.02% both for
the rising (Fig. 2a) and the falling (Fig. 2b) branches of
the γ–T curve. It is significant that an increase in the
pressure contributes, as expected, to the strain in the ris-
ing branch of the curve γ–T and favors deformation
recovery in its falling branch. Moreover, pressure-
induced strain variations may change the sign even at
close temperatures. In Figs. 2a and 2b, the temperatures
at which the pressure was increased differ by 12 K only.

As one could expect from Fig. 1, the sample was not
strained when the pressure was isothermally increased
at 292 K.

The pressure dependences of the strain are shown in
Fig. 3. The curves are nearly linear whatever the tem-
perature of isothermal pressure rise. At both stages of
deformation (buildup and recovery), the magnitude of
the ratio dγ/dP roughly equals 8 × 10–5 MPa–1 in the
temperature range of 322.5–356 K.

The obtained results suggest that, during reversible
shaping in the TiNi alloy, an increase in the pressure
initiates mass transfer mechanisms responsible for the
rising and falling branches of the γ–T curve. One more
series of experiments was aimed at elucidating the
influence of isothermal pressure decrease on the alloy.

The sample was placed in the working chamber and
heated under a pressure of 200 MPa. In the course of
inelastic deformation, the heater was switched off and
the pressure was isothermally decreased to the atmo-
spheric value; then, heating recommenced. Some of the
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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experimental results are presented in Fig. 4. After the
pressure has fallen at the point U, further heating does
not entail significant shaping; deformation proceeds
only above a certain temperature (the point W in Fig. 4).

The discovered effects take place at the stages of
both buildup and recovery (Figs. 4a, 4b). Note that, if
the pressure drops from 200 MPa in the rising branch
of the γ–T curve, a temperature delay of deformation
∆T is 6–6.5 K (Fig. 4a). For the falling branch of the
curve, ∆T ≈ 3.5 K (Fig. 4b).

Our results provide vast potentialities for control-
ling titanium nickelide mechanical behavior by means
of pressure. It was found that, during heating of the
alloy, a strain of either sign can be initiated merely by
an increase in the pressure (without cooling). The strain
sign depends on the temperature at which the pressure
was changed. It follows that temperature and pressure
conditions can be selected such that a unidirectional
variation of pressure (here, an increase) alone ensures
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Fig. 4. Strain vs. temperature during heating and isothermal
decrease in pressure at (a) 327.5 and (b) 344 K. AU, pressure
equals 200 MPa; U, pressure drops from 200 MPa to the
atmospheric value; and UWD, atmospheric pressure.
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strain reversibility. That is, a variation of pressure to
some threshold initiates direct shaping and a further
variation of pressure (in the same direction) stimulates
reverse shaping. This is of special importance for creat-
ing TiNi-based devices with reversible operation due to
increasing pressure.

The experimental results indicate that pressure-
induced reversible deformation in Ti–49.5 at. % Ni is
qualitatively similar to other memory effects [2–4]. In
all these cases, an increase in the pressure during heat-
ing favors the same deformation process that proceeded
before a change in pressure conditions. A decrease in
the pressure always produces a temperature delay of
deformation.

Also, we revealed the baromechanical effect in Ti–
49.5 at. % Ni. Its essence is a low-temperature shift of
the range where the twin yield stress is strongly temper-
ature-dependent when pressure is applied. This feature
is also typical of the characteristic temperatures of mar-
tensite transformation.

Finally, we should note the following. The deforma-
tion mechanism represented by the rising branch of the
γ–T curve in Fig. 1 is twinning [6]. At the same time,
the pressure applied to an isotropic solid may change its
shape only by initiating processes responsible for shap-
ing. Therefore, the results presented in Figs. 2a and 3
(curves 2–5) suggest that, by pressure, one can induce
twinning (reorientation) in crystals.
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Abstract—Taking into account changes in the Cu charge states, general characteristics and distinctive features
of structural transformations typical of high-temperature superconducting and ferroelectric phases in Y–Ba–
Cu–Ti–O ceramic samples are studied. It is shown that with substitution of titanium for Y and Cu the concen-
tration of Jahn–Teller ions Cu2+ detected by EPR technique does not rise higher than10%. According to X-ray
spectroscopy data, the Cu charge state lowers from Cu2.2+ to Cu0.5+ with increasing titanium content. It is found
by X-ray diffraction studies that with increasing Ti content, the fraction of the layered structure containing (00l)
planes of orthorhombic structure decreases and the growth of planes of the (11l) type pertaining to tetragonal
structure is stimulated. The structural phase transition from the orthorhombic to tetragonal crystal structure
mainly occurs in the range x = 0.3–0.5. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In this paper, a high-temperature superconductor
(HTSC)-ferroelectric (FE) phase transition was pro-
duced in the metal-oxide perovskite systems Y–Ba–Cu-
Ti–O using an ion substitution method similar to that of
[1]. The ion substitution (Y, Cu)  Ti caused a grad-
ual transition from the well-known superconducting
YBa2Cu3O7 – σ ceramics to the composition of the equally
well-known ferroelectric BaTiO3. For the YBa2Cu3O7 – σ
phase, the typical crystal lattice structure is orthorhom-
bic; and for the FE BaTiO3 phase, it is tetragonal. The
aim of the work was to study the course of atomic rear-
rangements taking place when the material composi-
tion is gradually altered by way of concentrational
changes in the chemical composition of the investi-
gated solid solutions, as well as to estimate changes in
the charge state of Cu2+ cation principally responsible,
along with oxygen, for the superconducting properties
of HTSC ceramics [2−8].

SAMPLES AND TECHNIQUES

Samples for the investigations were prepared by sin-
tering powder mixtures. Content of the alkaline-earth
element barium in the samples was kept constant as per
the chemical formula (Ba2); and the content of the 3d
transition metal (Ti) in the cation sublattice, or the rela-
tion x = Ti/(Y + Ba + Cu), increased from 0 to 1 to
obtain the compositions YBa2Cu3O7 – σ (x = 0),
Y0.7Ba2Cu2.1Ti1.2On (x = 0.25), Y0.5Ba2Cu1.5Ti2On (x =
0.5), Y0.2Ba2Cu0.6Ti2On (x = 0.7), and BaTiO3 (x = 1).
The initial mixtures were calcined for 5 h at 930°C. The
subsequent grinding into powder was done in a portable
1063-7842/00/4504- $20.00 © 20414
mill; the pellets were pressed at a pressure of 0.1 GPa
and then sintered for 5 h at different temperatures (from
950 to 1200°C).

The structure and properties of samples of the
metal-oxide system were studied by X-ray spectros-
copy, EPR (electron paramagnetic resonance), and
optical methods. The X-ray diffraction analysis was
carried out by a photographic method sensitive to dif-
fusely scattered X-radiation and with the use of CrKα
radiation. The valence state of copper ions was deter-
mined from the energy shift of the Cu  X-ray spec-

tral line registered with a DRS-2M spectrometer with

( ) quartz as a dispersive medium, as well as from
EPR spectra. X-ray spectra of the investigated and ref-
erence samples (Zn  line) were excited simulta-

neously by a wide-angle electron beam at a low accel-
erating voltage (10 keV), so that with anode water-
cooling the sample temperature did not rise above
50°C. The spectra of the reference compounds of cop-
per oxides with known valence values were recorded
under similar conditions.

Variations of the free carrier concentration were
monitored by measuring the optical reflection coeffi-
cient R. A universal FOU-type photometer was used.

EPR spectra were recorded with a superheterodyne
spectrometer operating in the 3-cm range, which could
measure both the rate of change of absorption signal
using modulation frequencies from 20 to 100 Hz and
the absorption signal. Powdered CuSO4 · 5H2O sam-
ples were used as a standard.

Kβ1

1340

Kα1
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RESULTS AND DISCUSSION

X-ray diffraction analysis of lattice parameters of
the orthorhombic YBaCuTiO revealed that substitution
of small amounts of titanium for Y and Cu ions (0 ≤ x ≤
0.2) caused a drastic decrease in parameter c (by 9.4%)
with practically unchanged parameters a and b (Fig. 1).
As follows from the calculations, in this composition
range, the decrease in the effective cation size in the unit
cell compared to the starting compound is also consider-
able and amounts to ∆r/r = 0.18 (Fig. 2, curve 2).

As the Ti content is further increased in the range
0.22 ≤ x ≤ 0.7, the “shrinking” of the cation size
changes slightly from 0.2 to 0.3; also small is the change
in parameter c (by 2%). But the increase in parameters a
and b, 15 and 21%, respectively, is noticeable.

So, gradual substitution of titanium for Y and Cu in
YBa2Cu3O7 – σ first (up to x ≤ 0.2) causes a drastic con-
traction (>9%) of the crystal lattice of the initial struc-
ture along the crystallographic c-axis and then (at
0.22 ≤ x ≤ 0.7) a lattice strain (>15%) in the (ab) plane
in the diagonal direction. It follows from these data that
the distortion accumulated in the initial crystalline
structure is so great that it is ready for a transition into
a different crystallographic order. The orthorhombic
structure of the yttrium ceramics in the range of tita-
nium contents from 0.7 to 1 transforms into the tetrag-
onal structure of barium titanate. In this range, the dis-
parity in size between the cations of the initial and final
compositions increases drastically again from 0.3 to
0.82. Throughout the range of compositions, gradually
accumulating distortions of the crystal structure lead to
transformations typical of type II phase transitions of
YBa2Cu3O7 – σ.

X-ray emission spectra studies revealed that substi-
tution of titanium for yttrium and copper ions in Y–Ba–
Cu–Ti–O caused electron density redistribution in the
structure of the solid solution, such that the charge of
copper ions decreased from Cu2.2+ to Cu1.6+ at x = 0.2
and down to Cu0.5+ at x = 0.75 (inset in Fig. 2). In this
case, the presence of Jahn–Teller Cu2+ ions in essen-
tially lower concentrations than expected was detected
by the EPR technique.

Lowering of the charge state of copper ions implies,
first of all, a decrease in the concentration of free charge
carriers taking part in the charge transfer and, second,
weakening of the long-range bonding forces between
copper cations and oxygen ions in the ceramic layered
structure. The first factor causes degradation of the con-
ducting and superconducting properties of the ceramics
in this metal-oxide class. The second factor accounts
for the destruction of crystallographic ordering in the
solid solution in the form of chemical stratification with
preferential development of layers of Cu2+O planes
responsible for superconductivity. Weakening of the
long-range bonding forces between atoms in a multi-
component solid solution causes weakening of the
atomic order anisotropy and rearrangement of the crys-
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
tal structure; this observation has been confirmed by X-
ray diffraction spectra analysis (Fig. 3). Histograms of
the corresponding experimental X-ray pictures are
shown in Fig. 3. The line intensities are numbered start-
ing with the brightest line, which is number 1.

It has been noticed that there are usually only a few
lines in the diffraction patterns from undoped
YBa2Cu3O7 – σ ceramics, with type (00l) reflections
dominating, which is typical for structures of this class
exhibiting superconductor properties (the critical tem-
perature of the sample was Tc = 94 K). We note the fol-
lowing typical features of evolution of the diffraction
pattern:
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Fig. 1. Variation of the crystal lattice parameters a, b, and c
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dence of the charge state (n) of copper cations on x is shown
in the inset.
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Fig. 3. X-ray histograms. Parameters obtained by analysis of the diffraction patterns are shown in inset: (1) number of diffraction
lines N; (2) concentration Cm of structural components—(00l) planes; (3) structural coherence coefficient K; and (4) fraction of
coherent scattering I2/I1.
(1) When titanium is substituted for Y and Cu ions,
the number of diffraction lines N changes nonmonoton-
ically: at first, it rises sharply (from 13 to 18) at 0 ≤ x ≤
0.5 (Fig. 3 and curve 1 in inset); then it drops to 7 (at
0.7 ≤ x ≤ 1). The maximum corresponds to the most dis-
ordered state of the multicomponent solid solution Y–
Ba–Cu–Ti–O based on the matrix structure of phase
123. In this state, the distortions accumulated in the
crystal lattice as a result of substitution of titanium for
Y and Cu destroy the initial regular arrangement of the
cations in the solid solution, and there usually arise
atomic arrangements in the form of layers in (00l)-type
planes consisting of cations of only one of the metals
and oxygen anions. With order destroyed, formation in
the solid solution of every possible plane of the matrix-
type crystallographic structure becomes equiprobable,
which is seen as an increase in the number of diffrac-
tion lines (Fig. 3, x ≠ 0, 1).

(2) The change in the ensemble of crystallographic
planes corresponding to the atomic layers seen in the
diffraction patterns is noteworthy as well. As shown
earlier [2], among HTSC ceramics, superconducting
properties are displayed by the structures with the pre-
vailing atomic order represented by (00l) planes.
Therefore, as an estimate of the volume concentration
Cm of such structural elements in the ensemble of the
crystallographic planes seen in the X-ray picture of
coherent scattering from a particular sample, we get a
ratio of the integrated line intensities Cm = I00l/I1.
Equating to unity the maximum value of Cm, we obtain
a nonlinear dependence of Cm on titanium content x
(curve 2 in inset of Fig. 3) with a minimum in the range
x = 0.2–0.5. This minimum corresponds to the maxi-
mum disturbance of the initial regular arrangement of
the atoms of different elements in the matrix of the
solid solution structure.

(3) Intensities of the major lines of the YBa2Cu3O7 – σ
phase (phase 123) vary nonmonotonically with increas-
ing degree of substitution. In the beginning (x = 0, 0.25)
TECHNICAL PHYSICS      Vol. 45      No. 4      2000



STRUCTURAL TRANSFORMATIONS IN Y–Ba–Cu–Ti–O METAL OXIDES 417
we can see a noticeable decrease in intensities of the
reflections from planes (006), (007), (008), (009), and
(0010), while reflections from (013), (110), (103)
planes are practically unchanged. This fact suggests
that the system still tends to form atomic arrangements
dominated by (00l) planes. Titanium ions occupy cat-
ion positions mostly in these structural elements. The
substantial drop in intensity is caused by the lower scat-
tering ability of Ti (Z = 22) compared with Y (Z = 39)
and Cu (Z = 29), because it is known that I ~ Z4.

With a further increase in titanium content in the
phase 123 solid solution (x = 0.5, 0.75), reflections
from planes (013), (005), (006), (115), (007), (117),
and (207) [having crystallographic parameters
approaching those of the new structure of BaTiO3 (x =
1)], become stronger. At the same time, the reflections
from the initial matrix phase 123 disappear gradually as
the titanium content is increased. The first to disappear
is the brightest line, from (110) plane; next to disappear
are lines of moderate intensities. So, in the diffraction
pattern of a sample with x = 0.25, there are only three
lines from the initial structure. The other seven lines
show the readiness of the atomic ordering for replace-
ment of the initial structure (orthorhombic
YBa2Cu3O7 – σ phase) by the tetragonal BaTiO3 phase.

The ratio of the measured integrated intensity of
reflections from the orthorhombic phase that survived
among the tetragonal phase (marked by ovals in Fig. 3)
to the total intensity gives a coherence coefficient of the
two structures in the experimental samples K = I0 → T/I1
(curve 3, inset in Fig. 3). The range of compositions
where the dependence K = f(x) is nonmonotonic is
shaded. From the plot one can see that the greatest mis-
match in the structures of both phases occurs in the
solid solution of composition x = 0.5. To the left of this
composition the atomic order of the orthorhombic
phase of YBa2Cu3O7 – σ predominates; and to the right,
the tetragonal phase of BaTiO3. This conclusion is in
good agreement with the curves (curves 1 and 2 in the
inset in Fig. 3) obtained from analysis of diffraction
patterns, as well as with the value of the minimum ratio
of the intensity of coherently scattered X-radiation to
the overall scattered intensity (curve 4). The minimum
in the dependence I2/I1 corresponds to the highest dis-
order in the atomic structure of the investigated solid
solution and is evidence of a structural phase transition
[4]. In Y–Ba–Cu–Ti–O this transition occurs at the
extremum point x = 0.5 corresponding to the above-
mentioned minimum.

Fine structure of the X-ray diffraction peaks
changes as well. As Y and Cu ions are replaced by tita-
nium, the atomic rearrangement of the crystallographic
structure in the investigated series of metal oxides
results in substantial changes in the shape of diffraction
lines, especially distinct at large scattering angles
(Fig. 4). As seen in the microphotometer curves, as the
content of titanium is increased from 0 to 0.5, the sharp
(220) peak decreases in intensity and becomes broader,
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
assuming the form of a diffusion reflection; at x = 0.75
it disappears. At the same time, the weak diffuse (117)
peak of the orthorhombic phase increases in intensity
and broadens, “swelling” at x = 0.5 and, at x = 0.75,
turning into a narrow sharp line of reflection from the
(022) plane of the new tetragonal phase BaTiO3. Con-
tinuous changes in angular position and shape are also
observed for the reflection from the (207) plane of the
orthorhombic phase; after “swelling” at x = 0.75, the
peak transforms into the (013) peak of the new phase.
Apart from above-mentioned, all other orthorhombic
structure reflections detected in the initial or close to
initial compositions and typical of the specified range
of scattering angles disappear with increasing x
(Figs. 3, 4). Described evolution of the fine structure of
diffraction peaks indicates a gradual enhancement of
the crystallographic components of the initial atomic
arrangement “inherited” by the new phase. They trans-
form from weak lines into intensive bands (halo) and
then to bright lines: (107)  (022), (207)  (013).
At the same time, the “inconvertible” crystallographic
components are destroyed, even though their initial
atomic ordering was perfect; this is exemplified by the
disappearance of the line corresponding to the (220)
planes when x is increased from 0 to 0.5.

CONCLUSIONS

The studies of YBaCuTiO ceramics in the range of
compositions from the HTSC phase of YBa2Cu3O7 – σ
to the ferroelectric phase BaTiO3 have revealed that
titanium behaves as a chemically active component
when it is substituted for Y and Cu. It has been deter-

BaTiO3

Y0.2Ba2Cu0.6Ti2On

YBa2Cu3On

Y0.5Ba2Cu1.5Ti2On

Y0.7Ba2Cu2.1Ti1.2On

I

50 60 70θ, deg

Fig. 4. Fine structure evolution of the diffraction patterns in
the range of scattering angles θ from 52° to 67°. 
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mined by EPR and X-ray emission spectroscopy that
the driving force of structural reconstruction occurring
in the investigated multicomponent system is the redis-
tribution of spatial electron density in the vicinity of
copper cations caused by the introduction of titanium
and leading to a decrease in the effective charge of Cu
cations. These developments destroy superconductivity
and the layered structure of the solid solution and cause
the concentrational phase transition of type II, by which
the orthorhombic structure of HTSC is converted to the
tetragonal one of FE, with maximum distortions of the
electronic and atomic subsystems occurring in the
range a compositions x = Ti/(Y + Ba + Cu) = 0.3–0.5.
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Abstract—It is shown that a heterogeneous surface reaction affects impurity distribution in the bulk of a solid
body. An analytic expression for the concentration of crystal defects as a function of coordinate and reaction
time and a diffusion equation in view of this expression were derived. Numerical simulation shows that the
impurity concentration varies as ~exp(–(x/σ)β). Analytic results were compared with experimental data for
phosphorus diffusion upon forming nickel silicide. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Radiation, electron-beam, and ion-plasma process-
ing are known to enhance impurity diffusion in solids
and, in particular, in semiconductors [1–3]. It has been
noted that some solid-phase reactions proceeding on
the surface of a sample may substantially affect impu-
rity distribution in its bulk [4–6]. Wittmer and Tu [4, 5]
suggested a model for the diffusion of an impurity atom
into a semiconductor. In this model, silicide formation
in the bulk of silicon produces a flux of point lattice
defects that enhances (activates) impurity diffusion.
Upon silicide formation, the diffusion coefficient of an
impurity in silicon was shown to rise by several orders
of magnitude in comparison with conventional diffu-
sion [6].

In this work, we elaborated a mathematical model of
this process. To be definite, we consider inward impu-
rity diffusion from a film of a doped metal on the silicon
surface due to the silicide formation reaction.

DERIVATION OF THE BASIC EQUATION

Consider a piece of undoped silicon occupying the
half-space x > 0. It is covered by a metal film doped to
a concentration far exceeding the dopant solubility
limit in silicon at a given temperature. This can be a
nickel film containing 5–7 wt% of phosphorus.

Let the temperature rise at t = 0. We assume for sim-
plicity that the temperature rises instantaneously. A sili-
cide layer begins to form on the silicon surface. Its
thickness is a function of time: l = l(t), l(0) = 0. The
impurity diffuses into the semiconductor, and it is nec-
essary to find the impurity distribution C(x, t) in the sil-
icon at any time instant. Distributions of impurity
1063-7842/00/4504- $20.00 © 20419
atoms in the metal and the silicide are of no practical
value and will not be considered. Let

(1)

Condition (1) suggests that the metal film is heavily
doped and that the impurity concentration at the silicide
/ silicon interface is constant in the course of the reac-
tion [6]. It is assumed that the solubility limit and the
diffusion coefficient of the impurity in the silicide are
such that they ensure an impurity flux from the metal
film sufficient for (1) to be met. The problem thus stated
is described by the diffusion equation

(2)

where (1) is the edge condition and

(3)

is the initial condition. Here, D(·) is the time- and coor-
dinate-dependent diffusion coefficient of the impurity.
The form of this dependence is related to crystal defect
generation due to silicide formation. As was noted,
defect generation during silicide formation can raise
the diffusion coefficient many times. Specifically, for
the formation of nickel monosilicide, the diffusion
coefficient of phosphorus in silicon at 600°C is of the
order of 10–12 cm2/s [6], while the coefficient of
ordinary (interstitial) phosphorus diffusion is 7.4 ×
10−21 cm2/s at the same temperature [7]. We will there-
fore consider only defect diffusion. The dependence of
the diffusion coefficient on the impurity concentration
will also be ignored, since the contribution of this effect
is comparable to that from interstitial diffusion (for this
effect for phosphorus, see [8]).

C l t( ) t,( ) C0 const.= =

∂C x t,( )
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The diffusion coefficient of an impurity can be rep-
resented as [9]

where f is a correlation factor (f = 1/2 for diamond-like
lattices), d is the lattice constant, and Γ is the jump rate.
From [10],

Here, n is the number of paths whereby an impurity
atom can pass from one position to another, v is the
eigenfrequency of vibration of an impurity atom, and G
is the isothermal work needed for an impurity atom to
change its position. For lattice defect diffusion, n can be
written in the form [9]

where Z is the correlation factor, S is the number of lat-
tice atoms, Ui is the concentration of defects of the ith
type, Gp is the strain energy due to the overlap of closed
shells of impurity and lattice atoms, and Gqi is the
energy of Coulomb interaction between an impurity ion
and a defect with a charge qi.

Assume, for simplicity, that silicide formation gen-
erates defects of only one type. Then,

and the diffusion coefficient is proportional to the
defect concentration:

(4)

where

(5)

It is assumed that the concentration S of lattice
atoms does not depend on the defect concentration
U(x, t). This is valid if U(x, t) is much smaller than S.
The defect concentration is found from the solution to
the diffusion problem

(6)

with the initial condition U(x, 0) = 0, since most defects
arise upon silicide formation. Here, Dv is the diffusion
coefficient of crystal defects in silicon. We assume that
D is independent of the impurity and defect concentra-
tions and is constant.

D
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In formulating a boundary condition to (6), it would
be natural to suggest that the silicon / silicide interface
is an efficient defect producer, since silicon is involved
in the formation of silicide. Assuming that the defect
concentration in silicon has some limit,

(7)

We also assume that silicide growth follows a para-

bolic law l(t) = α , which is usually the case [11].
Then, (6) and (7) have the regularly varying solution
[12]

(8)

which is consistent with experimental data [13]. Here,

is an error function integral. Substituting (4) and (8)
into (2), we obtain the equation that, together with ini-
tial condition (3) and boundary condition (1), describes
impurity distribution during the formation of silicide:

(9)

where K is found from (5).
Equation (9) has α, Dv, and KU0 as parameters. The

last, composite parameter is the diffusion coefficient of
impurity at the silicon / silicide interface. If Dv @ KU0

and α2, this problem has an analytic solution. For x ~

, the probability integrals are neglected, since
they are much smaller than unity. We then arrive at the
equation

which describes impurity diffusion for a constant con-
centration of defects. With regard for the initial and
boundary conditions, one obtains

(10)

If KU0 @ Dv and α2, equation (9) is impossible to
simplify; however, an analytic solution can be obtained
as follows. When KU0 @ Dv , an impurity occupies
defects much faster than they migrate into silicon and it

U l t( ) t,( ) U0 const.= =

t

U x t,( ) U0 1 erf
x

4Dv t
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 – 
  / 1 erf

α
4Dv
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 – 

  ,=

erf z( ) 2

π
------- y

2
–( ) ydexp

0

z

∫=

∂C x t,( )
∂t
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∂
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× KU0 1 erf
x

4Dv t
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 – 
  / 1 erf

α
4Dv
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 – 

 

× ∂C x t,( )
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KU0t

∂C x t,( )
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--------------------
∂
∂x
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∂C x t,( )
∂x

-------------------- 
  ,=

C x t,( )

=  C0 1 erf
x

4KU0t
-------------------- 

 – 
  / 1 erf

α
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------------------ 
 – 

  .
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can be considered that all defects are occupied by
impurity. Then, the impurity concentration C(x, t) coin-
cides with the defect concentration U(x, t) [see (8)]. For
other relationships between the parameters, (9) can be
solved with numerical techniques.

COMPUTATION TECHNIQUE 
AND NUMERICAL EXAMPLE

In view of the edge and initial conditions, the solu-
tion to (9) can be found in the form [14]

(11)

The quantity σ(t) has the meaning of effective pen-
etration depth of impurity. Numerically, σ(t) and β(t)
are found by an optimization technique. To do this, a
time domain of interest is divided into small intervals
[ti , ti + 1] within which σ and β are assumed to be con-
stant:

Within each interval [ti , ti + 1], σi and βi are deter-
mined with the golden section technique from the min-
imality condition for the quantity

(12)

where the time derivative is calculated by the formula

and the coordinate derivatives are taken analytically.
With σ and β known, the impurity concentration is
found from (11).

The method of computation is illustrated by numer-
ically solving (9) for t varying from 0 to 1.5 h, KU0 =
1.98 × 10–11 cm2/s (this value best fits experimental
data in [6]), α = 10–7 cm/s1/2 (calculated from data in
[15]), and Dv = 10–12 cm2/s [13]. With such values of
the parameters, β ≈ 4 and Si, defined by (12), depends
on β much more weakly than σ. Therefore, the only
dependence to be optimized is σ(t).

C σ t( ) β t( ),( ) C0
x

σ t( )
--------- 

 
β t( )

– 
  .exp=

σ t( ) σi σ ti( ), β t( ) βi β ti( ).= = = =
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∂
∂x
------–




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------------------------------------------------------------=
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The figure shows analytic and experimental [6]
coordinate dependences of the impurity concentration
for different reaction (silicide formation) times (x = 0 at
the silicide/silicon interface). The analytic curves fall
more steeply at the interface and have a less pro-
nounced plateau. The reason for these discrepancies
may be that data in [6] were obtained for electrically
active phosphorus, while our calculation was made for
the entire concentration of phosphorus.
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Abstract—The results of a study of the effect of the front edge duration of a voltage pulse (τ) on the electric
breakdown of ammonium perchlorate single crystals are submitted. Experiments have shown that at τ < 1.5 µs,
the breakdown threshold field increases with reduction in τ and does not depend on τ at τ > 1.5 µs. It is shown
that the electric breakdown of ammonium perchlorate results from an impact generation of electrons. The
impact generation rate of electrons versus electric field and the diameter of the through channel being formed
during electric breakdown in ammonium perchlorate are estimated. © 2000 MAIK “Nauka/Interperiodica”.
Ammonium perchlorate (AP) belongs to the com-
pounds with a large surplus of oxygen. It is used as an
oxidizing component of mixed solid rocket fuels [1, 2].
That is why it is necessary to study comprehensively
the effect of various factors, including the electric field
[3], on its thermal stability. The papers [4, 5] are
devoted to studies of the electric strength of single crys-
tals and polycrystalline pressed AP samples as a func-
tion of the distance between electrodes L and density ρ
at a duration of the front edge of the voltage pulse τ of
1.5 µs. These studies revealed that the electric strength
of AP single crystals at L < 0.04 cm was considerably
higher than that of the pressed AP tablets. This is natu-
ral, because the electric breakdown of pressed tablets
originates in air pores [6, 7]. It was shown in [4] that the
electric breakdown of ammonium perchlorate is not of
thermal nature. This paper presents experimental
results describing the effect of the front edge duration
of the voltage pulse on the electric strength of ammo-
nium perchlorate crystals. The samples grown out of a
supersaturated aqueous solution of ammonium per-
chlorate were used to study the electric strength of the
AP single crystals. These crystals were colorless trans-
parent plates, and the electric field was applied to the
crystal along the (210) axis. Holes of diameter d =
0.7 mm were preliminarily drilled under the micro-
scope on opposite sides of the single crystal. The depth
of these holes was determined by the desired distance
between electrodes. The saturated solution of AP (elec-
trolyte) located in the holes was used as an electrode.
Polarization microscopy revealed the absence of resid-
ual mechanical stresses in the space of the crystal
between the electrodes [4]. The dependence of the
breakdown voltage of the dielectric U* was determined
at the front edge of a pulse of amplitude U0 = 10 kV.
Duration of the front edge τ of the voltage pulse was
determined in the open-circuit generator regime.
Depending on the spread of the AP breakdown voltage,
1063-7842/00/4504- $20.00 © 20423
the measurements of each experimental point were
averaged over 11–20 samples. During the breakdown,
an electric spark was observed in the inner space of the
sample. The study of AP crystals under a microscope
revealed that the electric breakdown of [thin] samples
(L < 0.02 cm) causes their burning out accompanied by
the formation of a through channel. The diameter of the
channel increases from 3 to 5 µm as L decreases from
0.02 to 0.005 cm. The through channel was not
observed for [thick] samples (L > 0.02 cm). Probably
this was due to the insufficient resolution of the micro-
scope used in the experiment (the least division was
5 µm). However, a yellow spot was observed on the sur-
face of the crystals at the breakdown point. This is evi-
dence of chlorine arising in the breakdown. Also, the
probability of self-recovery of the channel as a result of
condensation of decay products in it is higher for
[thick] samples.

EXPERIMENTAL RESULTS 
AND THEIR DISCUSSION

The results of measurements of the electric strength
of ammonium perchlorate crystals versus front edge
duration of the voltage pulse at L = 0.01 (curve 1) and
0.03 cm (curve 2) are shown at Fig. 1. The dependence
of the breakdown electric field E* versus τ is equivalent
to that of the electric strength versus the inverse rate of
the increase in the voltage across the samples (U0/τ)–1.
It follows from Fig. 1 that the electric strength of AP
increases with a decrease in the duration of the front
edge of the electric pulse at τ < 1.5 µs. E* becomes con-
stant at τ > 1.5 µs. Note that the time τ at which the elec-
tric strength becomes constant is almost independent of
the interelectrode distance. According to [8] the effect
of a nonmonotonic dependence of the dielectric break-
down voltage versus the inverse rate of the voltage
increase is conditioned by polarization relaxation of the
000 MAIK “Nauka/Interperiodica”
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dielectric. According to [8], the dependence of the
breakdown voltage U* = f(τ/U0) should have a mini-
mum, which shifts to the left as the thickness of the
dielectric increases. Consequently, in our case, polariz-
able relaxation either does not affect or insignificantly
affects the AP breakdown voltage. According to [9], an
increase in the breakdown voltage of the dielectric with
a decrease in the voltage action time is due to the delay
of the electric discharge formation. The time of electric
discharge delay involves the breakdown formation time
t* and statistical delay time ts. The independence of the
breakdown voltage of τ at large τ, according to [9],
could be a consequence of the formation of a volume
charge, its electric field being opposite to the external
one.

Let us derive the qualitative dependence of the
dielectric electric strength on the rate of increase in the
voltage across the sample. Suppose also that in AP, t*
@ ts similar to alkali-halide crystals [9]. In the first
approximation, assume that the voltage across the sam-
ple increases linearly, U(t) = ht, where h = U0/τ is the
rate of the voltage change across the sample. Impact
ionization determines the increase in the electron den-
sity in the dielectric. Then, the breakdown formation
time t* is estimated by [10]

(1)

where n0 is the starting concentration of electrons
before impact ionization, v is the electron drift velocity,
r is the external electric circuit resistance, t* is the time

qv t*( )n0S αv td

0

t*

∫ 
 
 

exp 0.1ht*/r,=

1

2

1.0

0.5

0 4 8 τ, µs

E*, MV/cm

Fig. 1. The dependence of the electric strength of ammo-
nium perchlorate as a function of duration of the front edge
of the voltage pulse at L = 0.01 (1) and 0.03 cm (2).
for the current to reach 10% of its maximum value, and
S is the area of the electrodes.

Taking into account that v(t*) = µht*/L, transform
equation (1) into

(2)

where µ is the electron mobility and R0 = L/(qµn0S) is
the resistance of the sample at t = 0.

Let us assume that the impact electron multiplica-
tion rate versus electric field follows a power law α =
AEm [11]. Integrating the left side of equation (2), one
derives after transformations

(3)

where

The constant B weakly depends on L. Considering
that E* = t*U0/τL, one gets from equation (3)

(4)

Hence, it follows from equation (4) that the smaller
the value of τ, the larger the electric strength E* of the
dielectric and the smaller the value of L, the steeper the
dependence of E* on τ. These conclusions are in qual-
itative agreement with the experimental results in Fig. 1
for τ < 1.5 µs.

Earlier, the experimental data on electric strengthen-
ing of ammonium perchlorate crystals along with the
shortening of the interelectrode distance were analyzed
[4]. Using the electric breakdown condition [11]

(5)

the authors estimated the impact multiplication rate of
electrons α. They applied the following empirical
dependence on the electric field E for it [12, 13]:

(6)

at A = 1.82 × 103 cm–1, b = 8.4 × 106 V/cm, and γ = 0.39
[4]. The value of γ < 1 for α was predicted theoretically
in [14] for electron scattering by polar optical vibra-
tions of the lattice in ionic crystals. It should be noted
that typical values of the impact multiplication rate of
electrons in solids under electric breakdown are of the
order of 103–104 cm–1 [13], i.e., a factor of ten higher
than follows from criterion (5) applied to AP crystals.
Let us consider, for example, rock salt to investigate the
validity of determining the parameters A, b, and γ for
the impact multiplication rate using the electric break-
down condition for dielectrics (5). The data are known
for the dependence of the electric strength of NaCl on
the distance between electrodes. The impact multipli-
cation rate for this material is α = 2 × 105exp(–1.1 ×

µ αE td

0

t*

∫ 
 
 

exp 0.1R/r,=

t* B τL/U0( ) m 1+( )/ m 2+( )
,=

B m 2+( )/µA[ ] 0.1R0/r( )ln{ } 1/ m 2+( )
.=

E* B U0/τL( )1/ m 2+( )
.=

αL 1=

α A b/E( )γ
–[ ]exp=
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107/E) cm–1 [15]. We processed these data and found
out that α and L for NaCl are related by the formula

(7)

where K ≈ 10.9 in the interval 10–2 ≥ L ≥ 5 × 10–4 cm.
The electric breakdown criterion (7) is qualitatively

similar to that of avalanche-streamer (spark) discharge
in gases at atmospheric pressure αL ≈ 20 [16]. Thus,
from a comparison of the breakdown conditions (5) and
(7), it appears that the breakdown criterion (5) allows
the functional dependence of α on the electric field
(parameters b and γ) to be determined correctly. How-
ever, it lowers by a factor of K the factor A of the expo-
nential of the impact multiplication of electrons. Con-
sequently, the true value of the factor A is approxi-
mately ten times higher than that derived from the
condition for electric breakdown (5); i.e.,

(8)

Consider the possibility of applying expression (4)
to the quantitative estimations of the dependence of E*
on τ for ammonium perchlorate. Figure 2 demonstrates
the dependence of α on E* for AP calculated according
to expression (8). It follows from this figure that, at E >
200 kV/cm, the dependence of the impact multiplica-
tion rate of electrons on the electric field can be approx-
imated well to a linear function α ~ E, i.e., m = 1. Thus,
according to (4), the following relation between two
points on the curve E* = f(τ) for τ < 1.5 µs and L = const
can be established:

(9)

In accordance with Fig. 1, the curve 1 (L = 0.01 cm)
at τ1 = 0.4 µs has  = 905 kV/cm and at τ2 = 1.5 µs,

 = 570 kV/cm. The values of /  ≈ 1.59 and
(τ2/τ1)1/3 ≈ 1.55 are close to each other and in good

αL K ,=

α 2 10
4

8.4 10
6
/E×( )

0.39
–[ ]  cm

1–
.exp×≈

E1*/E2* τ2/τ1( )1/3
.=

E1*

E2* E1* E2*

3.2

1.6

0 0.4 0.8 E, MV/cm

α, 103 cm–1

Fig. 2. The impact multiplication rate of electrons for
ammonium perchlorate versus electric field.
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agreement with equality (9). Curve 2 (L = 0.03 cm) sat-
isfies equality (9) to a lower degree. Thus, at τ1 = 0.8 µs
and  = 327 kV/cm, τ2 = 1.55 µs and  = 233, we

have /  ≈ 1.44 and (τ2/τ1)1/3 ≈ 1.25. This might be
due to the fact that, at τ1 = 0.8 µs and L = 0.03 cm, the
AP breakdown voltage is close to the pulse amplitude;
i.e., the voltage rise across the sample cannot be well
approximated by a linear function.

Let us estimate the diameter of a through channel dk

forming during AP breakdown. Assume that at the
moment the AP sample is burnt out, the energy supply
from the generator to the breakdown channel is signifi-
cant and the energy released in the channel is deter-
mined mostly by that which is stored in the geometric
capacitance of the sample. In this case [17],

(10)

where C is the geometric capacity of the sample, Q is
the amount of heat necessary to heat up and sublimate
a unit mass of the substance, and ρ is the crystal density.

The heat Q is equal to 3394 kJ/kg [2] in the case of
dissociative sublimation of AP in the breakdown chan-
nel. The effect of the residual voltage was neglected in
equation (10). Considering that the capacitance of the
sample is C = εε0πd2/4L, we derive the expression for
dk from (10):

(11)

The dependence of the through channel diameter on
the breakdown field E*(L) is calculated following for-
mula (11) at τ = 1.5 µs and ρ = 1.95 × 103 kg/m3.
Figure 3 shows the dependence of dk on the interelec-
trode distance. The diameter of the through channel
evidently diminishes as the distance between the elec-
trodes increases. This fact is in qualitative agreement
with the experimental results. The theoretically calcu-

E1* E2*

E1* E2*

CU*
2
/2 πdk

2ρLQ/4,=

dk dE* εε0/2ρQ( )1/2
.=

4

2

0

dk, µm

0.4 0.8 L, cm

Fig. 3. The diameter of the through channel formed during
electric breakdown in ammonium perchlorate versus dis-
tance between the electrodes (calculated). 
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lated value of dk is close to the experimental data for
thin samples. Consequently, the supposition that the
energy released in the sample during breakdown is
equal to that stored in its geometric capacitance is valid.

Hence, the qualitative and quantitative explanation
of the dependencies of the electric breakdown of
ammonium perchlorate single crystals on the distance
between the electrodes and duration of the pulse front
edge of the voltage across the sample allows us to con-
clude that the breakdown of AP single crystals is deter-
mined by multiplication of electrons due to impact ion-
ization.
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Abstract—A molecular dynamics method was used to simulate crack propagation in pure and hydrogen-con-
taining aluminum and α-iron for loads far exceeding the critical values. Pairwise interaction potentials calcu-
lated within the Heine–Abarenkov–Animalu pseudopotential approximation were applied. It was shown that
cracks do not propagate in the pure metals. Their tips become blunt, mouths broaden, and internal stresses are
released owing to arising dislocations and necking. This means that mechanisms of viscous fracture come into
play. In the presence of hydrogen impurity, the situation is quite different. In aluminum, hydrogen desorbs and
the material retains its ductility. In α-iron, hydrogen forms Cottrell clouds around dislocations, thus suppressing
their movement and generation. In addition, an increase in the hydrogen concentration in iron near the crack
mouth makes the material more prone to α  γ phase transition. As a result, crack propagation is observed;
i.e., the material embrittles. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The decisive role of microcracks or cracklike defects
in the fracture of high-strength materials was revealed
as early as the 1920s [1]. Further studies of fracture gave
rise to a new field of research—fracture mechanics. In
spite of significant (especially experimental) advances
in this field, a unified mechanism for crack propagation
has not been worked out. For example, in the framework
of the continual approximation [2], the threshold stress
of crack propagation equals or even exceeds the ulti-
mate strength predicted by the theory (about 0.1µ,
where µ is the shear modulus). The actual values are,
however, lower by several orders of magnitude. Most
burning is the problem of brittle fracture in metals and
alloys, where stress relaxation near the crack mouth
may be due to the formation of different defects. Most
researchers believe that impurities are of great concern
in this case, but their behavior and the actual effect are
treated ambiguously. It is also suggested that brittleness
is related to definite lattice types, for example, body-
centered cubic (bcc) crystals. To either validate or dis-
prove one or another model, it is necessary to consider
the problem at the atomic level.

The advent of powerful computers has given the
chance to attack the problem with the molecular
dynamics method (MDM), although only at a qualita-
tive level [3]. Unfortunately, earlier studies had sub-
stantial drawbacks; here, we list the most important of
them. First, only two-dimensional [3] or quasi-three-
dimensional lattices [4] were simulated. However, it is
well known that the properties of two-dimensional
materials differ essentially from those of three-dimen-
sional materials, at least because of the fundamental
impossibility of two-dimensional defects originating in
1063-7842/00/4504- $20.00 © 20427
the latter. Second, the simplest pairwise interaction
potentials (PIPs), such as the Lennard–Jones and
Morse potentials, were applied. Such an approach
means that the elastic sphere approximation is used and
that only close-packed structures, that is, face-centered
cubic (fcc) and hexagonal close-packed (hcp), can be
stable upon simulation. The simulation of other struc-
tures can lead to artifacts. Third, on the atomic scale,
structure transformations are slow processes. We
believe that they were not completed in earlier simula-
tions because of the limited capabilities of old comput-
ers and nonoptimal (in terms of machine time) MDM
algorithms. Also, there exists the problem of adequate
choice of metal atom–nonmetal impurity PIPs [4].

There are many models devoted to the effect of impu-
rities on the embrittlement of metals and alloys. We will
list only those of hydrogen-induced embrittlement [5].
They include (1) gaseous products forming inside a
metal in the course of reactions between diffusing hydro-
gen and impurities or dopants, (2) molecular hydrogen in
discontinuities, (3) brittle products due to metal–hydro-
gen interaction, (4) dissolved hydrogen, (5) decomposi-
tion products from solutions unstable relative to hydro-
gen that are under stress for a long time, (6) dissolved
hydrogen capable of diffusing, (7) hydrogen from the
environment, (8) water on the sample surface, and
(9) pinning of dislocations by Cottrell clouds.

In this paper, we applied the MDM to simulate uniaxial
tensile fracture in pure three-dimensional specimens of
fcc aluminum and bcc α-iron, as well as to trace their
behavior in the presence of hydrogen. Our goal was to
reveal the role of the crystal lattice and to elucidate mech-
anisms of hydrogen-induced embrittlement. This kind of
embrittlement is known to be pronounced in α-iron but
000 MAIK “Nauka/Interperiodica”
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virtually absent in aluminum [6]. Here, we do not consider
atomic mechanisms of crack nucleation. Any atomic
mechanism is possible: dislocation pileup with a small
plastic shear, intersection of twin lamellas, formation of
polygonization cracks, merging of parallel slip lines, etc.

COMPUTATIONAL METHODS

Computer simulation was performed with the
MDM-based MMDYN program. Atom motion was
governed by a set of ordinary Newton equations, which
was solved numerically by the second-order Euler
method. Energy dissipation was modeled by introduc-
ing viscous forces. The algorithm was optimized in
terms of computer time (for details, see [7]). Initially,
crystallites formed a three-dimensional (001) film
24 atomic layers thick for α-iron and 18 atomic layers
thick for aluminum. The (001) surface was assumed to
be free, and the (100) and (010) surfaces were subjected
to repeated boundary conditions. The crystallite dimen-
sions along the [100] and [010] directions were equal to
20 atomic layers. Thus, a system of about 3000 atoms
was involved in each computer experiment. A crack
was modeled by removing several atoms from two
neighboring (010) planes. In all cases, the crack depth
was equal to nine atomic layers. To study the evolution
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Fig. 1. PIPs in (a) fcc aluminum with hydrogen (1, Al–Al;
2, Al–H; and 3, H–H), (b) bcc iron with hydrogen (1, Fe–Fe;
2, Fe–H; and 3, H–H), and (c) pure bcc iron (Fe–Fe).
of the system, the film was subjected to uniaxial tensile
stresses in the [100] direction that far exceeded the crit-
ical values. The dissipated energy was taken such that
the kinetic energy at all applied loads and ~300 K was
kept fixed. Unfortunately, we failed to simulate hydro-
gen diffusion to the crack mouth, because it was too
long in terms of computer time. Only the trend of this
process was observed, and we managed to simulate its
final stage. A sufficiently large amount of hydrogen
(about 5–7%) entered into octahedral pores. Therefore,
the agreement with known models and experiments is
qualitative rather than quantitative. Note that there is no
consensus on the valent state of hydrogen in metals. It
has been proposed to be equal to 1, 0, or –1. Our calcu-
lations show that reasonable metal–hydrogen PIPs cor-
respond only to a valence of +1e+ (Fig. 1). The corre-
sponding valences of Fe and Al are +3e.

PURE AND HYDROGEN-CONTAINING 
ALUMINUM

It is well known that aluminum is a ductile material,
and hydrogen is hard to dissolve in it. If hydrogen is
introduced by implantation or electrolysis, it forms
bubbles mainly at grain boundaries [8]. It was also
hypothesized that the oxide film could play a signifi-

V V
V

V
V V

(a)

(b)

(c)

Fig. 2. Evolution of a central (001) plane in a pure alumi-
num crystallite: (a) initial state, no strain; (b) 10% strain;
and (c) 30% strain.
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Fig. 3. Intermediate atomic structure of three neighboring planes near the crack mouth in α-Fe : H. 1, slip line; (a)–(d), neighboring
central (100) planes.
cant role. Physically reasonable Al–H PIPs were
obtained only for the hydrogen valence +1e. They are
illustrated in Fig. 1. It turned out that neither substitu-
tional positions nor tetrahedral and octahedral pores are
energetically favorable positions for a hydrogen ion.
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The evolution (τmax = 10–11 s) of a central (100)
plane in Al on stretching the film to about 30% is shown
in Fig. 2. At the initial stage, the relaxation is due to the
generation of dislocations with various Burgers vec-
tors. One can clearly see two partial Frank dislocations
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with a Burgers vector of a/3 〈111〉 , which form a dislo-
cation dipole; four partial Shockley dislocations with a
Burgers vector of a/6 〈112〉 , which form two disloca-
tion dipoles; and two perfect a/2 〈110〉  dislocations,
which break on the crack surface. It is known that per-
fect dislocations are energetically unfavorable; here,
they may arise due to the presence of a crack as indicated
by their positions. The presence of these dislocations was
verified by considering other planes parallel to the given
one. As a result, diffusion-induced structure rearrange-
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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ment took place. The (100) planes turned by an angle of
about 10–15°, twins formed (Fig. 2c), and a neck
appeared. In other words, this is a typical case of viscous
fracture with plastic deformation at the crack mouth
according to the dislocation mechanism. The crack, being
blunted, broadens but does not propagate.

When hydrogen impurities are added to aluminum,
the situation remains essentially the same, because
hydrogen immediately leaves the metal through free
boundaries. Even Cottrell clouds at dislocations are
absent. It is clear that floccules actually form either at
the boundaries or in the bulk of the host material. How-
ever, our technical possibilities do not allow us to sim-
ulate these processes before they are complete.

PURE AND HYDROGEN-CONTAINING IRON

In pure α-Fe, cracks also do not extend into the film.
As in aluminum, the crack mouth becomes more rounded
and the crack length decreases. This should naturally lead
to stress relaxation [9]. The shift of some atoms from the
(100) plane parallel to a crack to the neighboring plane
where the crack was initially situated is shown in Fig. 3.
Surface atoms in the vicinity of the crack tip are seen to
move inside the crystallite. The movement is fragmentary:
not entire atomic rows but their fragments move. For
example, in Fig. 3, a fragment of four atoms (in view of the
repeated boundary conditions) is displaced, which eventu-
ally leads to the formation of a vacancy-enriched region at
the crack site. In essence, “self-healing” of the crack
occurs. This disagrees with conclusions based on similar
experiments [3] that brittleness is inherent in a bcc lattice,
at least in two-dimensional bcc structures. The reason for
this discrepancy seems to be that, first, a two-dimensional
lattice was simulated in [3] and, second, that the PIPs used
did not assure the stability of the lattice. The simulated
behavior of pure α-Fe is, in general, the same as that of
pure Al. However, hydrogen impurities change the situa-
tion drastically.

Figure 3 illustrates results of numerical simulation for
a Fe + H system. It is known that hydrogen in concentra-
tions as low as hundredths of a percent results in hydrogen
embrittlement of iron. However, this process is too long
compared to the simulation times (100 h or more). Hydro-
gen diffusion toward the crack mouth prevails in this case
[8]. Therefore, we could simulate only the final stage of
the process at a sufficiently high hydrogen concentration
(about 7%). In this case, the crack remained sharp and was
easily elongated, the neck did not form, and the crystal lat-
tice did not rotate. However, the observed atomic mecha-
nism of this process was not predicted earlier. It turned out
that hydrogen changes the free electron density, and
hence, the effect of screening iron atoms. This gives rise to
the bcc-to-fcc phase transition. This transition is the most
intense in the vicinity of the crack mouth. Radial distribu-
tion functions of atoms are shown in Fig. 4. One can see
that, at the final stage, the system consists of three phases:
residual bcc, fcc, and amorphous. Plastic deformation due
to dislocations was not observed.
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
CONCLUSION

The numerical simulation of three-dimensional fcc
and bcc systems demonstrated that interatomic forces
play a decisive role in embrittlement. Pure aluminum
and iron are not embrittled. In the presence of gaseous
impurities, different situations may occur. If the impu-
rities are concentrated at the crack mouth, a local phase
transition accompanied by crack propagation, that is,
embrittlement, is possible. After degasification, the
material regains ductility.
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Abstract—Using a single photon statistics method providing time resolution of 0.25 ns, the effect on the break-
down electroluminescence kinetics in light-emitting diodes based on silicon carbide of particular features of the
p–n junction structure was studied. Conditions were identified under which the relaxation times did not exceed
a few tenths of a nanosecond and were outside the resolution range of the registration system. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Prototype samples of light-emitting diodes (LED) in
silicon carbide operating in the electrical breakdown
regime, owing to their high speed of response and sta-
bility, have long been used as nano- and sub-nanosec-
ond light-pulse generators applied in simulation of
scintillator flashes and a controlling temporal parame-
ters of photomultipliers [1]. Electroluminescence in
such LEDs occurs in a wide spectrum similar to that of
a black body at a temperature of 6000–8000 K. It is
mainly due to radiative transitions of high-energy car-
riers, which acquire their energy in the strong electric
field of the reverse-biased p–n junction. Time-of-flight
of these carriers in the strong field region is below 1012–
10–13 s, and the thermalization time on the order of
10−10 s [2]. It can therefore be assumed that the physical
limit for the LED speed of response is a quantity not
exceeding 10–10 s. A theoretical analysis [3] has shown
that the speed of response in real LEDs can be limited
by the rise and relaxation times of the avalanche cur-
rent, which depend on the barrier capacity and other p–n
junction characteristics. For reliable operation of the
LEDs, further experimental studies of their temporal
characteristics are needed. This kind of research is
apparently hampered by problems of methodological
character, such as attainment of a subnanosecond reso-
lution in combination with high enough sensitivity for
registration of radiation relaxation and the formation of
subnanosecond steps of the current that is passed
through the structure under study.

In this study, the effect on the breakdown electrolu-
minescence kinetics in alloyed silicon carbide p–n
structures of distinctive structural features of the p–n
junction is studied.

EXPERIMENTAL

LED emission relaxation measurements were per-
formed by Ya. Yanson at the Institute of Solid-State
1063-7842/00/4504- $20.00 © 20432
Physics (Latvian University, Riga) with the use of tech-
niques and equipment developed by the staff of the
Institute. LED emission is registered with FÉU-165
microchannel photomultiplier. A setup for the statisti-
cal count of photons in the time domain [14] is utilized
to determine the distribution in time of the emergence
from the photomultiplier of one-electron pulses corre-
sponding to the incidence of single photons on the pho-
tocathode. The event time is counted from the initiating
pulse, which is locked to the LED driving pulse. In the
course of every measurement cycle, the emergence
time of the first three one-electron pulses is registered.
The number of cycles (106–108) is chosen such as to
insure low enough statistical error. Time resolution of
the setup (time increments between adjacent time chan-
nels) is 0.25 ns. LEDs are driven with the use of a
switch based on MIS (Metal–Insulator–Semiconduc-
tor) power transistor äP-907A (capable of switching
currents of amplitude up to 2 A in less than 1 ns) con-
trolled by a stage comprising an avalanche transistor
Gí 338B and an accumulating line [5]. The pulse
former operates in external triggering mode, supplying
to the 51-Ω load voltage pulses of nearly rectangular
shape and of an amplitude of a few volts less than the
final stage supply voltage. The pulse duration depends
on the accumulating line length and equals 1–4 ns. The
LED being measured is connected in parallel to the 51-
Ω load resistor at the pulse former output. To estimate
the resolution of the setup and check it for dynamic
interference, the response to an extremely short emis-
sion pulse from a silicon carbide LED operating in the
breakdown mode is recorded. The LED design is opti-
mized for short pulses: it has minimum reaction and is
powered by a stage incorporating an avalanche transis-
tor and an accumulating line. The obtained normalized
distribution in time of the number of one-electron
pulses N(t) (in the following, the measured emission
pulse) is shown in Fig. 1, curve 10. It is seen that its
width does not exceed 0.5 ns at half-height and 0.7 ns
at the 0.1 height level. The pulse decayed exponentially
000 MAIK “Nauka/Interperiodica”
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with a characteristic time of 0.15 ns over at least three
orders of magnitude. The dynamic range for the emis-
sion intensity spans four orders of magnitude and is
limited by photomultiplier noise. Therefore, longer
processes observed in experiments on breakdown elec-
troluminescence relaxation ought to be ascribed to the
emission pulse shape rather than to the response time of
the registration system.

In studies of fast relaxation processes in different
spectral intervals, the possibility of spectral variation of
the registration system characteristics should be con-
sidered. In this study, experimental verification of this
possibility was accomplished by comparing the shape
and position in time of pulses, corresponding to the
same pulsed emission source, that were recorded with
the use of light filters transparent in different spectral
bands (other measurement conditions being maintained
identical). Usually, a short delay (a few tenths of a
nanosecond) was observed, with no appreciable differ-
ence in the shape of the pulse corresponding to the
ultraviolet emission component compared with the red
component. Possibly, the delay is due to the depen-
dence on wavelength of the time-of-flight in the FÉU-
165 multiplication system. A similar dependence with
a slope of about 1 ps/nm is found in many types of pho-
tomultiplier tubes [6].

CONCLUSIONS

Alloyed p–n structures were studied. The break-
down in these structures was usually localized in
microplasmas; their distribution and characteristics
varied with doping level, surface treatment of the initial
crystals, time and temperature regime of alloying,
weight and composition of the emitter alloy, and other
factors. With carefully adjusted technological regimes,
structures were produced that fall into the following
three groups.

Samples in group I were fabricated by alloying silu-
min disks with silicon carbide crystals of 6H and 15R
polytypes grown by the Lely technique. Diameter of
the structures was 150–300 µm. Alloying was carried
out on natural crystal faces perpendicular to the crystal-
lographic C axis. The concentration of uncompensated
donors in the initial crystals was 1018–1019 cm–3. If
defects were intentionally introduced in the near-sur-
face layer of starting wafers of α-SiC, microplasmas in
the structures obtained were dense and uniform over
the whole structure area or localized in a ring occupy-
ing a considerable area of the p–n junction. In the opti-
mal case, the microplasma turn-on voltages differed
insignificantly. In the current–voltage characteristics,
the emergence of microplasmas is seen as a kink pre-
ceding the region of steep current rise. Such samples
have high long-term stability of emission power in dc
mode when operated in the region of “abrupt” break-
down fairly high above the kink in the current–voltage
characteristic [7]. Some characteristics of analogous
samples are presented in [8]. If not influenced by
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
defects, the obtained structures have microplasmas
localized in a ring close to the p–n junction periphery.

Group II comprised samples fabricated from α-SiC
crystals having fairly high doping levels (higher than
1019 cm–3), in which defects had no influence on local-
ization of microplasmas. The p–n junctions were
alloyed on a carbon crystal face. Microplasmas in these
samples were uniformly distributed over the p–n junc-
tion area, and their number increased considerably with
rising current. The turn-on voltage for the microplas-
mas was a factor of 1.5–2 higher than the operating
voltage of the samples in group I fabricated from crys-
tals doped to the same level. At forward currents in
excess of 5–10 mA, an injection electroluminescence,
uniform over the structure area, was observed in group
II samples. This is unusual for p–n structures in group
I with uniformly distributed microplasmas, in which
nonuniform injection electroluminescence occurred
only when current pulses in excess of 0.5–1 A were
passed. Microplasmas in group II samples seem to be
caused by statistical fluctuations of the concentration of
uncompensated impurity atoms in the base region of
the structures.

Samples of these two groups were packaged in
cases intended for low-power rf transistors. Contact to
the p-region was accomplished by thermocompression
welding of aluminum wire to a drop of emitter alloy.
The emission was coupled out through the thin p-
region. The capacity of such LEDs at zero bias was
200–400 pF, and differential resistance at currents
above 0.1 A was 5–10 Ω . The LED operating voltage
depended on the concentration of uncompensated
donors in the starting α-SiC crystals and was equal to
15–27 V for direct current of 0.1 A.

Group III consisted of samples having small-area p–
n junctions 40–50 µm in diameter [9]. The samples
were packaged in coaxial cases 5 mm in diameter. The
emission was coupled out through the base crystal of α-
SiC. These LEDs showed high long-term stability
under maximum operating currents [10]. The LED
capacity at zero bias did not exceed 20 pF, and differen-
tial resistance at 0.1 A current was 10–30 Ω . The oper-
ating voltage was 18–30 V for direct current of 0.1 A.
Typical pulse shapes for group I and III samples are
shown in Fig. 1.

It was found that if the duration of the voltage pulse
formed at the 51-Ω load was around 1 ns, a consider-
able share of the pulsed current in group I samples with
uniform distribution of microplasmas was lost in
recharging the LED capacity. This capacity is domi-
nated by the barrier capacity of the p–n junction, which
is a function of the reverse voltage (possibly of the rate
of voltage variation as well). For this reason, the num-
ber of photons in the emission pulse of these LEDs is
found to be considerably less than for samples of group
III with small a p–n junction area. It is seen that for the
above duration of the turn-on pulse and the maximum
admissible operating supply voltage at the final stage of
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the pulse former, 49.5 V, typical measured pulse dura-
tions in group I samples with uniform distribution of
microplasmas were in the subnanosecond range
(curves 8, 9). The shape of these pulses varied insignif-
icantly between the samples. Longer pulses close in
shape to the driving voltage pulses and little affected by
their amplitude (determined by supply voltage of the
pulse shaper final stage) were observed in group III
samples (curves 3, 4). Spectral composition of the
emission had practically no effect on the pulse shapes
(curves 1, 2, 5, 6, 8, 9).

For observation of the dependence of the emission
pulse shape on the excitation level, it was necessary to
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Fig. 1. Typical measured emission pulses for group I and III
samples. Diameters of p–n junctions (a) 50 and (b) 200 µm
(except curve 10). Duration of the excitation pulse 1 (curves
1–4, 8, 9) and 2 ns (curves 5–7). Supply voltages at the pulse
shaper final stage 49.5 (curves 1, 2, 5, 6, 8, 9), 20 (curve 3),
30 (curve 4), and 29.5 V (curve 7). Light filter types: KS-14
(bandwidth > 640 nm, curves 2 and 5); UFS-2 (bandwidth
290–380 nm, curves 6, 9). Curve 10—measured pulse of
minimum duration.
increase the driving pulse duration to about 2 ns. As
seen in Fig. 1b (curves 5, 7), at lower excitation levels,
the duration of the measured pulses is shorter, which
can be explained by the greater role of the capacitive
current, which erodes the front of the current pulse pro-
duced at electrical breakdown of the p–n junction. In
group III samples, this effect is practically undetectable
because of considerably lower barrier capacitance of
the p–n junction.

In group I samples, based on α-SiC, in which micro-
plasmas were localized in a ring at the p–n junction
periphery, pulses similar to those in samples of group I
with a uniform distribution of microplasmas were mea-
sured.

In a group II sample (curve 7) fabricated on SiC-
15R with the concentration of uncompensated donors
of the order 1019 cm–3, the breakdown electrolumines-
cence relaxation time depended on the spectral position
of the measured emission. In this sample, the p–n junc-
tion had a diameter about 300 µm. Figure 2 shows
pulses for this sample (curve 7) measured with a driv-
ing voltage pulse of 2 ns and a voltage of 49.5 V at the
final stage of the pulse former. It is seen that the mea-
sured pulse, corresponding to the red spectral region
(curve 2), rises exponentially with a time constant of
about 0.12 ns; has a bell-shaped upper part; decays
exponentially, first with a time constant of about 0.5 ns
(decreasing in magnitude by one order); and ends with
a tail having a time constant of about 1.5 ns. The pulse
measured in the ultraviolet region of the spectrum
(curve 3) features a peaked top corresponding to the
end of the driving voltage pulse (apparently the emis-
sion process does not reach saturation). The pulse front
displays a slow component with the time constant
0.7 ns; the trailing edge over about two orders of mag-
nitude is dominated by a fast component with the time
constant of 0.25 ns. The measured pulse of integrated
emission (curve 1; sensitivity of FÉU-165 is a maxi-
mum in the range 540–390 nm at half-width level) is a
combination of the above components. To explain the
observed highly complicated emission relaxation, fur-
ther studies are needed.
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Fig. 2. Emission pulses measured on a group III sample.
Curve 1, integrated emission (without light filter); 2, light
filter KS-14; and 3, light filter UFS-2.
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It has thus been established that the alloyed p–
n structures based on α-SiC, which belong to groups I
and III, can be used in forming subnanosecond light
pulses. There is no evidence to suggest that the break-
down electroluminescence relaxation times in these
structures are longer than a few tenths of a nanosecond.
However, high barrier capacitance of the structures
150–300 µm in diameter makes bleak the prospect of
their use for generation of light pulses of duration less
than 2 ns.

Relaxation times longer than 1 ns with a variable
dependence on the emission spectrum range have been
measured on structures belonging to group II. It
appears that these structures cannot be used for gener-
ation of short light pulses.
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Abstract—Using a physicomathematical model, the process of current breaking in power semiconductor open-
ing switches was investigated in p+–p–n–n+ structures with different doping profiles. The model takes account
of the actual doping profile of a structure, diffusion and drift of current carriers in a strong electric field, recom-
bination via deep impurities and Auger recombination, and impact ionization in a dense plasma. The calculation
of the electrical circuit of an opening switch is based on solution of Kirchhoff’s equations. It has been shown
that in the nanosecond regime of breaking superhigh current densities with densities of the interrupted currents
from a few to tens of kA/cm2, the dominant factor in the current breaking process is the width of the p-region
in the initial doping profile of a structure. An increase in the p-region width from 100 to 200 µm makes the
velocity of the excess plasma front propagating in the p-region in the reverse pumping stage higher by a factor
of 5–7. Higher propagation velocity of the plasma front makes the current breaking process more intensive,
which is manifested in the shorter current breaking time and higher overvoltage across the opening switch. ©
2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The phenomenon of nanosecond interruption of
superhigh current densities or SOS-effect (semicon-
ductor open switch) was first observed in ordinary
high-voltage semiconductor diodes such as those used
in alternating current rectifiers, in which the current
density and pumping duration are adjusted in appropri-
ate combinations [1–3]. Theoretical investigations of
the SOS-effect [4, 5] have shown that its essential dis-
tinction from other switching mechanisms in semicon-
ductor devices lies in the fact that the current breaking
process develops not in the structure base but in its nar-
row heavily doped regions. During current breaking the
base region is still filled with dense excess plasma,
which results in a combination of high interrupted cur-
rent density and nanosecond-range duration of current
interruption.

Further experimental investigations of the SOS-
effect have shown that the decisive factor in the current
breaking process, other conditions being equal, is the
initial doping profile of the semiconductor structure. It
was found that an increase in the aluminum diffusion
depth in the structure (larger p-region width and p–n
junction depth xp) leads to shorter current breaking
times and lower power dissipation in the commutation
process and, as well, in a higher overvoltage factor.
This effect was used in a new semiconductor device,
which became known as the SOS-diode, and represents
a solid-state nanosecond-range opening switch of high-
density currents intended not for rectification but for
abrupt interruption of reverse currents in high-power
pulse systems with inductive energy storage [6, 7]. The
1063-7842/00/4504- $20.00 © 20436
SOS-diodes are characterized by gigawatt levels of
switched power at operating voltages in the range of
hundreds of kilovolts and interrupted currents from a
few to tens of kiloamperes. The current breaking time
equals 5–10 ns and can be made shorter by increasing
the rate of supply of reverse current to the opening
switch. At reverse pumping times of 10 to 15 ns, the
current breaking time is found in the subnanosecond
range [8].

FORMULATION OF THE PROBLEM

Figure 1 shows a typical experimental plot of the
overvoltage factor Kov as a function of the p–n junction
depth xp measured in tests of various diodes under con-
ditions of the SOS-effect. The quantity Kov represents
the ratio of the maximum voltage at the opening switch
to the initial voltage at the pumping capacitor. Current
region 1 corresponds to diodes in which the reverse
voltage recovery regime is mild. Structures in the mild-
recovery diodes have low values of xp and more abrupt
p–n junctions, which is achieved by introducing an epi-
taxial p+-region with high acceptor concentration near
the p–n junction [9]. Region 2 corresponds to conven-
tional power rectifier diodes with stringent current
breaking characteristics, in which the aluminum diffu-
sion depth can be as great as 100–120 µm and the over-
voltage in the recovery stage can rise threefold. The
structures of SOS-diodes correspond to region 3 (xp =
160–200 µm). At xp in excess of 160 µm, the overvolt-
age is sixfold higher. According to the existing classifi-
000 MAIK “Nauka/Interperiodica”
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cation, SOS-diodes have a “superstringent” current
interruption characteristic.

The purpose of this work is to explain the depen-
dence in Fig. 1. To this end, processes involved in the
dynamics of the electron–hole plasma in semiconduc-
tor structures operated in the SOS-effect mode with p–
n junctions located at depths of 100–200 µm were
investigated with the use of a physicomathematical
model.

CALCULATION RESULTS

Dynamics of the Electron–Hole Plasma 
in the SOS-Diode 

In calculations of the processes involved in the
dynamics of the electron–hole plasma, a physicomath-
ematical model was used which has been described in
detail in [5]. The model takes account of the actual dop-
ing profile in a p+–p–n–n+ structure and of the follow-
ing basic processes occurring in an electron–hole
plasma: diffusion and drift of current carriers in strong
electric fields, recombination via deep impurities and
Auger recombination, and impact ionization in a dense
plasma. The calculation of the electrical pumping cir-
cuit of the SOS-diode is based on the solution of Kirch-
hoff’s equations. Figure 2a is a schematic diagram of
two-circuit pumping of the SOS-diode containing two
capacitors of equal capacitance C1 and C2. Capacitor
C1, initially charged to voltage U0 after the closing of
key S+, discharges onto capacitor C2 via inductance L+

and opening of switch SOS (key S– being open). The
equivalent capacitance value of the circuit for the direct
pumping regime is C+ = C1/2. The direct pumping pro-
cess in the opening switch is ended when the forward
current has crossed the zero value. At this moment key
S+ opens, key S– closes, and the reverse current starts to
flow through the switch from capacitor C– = C2 via
inductance L–.

Figure 2b shows a typical SOS-diode structure with
the p–n junction at a depth of xp = 180 µm. In this struc-
ture, the p+-region was formed by boron diffusion, the
p-region by aluminum diffusion, and the n- and n+-
regions by phosphorus diffusion. As the n-base, n-type
silicon of resistivity 50 Ω cm was used. The calcula-
tions were carried out for an SOS-diode consisting of
160 such structures in series connection of area
0.24 cm2. With the opening switch short-circuited, the
pumping circuit parameters were as follows: initial
voltage at capacitor C1, U0 = 32 kV, the direct pumping
time t+ = π(L+C1/2)1/2 = 400 ns, and the reverse pump-
ing time (equal to the discharge time of capacitor C2)
t− = 0.5π(L–C2)1/2 = 100 ns. The calculated maximum
densities of the forward and reverse currents through
the opening switch were 2 and 8 kA/cm2, respectively.
The load resistance Pl was 200 Ω .
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
The calculated curves for the current density j(t)
through the opening switch and voltage U(t) are pre-
sented in Figs. 3a and 3b. Consider the dynamics of the
electron–hole plasma as it progresses in the structure
through the stages of direct pumping (time interval 1–3
in Fig. 3), reverse pumping (3–4), and the break of cur-
rent (4–6). In analyzing the results of numerical calcu-
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lations, approximate analytical expressions will be
used as well.

Direct pumping. During direct pumping, double car-
rier injection occurs with holes penetrating into the n-
region and the electrons into the p-region, where they
drift under the action of an electric field. The injected
carriers are compensated by the majority carriers of
opposite sign, maintaining electrical quasi-neutrality,
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and plasma waves are generated propagating away
from the p–n junction on both sides of it. Heavily doped
regions drastically decelerate the plasma waves, which
is revealed in characteristic density surges at the struc-
ture interfaces (Fig. 4). At forward current, the domi-
nant contribution to the voltage drop comes from the
lightly doped n-base. The rise of current proceeds at a
higher rate than the filling of the base with plasma,
which causes the emergence in the base of a region of
strong electric field seen in the oscillograms as a burst
of positive voltage (Fig. 3, time instant 1). After the
structure resistance has dropped to below the circuit
characteristic wave impedance or load resistance, and
until the current interruption, the opening switch oper-
ates as a generator, its current being determined by the
external circuit instead of the parameters of the semi-
conductor structure.

Disregarding diffusion and recombination processes
and also assuming that the carrier mobility is field-
independent, the transport equations for the holes in the
n-region and electrons in p-region can be written in the
form

(1)

where n, p are electron and hole concentrations, respec-
tively; e is the electron charge; b = µn/µp is the ratio of
electron and hole mobilities; f(x) = Nd(x) – Na(x) is the
difference in donor Nd and acceptor Na concentrations
at point x; j(t) is the current density at a time moment t;
dots and primes above a function denote its derivatives
with respect to time and coordinate, respectively.

In distinction from [10], these transport equations
were solved for an arbitrary distribution of donors and
acceptors. Partial solutions of equation (1) have the
form

(2)

where Q(t) = (t)dt is the charge that has passed the

structure by the time moment t and 

are integrals of f(x) over the n- and p-regions taken from
point xp–n to point x of the p–n junction.

Analysis of equation (2) shows that the depth of
plasma penetration into the n-region is limited by
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ṅ
j t( )b

e b 1+( )n f–( )2
--------------------------------------- f n' n f '–( ),–=

p x( ) b
b 1+
------------ f

Q t( )/b
Sn x( )

---------------- 
  1/2

1– 
  ,=

n x( ) b
b 1+
------------ f

Q t( )/b
Sp x( )

---------------- 
  1/2

1– 
  ,=

j
0

t∫

Sn x( ) e f x( ) x and Sp x( )d

xp–n

x

∫ e f x( ) xd

xp–n

x

∫= =
TECHNICAL PHYSICS      Vol. 45      No. 4      2000



EFFECT OF STRUCTURE DOPING PROFILE 439
coordinate xnfr

and into the p-region by coordinate xpfr

(3)

Estimates based on relationships (3) show that the
holes do not have enough time to traverse the n+-region,
whereas the electrons reach the boundary of the p+-
region and during the last 100 ns of the direct pumping
stage escape via the contact. From equations (2) and
(3), the charge accumulated in the n- and p-regions can
be calculated:

(4)

It follows from equations (4) that most of the charge
accumulation occurs in the structure p-region due to the
higher mobility of electrons. Lower plasma densities in
heavily doped regions are obtained if recombination is
taken into account in numerical calculations for the
model. Figure 4 illustrates the lowering of the maxi-
mum density of the plasma accumulated in the p-region
by the end of direct pumping (time instant 3). Total
charge loss due to recombination during direct pump-
ing amounts to 30%.

Reverse pumping. When the current polarity is
reversed, the direction of propagation of the plasma
fronts changes to the opposite. Due to the fact that the
ambipolar plasma velocity is inversely proportional to
the density, the plasma front profiles sharpen. The min-
imum width of the fronts can be estimated from the
condition of equality of the diffusion and drift currents
at the plasma front boundary δn ≈ Dn/Vns = 0.04 µm,
δp ≈ Dp/Vps = 0.01 µm, where Dn , Dp , Vns, Vps are the
electron and hole diffusion coefficients and saturation
velocities, respectively. Regions beyond the front
boundaries remain free of injected charges, and there
the current is maintained only due to majority carriers.
Neglecting the diffusion terms, the condition of current
flow through these regions can be written as follows:

(5)

where E is the electric field and Vn and Vp are the elec-
tron and hole velocities, respectively. Because the field
amplitude is a maximum where the carrier concentra-
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tion is a minimum, negative field minima will appear at
points near plasma fronts in the p- and n-regions, as
well as in the base. With a further increase in reverse
current, the plasma boundaries continue their move-
ment along the profile towards the base until the veloc-
ities of majority carriers level off:

(6)

The flow of the reverse current cannot then continue
without generation of additional charge carriers. After
conditions (6) have been fulfilled, a drastic increase in
the field strength occurs beyond the plasma front lead-
ing to generation of electron–hole pairs as a result of
impact ionization. Additional carriers provide the pas-
sage of current through the regions of low plasma den-
sity. Numerical calculations show that the field rise and
the carrier generation at the end of the reverse pumping
process begin first in the n-region and 15–20 ns later in
the p-region. Emergence of the strong field in the n-
region slows down the buildup of the reverse current, it
becomes nearly time-independent, and a negative volt-
age forepulse forms at the opening switch and the load
(time interval around point 4 in Fig. 3). Then, the strong
field area spreads to the p-region and the current break-
ing process starts.

Current breaking stage. In the current breaking,
stage, a characteristically strong field area with distinct
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boundaries (Fig. 5) emerges in the semiconductor
structure p-region (region of avalanche breakdown).
Right-hand boundary of this region coincides with the
position of the plasma front, and the left-hand boundary
corresponds to the point where condition (6) for current
saturation is fulfilled. The breakdown field in this
region is about 200 kV/cm and varies weakly at the cur-
rent breaking stage. The overvoltage at the opening
switch is largely determined by the breakdown region
width. In the beginning of the breaking process, due to
greater propagation velocity of the left-hand field
boundary, the region is expanding and the voltage pulse
forms at the opening switch (Fig. 3, time moments 4, 5).
Then, over the time interval 5–6, the velocities of the
boundaries decrease; the velocity of the left-hand
boundary becomes higher than that of the right-hand
boundary, which results in a narrowing of the break-
down region and a decay of the voltage at the opening
switch. Figure 6 (curves a, b) illustrates the variation of
the velocity of the field boundary movement in the
stages of reverse pumping and current breaking
(numerical calculation).

Note that a characteristic breakdown region in the
current breaking stage also exists in the right-hand part
of the structure near the n–n+-junction (Fig. 5). But it
exerts practically no influence on the current breaking
process, because the width of the strong field area here
does not exceed a few µm.

Approximate analytical expressions for the field
boundary velocities will be derived below for analysis
of the current breaking process. In [11], propagation of
the plasma front in a uniformly doped base was consid-
ered for fields below the breakdown threshold value.
This approach is extended here to include the case of a
plasma front propagating across a nonuniformly doped
region of the structure and will take into account the
avalanche multiplication of carriers beyond the excess
plasma front. Applying the charge conservation law to
the density differential, which is what the plasma front
actually is, its propagation velocity can be estimated.
For example, for a shift dxpfr of the front in time dt in
the p-region one can write

(7)

where ∆jp = jp  – jp  is the amount of change

in the hole current at point xpfr; jp  = j/(b + 1) is
the hole current in the plasma at high injection level;
jp  = j – jp, the hole current in the region free of
plasma; jpg, the current due to holes generated under
avalanche multiplication; j, the total current; and
∆(xpfr) = p(xpfr) – Na(xpfr).

Hence, the velocity of the plasma boundary in the
p-region is

(8)
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A similar formula can be derived for the velocity of
plasma boundary in the n-region:

(9)

where jng is the electron current due to carriers gener-
ated by avalanche multiplication.

Analysis of the current breaking process based on
the above analytical expressions revealed the follow-
ing. Under well-developed avalanche multiplication,
nearly the entire current in the breakdown regions is
due to carrier generation. Therefore, for approximately
equal saturation velocities of the electrons and holes, it
can be assumed that the maximum current due to carri-
ers generated near the plasma boundaries amounts to
half the total current. Slowdown of the plasma front in
the p-region because of the current of generated carriers
causes a reduction in its velocity by a factor of 2 to 3 for
jpg = j/2, as follows from equation (8). This is illustrated
in Fig. 6, which shows plots of the plasma front veloc-
ities obtained by numerical calculation (curve a) and
calculated by equation (8) neglecting jpg (curve c).

The plasma boundary in the n-region stops when
jng = j/b + 1 (equation (9)). For jng = j/b + 1 and an expo-
nential distribution of the donors, the maximum width
of the breakdown region around point xnfr is estimated
at about 3 µm, in agreement with the numerical calcu-
lation results.

Thus, the current breaking process and the associ-
ated voltage rise at the structure are determined by the
breakdown region dynamics near point xpfr in the p-
region. The width of this region is estimated as Wp =
xpfr = xppr, where xpr is the point with coordinates corre-
sponding to the left-hand boundary of the breakdown
region, and defined by the velocity saturation condition
(6): j(t) = eVpsNa(xppr). Therefore, the velocity of point
xppr in the p-region is determined by the rate of change
of the reverse current and the initial doping profile
Na(x) of the structure. The velocity of point xpfr belong-
ing to the right-hand boundary of the strong field region
is determined by the current magnitude and the concen-
tration of injected carriers at the plasma front (equation
(8)). At the beginning of current breaking, xpfr = xppr;
then, as long as the velocity of the right-hand boundary
xpfr exceeds that of the left-hand boundary xppr, a widen-
ing of the strong field region and voltage buildup take
place. The maximum width of the region is achieved at
the moment when the velocities of the left-hand and
right-hand boundaries become equal (time instance 5 in
Figs. 3, 5, 6), which is also the moment when the
reverse voltage at the structure is a maximum. The sub-
sequent drop in voltage at the structure (time instance 6

Vnfr

dxnfr

dt
-----------

1
e∆ xnfr( )
-------------------- j

b 1+
------------ jng– 

  ,= =
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in Figs. 3, 5, 6) is caused by the narrowing of the break-
down region due to the higher velocity of point xppr.

Influence of the p-Region Width on the Current 
Breaking Process

To study the influence of the p–n junction width on
the current breaking process by means of numerical
calculations for this model, the semiconductor struc-
tures shown in Fig. 2b were employed. These structures
differed in xp values, which varied in the range from
100 to 200 µm in increments of 20 µm. Other parame-
ters of the structures and the pumping circuit were iden-
tical. Calculation results are shown in Figs. 7 and 8.

Analysis of the processes of electron–hole plasma
dynamics in the structures with different xp values
showed that with increasing aluminum diffusion depth,
other conditions being equal, in the reverse pumping
stage the velocity Vpfr of the excess plasma density front
in the p-region rises (Fig. 7). This fact is explained by
relationship (8), according to which the quantity Vpfr

varies in proportion to current density j and in reverse
proportion to the excess plasma density at the front
∆(xpfr). Increasing the diffusion depth leads to the fol-
lowing. First, energy dissipation in the structure in the
direct pumping stage drops because of the shorter
length of low-doped base. This is manifested in the
smaller amplitude of the positive forepulse (Fig. 3,
moment of time 1) and larger direct current determin-
ing the charging voltage of the reverse pumping capac-
itor C2. The large voltage across the capacitor C2 causes
the reverse current density to increase. Second, in the
direct pumping stage, when charge accumulation takes
place in the structure p-region, the average excess
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Fig. 6. Variation with time of the propagation velocity of
breakdown region boundaries: (a) right-hand boundary with
coordinate xpfr (numerical calculation); (b) left-hand bound-
ary with coordinate xppr (numerical calculation); (c) right-
hand boundary, xpfr by formula (8); (4–6) time instances as
in Figs. 3 and 5.
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plasma density drops, because, in this case, the same
accumulated charge is distributed over a thicker p-
layer. This fact follows, in particular, from equation (2),
according to which an increase in xp corresponds to an
increase in the integral Sp(x) and the lowering of the
electron concentration n(x) in the structure p-region.
Due to these factors, the maximum plasma front veloc-
ity Vpfrmax reached prior to the initiation of current
breaking process rises five- to sevenfold as the diffu-
sion depth is increased from 100 to 200 µm (Fig. 8,
curve 4).

The average electric field strength in the breakdown
region is practically independent of xp and equals about
200 kV/cm. Therefore, the commutation characteristics
of the structure as a current breaker are determined by
the width of the strong field area and the rate of its
expansion in the current breaking stage. Higher plasma
front propagation velocity reached by the moment of
current breaking in structures with larger xp causes an
increase in both the strong field area width and the volt-
age across the structure (Fig. 8, curves 1, 2). If xp is
increased from 100 to 200 µm, the maximum width of
the strong field area increases from 5 to 26 µm and the
voltage rises from 130 to 500 V per structure. With ris-
ing xp, the current breaking time measured between
0.1–0.9 levels of the reverse current amplitude drops
from 25 to 9 ns (Fig. 8, curve 3).

CONCLUSIONS

Analysis of the dynamics of electron–hole plasma in
semiconductor structures with wide p-regions in the
ranges of the current density and the pulsed pumping
duration characteristic of the SOS-effect have shown
the following:

(1) Current breaking is determined by the processes
taking place in a narrow, heavily doped p-region of the
structure containing no excess plasma; its character is
dynamic and not related to the extended space charge
forming as a result of intensive avalanche carrier multi-
plication processes in a strong magnetic field. The cur-
rent breaking process terminates before the excess
plasma boundary could have reached the p-region
plane. At the end of the current breaking process, the
central part of the base still contains an electron–hole
plasma of density two orders of magnitude higher than
the base doping level. For this reason, the presence of
the p–n junction has no effect on the current breaking
process.

(2) The superstringent recovery regime (short cur-
rent breaking time and large overvoltage) of the SOS-
diode, which differs from conventional rectifier diodes
in the greater extent of the p-region, is associated with
the velocity buildup dynamics of the excess plasma
density front propagating along the p-region in the
reverse pumping stage. An increase in the aluminum
diffusion depth xp (width of p-region) from 100 to
200 µm causes a five- to sevenfold acceleration of the
plasma front. Owing to the higher plasma front veloc-
ity, it takes less time for the strong field area to form and
its width is larger, resulting in shorter current breaking
times and higher overvoltages across the diode.
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Abstract—It has been shown by annealing simulations of YBa2Cu3O7 epitaxial films that the predominant
sources of flicker noise in superconducting microstripes in operating ranges of frequency and temperature are
related to oxygen transitions in the vicinity of boundaries of the small-angle blocks. To make superconducting
microstripes with a dimension of ~1 µm the techniques of magnetron sputtering, as well as chemical and ion
beam etching, were applied. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Comparative analysis of the flicker noise level in
film microstripes is usually carried out by means of the
Hooge parameter (α) [1]. Epitaxial films of YBa2Cu3O7
high-temperature superconductors have high values of
the noise parameter α > 10–3 at 93 K which exceed α
values for ordinary metals by 2–3 orders of magnitude
[1–3]. The high values of α show that oxide supercon-
ductors have low competitiveness for cryoelectronic
bolometer applications. Acceptable characteristics of
the bolometric devices based on YBa2Cu3O7 films are
usually achieved only by taking advantage of the steep
slope of the resistance versus temperature curve in the
region of phase transition. Besides, the large values of
the noise parameter are indicative of rapid degradation
of the bolometer characteristics, since the high level of
α indicates a considerable density of metastable defects
and their intensive diffusion at low temperatures [4].
Improvement of structural perfection and reduction of
defect density in the films is an important problem of
superconductor bolometric device technology.

For a number of promising devices of modern cryo-
electronics, it is necessary to achieve a submicron defi-
nition in film topologies [5–8]. Standard lithography
processes developed for semiconductor microelectron-
ics and based on chemical etching cannot ensure the
necessary definition [6]. Straightforward adaptation of
ion and laser etching techniques [9, 10] also does not
produce satisfactory results because of intensive degra-
dation of the oxygen sublattice and deterioration of the
superconductive and noise parameters of the films,
such as critical temperature (Tc), the width of the resis-
1063-7842/00/4504- $20.00 © 0443
tive transition (∆Tc), the critical current density (jc), α,
and others [7, 8].

This study was aimed at improvement of the super-
conductor microstripe technology on the basis of model
calculations and experimental investigations. At the ini-
tial stage, the nature of the flicker noise sources prevail-
ing at the operating frequency f and temperature T was
revealed. For this purpose, Monte Carlo simulations of
the oxygen distribution in the basal CuO plane of
YBa2Cu3O7 were carried out. A complex approach to
the problem allowed us to obtain the following results:
Microstripes of size 1–3 × 1–5 µm were fabricated with
submicron width definition at the structure edge of
about 0.2 µm. The density of flicker noise sources or
fluctuator defects in the energy range 0.2–0.6 eV was
reduced approximately by a factor of 3 compared with
the previous best results [6, 11, 12]. Record values of
the Hooge parameter of approximately 10−4 at 93 K
were achieved for YBa2Cu3O7 microstripes.

MONTE CARLO SIMULATION AND NOISE 
SOURCES ON f–T DIAGRAM

The distribution of oxygen atoms over the two sub-
lattices on the CuO plane was calculated by the stan-
dard Metropolis scheme of the Monte Carlo method in
the framework of the so-called ANNN model [13–16],
which takes into account repulsive interactions of near-
est neighbor oxygen atoms and the attractive interac-
tion of the oxygen chain atoms via orbitals of Cu atoms
located between them. The annealing simulations
started at a high temperature with a chaotic distribution
of oxygen atoms among sublattices and ended at a low
2000 MAIK “Nauka/Interperiodica”
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temperature when an ordered phase was formed. As
shown in [3], epitaxial YBa2Cu3O7 films consist of
small-angle blocks and the block boundaries are the
main channels for the flow of oxygen depending on
post-growth regimes and storage atmosphere [4, 6, 17].
The proposed model takes into account the oxygen
depletion at the block boundaries in the following way.
Within a square of 44 × 44 sites, 860 atoms were dis-
tributed, which corresponded to oxygen nonstoichiom-
etry of δ = 0. As the temperature was reduced, after
every four Monte Carlo steps per atom, the atoms that

7

–20 0

Oxygen content

x, lattice site
20

(Ò)

20 (b)

0

–20
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y, lattice site

(a)

0

–20

6

Block boundary

Fig. 1. (a) Monte Carlo simulation of the spatial distribution
of oxygen atoms, (b) energy barriers at the CuO plane near
the boundaries of the small-angle blocks in the YBa2Cu3O7
films, and (c) the dependence of the oxygen content on the
distance along the normal to a block boundary.
were found at the sites with coordinates x = 0 and x = –1,
y = –22 ÷ 22, marked in Fig. 1a by the shaded band,
were excluded from the calculation. The final distribu-
tion of atoms obtained after completion of the anneal,
following 103 calculation steps and removal of a total of
~100 atoms, is shown in the same figure. The barrier
height E for an atom transiting to the neighboring
empty site was calculated using a harmonic potential
approximation for the site well [14]. The spatial distri-
bution of the barriers averaged over eight neighboring
atoms shown in Fig. 1 corresponds to the distribution of
oxygen atoms (the light and the dark circles denote
oxygen and copper atoms, respectively) and the poten-
tial energy barriers at the CuO plane near the bound-
aries of small-angle blocks. In Fig. 1b, seven shades of
grey are used to denote increments of the energy barri-
ers (∆Eb = 0.15 eV per level), starting from the bottom

100

0 0.5

N

E, eV1.0 1.5

10
1

1

2

3

4

Fig. 2. Spectra of the fluctuator defects inside a block
(1) and near the blocks (2), and simulation of real films with
blocks of sizes 40 (3) and 200 nm (4).
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Fig. 3. Predominant sources of flicker noise on the f–T dia-
gram. In regions 1–3 the fluctuator defects are oxygen atoms
located near block boundaries, near defect chains, and in the
ordered phase, respectively.
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(dark) level at Eb = 0.5 eV. A distribution of this kind
within the block has a uniform or random character.
The energy spectrum of the fluctuator defects shown in
Fig. 2 was determined as a count of the number of bar-
riers involved in the transition of an oxygen atom with
energy E to a neighboring equilibrium site. Spectra 3
and 4 presented in Fig. 2 are obtained by appropriately
combining spectra 1 and 2 taking into account the
dependence of the fractions of fluctuator defects at the
boundary and inside the block on the block size. The
dashed lines in spectra 3 and 4 approximately corre-
spond to the results of noise measurements presented in
[3] for YBa2Cu3O7 – δ films on Si and MgO substrates
which have similar block sizes. From Figs. 1 and 2, it
can be seen that the oxygen atoms positioned near a
block boundary, a defect chain, and those found in the
ordered phase see the following energy barriers: less
than 0.5; 0.5–1.4; and more than 1.4 eV, respectively.
Using these values, as well as the known equation for
the energy which an atom can gain by thermal activa-
tion over a time period 1/f at a temperature T [1],

(1)

where  is the Debye frequency (≈10–13 s–1), the
regions on the f–T diagram of Fig. 3 can be designated,
where the corresponding sources of flicker noise pre-
vail. The dotted line separates the range of actual fre-
quencies of signal registration (>1 Hz) from the fre-
quency range of the degradation processes. In the
devices operating near Tc at f > 1 Hz, the main sources
of noise are block boundaries or other planar and topo-
logically similar microdefects which cross the CuO
plane. Among such planar defects are single disloca-
tions and their conglomerations, as well as small-angle
and twin boundaries, near which the activation energy
for oxygen diffusion does not exceed 0.5 eV.

Thus, these simulations have shown that it is expe-
dient to conduct special control of two-dimensional
(planar) microdefects in the films, use technological
steps which transform planar defects to surface three-
dimensional or cationic defects, and maintain excess
oxygen pressure during the heat treatment of
YBa2Cu3O7 films in order to suppress the flow of oxy-
gen leaving the film near the planar defects.

GROWTH AND CHARACTERIZATION 
OF YBa2Cu3O7 FILMS 

The YBa2Cu3O7 films were grown by in situ magne-
tron sputtering of a ceramic target ~90 mm in diameter
[18–20]. The total pressure of the Ar + O2 gas mixture
was varied in a range p = 40–80 Pa with the ratio of par-
tial pressures ~1 : 1. The area where the deposited film
was uniform under these conditions was ~50 mm in
diameter. Films produced by two standard technologi-
cal processes were studied. In the first process [18], the

E kT 2πf τ∂( ),ln=

τ∂
1–
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film was grown at a rate Vg = 1.0–1.5 nm/min and the
regime was not changed during the deposition.

Previous experimental and theoretical studies
[3, 18–21] have demonstrated the need to reduce the
growth rate, as well as to change the regimes of the ini-
tial stages of growth and heat treatment of the films. In
the technological process, which is an improvement
over that used in [3, 18, 19], during the initial period of
deposition, the power of the magnetron discharge w
was reduced to ~30% of the nominal value and then
increased gradually to 4–5 W/cm2 in 20–25 min. Over
this period, the substrate temperature was lowered by
20–30 K. The substrate temperature in the established
growth process was ~1000 K. The value of Vg was varied
in a range 0.7–1.0 nm/min by controlling p and w. Thick-
ness of the films was 200–1000 nm. The deposition was
followed by heat treatment in an oxygen atmosphere.
The temperature was reduced smoothly to ~750 K; and
after a holding time of at least 20 min, the films were
cooled at a constant rate for ~1 h. The heat treatment
reduced the density of the planar small-angle boundaries
formed in a tetra-ortho-structural transition [22].

As substrates in the growth of YBa2Cu3O7, epitaxial
film wafers of two types were used, which differed in

1 µm(‡)

1 µm

1 µm

(b)

(c)

Fig. 4. The surfaces of YBa2Cu3O7 films of different thick-
ness grown on LaAlO3 substrates.
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the value of lattice mismatch parameter ξ = 2(a1 –
a2)/(a1 + a2), where a1, a2 are the lattice constants of the
substrate and the film, respectively. The perovskite-
type substrates of lanthanum aluminate LaAlO3 and
neodymium gallate NdGaO3 have ξ = 1.0–2.0%;
another substrate type used, namely, magnesium oxide
MgO, had a much higher lattice mismatch (ξ ~ 9%).

Raman spectroscopy was used for the structural
analysis [18, 19]. The spectra were excited by an Ar+

ion laser and measured using a spectrometer based on a
double monochromator. The chemical composition
was determined with a Camebax X-ray spectral
microanalyzer [21] by measuring the intensities of the
YIa , BaLa , CuKa, CuLa, and OKa lines. The morphol-
ogy of the film surfaces was monitored using a Cam-
Scan scanning electron microscope.
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Fig. 5. Dependence of the etching rate of YBa2Cu3O7 films
on concentration of different acids and the Trilon-B com-
pound: (1) HNO3, (2) H2SO4, (3) H3PO4, (4) HCl,
(5) Trilon-B. (The scale for Vet is greater by a factor of 30.)
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Fig. 6. The dependence of YBa2Cu3O7 film etching rate in
a 30% solution of Trilon-B on temperature.
STRUCTURE AND MORPHOLOGY 
OF YBa2Cu3O7 FILMS

It is known that the c'-oriented structure is a meta-
stable phase of YBa2Cu3O7 [20, 22]. The formation of
blocks with alternative c'-orientation results in the for-
mation of block boundaries, interference with oriented
film growth, and deterioration of film characteristics.
Low density of the flows of component atoms and
increased temperature enhance surface diffusion and
prevent the formation of nuclei of a competitive phase.

On the lattice-matched perovskite substrates, layer-
by-layer growth (Frank–van der Merwe mechanism) is
observed after the film becomes three c'-monolayers
thick [23]. On the MgO substrates, three-dimensional
nuclei, spiral growth of islands, and their subsequent
coalescence take place, with full surface coverage
occurring at a thickness exceeding 10 c'-monolayers
[24]. Cationic and planar defects can stabilize the
superconducting orthophase on substrates with low ξ.
Thermodynamic calculations have shown [26] that the
utilized deposition regimes do not include conditions
for the equilibrium phase formation (123), but stabili-
zation mechanisms of the perovskite compound are
possible. An analysis of equilibrium in the YO1.5–CuO–
BaO system with the use of geometrical thermodynam-
ics methods [25] gave an estimate of the Gibbs poten-
tial ∆G of the phase (123) that should be reduced with
non-equilibrium defects by at least 50 kJ/g/atom, i.e.,
by 20–25%. One of the possible mechanisms of cat-
ionic defect formation is emergence of the defect-rich
orthophase, supposedly of 〈235〉  composition [26]. This
supposition is based on studies of the cationic compo-
sition of YBa2Cu3O7/LaAlO3 structures, which demon-
strated that films with the highest parameters had insig-
nificant deficits of barium and copper. This conclusion
is in agreement with studies of YBa2Cu3O7/LaAlO3
structures in [27]. The deficit of barium and copper in
YBa2Cu3O7 films can be due to an on-axis deposition
regime at a working gas pressure of 30–40 Pa. Sub-
strates located opposite the target erosion zone are
subjected to the glow-discharge plasma, which pro-
duces a slight deficit of the component most prone to
reevaporation, i.e., barium [28]. Excess yttrium atoms
can occupy barium sites and form substitutional defects
of YBa type, which contribute to stabilization of the
c'-oriented phase.

In Fig. 4, surfaces of the YBa2Cu3O7 films of differ-
ent thickness grown on LaAlO3 substrates are shown.
Figure 4a shows the fairly smooth morphology dis-
played by a film of ~600 nm thickness. Single light-col-
ored crystallites (supposedly of BaCuO2) appear on the
surface of a YBa2Cu3O7 film having a thickness of
~500 nm. It is known that the lanthanum aluminate
substrates have high densities of twin and small-angle
boundaries, which can move into the film during epi-
taxial growth [29]. The formation of small-angle
boundaries results in a reduction of ∆G in the film and
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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stabilization of the structurally perfect YBa2Cu3O7
phase. It is seen from Fig. 4a that crystallites of the
competitive phase are arranged on the film surface in
rows along some lines, which are probably small-angle
boundaries. Fixing of the competitive phase nuclei is an
energetically favorable process, since the free surface
energy along the line of imperfections is lower than
elsewhere on the surface. The surface of a film of
~1200 nm thickness is shown in Fig. 4b. Some crystal-
lites of a regular shape that were grown on a fairly
smooth surface transform into pyramids composed of
blocks during subsequent growth. The surface of a
YBa2Cu3O7 film of large thickness (about ~1.6 µm),
representing an intergrowth of pyramidal microblocks,
is shown in Fig. 4c.

Probably, the layer-by-layer growth mechanism of
the YBa2Cu3O7 films on LaAlO3 substrates in the
regime considered previously persists up to a certain
thickness. As the film thickness reaches ~500 nm, crys-
tallites of different composition can come to the surface
and then, as the growth of the film proceeds, they are
displaced to the surface and grow in size. The crystal-
lites of the competitive phase represent a drain for
excess cations. At a thickness of about 1 µm, screw dis-
locations come to the surface, which is revealed in the
formation of isolated crystallites of regular shape and
identical orientation. In this stage, layer-by-layer
growth is superseded by growth of isolated crystallites
having the shape of columns or pyramids around the
dislocation axis. From Fig. 4c, the size of a single
microblock can be estimated as 250–300 nm; i.e., the
density of microblocks is 1–2 × 109 cm–2, which is in
agreement with the nucleation density of the c'-ori-
ented phase determined in [30].

PREPARATION OF MICROSTRIPES: 
PHOTOLITHOGRAPHY AND CHEMICAL 

ETCHING OF YBa2Cu3O7 FILMS 

Deposition of contact pads onto YBa2Cu3O7 films
was carried out through special masks by thermal evap-
oration in vacuum at pressure ~10–5 torr and sample
temperature ~450 K. The contact layers were of silver
coated with a thin layer of gold. The total thickness of
the contact layer was ~500 nm. The films with contacts
were subjected to a sizing treatment. The most critical
stage of the process is sample etching through a photo-
resist mask.

Chemical etching is determined by the choice of
etching solution, which should ensure precise repro-
duction of the topological pattern and conservation of
the film parameters. As a chemical etch for YBa2Cu3O7
films, solutions of acids such as sulfuric, hydrochloric,
nitric, phosphoric, and acetic are usually used, which at
low concentrations (less than 5 vol. %) show high etch-
ing rates (Vet) [9, 31, 32]. Linear dependence of Vet on
solution concentration is characteristic of acid solu-
tions with pH < 7. Etching in acid solutions has poor
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
reproducibility; therefore, the possibility of etching
with Trilon-B compound, which is a solution of diso-
dium salt of ethylenediamine tetra-acetic acid (EDTA)
was explored in this study. Trilon has an almost linear
dependence of Vet on concentration, characteristic of
base solutions with pH > 10 [9, 32].

The structures with ongrown films were coated with
a layer of FP-383 or AZ photoresist. After drying in a
thermostat at ~360 K, there followed exposure and
development of the photoresist in KOH solution with

Table 1.  The etching regimes of the YBa2Cu3O7 films in a
30% solution of Trilon-B

Regime Etching 
uncertainty, %no. T, °C t, s

1 20 150 21

2 45 17 –10

3 50 15 0

4 50 25 5

5 55 15 12

6 60 20 15

7 70 10 22

1

3

2

4

Ar

5

7

8

6

Ar+

Fig. 7. The duo PIGatron source of ionized Ar atoms used
for etching YBa2Cu3O7 films: (1) ionization chamber;
(2) magnets; (3) focal electrodes; (4) carbon diaphragm;
(5) emission chamber; (6) emission electrodes; (7) vacuum
chamber; (8) the sample.
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subsequent rinsing in deionized water. During the suc-
ceeding photoresist hardening the temperature did not
exceed 410 K. After preparation and heating of the
etching solution, the film structure was dipped into the
solution for a certain time period and rinsed in flowing
water. The dependence of the etching rate of
YBa2Cu3O7 films on solution concentration is pre-
sented in Fig. 5. The Vet values for the Trilon-B solution
are considerably lower than for acid solutions. The
dependence of Vet for an aqueous Trilon-B solution of
30% concentration on temperature is shown in Fig. 6.
The extent of film etching at the photoresist edge (etch-
ing uncertainty) was determined using a ratio z = (w0 –
w1)w0, where w0 and w1 are the stripe widths on the
stencil and on the etched film, respectively. Experimen-
tal results are presented in Table 1, from which it can be

300 400 500 600

2

4

6

8

10

12

14

Vet, nm/min

U0, V

Fig. 8. The dependence of ion etching rate of YBa2Cu3O7
films on accelerating voltage U0.
concluded that the best results can be obtained with
regime 3.

For technological experiments, samples with differ-
ent Tc and structural perfection were selected. Control
of the parameters of high quality films (i.e., with Tc

close to 90 K and a smooth surface) during the steps of
photoresist hardening, development, and the opening of
the topological pattern did not show any effect on Tc.
The films with a grained structure had Tc = 80–85 K and
were sensitive to sizing treatment operations. Results of
the measurements of parameters of the YBa2Cu3O7
films for different etching regimes are presented in
Table 2. Compared with the etching in acid solutions,
the treatment in Trilon-B affects the film parameters
less. The etching uncertainty after treatment in the
Trilon-B solution is 0–6%, whereas for the H3PO4 solu-
tion it is 12–27%. It has thus been found that for
YBa2Cu3O7 films, chemical etching in the Trilon-B
solution under regime 3 described in Table 2 is prefer-
able.

After completion of the steps of micropatterning of
film topology and removal of the remaining photoresist
mask from the surface, the microstripes were subjected
to a heat treatment in an oxygen atmosphere similar to
that carried out after film deposition. The heat treat-
ment eliminated defects induced in the film during the
sizing treatment and reduced the ohmic resistance of
the contact pads. Acceptable definition and insignifi-
cant impairment during the sizing treatment process
indicate that chemical etching is a promising technique
for fabrication of superconductor integrated devices.

ION ETCHING OF YBa2Cu3O7 FILMS 

The process of ion etching was carried out using a
VUP-5 setup where the specially made duoPIGatron
ion source [5, 33] was installed. The vacuum chamber
was pumped out to a pressure 10–6 torr, and during the
etching the pressure did not rise higher than 10–3 torr.
Table 2.  Electrical parameters of the YBa2Cu3O7 films after chemical etching

Sample 
number Etching regime

Tc0, K ∆Tc , K r = R300/R0

before PL after PL before PL after PL before PL after PL

1.1 HCl (20%), 20°C 88.1 <77 6.2 – 1.6 1.3

1.2 88.7 88.6 2.1 2.7 2.7 2.5

1.3 90.7 91.2 1.0 0.7 2.9 2.9

2.1 H3PO4 (10%), 20°C 87.1 85.7 2.2 3.1 2.1 1.9

2.2 89.2 89.0 1.5 1.6 2.5 2.5

3.1 Trilon-B, 50°C 89.1 89.0 2.3 2.5 2.7 2.5

4.1 Trilon-B, 60°C 86.7 86.4 4.0 5.1 2.3 2.0

90.2 90.5 0.7 0.6 2.7 2.8

Note: Tc0 values correspond to zero sample resistance; ∆Tc is the width of the resistive transition; r = R300/R0 is the ratio of the resistance
of the sample at 300 K to that near the beginning of the transition.
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(‡)

(b)

1 µm
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(c) (e)
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Fig. 9. Scanning electron microscope images of the structures: (a) ion etching before photoresist removal, (b) after photoresist
removal, (c) chemical etching in the Trilon-B solution (regime 3 in Table 1), and (d), (e) structures after laser etching under different
magnifications.
The ion source formed a neutralized beam of argon ions
of diameter 35-mm and homogeneity ~95%. The ion
energy was varied in a range of 50–1500 eV at current
densities below 1 mA/cm2.

The duoPIGatron sputtering device shown schemat-
ically in Fig. 7 is a modification of a duoPIGatron ion
source in which dense low-temperature plasma is pro-
duced by gas discharge plasma emitters which have
large surfaces of ion emission. Design of the device
allows us to obtain ion emission currents of tens of mil-
liamperes per 1 cm2 and to form a point source with low
flow rate of the cool gas from the discharge chamber to
the accelerating gap. To create a beam of accelerated
particles with wide aperture and high density, it is nec-
essary to use a plasma extender held under the potential
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
of the anode and anticathode and maintaining the
regime of discharge with oscillating electrons. The gas
discharge plasma of the duoPIGatron consists of two
regions: cathode plasma and anode plasma separated
by a double layer. Application of a longitudinal mag-
netic field results in nonhomogeneity of the radial dis-
tribution of j+ and the appearance of a radial electric
field in the plasma. Introduction, alongside the longitu-
dinal field, of a transverse multipolar magnetic field at
the periphery of the anode region reduces losses of the
plasma ions and the electrons and considerably
improves homogeneity of the j+ distribution over the
emitting surface. The transverse magnetic field can be
created by a permanent magnets of alternating polarity
arranged along the element of the cylindrical anode.
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The field at the anode surface is about 0.1 T and rapidly
decays toward the axis of the discharge chamber.

In order to control the etching process duration, so-
called witness samples of YBa2Cu3O7, films with
deposited contact pads screened from the ion beam
were used. The film resistance was measured during
etching. The process was terminated when the resis-
tance increased sharply as a result of complete removal
of the film. The dependence of the ion etching rate of
YBa2Cu3O7 films on the accelerating voltage U0 in the
range of 300–600 eV (at the ion current density j ≈
0.3 mA/cm2) is shown in Fig. 8. The temperature of the
film surface during the etch did not exceed 350 K.

The sample dimensions and state of the surface
were determined using a CamScan scanning electron
microscope having a resolution better than 0.1 µm. Fig-
ure 9 shows different microstripes produced by differ-
ent etching techniques. It can be seen from the images
that chemical and ion etching ensure a high definition
of 0.2 µm or better as determined by the width of the
topology edge. Microstripes produced by ion etching
have smoother edge and better definition, but it should
be taken into account that chemical etching does not
involve irradiation producing additional defects.

LASER ETCHING OF YBa2Cu3O7 FILMS 

In laser etching an ME-551B, stencil retouching
unit and an LGI-505 nitrogen laser were used. The laser
parameters were wavelength 0.37 µm, pulse duration
7 ns, power density on the sample up to 4 J/cm2, beam
diameter on the sample 5 µm, repetition rate up to
1 kHz, and the beam displacement between pulses 1 µm.

100 200 300 400
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10–3

10–2

α

T, K

Fig. 10. The dependence of the Hooge parameter for
YBa2Cu3O7 microstripes of 2.3–3.0 µm width on tempera-
ture: (1) and (2) samples obtained by chemical etching in the
Trilon-B solution before and after improvement of micros-
tripe preparation technology, respectively; (3) samples
obtained by ion etching. The shaded area shows the best
Hooge parameter values achieved previously.

1

2

3

Figure 9e shows a film edge after the laser etching
process. An insulator ridge about 3 µm wide is seen,
which is formed by the melt ejected over the laser spot
edge. According to X-ray spectral microanalysis data,
the ridge contains excess Y and Ba atoms (less than 10–
15%). Probably the size of this region is determined by
the intense heating depth of the film edge (about 3 µm),
which is necessary for adhesion of the ejected melt
[7, 34]. The drops at the surface indicate that the melt is
displaced to the film edge by the laser plasma jet. Since,
at the specified laser wavelength, the absorption depth
is ~0.1 µm [7] and the film thickness is 200–500 nm, all
the energy is absorbed in the YBa2Cu3O7 film, and after
the first several pulses the film is completely removed.
However, the observed image nonhomogeneity over
the treated surface shows the need to increase the num-
ber of laser pulses, which will result in additional ther-
mal load and probably excess flicker noise.

In Fig. 9d, light-colored (compared with the starting
image) stripes about 30 µm wide are seen, which are
close to the film edges and result from surface damage.
Two lines in this image correspond to different laser
power levels U: 165 W (left line) and 220 W (right
line). Improvements in the laser treatment process
relating to modernization of optical equipment and
ensuring flexible adjustment of laser beam power,
allowed a reduction in the damaged area.

Thus, the laser etching technique is inferior to the
chemical or ion etching. However, this technique is
very convenient for forming contact pads and correct-
ing the topology of superconductor structures more
than 100 µm in size.

NOISE CHARACTERIZATION OF YBa2Cu3O7 
MICROSTRIPES 

Comparative analysis of noise characteristics of the
samples obtained by chemical and ion etching, as well
as elucidation of the nature of flicker noise sources, was
carried out in the study.

The microstripes were mounted in a special holder
inside the vacuum section of a priming metal cryostat.
The size of the microstripes allowed measurements of
the spectral density of the noise voltage SV in a wide
range SV = 10–19–10–8 V2 Hz–1 at frequencies f = 1–105 Hz
[11]. The Hooge parameter was calculated using the
equation

(2)

where Ne is a number of charge carriers in a sample and
V is a sample volume.

The results of measurements and corresponding cal-
culations using equation (2) are presented in Fig. 10.
The noise level in the samples obtained by the
improved technique dropped considerably, as can be
concluded from the comparison of curves 1 and 2. The
comparison of curves 2 and 3 shows an increased noise

α f T,( ) Ne f SV f t,( )V
2–
,=
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level at a high temperature (more than 300 K) in sam-
ples treated by ion etching compared with chemical
etching. At the same time, the normal phase noise at
temperatures near 93 K in strips produced by ion etch-
ing drops to very low values (α < 10–4), which is evi-
dence of suppression of the noise sources created in the
film during ion treatment. Probably, the greatest dam-
age is produced in oxygen chains of the CuO plane
crossing the planar defects. The relationship between
the noise levels observed at different temperatures
shows that at low temperatures, the oxygen defects in
the CuO plane located near boundaries of the small-
angle blocks are stabilized to a degree.

CONCLUSIONS

The improvement in the growth technique and siz-
ing treatment of the YBa2Cu3O7 films has allowed a
considerable reduction in the flicker noise level in the
films. The simulation of annealing of the films has
shown that the prevailing sources of the flicker noise in
epitaxial structures are related to the oxygen transitions
near small-angle and twin boundaries, which are the
predominant planar defects in the films. Probably, the
planar defects are transformed into three-dimensional
defects at the film surface or into cationic defects. Sub-
stitutional defects of the YBa2Cu3O7 type reduce the
thermodynamic potential of the superconductive phase,
bring about structural stabilization, and reduce the
noise parameter of the films. The main factors in the
improvement of the growth technique of the
YBa2Cu3O7 films by magnetron sputtering are the
reduction of the growth rate (to below ~0.8 nm/min)
and the application of the “smooth” approach to the
assigned technological regime.

Defects are induced in the film topologies during
sizing treatment as well. To produce superconducting
microstripes of about 1 µm in size, chemical and ion
etching of YBa2Cu3O7 films has been applied. To mini-
mize damage to the films and the size uncertainty, it is
preferable to use chemical etching in solutions of
Trilon-B, which is the salt of EDTA organic acid. At the
same time, only etching with a low-energy argon beam
from a duoPIGatron source has ensured submicron def-
inition (~0.2 µm) of the topology edge in YBa2Cu3O7
films without degrading the high parameters of the
superconducting state of the films. The developed tech-
nique of micropatterning has allowed considerable
reduction in the noise level in superconducting micros-
tripes and to obtain a record value, 10-4, of the Hooge
parameter at a temperature of 93 K and frequency of
10 Hz.
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Abstract—It is shown that stabilization of the different frequency of optical radiations generated in the refer-
ence and signal resonators of the Dulkyn laser-interferometric gravitational-wave detector results in an efficient
reevaluation of basic parameters describing the line widths of the laser radiation and the passive resonator, as
well as the minimal laser power required to separate the valid signal from noises caused by natural fluctuations.
© 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The complex of problems coupled with the elimina-
tion of external interferences, minimization of internal
fluctuations, and separation of a weak signal from noise
is a key obstacle for detecting gravitational waves
(GW). For more than one decade, world gravitational-
wave community has spent a huge intellectual effort
and material resources on the investigation of these
problems. For each presently known type of GW detec-
tors, interferences and noises are cataloged and their
main classes are detailed theoretically, simulated on
computer systems, and tested experimentally. How-
ever, the hierarchy of interferences and noises is highly
individual and reflects design features of the GW detec-
tor; therefore, any new technical proposals require revi-
sion and reassessment of the role of one or other noises.
It is such revision that is required when we consider the
noise immunity of the Dulkyn compact two-resonator
pentagonal laser-interferometric GW detector devel-
oped at the Kazan Scientific Center of Gravitational-
Wave Research [1, 2]. There are several reasons for
such a revision.

First, since the active medium is situated inside the
interferometer, the Dulkyn GW detector is compact and
is mounted on a single base, which differs it substan-
tially from long-base passive laser interferometers.
Second, the basic concept of the Dulkyn project is cou-
pled with detecting periodic low-frequency GW signals
and relies on the long-term coherent acquisition of
these signals. Third, in order to increase the signal-to-
noise ratio, the Dulkyn GW detector uses a self-regula-
tion system to control the different frequency of optical
radiations generated in the reference and signal resona-
tor [2, 3]. The third circumstance is the main subject of
discussion in this paper.
1063-7842/00/4504- $20.00 © 20453
There are opposite views on the possibility of utili-
zation of the frequency and phase control systems in
GW detectors. One of extreme opinions is that the self-
regulation system eliminates the detected GW signal in
the observed interferometric picture. From our view-
point, this judgment was formed in the process of
development of long-base laser-interferometric GW
detectors. These detectors are aimed at the reception of
individual pulsed GW signals (supernova outbursts,
etc.); therefore, their detection requires that the signal-
to-noise ratio must exceed unity. This fact excludes the
possibility of utilization of the active regulating system
to stabilize the interferometer end mirrors at the fre-
quency of the expected GW signal.

In the Dulkyn GW detector considered in this paper,
another situation takes place: the instantaneous signal-
to-noise ratio can be below unity, because the detected
GW signal is continuous and periodic and the final sig-
nal-to-noise ratio required for detection is achieved
after a long-term coherent acquisition. Our experimen-
tal investigations have shown that, for the Dulkyn two-
channel laser-interferometric GW detector, a regulating
system can be created such that does not eliminate the
useful periodic signal under the condition that its
amplitude is at least two orders of magnitude lower
than the so-called “regulation threshold” (a report
about these results was submitted to the Pis’ma Zh.
Tekh. Fiz. journal).

However, we see the problem of not only utilization
of the self-regulation system in the GW detector, but
also the effect of the aforementioned system on the esti-
mation of the signal-to-noise ratio and on the minimum
laser power required for isolation of the valid signal
from noises caused by natural frequency and phase
fluctuations of optical radiation.
000 MAIK “Nauka/Interperiodica”
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In calculations, we use the following consider-
ations. Equations describing generation of optical radi-
ation in a compact pentagonal two-resonator laser
interferometer involve the evolution equation for the
density matrix, Maxwell equations, and conditions fix-
ing the boundary operating mode [2, 4].

The main channel of action of the GW field is that
the GW efficiently changes the refractive index along
the optical path [2], so that GW parameters are involved
in the Maxwell equations in the form of slowly varying
coefficients of the electric field vector and its deriva-
tives.

The frequency and phase control system responds to
any displacements of the interferometer mirrors and
thus, introduces its own corrections to the boundary
operating mode, changing eigenfrequencies Ω1, 2(t) of
the signal and reference resonators.

The following time scale exists for processes run-
ning inside the interferometer: τa = 10–8 s is the relax-
ation time for elements of the density matrix (it deter-
mines the natural width of the line radiated by atoms of
the active medium); τr = 10–8 s is the photon travel time
along the interferometer perimeter; τg = 10–6 s is the
transient period of the stationary generation in the ring
laser; τ0 = 10–4 s is the time constant in the regulating
system for most aggressive interferences; and τGW =
Tg = 103 s is the period of a gravitational wave.

The existence of the aforementioned scale allows us
to uncouple the basic equation system: we obtain the
density matrix and then the microscopic polarization of
atoms under the assumption that the electromagnetic
field is given; we solve the Maxwell equations with
account for the obtained macroscopic polarization for a
fixed boundary operating mode and specified instanta-
neous values of Ω1(t) and Ω2(t); and the boundary oper-
ating mode is stabilized for a fixed value of the slowly
varying gravitational field.

The regulating system partially compensates for
fluctuating displacements of mirrors and efficiently
lowers rms fluctuations, which is equivalent to an
increased Q-factor of the optical circuit.

A natural question arises, which quantities should
be used as the linewidth of the laser system radiation
and the Q-factor of the optical circuit during the opera-
tion of the regulating system stabilizing the boundary
mode.

STABILIZATION BEYOND 
THE SYNCHRONIZATION RANGE

If we proceed from the model [2] describing the
two-wave generation mode, then, for operation near the
synchronization range, electromagnetic equations for
phase difference Φ of the optical radiation in the signal
and reference resonators can be represented as

(1)Φ̇ ∆Ω t( ) ∆ν t( ) ∆ωGW+ +[ ] M Φ,sin–=
where M is the coefficient describing the linear cou-
pling between orthogonal optical modes and ∆ωGW =
h(t)ω0ζ is the gravitationally induced shift of the gener-
ated frequency; h(t) is the dimensionless amplitude of
GW; ω0 is the central frequency of the gain loop of the
atoms of active medium; ζ is the factor depending on

the resonator shape (ζ =  – 2 for a pentagon [1, 2]);
∆ν(t) is the total noise source equal to the instantaneous
value of fluctuations of the difference frequency caused
by all types of interferences and noises; and ∆Ω(t) =
Ω1(t) – Ω2(t) is the instantaneous difference between
eigenfrequencies of the signal and reference resonator,
which is determined by instantaneous values of resona-
tor perimeters and involves changes introduced by the
regulating system.

Note that the expression in square brackets is the
source of the phase deviation; this source contains a
deterministic periodic part (third term), stochastic part
(second term), and controlled part (first term). Of
course, such a representation is purely conventional,
since, only theoretically, we can explicitly separate
consequences of the fluctuating displacement of mir-
rors from compensating displacements caused by the
regulating system.

Evidently, the sum in the square brackets cannot be
zeroed even in the most perfect regulating system; it
can only be minimized to a certain threshold Π (regula-
tion threshold). Consider the following chain of ine-
qualities:

(2)

Here, max|∆ν(t)| is the upper threshold of nonreduced
noise (for operation without a regulating system). The
regulating system allows us to fix sum ε(t) ≡ ∆Ω(t) +
∆ν(t) at a level of |ε(t)| ≤ Π, with the upper threshold for
reduced noise ε being several orders of magnitude
lower than max|∆ν(t)|. Finally, |∆ωGW | ! Π ; i.e., the
rms value of the reduced noise is much higher than the
amplitude of GW signal.

Consider the case when M ! Π , i.e., the laser sys-
tem operates beyond the synchronization range. Spec-
tral density Sε(ω) of reduced noise ε(t) is determined by

spectral density (ω) of initial noise ∆ν(t) and by the
effective spectral density of internal noises of regulat-

ing system (ω) [5, 6]

(3)

where G(ω) is the gain factor of the frequency autotun-
ing (FAT) system.

The gain factor can be written as [6]

(4)

5

∆Ω t( ) ∆ν t( )+ Π  ! max ν t( ) ,≤
∆ωGW  ! Π .
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Sε ω( ) Sν
0( ) ω( )
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1 G ω( )+
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n( ) ω( ) G ω( )

1 G ω( )+
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2

,+=

G ω( ) K
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where K is the transfer factor at low frequencies and τ0
is the loop transfer constant.

Substituting expressions (4) into formula (3), we
obtain

(5)

The fluctuation-induced phase increment arising in
time τ can be obtained from equation (1) at M = 0,

(6)

Then, for the rms phase increment,

we obtain

(7)

where

(8)

is the correlation function of the second kind, which,
for stationary processes, coincides with the correlation
function of the first kind

(9)

Taking into account that the correlation function of
the second kind can be expressed in terms of noise
spectral density Sε(ω) by the formula

(10)

expression (7) can be rewritten after partial integration
as

(11)
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In the case of white noise, we obtain from formula
(11) with account for expression (5) that

(12)

where D0 and Dn are the constants of the laser white
noise and the FAT circuit, respectively.

Hence, for large K, fluctuations of the radiation
phase difference in the loop of the laser interferometer
with FAT are limited by the intrinsic noise of the FAT
circuit, which, in its turn, may be low, if one uses a
quartz-crystal oscillator as a reference.

Taking into account that D0 = ∆ω, where ∆ω is the
spectral width of laser radiation, neglecting the intrinsic
noise of the FAT system, and assuming that K @ 1 and
|τ| = T @ Kτ0, we obtain from expression (12) that

(13)

where ∆ω* = ∆ω/(1 + K)2.
Expression (13) represents a well-known law for the

phase diffusion caused by the finite width of the line of
laser radiation. Quantity ∆ω* in (13) plays a role of the
linewidth; it can be called an effective linewidth of laser
radiation during the operation of the regulating system.
Thus, in order to lower phase fluctuations, it is neces-
sary to use either a laser system with a very narrow
oscillating line or a FAT system. In this case, if one
measures in the experiment only phases and there is not
any other information, it is impossible in principle to
find out which of the two aforementioned reasons
caused the observed reduction of the phase noise.
According to the well-known formula [7],

(14)

where P is the power of laser radiation, " is the Planck
constant, γ = cp/L is the intrinsic linewidth of a passive
resonator with perimeter L, and loss per pass p (c is the
speed of light).

Therefore, formula (13) can be written as

(15)

Here we introduced quantity γ* = γ/(1 + K), which can
be considered, similarly to ∆ω*, as an effective line-
width of a passive resonator during the operation of the
regulating system. Since, for larger K, quantity γ* ! γ,
it follows that utilization of the FAT system is equiva-
lent to the narrowing of the line of the passive resona-
tor, i.e., to the rise of its Q-factor. Thus, in order to take
into account operation of the regulating system, for
example, in calculation of the signal-to-noise ratio or
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minimal power of laser radiation, one can use well-
known formulas with ∆ω and γ replaced with ∆ω*
and γ*.

Estimate the power of laser radiation required in the
Dulkyn GW detector for the reliable separation of the
GW signal from noises caused by spontaneous radia-
tion of atoms of the active medium. Works [8, 9]
present formulas that can be used to estimate the mini-
mal power of laser radiation Pmin

(16)

In accordance with the above considerations, for the
case of the operating regulating system, one should
replace γ with γ*. For ω0 = 3 × 1015 rad/s, L = 3.5 m, p =
10–2, h = 10–22, T = 107 s, and K = 103, we obtain Pmin .
10–4 W. If stabilization is absent (K = 0), then Pmin .
102 W. Thus, the Dulkyn GW detector with a regulating
system stabilizing the difference frequency requires the
laser radiation power of the order of several milliwatts.
This value is typical for helium–neon lasers, which are
assumed to be used.

STABILIZATION 
WITHIN THE SYNCHRONIZATION RANGE

If condition M @ Π is satisfied, the regulating sys-
tem brings the laser system into the synchronization
range [2]; in this case,

(17)

(where n is an integer) and equation for δφ(t) takes the
form

(18)

Assume that

(19)

where Ωg is the frequency of gravitational radiation.

Solving this equation, we obtain

(20)

(21)

where φs is the signal and δφ is the noise of the record-
ing process.
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Hence, for the rms fluctuation of the phase differ-
ence, we have

(23)

where Rν(τ) = 〈ε(t + τ)ε(t)〉  is the correlation function of
frequency fluctuations.

Using substitutions η' = η and ξ' = ξ – η, we obtain

(24)

Passing to the spectral density of frequency fluctua-
tions Sε(ω), we obtain

(25)

In accordance with formula (5), the spectral density
of the free-of-noise FAT system takes the form

(26)

For the case of white noise  = D/(2π), substitut-
ing expression (26) into formula (25), we obtain the fol-
lowing formula

(27)

With no FAT system (K = 0 and τ0 = 0), we obtain a
law typical for the synchronization range

(28)

For K @ 1, Mτ0 ! 1, and Mτ @ 1, formula (27) is
substantially simplified

(29)

If, in this case, Ωgt ! 1, M @ Ωg, and MKτ0 @ 1,
then the instantaneous signal-to-noise ratio is

(30)

From this formula, for hω0 = 10–7, M = 10 Hz, K = 104,
τ0 = 10–4 s, and D = 10–2 Hz, we obtain that qinst = 10–3

(remind that, for this value, the useful signal is not
eliminated by the regulating system). In order to obtain
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a finite value of the signal-to-noise ratio qfin, one should

multiply qinst by : qfin = qinst  . 3, where N = 107

samples with durations of one second each. Therefore,
a reliable recording of the gravitational wave requires
an acquisition time of the order of 107 s.

CONCLUSION
Analysis of the discussed problem allows us to

answer a particular question posed at the end of the
introduction as well as to formulate a principle for eval-
uation of basic parameters of the optical subsystem of
the Dulkyn GW detector using a regulating system to
stabilize the difference frequency. The initial point for
evaluation of the parameters is well-known formula (3),
which shows that the spectral density of frequency fluc-
tuations is lowered during the operation of the regulat-
ing system. Calculations based on this formula have
shown that the linewidth of the laser radiation caused
by spontaneous fluctuations and the linewidth of a pas-
sive resonator can be expressed by the following work-
ing formula:

(31)

where Θ = 2 and 1 in the first and second case, respec-
tively.

Extending this idea, we assume that, for the case of
stabilization of the difference frequency, any consid-
ered parameter Γ* can be expressed in terms of Γ with
the help of formula (31) with parameter Θ depending
on the type of the investigated parameter (if we take
into account nonlinear effects, parameter Θ can be frac-
tional and even irrational).

Since the catalogue of the Dulkyn GW detector
noises is not exhausted by natural quantum noises, we
have to perform a systematic analysis of the role of
other interferences. We are sure that the substantiated

N N

Γ*
Γ

1 K+( )Θ---------------------,=
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simple and evident method for the revaluation of
parameters under the conditions of stabilization of the
difference frequency will be good phenomenological
support in this work. In the cases when parameter Θ
cannot be calculated theoretically, it can be estimated
with the help of experimental data obtained on the
Dulkyn pentagonal laser interferometer.
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Abstract—A diagnostic complex based on bolometers and X-ray diodes is developed and tested. The complex
is designed for measurements of the power and the energy spectrum of the pulses of soft X-rays in a quanta
energy range of 70–1500 eV. Both thin films and filters formed by pulsed gas-puff in the tube of the diagnostic
channel were used as X-ray filters. Experiments were carried out on a high current generator under a load cur-
rent up to 2 MA. Soft X-ray pulses with a power of about 1 TW and a duration of about 40 ns were formed by
the implosion of krypton liners. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Magnetic implosion of cylindrical plasma liners is
used widely as a source of high-power soft X-ray
(SXR) pulses [1, 2]. The efficiency of conversion of the
generator electric energy, fed to an X-ray diode, into the
energy of radiation can be as high as 50%. The main
part of the radiation energy is concentrated, as a rule, in
a range of the quanta energy of 100–700 eV. X-ray
diodes (XRD) [3] and foil bolometers [4] are used most
widely for measurements of power and the total yield
(per pulse) of radiation. Spectral response of the detec-
tion channel is determined by the X-ray transmission
curve of the filter and by the quantum efficiency of the
photocathode (for XRD). A bolometer without filter
exhibits a spectrally constant response function and can
be used for measuring the total (over the spectrum)
radiation power. In general, the signal of one detection
channel provides information neither on the total
power, nor on the energy spectrum of the radiation. The
application of an array of detectors with different, par-
tially overlapping spectral response functions makes it
possible to unfold the shape of the emission spectrum
[5–7]. The problem of the deconvolution of a spectrum
on the basis of the signals from an array of detectors is
a mathematically ill-posed problem. The deconvolution
accuracy depends drastically on the selection of the
combination of the materials of the photocathodes
(XRD) and filters and on the accuracy of determination
of the mass thickness of the filters. The films with a
thickness less then 1 µm and a high transmission in the
range below 100 eV are not commercially available.
The production of such films meets the problems of the
control of their thickness and uniformity and their
safety in course of assembling and maintenance. The
requirements of the simplicity and low cost of the pro-
duction of thin films impose limitations on the proper-
ties of the materials. As a rule, these are carbon-con-
taining films with low transmission in a range of 290–
1063-7842/00/4504- $20.00 © 20458
400 eV (above K-edge of carbon), which makes it dif-
ficult to unfold the corresponding part of the spectrum.
The application of gas filters allows one to find the way
out. Gas filters make it possible to substantially
increase the number of combinations of the materials of
the cathode and the filter. Being once constructed and
adjusted, the system of the formation of the gas filter
allows one to get rid of the procedures of manufactur-
ing, thickness measurement, and maintenance of thin
(0.1–1 µm) films. Mass thickness of the gas filter can be
varied easily and can be virtually infinitely small; i.e.,
the sensitivity of XRD can be easily extended to lower
energies.

In this work, we used a bolometer made from copper
foil and an array of five XRDs for measurements of the
conversion efficiency, power, and energy spectrum of
SXR in a range of 70–1500 eV. We used both thin film
and gas filters. The latter were formed by pulsed gas-
puff in the tube of the diagnostic channel with the use
of a fast electrodynamic valve. The experiments were
performed on a MIG high-current generator [8] at a
load current of 2 MA. The leading edge of the current
was about 80 ns. SXR pulses with a duration of 30–
40 ns and a power of ~1 TW were formed by implosion
of krypton liners. The initial liner with an initial diam-
eter of 20 mm and a length of 35 mm was formed with
the use of a fast opening gas puff valve and Laval noz-
zle.

DIAGNOSTIC EQUIPMENT

Copper strips with a length of 14 mm, width of
1 mm, and thickness of 2 and 15 µm were used as resis-
tive elements. The bolometer is assembled on the basis
of a standard SR-75-167 connector. A reference current
with an amplitude of 100–200 A and duration of ~10 µs
is fed to the resistive element. Bolometer with the foil
of 15-µm thickness makes it possible to measure only
the total (per pulse) yield of radiation because the char-
000 MAIK “Nauka/Interperiodica”
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acteristic time of the temperature equalizing over the
foil thickness due to heat conduction is longer than the
pulse duration. The temperature equalizing time for a
2-µm foil is about 10 ns, which allows one to trace the
radiation absorption dynamics of the foil at the radia-
tion pulse duration longer than 10 ns.

XRD is made on the basis of a SR-75-167 connector
as well as the bolometer. The detector design is simple,
cheap, and user friendly. In addition to the elements of
the connector, one needs only a disk of the photocath-
ode with a diameter of 14 mm, a Teflon insulator that
supports the photocathode, and the anode metal grid.
A negative voltage of 1 kV is applied to the photocath-
ode via a signal cable inside a shielded enclosure for
recording. The signal from the cable is fed to an oscil-
loscope via a high-frequency coupling capacitor. The
time of a double signal passage along the cable
(~300 ns) is substantially longer than the duration of
the radiation pulse, which allows one to avoid signal
distortions caused by reflection from the coupling
capacitor. Such an XRD has a subnanosecond time res-
olution. For an actual diode design, the density of the
saturation current (saturation by the volume charge) is
~100 A/cm2. Quantum efficiency of the photocathodes
is such that the requirement of the linear dependence of
the XRD current on the radiation intensity imposes lim-
itation on the radiation intensity on the surface of the
photocathode: W < 105 W/cm2. If one works with an
SXR source with the power P > 1012 W, an XRD must
be removed from the source by r > (P/4πW)0.5 ≈
103 cm. Long distance between the XRD and the source
necessitates mounting of long vacuum diagnostic chan-
nels, which is not always possible because of finite
sizes of the laboratory building. The application of
intensity attenuators makes it possible to diminish the
length of the measuring lines. In this work, the radia-
tion flux was attenuated by means of a slit mounted
inside the tube of the measuring channel orthogonally
to the pinch axis. The radiation transmitted through the
slit illuminates a rectangular area on the XRD photo-
cathode. The sizes of the rectangle are l1 = Lb/a and l2 =
h(a + b)/a, where L is the pinch length; a and b are the
distances from the slit to the pinch and photocathode,
respectively; and h is the height of the slit. Attenuation
of the intensity at the surface of the photocathode is

where W1 and W2 are the intensities with and without
the slit and ∆ is the thickness of the slit.

This formula was derived under the assumption that
the emissivity of the pinch does not depend on the
z-coordinate. The finite diameter of the pinch was not
taken into account when the size l2 was determined.

Figure 1 shows a schematic of the diagnostic chan-
nel with the gas filter. The pulse valve is at the center of
the tube. The gas-puffing time must be shorter than the

W2

W1
-------

a b+
b

------------∆
L
---,=
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time of gas expansion inside the tube to the SXR detec-
tor and the edge of the tube. In this case, the mass thick-
ness of the filter can be determined easily from the
known gas mass inside the tube and its cross section. As
the diameter of the tube is much smaller than its length,
the gas distribution over the cross section of the tube is
virtually uniform. The mass of the gas is determined
and controlled by the forevolume of the gas valve V and
the gas pressure in it p, because the valve empties com-
pletely in each operation cycle. Mass thickness of the
gas filter is

Here m is the gas mass in the forevolume of the valve,
S is the cross section of the tube, ma is the mass of the

D m/S manV /S.= =

1

2

3

4

5

Fig. 1. Schematic diagram of the diagnostic channel with a
gas filter: (1) detector; (2) tube of the detection channel;
(3) pulse valve; (4) wall of the vacuum chamber; and
(5) radiation source.

Table 1

Channel Filter Thickness Photocathode

1 Nitrogen 10–3 kg/m2 Aluminum

2 Polystyrene 0.4 µm Graphite

3 Mylar 2.5 µm Aluminum

4   ″ 2.5 µm   ″
Aluminum 0.4 µm   ″

5   ″ 0.8 µm   ″

Table 2

Channel Filter Thickness Photocathode

1 Acetylene 1.2 × 10–3 Aluminum

2 Nitrogen 6 × 10–4    ″
3 Oxygen 3 × 10–3 Graphite

4 Neon 6 × 10–3 Aluminum
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Fig. 2. Histogram of the emission spectrum of the krypton
liner.
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Fig. 3. Signal of XRD with quasi-constant response func-
tion in a range of 70–900 eV.
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Fig. 4. Response function Fν of four XRDs with gas filters
for spectral measurements in a range of 100–870 eV.
gas molecule, and n is the gas density. For nitrogen at
V = 1.1 cm3 and S = 18 cm2, we have

RESULTS AND DISCUSSION

Table 1 presents an array of five XRDs used in this
work. Response function of XRD was calculated based
on the data on the quantum efficiency of the photocath-
odes [9] and the transmission of the filters [10, 11].
XRD signals were recorded with a Tetronix 640A dig-
ital oscilloscope. Digital signals substantially simplify
the procedure of unfolding of the spectrum and the
radiation power. Iterative algorithm [7] was used for
unfolding the spectral data. Figure 2 shows a histogram
of the time-averaged spectrum for one shot of the kryp-
ton liner. The total yield of radiation over the spectrum
is 34 kJ. Constant spectral density of the radiation was
chosen as the initial approximation in the unfolding
procedure. The shape of the spectrum undergoes only
minor changes if the Plank spectrum with a tempera-
ture of 100 eV is used as the initial approximation. The
changes are within 1% in a spectral interval of 200–
350 eV, in which half of the radiation energy is concen-
trated. The spectral function changes by no more than
6% in the adjacent spectral intervals (100–200 and
350–500 eV). The changes of the radiation yield are
also less than 1%. In this shot, the reading of the
copper-foil bolometer with 2-µm thickness and
screened by a nitrogen filter with a mass thickness of
3.8 × 10–4 kg/m2 corresponded to the radiation energy
of 20 kJ. Such a level of radiation behind the filter for
the spectrum shown in Fig. 2 corresponds to a total
energy of 27 kJ. The lower level of radiation yield
obtained, with the use of the bolometer, is possibly
related to partial cooling of the foil due to heating of the
dielectric substrate that supports the foil.

XRD with a graphite cathode and filter made from
polystyrene with a width of 0.4 µm exhibits a slightly
varying response function in a range of 70–900 eV and
allows direct measurements of the radiation power with
an accuracy of ~30%. The radiation yield in the consid-
ered shot, measured by using of the averaged response
function of this detector in a range of 70–600 eV, was
32 kJ. Figure 3 shows the radiation power. The accu-
racy of measurements with this detector can be
improved substantially by its calibration in one of the
shots with the use of power measurements by an alter-
native method. It must be also assumed that the radia-
tion spectrum changes negligibly from one shot to
another.

Note that the use of gas filters allows one to unfold
the spectrum based on the signals of XRDs with quasi-
constant response functions in certain spectral inter-
vals. Figure 4 shows response functions Fν of four
XRDs for spectral measurements in a range of 100–
870 eV. Mass thicknesses of the filters were slightly

D µg/cm
2[ ] 76.7 p atm[ ] .=
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unbalanced in order to avoid overlapping of the
response functions and to make the graphical presenta-
tion more clear. The parameters of the filters and the
photocathodes of these XRDs are presented in Table 2.
The power of radiation in a certain spectral interval can
be determined either directly from the detector signal
or by subtraction of the signals of two detectors. For
example, the subtraction of the signal of the fourth
channel from the signal of the first channel yields the
power of radiation in an interval of 100–290 eV. The
radiation powers measured in spectral intervals can be
used as initial approximations for the iterative unfold-
ing algorithm. We did not use this method of spectral
measurements, because in our experiments we could
install only one measuring channel with a gas filter.

CONCLUSION
We measured the power, the total yield of radiation

per pulse, and the energy spectrum of SXR in experi-
ments on the implosion of plasma liners. The experi-
ments were carried out in a MIG-high current generator
at a load current of up to 2MA. The radiation power and
spectrum in a range of 70–1500 eV were unfolded with
the use of the Tarasko iterative algorithm based on the
signals of five XRDs with different, partially overlap-
ping spectral response functions. A construction of the
diagnostic channel with a gas filter was developed and
tested. The application of gas filters allows one to
increase substantially the number of possible combina-
tions of photocathodes and filters and to extend the
spectral response function of the XRD to lower quanta
energies. Slit attenuator made it possible to establish
such a level of intensity at the XRD photocathode that
provides a linear dependence of the XRD current on the
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
intensity. The power and the total yield of radiation per
pulse were measured also by a foil bolometer and XRD
with a quasi-constant spectral response function. We
considered an array of XRDs with gas filters that
exhibit quasi-constant response functions in spectral
intervals that span a range of 100–870 eV. Such an
array of the detectors ensures direct measurements of
the power of radiation in certain spectral intervals with-
out using the iterative unfolding procedure.
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Laser-Induced Instabilities of a Continuous Thermal Trace 
on a Surface
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Abstract—Results are presented that corroborate the important role played by laser-induced vapor-phase
oxidation in the onset of an instability of the irradiation trace and formation of self-organized structures.
© 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Irradiation of surfaces by intense, sharply focused,
periodically pulsed scanning laser beams may be
accompanied by quasi-periodic changes in the resulting
traces [1]. Generally, they are observed when the opti-
cal properties of the laser-irradiated medium change at
locations approached by the scanning light spot. As a
typical example, consider a situation when irradiation
gives rise to resonance electromagnetic disturbances
(surface electromagnetic waves or waveguide modes)
propagating in the scanning direction [2, 3]. Absorption
of these waves results in a stronger heating of the sur-
face ahead of the spot, and the effectiveness of irradia-
tion increases as the spot moves along (both width and
depth of the trace increase). The process is disrupted if
the degree of surface overheating is so high that the
dynamic relief against which the surface modes are
generated is destroyed.

A major role in the onset of instabilities along the
laser-beam scanning path may also be played by the
reduction–oxidation reactions involved in the process.
It is well known [4] that the solid-phase oxidation
mechanism characterized by oxygen adsorption on the
surface and subsequent diffusion of ions through the
oxide layer changes to the vapor-phase (ablation-con-
trolled) mechanism when the pulse width is reduced. In
the latter mechanism, the vaporized particles react in
air and the reaction products partially settle back onto
the surface.

In this paper, we present some results of an experi-
mental study and a descriptive model of the ablation
processes associated with vapor-phase oxidation and
condensation of the reaction products on the irradiated
surface that lead to instabilities of a rectilinear laser-
induced trace.
1063-7842/00/4504- $20.00 © 20462
EXPERIMENTAL TECHNIQUE 
AND MEASUREMENT RESULTS

A YAG : Nd laser beam with a pulse width of 250 ns
was focused onto a spot 50 µm in diameter on a target
surface and used to uniformly scan a 5 × 5 mm area.
A mode was singled out for irradiation by passing a
laser beam through an aperture. The signal was
received by a photodiode in the rear cavity mirror and
was used to tune the mode to the generation regime
characterized by the highest stability. The radiative
power output was attenuated by turning the Fresnel
mirrors.

Aluminum and titanium films deposited on silicon
and glass substrates, as well as bulk aluminum and tita-
nium slabs, were used as specimens.

The irradiated areas, their boundaries, and the
adjoining portions of the films were examined by
means of optical microscopy, scanning electron
microscopy, and Auger microscopy.

Figure 1 shows the electron spectra of irradiated
titanium and aluminum films on silicon substrates.
Here, the radiant flux of the laser beam corresponds to
the regime of intense vaporization of a metal film. The
relative change in the elemental composition of the
films in the areas directly exposed to laser light and in
their vicinity is illustrated by Figs 1a–1d. It is clear that
both titanium and aluminum are almost completely
removed from the substrate in the irradiated areas (see
Figs. 1a and 1c). However, the metals are characterized
by different behavior in the vicinity of the irradiated
areas: a substantial increase in the oxygen content is
observed for titanium (Fig. 1b) while a minor change
(in terms of a statistical average) takes place in the case
of aluminum (Fig. 1d). The excess oxygen in titanium
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Electron spectra of irradiated titanium (a, b) and aluminum (c, d) films on silicon substrates and their relative elemental com-
positions in directly irradiated zones (a, c) and in their vicinity (b, d). Spectra for cases (a) and (c) are not shown.
may be attributed to the formation of its oxides. Note
that the area of excess oxygen content is larger than the
irradiated area.

Figure 2 shows distributions of elements along an
electronic scanning line that crosses the boundary
between the laser-irradiated and nonirradiated areas for
titanium (Fig. 2a) and aluminum (Fig. 2b) on silicon
substrates. The distributions were derived from second-
ary electron emission data. They demonstrate that the
boundary is 2–2.5 times wider for titanium film as com-
pared to aluminum film and some silicon manifests
itself in the former case. This suggests that the impact
of a laser beam was sufficiently effective to vaporize
not only the metal film, but also a part of the silicon
substrate. The resulting backward flow of condensing
particles is much more intense for titanium film as com-
pared to aluminum film.

To evaluate the amount of substance that remains on
the surface after it has been scanned by a laser beam,
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
experiments were conducted with titanium films depos-
ited on glass substrates. The specimens were irradiated
by periodically pulsed beams with constant radiant flux
at various pulse recurrence frequencies. After the irra-
diation, optical microscopy was used to evaluate the
area occupied by the microscopic particles that had
remained or condensed on the substrate (in terms of
percentage of the irradiated area) as a function of
microparticle size. Figure 3 shows histograms obtained
for titanium films irradiated at various pulse recurrence
frequencies. It demonstrates that the concentration of
relatively large microscopic particles in the irradiated
area increases with the pulse recurrence frequency.
Moreover, the amount of metal that has remained on the
substrate increases as well. This experimental result
does not fit into the framework of the destruction mech-
anism controlled by evaporation only, suggesting that
the particles tend to evaporate, react in air, and then
condense back on the surface.
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Indeed, the formation of chemical compounds in a
gas (e.g., in air) reduces the volume occupied by their
molecules as compared to the case of separate mole-
cules, resulting in a pressure drop above the target and
thus stimulating the backward flow of particles [4].

These studies provide additional evidence of the
high efficiency of the vapor-phase oxidation induced by
laser-beam irradiation of titanium and the much lower
efficiency of a similar mechanism of aluminum oxida-
tion.

As noted above, the thermal trace of a laser beam
observed in certain irradiation and scanning regimes
has a quasi-periodic structure typical for self-organiza-
tion phenomena (see Fig. 4). The spatial period of the
structure lies within 250–300 µm for specimens of var-
ious types. The quasi-periodic structure formation
manifests itself by oscillations of trace widths on thin
films (Fig. 4a) and by the varying destruction depth in
bulk materials. As a result, periodically spaced craters
appear and the vaporization trace is rimmed by an
oxide layer on the titanium surface (Fig. 4b), whereas

500 µm

500 µm

(a)

(b)

O, Ti, Si

Si, Al

Fig. 2. Electron scanning of film surfaces at the boundary of
directly irradiated zones; (a) Ti–Si; (b) Al–Si.
the trace is periodically disrupted and no oxide fringe is
observed on aluminum targets (Fig. 4c).

DISCUSSION

A self-consistent explanation of the results pre-
sented above can be suggested within the framework of
the qualitative model of laser-induced trace formation
proposed in [1]. In what follows, we give a more
detailed description of the model for thin films and bulk
materials. The model relies on the fact that laser-
induced ablation triggers various processes with multi-
ple-loop feedbacks on the surface and in the near-sur-
face plasma. In their dynamics, a major role is played
by vapor-phase oxidation (in a more general case, by
gas-phase chemical reaction), as well as by the nonuni-
form (say, Gaussian) distribution of radiant flux in the
focal spot.

Indeed, when the radiant flux is slightly higher than
the evaporation threshold of a material, intense evapo-
ration takes place only around the spot center. The
vaporized substance chemically reacts in air and par-
tially condenses on the heated surface around the spot
center. The condensed substance is characterized by
increased adhesion, and its nonmetal-type conductivity
enhances the absorptivity of the surface exposed to a
subsequent pulse. Since the next scanning pulse acts
not only on the original surface, but also on a part of the
oxidized surface characterized by a higher absorptivity,
the destruction efficiency increases, and the trace wid-
ens as the spot moves on. Thus, an instability of the
trace geometry develops through a spatially distributed
positive-feedback loop involving the absorptivity and
the condensation-area width. Obviously, this may occur
only within a certain range of scanning speeds and
pulse recurrence frequencies.

However, it should be noted that, as the vaporized
area grows, every new spot contains not only “new”
portions characterized by higher absorptivity, but also
an progressively increasing fraction of portions that
have already been affected by scanning. In the case of
a thin-film specimen, the film has already evaporated
%

20

10 20 30 µ 10 20 30 µ 10 20 30 µ

(a) (b) (c)

30

40

10

Fig. 3. Histograms of numerical density of particles as a function of particle size for titanium films on glass substrates irradiated by
laser pulses at a frequency of (a) 250, (b) 500, and (c) 1 kHz.
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from these portions and they are characterized by the
low absorptivity of the transparent substrate. In effect,
this leads to the gradual development of a negative-
feedback loop involving the aforementioned parame-
ters.

The resultant contributions and signs of feedback
loops can be rigorously shown to depend, in particular,
on the radiant-flux distribution across the spot and on
the irradiation timing (these effects will be analyzed in
a separate paper). In principle, when the scanning laser
beam is continuous, both effects due to spatially dis-
tributed positive and negative feedback loops and the
trace width may somehow reach a quasi-steady state.
An essentially different pattern develops when a mate-
rial is exposed to a periodically pulsed beam. Then, the
“balanced” state is skipped because of the irradiation
intermittency, and the resulting dynamics is always
controlled by a feedback loop of a definite sign. It is
obvious that negative feedback must play a dominant
role when the vaporized-area width equals the focal-
spot diameter. Accordingly, as the spot “jumps” further
along the scanning path, the vaporized-trace width will
tend to decrease until the spot center leaves the previ-
ously vaporized area and local conditions become sim-
ilar to the initial conditions. The cycle is then repeated.
Thus, a specific instability may develop along the scan-
ning path for periodic pulsed radiation, manifesting
itself by the formation of self-organized quasi-periodic
structures on metal (in a more general case, absorptive)
films.

Note that an increase in absorptivity may in certain
cases occur as a result of a residual heating caused by a
pulsed laser beam. However, simple theoretical esti-
mates show that the residual heating is negligible in
regimes characterized by formation of quasi-periodic
structures (when the pulse period-to-width ratio is
greater than 1000).

A totally different pattern of laser-induced trace
structure formation is characteristic of bulk materials
(see Figs. 4b, 4c). Nonetheless, the experimental results
presented above show that laser-induced chemical pro-
cesses play a major role in this case as well. Below, we
describe a model of laser-induced trace formation on
metal surfaces that is similar to that outlined above, but
is adapted to bulk specimens.

For metals that are easily oxidized in condensed and
gaseous states (such as titanium), the processes induced
by short-pulse laser beams involve vapor-phase oxida-
tion and partial oxide condensation on the surface [4].
These processes increase absorptivity and thereby
enhance the thermal effect, and an instability of the
laser-induced trace eventually develops through the
mechanism described above. However, this instability
is manifested in a different manner for a bulk target: a
drastic increase trace depth, rather than a change in the
trace width, is observed starting from a certain pulse.
This manifestation of the instability is quite consistent
with its typical physics. It is much more difficult to find
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
an unambiguous interpretation of the subsequent trace
disruption prior to the impact by the next pulse, which
results in a jump of the laser-induced spot (see Fig. 4b).
The most plausible explanation appears to lie in the fact
that condensation of the oxidation products (which is
required to maintain the positive feedback loop involv-
ing scanning efficiency and increase in absorptivity) is
affected by processes that take place in the laser-
induced flare. Observations have shown that the forma-
tion of a relatively deep crater on titanium surface
involves a bright flash. This suggests that a “destruc-
tive” pulse induces an absorption burst inside the flare,
resulting in a wider scatter of the destruction products.
In the context of the present study, this means that the
density of the condensed products drops around the
area affected by the “destructive” pulse and the absorp-
tivity returns to its initial value before the next pulse
hits the surface. Then, the instability develops once
again, and the resulting trace will consist of deep cra-
ters periodically forming along a fairly uniform back-
ground thermal trace.

Certain materials (e.g., aluminum alloys) are less
easily affected by vapor-phase oxidation processes.
The corresponding laser-induced trace is a narrow strip
whose width is comparable to the “active” spot diame-
ter (see Fig. 4c). Under these conditions, a gradual
buildup of induced absorptivity may result in the
destruction of a surface layer by a single “purging”
pulse, which reduces the surface absorptivity so that no
visible damage will be incurred when the next pulse
hits the surface. The process repeats after the spot has
jumped to a new location. As a result, the thermally
induced trace will have the periodically discontinued
form illustrated by Fig. 4c.

CONCLUSION

The descriptive model presented here is more
detailed as compared to that set out in [1] and provides
a unified qualitative explanation of structure formation

50 µm

(a)

(b)

(c)

Fig. 4. Typical quasi-periodic variations of structure: (a)
thin metal films, (b) titanium slabs, and (c) aluminum slabs.
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in the thermal trace induced by the impact of a scanning
periodically pulsed laser beam on bulk materials and
thin films.
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Abstract—Results of experiments are presented on the comparison of the efficiency of radiation generation at
the sum frequency (λ = 0.271 µm) of copper vapor laser (CVL) in a nonlinear DKDP crystal using either con-
vergent or parallel laser beam. An intensity of UV radiation of 0.34 W and a conversion efficiency of 6%
obtained under conditions of strong focusing occur to be substantially lower as compared to those obtained
using a parallel laser beam of the same power (0.73 W and 12%, respectively). Experimental data on the struc-
ture of a CVL beam generated with an unstable resonator are presented, and physical reasons for the limitation
of the efficiency of nonlinear frequency conversion are analyzed. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Medium-power (5–20 W) pulsed copper vapor
lasers (CVLs) operating in the visible range (λ1 =
0.51 µm and λ2 = 0.578 µm) demonstrate quite high
efficiency (of 1–3%) and high repetition rate (of 10–
20 kHz) and are rather simple in design. This makes
CVLs attractive for the generation of radiation at the
second harmonic and the sum frequency (SF) in the UV
range [1]. A UV generator based on a CVL may be of
significant interest for a variety of practical applica-
tions [2].

However, there are certain difficulties in achieving a
high efficiency of frequency conversion of CVL radia-
tion in nonlinear crystals, because the conversion effi-
ciency depends strongly on both the laser intensity and
the divergence of the laser beam. Unfortunately, the
peak power of CVLs (W ~ 104–105 W) is fairly low as
compared, e.g., to solid lasers.

Possibly, this is the reason why, in most of the
experiments (see, e.g., [1, 3]), the CVL radiation was
focused into nonlinear crystals (BBO, KDP, DKDP,
and others) with a lens or more complicated optical sys-
tem in order to increase as much as possible the inten-
sity of laser radiation and thus to achieve a high conver-
sion efficiency. However, a convergent laser beam is
known to display some disadvantages in comparison
with a parallel one [4], because, in the former case, the
conversion efficiency is strongly affected by the
increased divergence of the beam in the waist, dia-
phragm and diffraction losses, and nonuniform heating
of a crystal.

In our previous papers [5–8], we described the
experiments on the SF (λ3 = 0.271 µm) generation with
a parallel laser beam of 1–2 mm in diameter that was
formed with a telescopic collimator and directed into a
crystal. Here, we present the results of experiments car-
1063-7842/00/4504- $20.00 © 20467
ried out with strong focusing of a laser beam for the
same CVL and crystal parameters.

EXPERIMENTAL RESULTS

The nonlinear DKDP crystal was 4 cm in length and
1 cm in diameter. The temperature of the crystal was
stabilized at a level of 333 K with the help of a thermo-
stat. The optical layout of the experimental setup is
shown in Fig. 1. The CVL was a commercial CL-201
laser tube placed in a telescopic unstable resonator with
magnification of M = 200 or M = 5 (mirrors 2, 3). An
intracavity Glan prism served as a polarizer (in the case
of M = 5, the resonator was not supplied with a prism
and laser radiation was not polarized). The diameter D
of the output laser beam was 20 mm. The average out-
put CVL power was 13 or 20 W for unstable resonators
with M = 200 or M = 5, respectively. With the use of

1
4

3

5

8
9

76

10

2

f1f3
f2

DKDP

11

Fig. 1. Optical layout of the experiment: (1) CVL, (2, 3) res-
onator mirrors, (4) Glan prism, (5, 6) deflecting mirrors,
(7) nonlinear crystal, (8) UFS5 optical filter, (9) sensing ele-
ment of the power meter, (10) screen, (11) IMO-ChS power
meter, (f1) focusing lens, (f2) CaF2 lens, and (f3) long-focus
lens.
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plane mirrors and lens f1, the CVL radiation was
directed and focused into the crystal. The center of the
beam waist was located approximately in the middle of
the crystal on its optical axis. Laser radiation with
wavelengths λ1 and λ2 was absorbed by optical filter 8.
UV radiation with a wavelength λ3 = 0.271 µm passed
through the filter and was focused with lens f2 made of
CaF2 onto a sensing element of a power meter. The
focal length of lens f1 was varied.

The divergence and structure of the CVL beam in
the far-field zone was measured using lens f3 with a
focal length of 10 m. The radial distribution of the laser
intensity in the focal plane of the lens (screen 10) was
obtained by scanning the sensing element of the power
meter along the radius of the focal spot. The input aper-
ture of the sensing element was limited with a 0.2-mm-

–20 –10 –5 5 10 15 20–15 0
0

0.2

0.4

0.6

0.8

1.0

M = 5
d0

d1

d2

r, mm

I/Imax

Fig. 2. Radial distribution of the intensity of CVL radiation
in the focal spot of the lens for f3 = 10 m and M = 5.

Table 2

M P, W W1, kW W2, kW P3, W η, %

Parallel beam 200 6.2 20 15 0.75 12

5 12.0 40 28 0.2 3.3

Strong focusing 200 6.1 22 16 0.34 5.9

5 16.3 54 38 0.16 2.0

Table 1

M = 200 M = 20

ϕ, mrad ∆E/E, % ϕ, mrad ∆E/E, %

7.7 100 7.5 100

2.0 50 1.5 70

0.25 25 0.3 70

0.07 10 – –
diameter diaphragm. The calibrated-diaphragm method
was applied to evaluate the diameters of the focal spots
when lenses with smaller focal lengths were employed.

Four concentric spots were resolved by the grada-
tion of the laser intensity I in the far-field zone, on
screen 10 in the case of the M = 200 unstable resonator.
Only three spots could be resolved when the M = 5
unstable resonator was used. Figure 2 shows the radial
distribution of the intensity I of laser radiation. The val-
ues of the angular divergence of the laser beams corre-
sponding to these spots and the fractions ∆E/E of the
laser pulse energy (summed over λ1 and λ2) falling on
these laser beams are presented in Table 1. Such a dis-
tribution is typical of lasers with unstable resonators
using an active medium with a short (of ~30–40 ns)
lifetime of inverted population (in this case, the laser
beams are formed during the first three-four passages
through the resonator and are delayed by the one-pas-
sage time with respect to each other).

Figure 3 shows the spot diameters d0, d1, and d2
measured in the focal planes of the lenses with f1 vary-
ing from 3 to 160 cm. These focal spots correspond to
laser beams in the far-field zone and contain 10% (ϕ =
0.07 mrad), 25% (ϕ = 0.25 mrad), and 50% (ϕ =
2.0 mrad), respectively, of the total energy of a laser
pulse produced in the resonator with M = 200. Simi-
larly, d1 and d2 represent the laser beams containing 30
and 70%, respectively, of the laser pulse energy in the
case of M = 5. It is these laser beams that took part in
the SF generation, because a substantial fraction of the
beam with a higher divergence of ~7–8 mrad is cut off
by the aperture of the focusing lenses and the crystal.
Note, that the minimum value of ϕ = 0.07 mrad
obtained using the M = 200 resonator is twice as high
as the diffraction divergence of the laser beam. For M =
5, the diffraction core of the laser beam was less pro-
nounced (Fig. 2) and the fraction of the laser pulse
energy in it was low (1–2%).

Figure 4 shows the SF generation efficiency η,
which was defined as the ratio of the average power of
UV radiation P3 to the average power of the focused
two-frequency CVL radiation P at the input aperture of
the crystal (or to the half of the CVL power in the case
of M = 5, because, in this case, laser radiation was not
polarized).

For comparison, Table 2 lists the maximum values
of η and P3 achieved in our experiments with strong
focusing of CVL radiation and those obtained using a
parallel laser beam [5–8] for almost the same values of
the average (P) and peak (W1 and W2) CVL powers at
the input aperture of the crystal (for λ1 and λ2, respec-
tively).

DISCUSSION AND CONCLUSIONS

With strong focusing of the CVL radiation into a
crystal, laser beams with different divergences have
focal spots with substantially different diameters
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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(d0, d1, and d2; Fig. 3) and laser intensities and different
locations of the beam waists on the optical axis of the
crystal. It is known [4], that the conversion efficiency
obtained using a focused beam depends on the laser
intensity in the focal spot and on the focusing parame-
ter ξ. The location of the focal spot in the middle of the
crystal is optimum. Figure 3 shows the focusing param-
eter ξ = LD/2f1d as a function of the focal length f1 for
laser beams with different values of the diameter d
(and, accordingly, different values of ϕ) corresponding
to the experimental values of d0, d1, and d2. It is seen that
the values of ξ for laser beams with different divergences
are different; therefore, they can not take an optimum
value simultaneously. Thus, for the conversion efficiency
η = 6%, M = 200, and f1 = 550 mm (see Fig. 2), the value
of ξ changes from 0.3 for d2 to 10 for d0.

In our experiments, the maximum values of the UV
radiation power (P3 = 0.34 W) and the conversion effi-
ciency (η = 6%) under conditions of strong focusing
were achieved for M = 200 (see Table 2). Presumably,
this is due to the fact that, for high values of M, a beam
with divergence close to the diffraction divergence
appears, the fraction of the laser beam energy contained
in low-divergence beams increases and, therefore, the
laser intensity rises in the center of the focal spot.

In the experiments with parallel beams [5–8], up to
1.5–2 times higher values of η and P3 were achieved
(see Table 2) using almost the same energetic parame-
ters of the CVL beam at the input of the crystal. Note,
that the diameter of the parallel beam (1–2 mm) is com-
parable with the diameter of the beam waist ~d2 under
conditions of strong focusing, whereas the radial and
longitudinal distributions of the laser intensity differ
substantially for parallel and convergent beams.

*

*
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*
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400 80 120 160
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d, mm ξ

Fig. 3. The diameters of focal spots, d0, d1, and d2, and the
focusing parameter ξ as functions of the focal length of the
lens for M = 5 [(*) d1, (d) d2, (1) ξ(d1), and (2) ξ(d2)] and
M = 200 [(h) d1, (j) d2, (3) ξ(d1), (4) ξ(d2), (5) 2d0, and
(6) ξ(d0)].
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A comparison of the results obtained allows us to
conclude that, at least under conditions of our experi-
ments, the efficiency of nonlinear frequency conversion
of the CVL radiation is higher for a parallel laser beam
than in the case of strong focusing into a crystal. Appar-
ently, in both cases, an increase in the conversion effi-
ciency can be achieved with a CVL operating in a one-
beam mode, when most of the laser pulse energy is con-
centrated in the diffraction cone. It is also necessary to
increase the peak CVL power keeping in the average
power at the same level.

REFERENCES

1. J. A. Piper, Pulsed Metal Vapor Lasers (NATO ASI
Series), Ed. by C. E. Little and N. V. Sabotinov (Kluwer
Academic, London, 1996), p. 277.

2. E. K. Illy and J. A. Piper, Photonics Spectra, No. 3, 106
(1998).

3. D. W. Coutts and D. J. W. Brown, IEEE J. Sel. Top.
Quantum Electron. 1, 768 (1995).

4. V. G. Dmitriev and L. V. Tarasov, Applied Nonlinear
Optics (Radio i Svyaz’, Moscow, 1982).

5. V. T. Karpukhin, Yu. B. Konev, and M. M. Malikov, Proc.
SPIE 2502, 172 (1995).

6. V. T. Karpukhin, Yu. B. Konev, and M. M. Malikov, Opt.
Atmos. Okeana 8, 1652 (1995).

7. V. T. Karpukhin and M. M. Malikov, Opt. Atmos.
Okeana 11, 181 (1998).

8. V. T. Karpukhin, Yu. B. Konev, and M. M. Malikov,
Kvantovaya Électron. (Moscow) 25, 809 (1998).

Translated by A. P. Lytkin

***
*

*

*

M = 200

M = 5

500 100 150 200

2

4

6

8

f1, cm

η, %

Fig. 4. Efficiency of the SF generation under conditions of
strong focusing of CVL radiation into the crystal.



  

Technical Physics, Vol. 45, No. 4, 2000, pp. 470–475. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 70, No. 4, 2000, pp. 90–94.
Original Russian Text Copyright © 2000 by Bratman, Glyavin, Goldenberg, Savilov.

       

RADIOPHYSICS

           
The Spread of the Initial Energy 
of Electrons in a Gyrotron Due to the Negative-mass 
Instability Developing in a Magnetron–Injector Gun

V. L. Bratman, M. Yu. Glyavin, A. L. Goldenberg, and A. V. Savilov
Institute of Applied Physics, Russian Academy of Sciences, 

Nizhniœ Novgorod, 603600 Russia

Received June 3, 1997; in final form, February 22, 1999

Abstract—The formation of an electron beam in a magnetron-injector gun of a gyrotron is investigated in the
case when it is affected by the negative-mass instability due to the Coulomb repulsion and nonisochronous
cyclotron rotation of particles. A technique is proposed for calculating the spread of the initial energy of elec-
trons caused by the instability, which develops as the electron beam moves in the presence of a nonuniform
magnetostatic field of the magnetron-injector gun. It is demonstrated that this instability can be one of the main
factors providing the energy spread in electron guns of gyrotrons. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In gyrotrons [1–3], a spread of the particle energy is
observed in the region where the electron beam forms
and drifts to the operating resonator. One of the possi-
ble factors which cause this spread is the negative-mass
instability (NMI) [1, 4]. The NMI, which was first
found in cyclic charged-particle accelerators [5, 6] and
has long been used for explaining the effects of the RF
space charge in the operating region of high-current
gyrotrons (see, e.g., [7–12]), in principle, can convec-
tively amplify perturbations and provide an energy
spread in the electron beam during its formation and
motion from the cathode to the operating resonator. The
NMI seems to have a more universal nature because it
develops regardless of the form of electron-optical sys-
tem and the presence of scattered electrons in the for-
mation region. The NMI is due, on the one hand, to the
non-isochronous cyclotron rotation of electrons in the
presence of a magnetostatic field and, on the other
hand, to their Coulomb repulsion [5, 6]. In fact, a fluc-
tuation of the electron density repulses neighboring
particles, increasing or decreasing their oscillation
velocity, depending on their position with respect to the
fluctuation (Fig. 1). Thus, the linear velocity of the par-
ticles following the fluctuation decreases. Simulta-
neously, their angular velocity increases, because the
cyclotron rotation frequency 

(1)

is in the inverse proportion to relativistic electron
energy E. At the same time, the angular velocity of the
particles moving in front of the fluctuation decreases.
Thus, the Coulomb repulsion of particles oscillating in

ωB
eBc

E
---------=
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the magnetostatic field provides their efficient rotation-
phase bunching and, hence, increases the fluctuations
of the electron density. The spread in the particle
energy increases simultaneously with the fluctuation.

In this paper, we investigate the NMI developing in
the formation region of the electron beam in a gyrotron
and give a theoretical interpretation for the measure-
ments of the spread of the initial electron energy [13].
A technique is proposed for calculating the spread of
the initial electron energy due to the NMI developing
when the electron beam moves in a nonuniform magne-
tostatic field of the gyrotron magnetron-injector gun
(MIG).

THE NMI IN AN ELECTRON BEAM MOVING
IN A UNIFORM MAGNETIC FIELD

Here and below, the state of an electron beam, in
which particles are uniformly distributed in the initial
rotation phases ϕ on each Larmor orbit, is referred to as
an unperturbed state. Due to periodic behavior with

Fig. 1. The NMI mechanism [5, 6].
000 MAIK “Nauka/Interperiodica”
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respect to ϕ, an arbitrary initial perturbation of rotation
phases ϑ(ϕ) (a perturbation of the electron density in
the proximity of the cathode) can be represented in the
form of the Fourier series

(2)

In this series, the nth term corresponds to the nth
perturbation cyclotron harmonic with the initial pertur-
bation amplitude ϑn and phase φn. At the linear stage of
the instability, when particle phases slightly differ from
the unperturbed values ϑ(z) ! π, perturbation harmon-
ics grow independently of each other. When the guiding
magnetostatic field is uniform, the perturbation cyclo-
tron harmonics increase with the longitudinal coordi-
nate as [4]

with the constant increment

(3)

Here,

is the parameter of the current;

rc, Rc, and gc = /  are the electron Larmor radius,
the beam radius, and the electron pitch factor in the
proximity of the cathode; and  = /c. The variance
of the electron energy

(which is coupled with the measured spread δε [13] by
the relationship δε = 2.56D in the case of the Gaussian
particle energy distribution) is determined by the sum

(4)

where  = (v0/c)2 = 2eU0/mc2 is the normalized
unperturbed energy of the particle.

For an ideal beam, increments Γn slightly depend on
the harmonic number. However, taking into account the
initial energy and pitch-factor spreads, as well as the
position spread of particle guiding centers, yields a
rapid decrease in the increment with the increasing har-
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monic number [14, 15]. Thus, perturbations at the fun-
damental harmonic of the cyclotron frequency are the
governing factor for an actual beam.

Consider the dependence of the spread due to the
NMI at the linear stage of its development on the elec-
tron current and guiding magnetic field in the case of a
fixed cathode voltage. When the pitch factor is small in
the proximity of the cathode (gc ! 1), (4) implies

(5)

where A1, 2 are dimensional coefficients.

Thus, the energy spread is in inverse proportion to
the magnetic induction and increases approximately in
direct proportion to the current, which agrees with the
experimental results [13] (see Fig. 3 in this paper and
Figs. 2 and 4 in [13]).
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Fig. 2. (a) The spatial distribution of rotation phases of elec-
tron bunches formed due to the developed NMI and the
transformation of a uniform electron density perturbation
into a nonuniform one caused by a nonuniform magnetic
field; (b) cyclotron harmonics Tn of the effective Coulomb
field vs. nonuniformity parameter ψ of an electron density
perturbation. 
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Next, we investigate the energy spread (due to the
NMI) affected by the varying magnetic field, voltage,
and current when the modeling mode is replaced by the
operating one, and the corresponding values are cou-
pled by the similitude relationships [13]

Formula (4) implies the following relationship for
spread in the operating mode

(6)

where C1, 2 are dimensional coefficients.

Thus, at the linear stage of the NMI development,

spread  in the operating mode is greater than

spread  in the modeling mode. However, the
spreads in both modes are close to each other as long as
the length of the drift region is small enough.

THE NMI IN AN ELECTRON BEAM MOVING 
IN A NON-UNIFORM MAGNETIC FIELD

The results obtained above also hold when the vari-
ation of the magnetic field with the longitudinal coordi-
nate is taken into account, i.e., when B = B(z). However,
in this case, the NMI increments become functions of
the coordinate which is due to two effects. First, the
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Fig. 3. Energy spread calculated for the gyrotron investi-
gated experimentally in [13]. Magnetic field B(z) and cur-
rent energy spread vs. coordinate; (I) the modeling mode,
(II) the operating mode, and (III) the operating mode of the
gyrotron with the operating frequency twice as large as the
frequency of the experimental gyrotron.
unperturbed characteristics of the electron beam (the
space charge density, the cyclotron frequency of the
particle rotation, and the pitch factor) vary with length.
Second, the space structure of the electron density per-
turbations evolves (i.e., the degree of nonuniformity
along the longitudinal coordinate increases) as the
beam moves through the drift region [15, 16]. This
effect is attributed to the magnetic field nonuniformity.
In fact, in the presence of a uniform magnetic field, uni-
form perturbations (in which the electron bunches due
to the NMI have equal rotation phases of their centers
in each cross section of the electron beam) are charac-
terized by the maximum increments [17]. However,
when the beam moves along a nonuniform magnetic
field, at each moment, the frequencies of the cyclotron
rotation prove to be different for electrons located in
different cross sections of the beam. As a result, the uni-
form perturbations observed near the cathode become
nonuniform (Fig. 2a).

When the electron beam moves along the magnetic
field varying with the coordinate, formula (4) can be
modified to the form [16]

(7)

Here, b(z) = B(z)/Bc is the longitudinal component of
the magnetic field normalized to the initial (observed in
the proximity of the cathode) value and u(z) = vz/  =

 is the normalized longitudinal velocity
of particles.

An instantaneous increment value (observed in a
given cross section of the electron beam) is specified by
the expression

(8)

The first factor depending on the coordinate
describes the variation of the unperturbed beam charac-
teristics caused by the nonuniformity of the magnetic
field. This factor reaches its maximum when the mag-
netic field has the maximum value. The evolution of the
space structure of electron density perturbations (which
occurs while the beam moves through the system) is
described by the nth cyclotron harmonic of the effective
Coulomb field varying with the coordinate (Fig. 2b)
[16, 17]

Here, the parameter ψ = πlz/r is the ratio of the charac-
teristic longitudinal size of nonuniform electron den-
sity perturbations to the current Larmor electron radius
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[15–17]. For stationary (time-constant) initial perturba-
tions of the electron density, the nonuniformity factor
coincides with the current electron pitch factor [16],
i.e., ψ(z) = g(z).

In the proximity of the cathode, where the pitch fac-
tor is small, the perturbations of the electron density are
nearly uniform and ψ ! π. Therefore, in this region, the
NMI increments specified by (8) are identical to the
increments observed in the uniform magnetic field

The magnetic field growing with the coordinate
increases the nonuniformity of electron density pertur-
bations, and the cyclotron harmonics of the Coulomb
field decrease (Fig. 2b). This decrease becomes very
substantial when the non-uniformity factor reaches the
value ψ = π, which corresponds to the nonuniformity
size equal to the Larmor electron radius.

Thus, at the linear stage of the instability develop-
ment, increment (8) increases with magnetic field B(z),
which is caused by the increase in the oscillation com-
ponent of the velocity, the increase in the space charge
density due to the decrease in the cross-section area of
the beam (the decrease in the Larmor and beam radii),
the decrease in the longitudinal velocity of particles,
and, correspondingly, a longer time interval during,
which the Coulomb field of the beam affects the parti-
cle. This growth of the increment is compensated in
part, by decreasing cyclotron harmonics Tn of the effec-
tive Coulomb field. At the same time, the maximum
variance of the electron energy observed at the stage of
nonlinear instability saturation slightly depends on the
magnetic field in the saturation region and the profile of
the magnetic field. The maximum variance is deter-
mined by [16]

(9)

Taking into account that perturbations increase
mainly in the region where the magnetic field has its
maximum (Fig. 3), and comparing (7) and (9), we can
estimate the characteristic length of this region which
provides the stage of the NMI nonlinear saturation,

(10)

where values Γ1, T1, and u correspond to the maximum
magnetic field.

Naturally, this length depends on initial perturbation
level ϑ1. Note that, when passing from the modeling to
operating mode, the spread observed at the saturation
stage decreases while the rate at which the instability
approaches the nonlinear mode increases,

(11)
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CALCULATION OF THE ELECTRON 
ENERGY SPECTRUM

Using the equations describing the NMI develop-
ment in an electron beam, which moves along a nonuni-
form magnetic field [16], we calculate the electron
energy spread due to the NMI. This energy spread
increases as the electron beam moves in the gyrotron
[13]. In calculations, we take into account the effect of
the guiding nonuniform magnetic field on the unper-
turbed characteristics of the beam and spatial structure
of electron density perturbations. The electron density
perturbation at the first harmonic is specified in the
form

and, then, the electron energy spread observed at the
structure output is calculated as a function of the elec-
tron current for different magnetic fields.

It follows from estimates (9) and (10) that, in the
modeling mode, the characteristic spread correspond-
ing to the nonlinear saturation stage is δε = 23% for the
electron current I = 30 A, which substantially exceeds
the experimental values of the output energy spread
[13]. This means that the instability develops linearly
along the entire length of the system. In this case, the
spread depends on the initial (observed near the cath-
ode) level ϑ1 of the electron density perturbations,
which is, generally speaking, a priori unknown. Thus,
the characteristic initial noise should be determined by
providing an agreement of calculations with experi-
mental results. Computations performed for different
guiding magnetic fields (Fig. 3) show that the experi-
mental results fit well to the dependences calculated for
the level of initial perturbations ϑ1 = 0.1. The constancy
of this level for the varying magnetic field is consistent
with the assumption that the energy spread is caused by
the NMI.

Figure 3 shows the current energy spread versus the
coordinate along which the electron beam moves in the
structure. The energy spread is calculated for the mod-
eling and operating modes when the initial perturbation
level and current are, respectively, ϑ1 = 0.1 and I =
30 A. According to expression (8) for the current incre-
ment, the maximum increase in the spread is observed
in the resonator where the magnetic field reaches its
maximum. It follows from estimate (10) that the non-
linear stage of the instability is provided in the model-
ing mode when the characteristic size of the region
where the magnetic field reaches its maximum is
∆z(mod) ≈ 40 cm, which substantially exceeds the corre-
sponding measured value. However, in the operating
mode, this length is much smaller than ∆z(op) ≈ 10 cm
for the same values of the electron current and initial
perturbation level. This means that, in the operating
mode, this length of the structure is sufficient for the
instability to reach the saturation stage. According to
estimate (9) and calculations (Fig. 4), the expected

θ0 ϕ ϑ 1 ϕ , ϕsin 0.2π),[∈+=
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spread observed at the saturation stage is δε = 7–8% for
the currents I = 30–40 A.

The spread governs the efficiency of the interaction
of electrons with the RF field in the gyrotron resonator.
As far as this influence is concerned, the spread
observed at the resonator input (in the proximity of the
maximum magnetic field) is a more important charac-
teristic than the spread near the collector. In the exper-
imental gyrotron, the spreads observed at the resonator
input in the operating and modeling modes are almost
identical (Fig. 3) according to formula (7) and their val-
ues are less than two percent. This spread, virtually,
does not deteriorate the gyrotron performance. How-
ever, in the case of a smooth profile of the magnetic
field when the region in which the electron beam drifts
from the cathode to the resonator is rather long, the
spread observed at the resonator input may increase up
to the value δε = 7–8% corresponding to the NMI satu-
ration stage.

Note that, in shorter-wavelength gyrotrons, the elec-
tron-beam formation region is usually longer. In this
case, obviously, the relative length measured in
inverted increments rc/Γ1 also increases. Correspond-
ingly, the electron energy spread observed at the reso-
nator input may noticeably increase. Thus, Fig. 3 dis-
plays (curve III) the spread versus the coordinate for the
operating mode of the gyrotron with the magnetic field
twice as large as the magnetic field in the device treated
in this work (the rest parameters of these gyrotrons are
identical), which models a change of the operating fre-
quency to a value of about 170 GHz. Formula (9) yields
the spread observed in this device at the instability sat-

uration stage which is less by a factor of  than the
spread in the experimental gyrotron. However, formu-
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Fig. 4. Electron energy spread vs. current in the gyrotron
operating in the modeling mode obtained for different sole-
noid currents. Comparison of experimental results [13] with
calculations.
las (3) and (4) imply that the NMI increment Γ1/rc at the

linear stage is greater by a factor of  in the gyrotron
operating at the higher frequency. This effect increases
the spread at the resonator input almost by a factor of
two (as compared with to experimental gyrotron).

CONCLUSION

The NMI theory enables one to estimate the energy
spread of particles in the region where the gyrotron
electron beam is formed. The electron energy spreads
are measured [13] and calculated using the NMI theory
as functions of the current and guiding magnetic field.
The experimental data are in a qualitative agreement
with the results obtained by calculations, which allows
us to suppose that the electron beam instability is
unlikely to be attributed to other possible factors (at
least in the modeling mode). The NMI theory demon-
strates that the electron energy spectrum continuously
extends as the beam moves towards the collector even
in the absence of RF oscillations. A comparison of the
theory and experiment yields a characteristic initial
fluctuation of the electron density which has been
unknown so far. This makes it possible to estimate the
NMI effect in other gyrotrons in different sections of
the electron beam.

For the gyrotron investigated in [13], this estimate
shows that the NMI extends the electron energy spec-
trum observed at the resonator input by no more than
2%. This extension slightly affects the gyrotron effi-
ciency. However, in principle, the extension of the elec-
trons, drift length from the cathode to the resonator
may increase the spread at the resonator input up to 7–
8%, corresponding to the NMI saturation. This relative
(with respect to the characteristic electron orbit)
increase in the drift region is observed in gyrotrons
designed for higher frequencies and larger radius of the
main solenoid where the NMI can substantially impair
the gyrotron performance.
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Abstract—An analyzer intended for measuring electron energy in gyrotrons is described. Electron energy
spectra are measured in various operating modes of an experimental gyrotron. It is shown that, even when no
microwave field is generated, the spread in electron energy due to the space-charge effect can be as high as sev-
eral percent. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

It is well known [1–3] that gyrotrons exhibit a low
sensitivity to the spread in the translational (along the
guiding magnetic field) electron velocity. This property
is attributed to quasi-transverse propagation of the
operating wave, which ensures that the Doppler spread
of cyclotron resonance is small. At the same time, it is
clear that, since the dependence of the electron gyrofre-
quency on energy E,

(1)

is relativistic, the weakly relativistic gyrotron, in whose
operating space electrons usually perform a great num-
ber (N @ 1) of gyrations, must be very sensitive to the
spread in the initial electron energy. A simple estimate
∆E/E ! 1/N, which immediately follows from the
requirement that the cyclotron resonance be maintained
for all of the electrons is confirmed, e.g., by calcula-
tions [4], which show that a several-percent spread in
the initial energy significantly degrades gyrotron effi-
ciency. There are a number of effects that can cause a
noticeable spread in the electron energy before they
enter the gyrotron operating space, among them, the
excitation of spurious oscillations and the onset of
instabilities in a dense beam in the beam shaping space.
Probably, it is these effects that lead to the reduction of
the efficiency of high-power gyrotrons as compared to
the theoretically predicted value.

This paper is concerned with the measurements of
the energy spread of the electron beam in a gyrotron.

MEASUREMENT TECHNIQUE 
AND EXPERIMENTAL SETUP

The electron energy spectrum can be determined
experimentally by the decelerating-field method,
allowing one to find the translational electron velocity
distribution from the beam current that hits the target as

ωB
eBc

E
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a function of the decelerating voltage. Decelerating-
field analyzers mounted in the cavity [4] allow one to
estimate the spread in the velocity components under
the assumption that the beam electrons have the same
energy. Usually, such measurements can be performed
only in a gyrotron operating in a special (modeling)
mode, i.e., at a decreased magnetic field B, beam volt-
age U, and beam current I. These parameters are chosen
based on the similitude relationships,

(2)

which provide the invariance of the unperturbed elec-
tron trajectories [i.e., trajectories calculated with no
regard of the negative-mass instability (NMI)]. Here, k
is the modeling factor, the “mod” subscript stands for
the modeling mode, and the “op” subscript stands for
the normal operating mode, in which a gyrotron with
the given electron gun has the design output power and
efficiency. Distribution of the electron velocity compo-
nents in a helical gyrotron beam is characterized by the
relative spread in the rotational velocity,

where  is the average rotational velocity and ∆v⊥  is
the velocity range that does not include the regions cor-
responding to the lowest and highest electron velocities
(these regions carry 10% of the total beam current
each).

In high-power gyrotrons, the spread δv⊥  is about
20% or a little higher, which degrades the efficiency
from 50–60% (which can be achieved when there is no
velocity spread) to 30–40%.

When the measurements are carried out in the cav-
ity, the gyrotron should operate in the modeling mode,
because, for the beam parameters corresponding to the
normal operating mode (even in the pulsed regime), it
is impossible to prevent the target from breakdown or
destruction due to small dimensions of the analyzer

Bmod Bop/k
1/2

, Umod Uop/k, Imod Iop/k
3/2

,= = =

δν⊥ ∆v ⊥ /v ⊥ ,=

v ⊥
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components and gaps between them. In contrast, an
analyzer proposed in [5] and employed in this study
allows measurements not only in the modeling mode
but also at the operating beam voltages (on the order of
several tens of kilovolts) and is also capable of measur-
ing the spread in the full electron velocity.

The analyzer (Fig. 1) is placed in a tube branched
off from the collector of a gyrotron described in [6, 7]
at an angle equal to the inclination angle of the mag-
netic field lines. The electrons enter this tube through a
narrow longitudinal slot in the collector and move
toward the target placed perpendicular to the magnetic
field lines (in this region, the magnetic field is much
lower than in the collector and the more so than in the
cavity). As the electrons travel, they are decelerated by
the electric field; the dependence of the target current
on the decelerating voltage is used to calculate the elec-
tron velocities.

An analysis of trajectories shows that electron
motion in the beam is sufficiently accurately described
in terms of the adiabatic approximation until the elec-
trons meet the analyzer target. In the collector slot and
near the target, respectively, the magnetic field is by a
factor of 25 and 400 weaker than in the cavity. Using

the adiabatic invariant /B = const, we obtain that, in
the decelerating field of the analyzer, electron rota-
tional velocities are about 20 times lower than the trans-
lational velocities. The decelerating-field method is
thus capable of determining the full electron velocity
(energy) at which the electrons enter the collector. The
electron energy distribution function is calculated by
differentiating the collector current with respect to the
voltage of the decelerating grid. We define the energy
spread as

where U0.9 and U0.1 are the grid voltages at which the
target current is, respectively, 0.9 and 0.1 times its max-
imum value and U0 is the total beam voltage, which
determines the maximum electron energy.

The analyzer target was fabricated in two versions:
either of metal or of glass covered with a luminophor
layer. The collector slot was 3-mm wide and transmit-
ted about 1% of the total current into the analyzer. The
slot width was determined by the requirement that the
signal from the target substantially exceed the noise in
the automated data processing system.

Gyrotron’s operating magnetic field was produced
by a superconducting solenoid placed in a cryostat. In
order to direct the electrons approximately to the target
center, we used auxiliary coils in the collector and on
the way of the electron beam, as well as small perma-
nent magnets that corrected the magnetic field near the
analyzer target. Nevertheless, since the magnetic field
was low and was therefore liable to disturbing external
fields, we could not prevent the beam from touching the

v ⊥
2

δε
U0.1 U0.9–

U0
------------------------,=
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analyzer tube, which, as measurements showed, caused
a systematic error in the obtained energy spread. We
used a glass target for the initial adjustment. A metal
target covered with a zirconium layer in order to reduce
the secondary electron emission due to bombardment
by the electron beam was employed in the electron
energy measurements.

EXPERIMENTAL RESULTS

Although the analyzer was designed to operate at
the decelerating voltage of up to 70 kV and higher and
was tested at this voltage, most of the measurements of
the electron energy spectrum were carried out in the
modeling mode, i.e., at a reduced beam voltage and
current. This allowed us to avoid distortions in the elec-
tron energy spectrum that occur when high-power
microwave oscillations are excited in the operating
space of the gyrotron. The performance parameters of
the studied short-pulse gyrotron are the following: the
oscillation mode is TE11.3 , the operating frequency is
83 GHz, the output power is 1 MW, the pulse duration
is 100 µs, the accelerating voltage is 70 kV, the maxi-
mum beam current is 40 A, the pitch factor is 1.3, and
the magnetic field is 30 kOe.

In the modeling mode, the modeling factor k was 10
and the basic parameters were Umod = 7 kV, Imod ≈ 1 A,

B

1

2

3

4

5

6

7

B

R

B0

Fig. 1. Schematic of the experimental setup: (1) analyzer
target, (2) grid, (3) collector, (4) auxiliary solenoid,
(5) gyrotron cavity, (6) primary solenoid, and (7) electron
gun.
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and Bmod ≈ 10 kOe. In the experiment, we measured the
magnetic field and the beam current.

Velocities of the beam electrons that entered the
analyzer were measured as follows. A rectangular pulse
was applied to the gyrotron cathode, and a triangular
pulse of the same polarity with the amplitude 20%
greater than the amplitude of the cathode voltage pulse
was applied to the analyzer grid. Signals proportional
to the target current and decelerating voltage were
applied to the automated data acquisition and process-
ing system. In our experiments, a system based on a
CAMAC module and HiCom(Dec) and IBM PC com-
puters was used. Automation of the data acquisition and
processing provided both a great number of points on
the cutoff curve and a high measurement speed. This
allowed us to decrease errors associated with the insta-
bility of the power supply and obtain a large body of
data, which provided more reliable measurements.

Target currents and grid voltages were written to
respective storage buffers at a given rate. The data were
written to a hard disk for the secondary processing and
displayed on a monitor screen. In order to improve the
measurement accuracy and avoid noise interference,
the ADC range was varied to conform to the signal
level. The accuracy of the measured beam parameters
significantly depended on the quality of the beam posi-

δε, %
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6

4
20 40 60 80 100 Isol, A

Fig. 2. Electron energy spread vs. solenoid current (mag-
netic field) in the modeling mode at a low electron current.

f(%)

0.8 0.9 1.0 1.1 %/%0

Fig. 3. Electron energy distribution at a low (solid line) and
operating (dashed line) magnetic fields.
tioning in the drift tube and on the calibration accuracy,
which determined the signal scaling factors. The ADC
was calibrated by applying a calibration signal to the
computer and oscilloscope and choosing an appropriate
scaling factor. The accuracy was determined by the sen-
sitivity of the oscilloscope, which was about 2%. The
required relative measurement accuracy was 1–2%.
The accuracy was validated at low beam currents at
which the energy spread was expected to be negligible.

One of the main sources of errors could be strays
induced in the instrumentation when a high-voltage
accelerating pulse was shaped and applied to the
gyrotron. In order to suppress interference, the signal
generated in the absence of the emission current was
subtracted from the processed signal. As a result, the
measurement error associated with electric strays was
about 0.5%, which was tested against calibration sig-
nals.

As was noted above, one more source of errors was
associated with touching the wall of the analyzer tube
by electrons, which apparently occurred due to mag-
netic field distortions in this region. We failed to correct
the electron trajectories by applying weak local fields
using permanent magnets. The above effect resulted in
an about 5% systematic error in the measured energy
spread even when the space charge was sufficiently
small (see Fig. 2). Note that the rise in the measured
spread at week magnetic fields was caused by the insta-
bility associated with trapping the electrons in a mag-
netic trap as they drifted from the cathode toward the
gyrotron cavity. When processing the experimental
results, this systematic error was subtracted from the
calculated energy spread. Since the systematic error
associated with touching the analyzer tube wall by the
beam depends on the initial electron energy, all mea-
surements were carried out at a fixed beam voltage.

Dependence of the current on the decelerating volt-
age at the analyzer grid has the form of a step whose
slope is determined by the energy spread. Normalized
derivatives of this function with respect to the deceler-
ating voltage, which characterize the electron energy
distribution, are plotted in Fig. 3 for two modes. The
narrow distribution function (dashed line) is obtained at
a low beam current (20% of the current corresponding
to the operating current in the modeling mode) and high
magnetic field, which ensured the number of reflected
electrons to be small, space-charge density to be low,
and, consequently, distortion of the beam due to its self-
field to be low. The mentioned systematic measurement
error caused about a 5% broadening of the distribution
and a corresponding shift of the maximum of the distri-
bution function toward lower energies by 2–2.5%.
Except for this shift, the spectrum broadening at differ-
ent currents and magnetic fields B ≥ B0 (where B0 is the
modeling-mode field corresponding to the optimum
generation regime) occurred symmetrically toward
higher and lower energies, evidence that energy
exchange existed between the beam electrons. A wide
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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energy distribution function was measured in the mod-
eling mode at a high current corresponding to the max-
imum gyrotron current and at a magnetic field close to
the magnetic mirror mode (B < B0), when a significant
fraction of electrons was reflected from the magnetic
mirror and spurious oscillations occurred, which was
evidenced by an additional spectrum broadening and a
decrease in the average electron energy due to beam
radiative loss.

Figure 4 plots the energy spread versus beam cur-
rent for two values of the magnetic field, B0 and 0.9B0
(the gyrotron parameters—the magnetic field, beam
voltage, and beam current—are referred to the normal
operating mode). For the rated magnetic field B0, the
energy spread increases as the current changes from 5
to 40 A (the latter value corresponds to about a 1-MW
power and efficiency higher than 40% [6, 7]). For the
field 0.9B0, which differs significantly from the operat-
ing field, the spread increases insignificantly as com-
pared to that observed at the same currents and the rated
magnetic field B0.

CONCLUSION

The above technique for measuring the energy
spread of the gyrotron electron beam allowed us to
experimentally determine the electron energy spectra in
various modes of gyrotron operation. The results
obtained show that, in the modeling mode, the energy
spread of the electron beam produced with a standard
electron gun in the absence of interaction between par-
ticles and microwave field increases with increasing the
space charge (beam current) and, for the operating cur-

δε, %

5

4

3
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1

0 10 20 30 40 I, A

37 A

Isol = 41 A

Fig. 4. Electron energy spread vs. current for two values of
the solenoid current in the modeling mode of the gyrotron.
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rent, amounts to several percent at the output of the sys-
tem. The most probable cause of this effect is the onset
of the NMI typical of gyrotrons [8, 9]. Basically, this
instability can result in a convective amplification of
perturbations and appearance of the energy spread as
the electron beam is formed and travels from the cath-
ode toward the gyrotron’s operating cavity. A detailed
analysis of the mechanism for the onset of the NMI and
interpretation of experimental results are given in [10].
As the magnetic field decreases, the spectrum becomes
wider. When the decrease in the magnetic field is rela-
tively small, this effect can be attributed to the pertur-
bation amplification caused by the NMI. As the mag-
netic field decreases further and the fraction of elec-
trons reflected from the magnetic mirror increases, the
spectrum keeps broadening. This broadening is associ-
ated with the growth of the space-charge field due to a
greater number of reflected electrons and the onset of
the instability in the drift space between the cathode
and mirror.
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Abstract—The nonlinear dynamics of an orotron with diffraction output is studied. The evolution of the lon-
gitudinal field distribution is described by means of a parabolic equation subject to the condition of zero reflec-
tion at the collector end of the interaction space. For stationary regimes, the regions of high efficiency are delin-
eated on the parameter plane, with the parameters being the departure from the critical frequency and the
reduced length of the interaction space. From numerical results, the parameter plane is divided into the regions
of stationary operation, periodic self-modulation, and stochastic self-modulation. It is demonstrated that self-
modulation oscillating modes can be obtained most easily if the effective bounce frequency slightly exceeds the
cutoff frequency, with the former being the blinking frequency of the dipole comprising an electron and its
reflection in the regularly corrugated slow-wave guide. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Oscillators with diffraction output constitute a
widely employed class of high-power microwave
devices. Their merit is good selectivity, which in turn
allows them to use advanced configurations of the cav-
ity. Among them are gyrotrons, orotrons, and ubitrons,
to name but a few. Orotrons and ubitrons are remark-
able for their operation near the critical frequency. The
dynamics of such oscillators can be studied by means
of a parabolic equation for the evolution of the longitu-
dinal field distribution, as suggested in [1]. Nonstation-
ary processes in gyrotrons were extensively examined
in the context of the parabolic-equation approach [2–4].
It has been shown that stationary operation gives way to
periodic and then stochastic self-modulation if the
parameters surpass their starting values significantly.

This paper deals with nonstationary processes in the
orotron; i.e., a Cherenkov oscillator operating near the
critical frequency. The problem is interesting in several
respects. First of all, it should be pointed out that the
nonlinear theory of relativistic orotrons with diffraction
output is still in its infancy. In particular, stationary
operation was addressed only under the assumption of
a fixed field distribution in the longitudinal direction
[5]. However, the longitudinal distribution may seri-
ously be affected by the electron stream because of an
extremely small Q factor. Nonstationary equations
seem to be an efficient technique to attack a stationary
boundary-value problem. Furthermore, the nonstation-
ary approach enables one to delineate the stability
boundaries of stationary oscillating modes and to
examine self-modulation, which arises when the gener-
ation threshold is surpassed to a sufficient extent.

The recent surge of interest in nonstationary opera-
tion is also inspired by the idea to apply stochastic self-
modulation to producing noise-like radiation. In this
1063-7842/00/4504- $20.00 © 20480
connection, it is worth mentioning the experiment
reported in [6], during which periodic and stochastic
self-modulation were observed in a carcinotron provid-
ing some 100 kW. Since the output frequency was fairly
close to the critical frequency, the nonstationary opera-
tion can be simulated in terms of the orotron model that
is studied below.

OROTRON MODEL AND ITS BASIC 
EQUATIONS

Consider an orotron with an annular electron beam
(Fig. 1). The cavity is designed as a section of an axially
symmetric waveguide with a faintly corrugated wall.
The cavity tapers to a below-cutoff waveguide at the
input end and is smoothly matched to the output
waveguide at the collector end.

Nonstationary processes in an orotron can be
described with a self-consistent system comprising par-
abolic excitation equations and equations of electron
motion in a synchronous wave. Assume that the elec-
trons inside the regularly corrugated slow-wave guide
are in synchronism with the first spatial harmonic of an
eigenmode whose frequency is close to the critical fre-
quency (Fig. 2)

(1)

where  = 2π/d with d being the pitch of the corruga-

ωc hv 0,≈

h

e

e Z

Fig. 1. Schematic drawing of the orotron cavity with an
electron beam.
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tions, v0 is the initial longitudinal velocity of the elec-
trons, and ωc is the critical frequency.

Time-dependent excitation equations will be
derived from the wave equation

(2)

Let us seek for a solution of (2) in the form

(3)

where f(z, t) is a slowly varying amplitude; Es(r⊥ , z) is
an eigenfunction of a cold cavity; and the carrier fre-
quency is chosen to be equal to the cutoff frequency.

Since the corrugations are regular, Es(r⊥ , z) can be
expanded in terms of spatial harmonics

(4)

where Esl meets the equation

(5)

with  = (l )2 – /c2 being the transverse wave
number.

Substituting (3) and (4) into (2) and averaging over
fast oscillations, in view of (5), yield

(6)

Here,

is the current-density harmonic at the carrier frequency.
Multiply (6) by (r⊥ , z) and integrate it over the cross
section. Since field energy is concentrated mainly in the
harmonic with l = 0, the result is

(7)

where

is field energy per unit waveguide length.
Now, assume that the guiding magnetic field is so

strong that the current density has the only a nonzero
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component in the longitudinal direction. Furthermore,
take into account only the slowly varying sum term
when dealing with the integral in (7) so that only the
term corresponding to the first synchronous harmonic
will be left on the right-hand side of (4). Bearing this in
mind, multiply the sides of (7) by ( )z to obtain

(8)

Here, A(z, t) = f(z, t)(Es1)z is the amplitude of the spatial
harmonic that is synchronous with the beam; J =

(1/π) dϑ0 is the Rf-current density; ϑ  =

ωct – hz is the instantaneous phase of the synchronous
harmonic; ϑ0 is the initial phase at z = 0; I0 is the beam
current; kc = ωc/c; and β0 = v0/c. Equation (8) is derived
using the charge-conservation law jzdt = j0dt0 (the sub-
script 0 indicates the instant at which the electron enters
the interaction space). The coupling parameter can be
defined as

(9)

Let us find concrete expressions for  with respect
to E- or H-waves in the cavity of interest. In [7], the fol-
lowing formula for the coupling impedance of a faintly
corrugated circular waveguide was derived:

. (10)

Here, Ps is the energy flux of the mode. As is known,
Ps = Wsvgr, where Ws is the stored energy per unit
waveguide length and vgr = h0c2/ωc is the group veloc-
ity of the wave, with h0 being the longitudinal wave
number of the fundamental harmonic. According to [7],
the coupling impedance for E-waves is

(11a)
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Fig. 2. Dispersion curve of orotron interaction.



482 GINZBURG et al.
and that for H-waves is

. (11b)

Here, r0 is the waveguide radius, rb is the beam radius,
l0 is the corrugation depth, Im is the modified Bessel

function of index m, and h = h0 +  is the wave number
of the slow harmonic. Formulas (11) imply that Z rises
to infinity near the cutoff frequency, since h0 is small.
The indeterminacy is eliminated by using the coupling
parameter as in (9). Thus, due to (1), (10), and (11), the
coupling parameter for E-waves is

(12a)

and that for H-waves is

. (12b)

Excitation equation (8) is a parabolic equation,
since electrons synchronously interact with both the
copropagating and the counterpropagating wave. The
RF-current amplitude appearing on the right-hand side
of (8) comes from electron-motion equations. Consider
the modes where inertial bunching dominates (relative
particle-energy variations being small) so that the
motion equations can be written in a universal form

(13)

subject to the boundary conditions

The boundary conditions are dictated by the config-
uration of the cavity. The input waveguide being in a
below-cutoff condition, the field is zero at the input
cross section

(14)

At the output cross section, reflection is zero and
electron–field interaction ceases, since corrugations die
away there, so that the condition

(15)

(zout being the length of the interaction space) must be
used as a boundary condition for radiation [1–3].
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In order to simplify the equations, assume that the
time of electron transit through the interaction space is
much less than the time of diffraction field decay

(16)

where  = (zoutωc/c)2 is the minimum diffraction Q
factor.

As long as condition (14) is met, the field amplitude
remains unchanged during the electron transit time so
that the time derivative in (13) can be neglected. Let us
switch to the normalized variables

(17)

Then (8) and (13) are brought to a form with as few
independent parameters as possible:

(18)

the boundary conditions being

(19)

where ζout = kcBzout is the reduced length of the interac-
tion space.

Notice that ∆ can be interpreted as the normalized
initial departure of the effective bounce frequency
(ωb = v0) from the cutoff frequency, with the former
being the blinking frequency of the dipole comprising
an electron and its reflection in the regularly corrugated
slow-wave guide.

Oscillator efficiency is
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The energy-conservation law for (18) is
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In the original notation, (21) becomes

(22)

where P0 = Wsvgr  is the radiation power at the
output cross section and

is the field energy stored in the interaction space
[see (7)].

NUMERICAL RESULTS

The system of equations (18) has two independent
parameters, namely, the reduced interaction-space
length ζout and the frequency mismatch ∆. A simulation
of (18) enabled us to delineate regions in the ∆–ζout
plane in terms of operation modes, as shown in Fig. 3.
The figure also includes lines of equal efficiency for
stationary operation. As ζout increases (due to an
increased length of the interaction space or a stronger
beam current), stationary single-mode operation gives
way to periodic and then stochastic self-modulation.
The threshold of self-modulation depends on ∆.

First, consider the case of a large positive ∆, with
which ωb exceeds the cutoff frequency. Then the elec-
trons are synchronous with the counterpropagating
wave (the interaction with the copropagating wave)
being negligible. Consequently, the solution of (18) is

Furthermore, the condition ∆ @ 1 allows one to trans-
form (18) into well-known time-dependent equations
for the carcinotron [8, 9]:

(23)

where ξ = ζ(2∆)–1/3, and  = τ(2∆)2/3.

Under this approximation, the oscillating mode is
controlled by a single parameter, namely, the reduced
oscillator length ξout = ζout(2∆)–1/3. Self-excitation
occurs at ξout > 1.98 and self-modulation arises at ξout >
2.9. Returning to (18), we obtain the following formu-
las for bifurcation curves with ∆ @ 1:

(24)

Relations (24) are depicted by the dashed curves in
Fig. 3. They were corroborated by the simulation of the
transitions between the oscillating modes in terms of
(18). Figures 4–6 show the amplitude variations and the
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e
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Fig. 3. Regions of operation: (A) stochastic self-modulation,
(B) periodic self-modulation, and (C) stationary operation.
The regions of stationary operation include lines of equal
efficiency (the value is indicated). The dashed curves repre-
sent asymptotic relations (24).
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spectra at the output for the stationary mode and for
periodic and stochastic self-modulation, with

being the fractional departure of the operating fre-
quency from the cutoff frequency. Figure 4 depicts the
operation under the synchronism with the counterprop-
agating wave at ∆ = 4.

In accord with (24), Fig. 3 indicates that the self-
excitation and self-modulation thresholds lower with a
decrease in the absolute value of ∆ (i.e., in the distance
to the cutoff frequency). This stems from a decreased
group velocity in the wave and from enhanced elec-
tron–wave coupling. The minimum starting length,
ζout = 2.2, is attained at ∆ = 1.2. Self-modulation arises
most readily at ∆ = 2.5, when the ζout value for the
bifurcation to the stochastic regime, ζout = 5.6, exceeds
the starting value by a factor smaller than 2 (so that the
beam current must exceed its starting value by a factor
close to 16). Figure 5 depicts the operation at ∆ = 2.
Contrasting Figs. 4 and 5 with each other suggests that
a decrease in ∆ is accompanied by (1) an increase in the
self-modulation period, due to a lower group velocity
of the wave; (2) an increase in the duration of the tran-
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Fig. 5. Amplitude variation and spectrum of the output radi-
ation at ∆ = 2 and ζout = (a) 3, (b) 8, and (c) 11.
sient to self-oscillation; and (3) a shift in the operating
frequency toward the cutoff frequency.

In the stationary regime, the reduced efficiency
attains its maximum value,  ≈ 3, at ∆ = 1.75 and ζout =
3.3. The corresponding longitudinal distributions of the
field amplitude and phase are shown in Fig. 7. Approx-
imately, the length of the interaction space accommo-
dates one variation of the RF-field. If the efficiency is
maximum, the electrons synchronously interact with
both the counterpropagating and the copropagating
wave (the corresponding electron transit angles are
about 2π). A further decrease in |∆| is accompanied by
a rise in the starting and the bifurcation currents.

In the region ∆ < 0, the electrons are predominantly
in synchronism with the copropagating wave. Self-
excitation (feedback) in this parameter domain results
from the partial reflection of the wave from the step in
permittivity at z = zout, where electron-field interaction
ceases, as in gyrotrons [10]. By and large, the bifurca-
tions with ∆ < 0 are similar to those with ∆ > 0. The
operation at ∆ = –2 is depicted by Fig. 6. Note that the
duration of the transient to self-oscillation, the period
of self-modulation, and the departure of the operating
frequency from the critical one are comparable to those
obtained for ∆ = 2. As ∆ decreases further, the reflection
from the permittivity step must be more and more
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Fig. 6. Amplitude variation and spectrum of the output radi-
ation at ∆ = –2 and ζout = (a) 6.5, (b) 9.5, and (c) 12.
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attenuated. That is why the starting current was
observed to rise more rapidly than at positive ∆.

In conclusion, let us apply the simulation results to
the experiment reported in [6], where self-modulation
was observed in a Cherenkov oscillator producing some
100 kW in the centimeter-wave band. The parameters of
the corrugated cavity were d = 1.7 cm, l0 = 0.2 cm, and
ζout = 45 cm. The annular-beam radius was 0.7 cm, the
beam current varied from 3 to 35 A, and the accelerat-
ing voltage was 70 kV. The operating mode was chosen
to be TE11. For those conditions, our computation dem-
onstrated that 4.6 < ζout < 5.2 and 2.15 < ∆ < 2.5, vary-
ing within the limits. It follows from Fig. 3 that such
values of ζout and ∆ are close to the optimal self-modu-
lation region. Obviously, as mentioned in the above, the
nearer the operating frequency to the cutoff frequency,
the larger the coupling parameters, which in turn favors
the transition to self-modulation at a given beam cur-
rent. On the other hand, bifurcation currents grow

|α|

2

0

ζk

arg α

–1

0 1 2 3

Fig. 7. Longitudinal distribution of the field amplitude and
phase at maximum efficiency (ζout = 3.3 and ∆ = 1.75).

0

–2
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steeply in the vicinity of the cutoff frequency, seem-
ingly because of strong dispersion. Consequently, the
field amplitude becomes much more uniform along the
interaction space. This equalizes the delay effect, which
contributes to self-modulation in carcinotrons (and so
does the nonlinearity, namely electron rebunching [8]).
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Abstract—Gas release from solids under mechanical stressing of specimens up to failure was studied. The
amount of hydrogen being released vs. strain developed in a specimen under step-by-step loading was mea-
sured. The hydrogen evolved in strained metals (iron, nickel, copper, aluminum, etc.) and some epoxy-resin-
based composites was detected by chemical sensors in a gas atmosphere at normal atmospheric pressure. The
amount of hydrogen was shown to grow with the amount of plastic strain and peak upon failure. A method for
strain analysis in solids was worked out. It was applied to analyze the stressed state of the rotor material of a
centrifuge during its operation. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Gaseous impurities penetrate into solids either from
the environment or from the process atmosphere where
materials are synthesized. In metal crystals, foreign gas
atoms are, as a rule, segregated at lattice defects: vacan-
cies, interstitials, or dislocations. When combined, they
may produce bubbles. In ceramics and glasses, gaseous
impurities may fill pores. Hydrogen dominates over
other gases in solids. The small size and the high mobil-
ity of hydrogen atoms allow them to readily penetrate
into the crystal lattice and migrate there. When a solid
material is mechanically stressed or fails, the impurities
may evolve. Measurements of evolved H2 were
reported [1–3]; however, methods for detecting small
hydrogen quantities were very sophisticated, and their
practical use in studying the stressed state of solids
seems to be problematic. With the advent of a new class
of sensors, chemical sensors, the situation has radically
changed. These sensors offer high sensitivity to a par-
ticular gas and can operate both in a vacuum and in dif-
ferent gas environments under normal atmospheric
pressure [4, 5]. The sensitivity of semiconductor SnO2

oxide sensors and Pd–SiO2–Si sensors to the H2 content
in a gaseous atmosphere is as high as 10–5 vol. %. In the
oxide sensors, H2 present in the atmosphere changes
the conductivity of a sensing element, and in the metal–
insulator–semiconductor (MIS) sensors, H2 changes
the capacitance of a Pd–SiO2–Si capacitor or, when the
capacitance is fixed, the bias voltage of the C–V curve.

In this work, we studied gas release from solids
within a wide range of applied mechanical loads. The
main goal was to find a correlation between the stressed
state of a specimen material and the amount of the gas
evolved on loading.
1063-7842/00/4504- $20.00 © 20486
EXPERIMENTAL RESULTS

Specimens were prepared from metal and polymers.
In most experiments, the amount of hydrogen evolved
from specimens under deformation was measured by a
Pd–SiO2–Si sensor, and sometimes a SnO2 sensor was
used.

An experimental setup is shown in Fig. 1. A speci-
men is placed into a sealed chamber and subjected to
uniaxial stretching or torsion. Hydrogen being released
from the specimen under deformation is entrained by a
circulating carrier gas (helium) to a measuring chamber
equipped with a sensor. A sensor signal is recorded
with an x–y recorder or an oscilloscope. To calibrate the
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Fig. 1. Schematic representation of the setup for diagnostics
of the stressed state in solids: (1) specimen; (2) seal;
(3) deforming device; (4) flow-rate controller; (5) pressure
regulator; (6) gas container; (7) sealed chamber; (8) gas-
flow switch; (9) chamber with sensor; and (10) recorder.
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setup and enhance the rate of H2 desorption from the
sensing element, we used He + H2 mixtures of known
concentrations of the components and a helium–air
(10%) mixture. The gas mixtures were supplied to the
chamber from gas containers through flow-rate control-
lers.

The leading edge of a sensor signal was taken as an
indicator of the content of H2 delivered to the chamber.
The calibrating curve reflected the dependence of the
time derivative of the sensor signal at the instant of sig-
nal formation (at t  0) on the hydrogen amount in
the chamber. With this (dynamic) approach, the mea-
suring time is significantly cut in comparison with sig-
nal amplitude measurements. Also, a dynamic range of
the measured H2 amount can substantially be extended
[5]. Most specimens were rectangular plates measuring
18 × 8 × 2 mm. Some experiments were performed with
150-mm-long tubes with an outer and an inner diameter
of 7 and 6 mm, respectively. Uniaxial stretching exper-
iments were carried out with a conventional breaking
machine. Torsional deformation was produced on a
special installation. The amount of H2 being released
was measured at fast step-by-step loading.

Experiments with the metals (Fe, Ni, Cu, Al, etc.)
and alloys subjected to step-by-step loading have
shown that H2 starts to evolve under plastic deforma-
tion. Its amount grows with increasing the applied load
and peaks when a specimen fails. At small elastic
strains, the detected hydrogen is close to zero (its
amount is comparable to the sensitivity of the setup).
Typical experimental results are shown in Fig. 2.

Two groups (A and B) of identical stainless steel
specimens with different strength properties were stud-
ied. The surface of group-A specimens was intention-
ally scratched. Scratches played the role of stress con-
centrators. In this way, the mechanical strength of
group-A specimens was reduced, and they failed at a
lower (than B-group specimens) tensile force. A time
dependence of the stress developed in the specimen is
shown in Fig. 2a, and Fig. 2b depicts a time dependence
of the actual sensor signal when the strain is changed
(dashed curves stand for H2 desorption from the sensi-
tive element of the sensor when the He + 10% air mix-
ture is applied to the measuring chamber). Figure 2c
shows a sensor signal vs. time curve for group-B spec-
imens. The curves in Fig. 2 imply that group-A speci-
mens evolve H2 prior to those of group-B. The less the
strain at which a specimen fails, the less the strain at
which H2 emission starts. Data for the metals and the
alloys indicate that gas release coincides with the
development of plastic strains in a specimen and can be
thought of as an indicator of forthcoming failure.

The effect of gas release under polymer failure is
well known [6]. It has been observed in a high vacuum
by means of a mass spectrometer. Evolved gases con-
tain various volatile products due to the breakdown of
chemical bonds in a strained specimen. Reactive free
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
radicals, which initiate secondary chemical reactions,
play an essential part in this process. Note that the rad-
icals are hard to recombine in a high vacuum. There-
fore, gaseous products detected under normal atmo-
spheric pressure by means of chemical sensors may dif-
fer from those determined with a mass spectrometer.
Experiments with some polymers and epoxy-resin-
based composites have shown that hydrogen is among
gases being released under specimen deformation and
failure. We did not use chemical sensors to identify
other gases.

A subject of investigation was also graphite fila-
ments held together by epoxy resin. Such specimens
show strength anisotropy, since the filaments are
aligned with the specimen geometric axis. The tensile
strengths along the filaments and in the transverse
direction usually differ by several orders of magnitude.
The specimens were subjected to torsional deforma-
tion, the axis of torsion being coincident with or normal
to the filament orientation. The hydrogen evolved under
deformation and failure of the specimens was detected
with a sensor. Figure 3 demonstrates the amount of the
evolved hydrogen vs. the torque for specimens whose
orientation coincides with (specimen 1) and is normal
to (specimen 2) the torsion axis.

From Fig. 3, it is seen that H2 in specimen 1 evolves
at a higher moment and its amount is more than
10 times greater than for specimen 2. As for the metals,
data for polymer specimens suggest that gas release
under deformation means the onset of failure. The
smaller the strain at which the gas is released, the
smaller the breaking stress.

It seems inviting to apply the described method for
diagnostics of the prefailure state of parts and structures
immediately during their operation. One possible appli-
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Fig. 2. H2 evolution from solid materials at step-by-step
loading of the specimen. Dashed line, sensor signal upon
applying an He +2% O2 mixture to the chamber (“desorp-
tion curve”).
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cation is strain detection in rails during train move-
ment. Another project involves the detection of the
most strained areas of flying vehicles in flight. The real-
ization of the projects, however, requires high financial
costs. In this work, we have attempted to apply our
method for detecting the prefailure state of parts of a
centrifuge during its operation. Forces due to the rota-
tion of the centrifuge rotor cause strains in the materi-
als. At very high rates of rotation, the rotor may fail. We
tried to predict this event, analyzing experimental data
for the H2 evolution as a function of the rate of rotor
rotation. Small amounts of H2 in the vacuum chamber
with the centrifuge were measured with a Pd–SiO2–Si
sensor.

Experiments were carried out on a centrifuge test
bed. Ring-shaped specimens, parts of the centrifuge
body, were made of a special plastic. The ring sizes
were 130 mm (outer diameter), 124 mm (inner diame-
ter), and 18 mm (height). A specimen was place into a
ring-shaped groove (mated with the specimen) on a
cylindrical table. The table rested on a needle and was
driven by an electrical generator. The whole assembly
was mounted in a steel chamber evacuated to 10 torr
with a vacuum pump. When the pump was switched off
for 5–7 min, the pressure in the chamber remained
practically unchanged. The frequency of specimen
rotation, specified by the generator, was changed step-
wise with a step of 100 Hz. The time taken to change
the rotation frequency by 100 Hz was several seconds.
The capacitive MIS (Pd–SiO2–Si) sensor, used to mea-
sure the hydrogen amount, offered high sensitivity and
selectivity to H2 in an oxygen-free atmosphere. Its tem-
perature was kept at 180 ± 0.1°C. Dynamic measure-
ments were provided by placing the sensor into a sepa-
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Fig. 3. Amount of H2 being released from the epoxy-resin-
based plastic vs. torque applied to the specimen.
rate measuring chamber, which communicated with the
main chamber via a valve. The sizes of the valve and the
communications were selected so that, when the valve
opens, the pressures in both chambers equalize for a
time small in comparison with the characteristic time of
the sensor τs (at small partial pressures of H2, τs is of the
order of tens of seconds). When the valve opens, a con-
centration pulse with a rise time τ ! τs is applied to the
sensitive element, so that measurements can be taken in
the dynamic mode. The dependence of the time deriva-
tive of a sensor signal at the initial time instant on the
H2 pressure in the chamber is linear in the pressure
range between 10–4 and 5 × 102 torr. The amount of H2
being released upon stressing was then determined with
the calibration curve. The measurements were taken for
every 100-Hz step of the rotation frequency with the
pump switched off. After the measurements, H2 was
pumped off from the chambers.

The frequency dependence of the evolved H2 for one
of the specimens is shown in Fig. 4. The evolution of H2
begins at 500 Hz; the amount of the gas sharply grows
with frequency, and the specimen fails at 1400 Hz.

Similar measurements were made with a lot of
20 identical specimens. The evolution of the gas at dif-
ferent frequencies of rotation was observed only for
four specimens. All of them failed at a frequency of
1400 Hz. In the rest of the specimens, gas evolution was
absent up to 1500 Hz, and they did not fail within this
frequency range. Similar results were obtained for
other lots. This allowed us to suggest that the evolution
of H2, the amount of which grows with the frequency
of rotation, is an indicator of forthcoming failure. Some
specimens are likely to have crystal defects, which
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Fig. 4. Amount of H2 being released from the centrifuge
material vs. frequency of rotor rotation.
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cause mechanical stresses and reduce the material
strength. These specimens fail at low frequencies of
rotation. Gas evolution well before complete failure of
a specimen may be associated with failures of local
regions of the specimen. This proposal calls for further
investigation.

The method for detecting the prefailure state of
materials by hydrogen chemical sensors can be helpful
in monitoring the strain state of centrifuge parts during
fabrication and, after a slight modification, operation.

CONCLUSION
Gas release from solids under loading proceeds in a

similar way in metals and polymers. Results obtained
may be useful in creating a sensory system for monitor-
ing the stressed state of solids. In principle, the use of
chemical sensors makes it possible to monitor the
stressed state of parts operated both in a vacuum and in
various gaseous atmospheres under normal pressure.
Such an approach is based on gas emission from mate-
rials under mechanical loading and failure and seems to
be especially useful when data obtained by conven-
tional methods are insufficiently reliable. Chemical
sensors are cheap, have small sizes (~1 mm3), and are
easy in service. The suggested technique for measuring
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
the amount of gas evolving from stressed materials
allows for measurements under high acoustic and elec-
tromagnetic noise. Chemical sensors may operate with-
out direct physical contact between a sensor and a spec-
imen and are hence applicable to monitoring the
stressed state of moving mechanical parts immediately
during operation. Due to their small sizes, chemical
sensors may, in principle, solve the problem of locating
mechanical damage in materials.
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Abstract—An ion source with a cold cathode is described, which generates ion beams of various gases and
solids of circular cross sections for technological purposes. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A growing interest in beam technologies stimulated
us to design and investigate a source generating heavy
ions. The source initially operated in a pulse mode
(τimp = 0.1–1 ms, F = 1–50 Hz), and subsequently, it
was changed to a steady-state mode. The source gener-
ates mixed beams, because they consist of ions of the
working gas and the sputtered solid substance. There-
fore, depending on the requirements imposed upon a
technological process, both mixed and separated beams
were used. The source design ensured a beam energy
variation within a wide range of 0.2–100 keV. The
beam current depended on the source operating condi-
tions and the substances constituting the beam. In the
steady-state source operating mode, the current of
mixed beams was 0.1–10 mA. In the pulse operating
mode, the source yielded beams with currents of tens of
milliamperes.

ION SOURCE DESIGN

The source (its design is shown in Fig. 1) consists of
two basic units: a plasma generator and an ion-optics
system. The plasma generator is a cylindrical gas-dis-
charge chamber located between a flat cathode unit and
a cone-shaped anode with a central emission hole. This
gas-discharge cell (GDC) is placed in a magnetic field
with a fan-shaped cross section and a mirror ratio of
2000/120 Gs. Its lines of force diverge from the cathode
to the anode. The cathode unit 2 includes a container–
holder 3, which is located at its center and advanced
into the discharge chamber, a disk (washer) of the sput-
tered working substance 5 inserted into the container, and
a system 4 for leaking the working gas in and measuring
the vacuum in the source chamber. The insulator 1 that
insulates the cathode from the anode is protected
against films of the sputtered substances by a shield 6.

The adjusted ion-optics system for acceleration and
deceleration (IOSAD) is joined to the anode (emitting
electrode) 7 of the GDC. The anode and the first elec-
trode 9 of the IOSAD form the accelerating high-volt-
age gap. The three-electrode IOSAD used consists of
four elements in the form of metallic disks assembled
on dielectric rods 8. The first and second disks are the
1063-7842/00/4504- $20.00 © 20490
accelerating and decelerating electrodes 9 and 10,
respectively. The latter electrode also serves as the first
edge electrode of a single electrostatic lens. The third
and fourth disks are, respectively, the central focusing
electrode 11 and the other edge electrode 12 of this
lens.

Such an IOSAD allows one to vary the beam parti-
cle energy in a wide range of 103–106 eV without
appreciable changes in the beam current, focus the ion
beam, and separate the gas-discharge plasma from the
beam plasma.

A shield 13, located between the last electrode 12 of
the lens and the target, divides the vacuum chamber
into two regions in order to reduce the effect of reverse
gas and sputtered-particles flows. The use of the shield
significantly reduced the intensity of breakdowns in the
ion-optics channel. Figure 2 shows a source circuit dia-
gram and voltage charts.

DIAGNOSTICS

The following measuring and diagnostic devices
were used for measuring the parameters of the beam
extracted from the ion source. The beam current was

a b c
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Fig. 1. Ion source design: (a) gas-discharge cell; (b) ion-
optics system for acceleration and deceleration; and (c) lens.
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measured with a Faraday cup (FC) with a 60-mm diam-
eter of the entrance aperture. The radial distribution of
the beam current density was measured by moving a
small Faraday cup in the transverse direction. Depend-
ing on the beam diameter, the small Faraday cup with a
variable entrance aperture diameter of 11, 5, and
1.1 mm was used.

In order to determine the ratio of the beam compo-
nents represented by ions of gases and solids, we
employed an indirect measurement technique by using
an FC with a 3 × 2-mm rectangular entrance slit and a
mass indicator, which selected a jet of the same cross
section in the beam. The mass indicator, with a trans-
verse magnetic field B = 0.49 T and a transit length of
80 mm, separated the components of the mixed beam;
thus making it possible to visualize the traces of the
separated components on a doped quartz glass [1] and
then to measure their currents. Measurements of the
currents of the beam jets in two Faraday cups allowed
us to determine the ratio of components in a mixed
beam.

Inert gases used in the source as working gases had
impurities, which could be taken for ions of solids. This
made it doubtful that indirect measurements were cor-
rect. Therefore, we designed and applied a compact
multichannel mass analyzer that made it possible to
determine the mass composition of the beam. A feature
of the device is that it has a constant magnetic field, and
ten magnetic tracks with given radii and individual
receiving collectors are selected in this field. Therefore,
only two quantities, the particle mass and energy, are
variable. By changing the particle energy, we can
receive a beam jet and measure its current in different
collectors; thus, determining the masses of the beam
particles or seeking for its components with different
masses in different collectors at a fixed beam energy.
This allowed us to analyze the beam composition with-
out changing the operating conditions of the ion source
under study. This device ensured precise measurements
of the components of gas and solid ions.

EXPERIMENTAL RESULTS

When working with a plasma source intended for
production of negative ions, intense sputtering of a
local region of one of electrodes was revealed. In this
case, the entire process proceeded at a comparatively
low discharge current (a few or several tens of milliam-
peres). This was a starting point for beginning purpose-
ful work on a new ion source for technological uses,
which has a simple design, but the physical processes
proceeding in it occurred to be complex. It was revealed
that, in the beam extracted from the source, there are
ions of the sputtered material, which coated a beam-
bombarded glass target with a film.

The following working gases were used in experi-
ments: H2; N2; O2; the atmospheric air; all inert gases,
except for Rn; and B, C (graphite), Al, Ti, Fe, Ni, Cu, Y,
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
Zr, Nb, Mo, Ta, W, and Pb served as sputtered sub-
stances.

1. Source operation in the pulse mode (τimp = 0.1–
1 ms and F = 1–50 Hz). The pulse operation mode of
the source was achieved through pulse gas admission
and pulse power supply of the discharge. The accelerat-
ing, decelerating, and focusing voltages were constant.

Gas ion beams with currents of hydrogen, helium,
argon, xenon, nitrogen, and oxygen—up to 60, 40, 30,
10, 20, and 20 mA, respectively—were extracted from
the source with a 3-mm-diameter emission hole at an
accelerating voltage close to 40 kV. Depending on the
type of the working gas, sputtered substance, and
source operating mode, the ratio of the flow of the sput-
tered solid-substance ions to the total beam current was
1–30%.

For example, the results obtained were as follows.
In source 1, tantalum was a sputtered material, and
helium was a working gas. The currents of helium, tan-
talum, and heavy-particle ions measured in the beam
were 16, 1.5, and 2 mA, respectively. We believe that
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Fig. 2. Electric circuit diagram for the source connections
and voltage charts: (1) cathode unit; (2) anode (emitting
electrode); (3) accelerating electrode; (4) decelerating elec-
trode (the first electrode of the electrostatic lens); (5) central
(focusing) electrode of the electrostatic lens; (6) the last
electrode of the electrostatic lens; (7) shield; (8) collector;
(9) discharge power supply unit (BP-100); (10) high-voltage
power supply unit, U = 110 kV; (11) high-voltage power
supply unit, U = 50 kV; (12) high-voltage power supply unit,
U = 50 kV; and (13) current-relay coil. At equal extraction
(accelerating) voltages, beams of different energies (W1 >
W2) are obtained.
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heavy particles are charged groups (clusters) of Ta
atoms. It can be concluded that the content of Ta atoms
in the beam was 7%. If its fraction is added to that of
heavy particles, then the ratio of the sputtered particles
in the beam to the gas ones is 17%. In the source 2,
molybdenum is a sputtered material, and hydrogen and
helium are working gases. In the case of hydrogen, the
total beam current was 20 mA, and the currents of Mo
and heavy-particle ions were 4 and 2 mA, respectively.
Thus, the ratios of the Mo ion current and the current of
the sputtered particles to the total beam current were 20
and 30%, respectively. When helium was used as a
working gas, the total beam current was 30 mA, and the
currents of Mo ions and heavy particles were 8–10 and
2 mA, respectively. Hence, the ratios of the Mo ion and
sputtered-particles currents to the total beam current
were 27–33 and 33–40%, respectively.

In source 3, copper was a sputtered material, and
helium was a working gas. The total beam current was
28 mA, the copper ion and heavy-particles currents
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Fig. 3. Collected ion current as a function of the accelerated
voltage in Ar at constant Uch = 3 kV and p = 3 × 10–5 torr.
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Fig. 4. Collected ion current as a function of pressure at con-
stant Uch = 3.4 kV and Uacc = 40 kV in Ar.
being 2 and 3.5 mA, respectively. Hence, the ratios of
the Cu ion and sputtered-particles currents to the total
beam current were 7 and 19%, respectively.

In the 4, titanium was a sputtered material, and
hydrogen and argon were working gases. The total
beam current obtained for hydrogen was 10 mA, the
titanium ion current was 1.2 mA, and the heavy-parti-
cles current was not observed. Hence, the ratio between
the Ti ion and hydrogen currents was 12%. When argon
was a working gas, the heavy-particles current was not
observed, and the total beam and Ti ion currents were
2–3 and 0.4–0.6 mA, respectively, yielding a ratio
between the Ti and Ar currents of 20%.

The aforementioned total beam currents extracted
from the source differ significantly from each other not
only because of different working gases and sputtered
materials used. The difference between the currents is
mainly due to the fact that the source operated under
different conditions determined by the gas pressure,
discharge parameters, etc. Note that the pulse operating
mode of the source is important, because the treated
sample is heated to a much lower temperature than in
the case of the continuous operating mode.

2. Source operation in a steady-state (continu-
ous) mode. In technological experiments, a continuous
source operation mode was preferred over a pulse
mode, because the dose of the implanted ions is accu-
mulated more rapidly in the former case. Therefore, the
source was switched to a continuous mode, in which its
full-scale studies were carried out. Since the source was
not cooled, the extracted beam current was restricted to
3 mA, but it could be raised up to 10 mA for short time
intervals.

We do not present such an experimental parameter
as the discharge current in the source, because the dis-
charge in it and the beam formation and extraction in
the accelerating gap represent a unified process, in
which a complex current of positive and negative parti-
cles flows in three circuits: cathode–anode, anode–
accelerating electrode, and cathode–accelerating elec-
trode. Therefore, the total beam current was taken for
the main parameter.

Figure 3 shows a typical dependence of the total col-
lected ion current on the accelerating voltage, which
does not virtually differ from the corresponding charac-
teristics of plasma ion sources (e.g., a duoplasmatron).
It has a long rising section (close to a linear one)
smoothly changing to a saturated value.

Figure 4 shows the total collected ion current as a
function of the pressure in the chamber measured near
the accelerating gap. The initial section of the charac-
teristic with a large slope demonstrates the plasma den-
sity increase owing to the build-up of ionization pro-
cesses in the plasma. The characteristic then transforms
into a fairly broad optimum region with a further grad-
ual decrease, which is determined by a reduction of ion-
ization processes and intensified near-wall particle
recombination.
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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Figure 5 shows the total collected ion current as a
function of the discharge voltage in the GDC at various
pressures and accelerating voltages. The superposition
of discharge currents in the GDC and the accelerating
gap leads to a complex plasma generation process, in
which one current may prevail over another. As a result,
it becomes difficult to interpret the observed processes.
Curves 1 and 2 (for differing accelerating voltages (21
and 25 kV) and equal pressures of 5 × 10–5 torr; which
correspond to the extraction of low-current beams) rise
smoothly and have slight curvatures. Curves 3 and 4,
which were measured at equal accelerating voltages of
30 kV and differing pressures (4 × 10–5 and 7 × 10−5 torr),
have profiles indicating a discharge-intensity build-up
and an increase in the collected current. Curve 5, mea-
sured at a 45-kV accelerating voltage and an optimal
pressure of 2.2 × 10–5 Torr, indicates more intense beam
current collection. Curves 3–5 have typical humps
characterizing the regions of intense source operation.
Operating modes with two and three humps were
observed. The dips between them in characteristics
were no deeper than a half of the beam current at the
corresponding maximum. This phenomenon can be
explained by the variable intensity of the high-voltage
discharge in the accelerating gap. The high and low dis-
charge intensities are characterized by humps and dips,
respectively.

The radial current-density distributions in a focused
(curve 1) and defocused (curve 2) beam (see Fig. 6)
were measured by using the FC with a slit of 2 × 3 mm.
The FC moved in the horizontal direction transverse to
the beam, being at a distance of 15 cm from the last ion-
optics electrode. The total beam current measured by
the large FC was 0.48 mA.

The most accurate measurements of the ratios
between the currents due to ions of gases and solids in
the beam were performed with a mass analyzer and,
depending on the type of the working gas, sputtered
material, and source operation conditions, yielded
1−10%.

Interesting results were obtained with oxygen as a
working gas and copper as a sputtered material for vari-
able discharge voltages, with other source parameters
being unaltered. At a 1-kV discharge voltage, the cop-
per ion current obtained for a 1-mA total beam current
was 66 µA; thus, yielding a gas-to-solid ion current
ratio of 6.6%. At a 2-kV discharge voltage, the copper
ion current decreased to 30 µA, the total current
increased up to 1.5 mA, and the corresponding ratio
was 2%. This effect is caused by different degrees of
ionization of ions of gases and solids. It was noticed
that, at lower discharge voltages, metal ions are ionized
more intensely, and, as the discharge voltage increases,
the degree of ionization of ions of solids falls and that
of gas ions rises abruptly. When the discharge voltage
was within 1 kV, the gas inflow into the source was at a
minimum, and ion beams with low currents no higher
than 250 µA were extracted; the fraction of ions of sol-
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
ids in these beams reached 43%. Note that difficultly
sputtered metals were ionized more easily than easily
sputtered metals. Tantalum, niobium, and molybdenum
were compared to copper. For example, Ta ion current
reached 110 µA. Nonmetals, such as boron and carbon,
are difficultly ionized, and the ratio of the number of
these ions to the number of gas ions in the beam was
~1%.

An important fact is that, due to low discharge cur-
rents, molecular ions constituted 70% of the gas com-
ponent of the beams extracted from this source.
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Fig. 5. Collected ion current as a function of the discharge
voltage in the gas-discharge cell.
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In the pulse source operation mode, beam currents
with ions of solids were much higher than in the contin-
uous mode. This is determined by a higher intensity in
the pulse operating mode and better conditions for ion-
ization of sputtered particles.

In order to increase the yield of the ion current
extracted from the source, we tested multiaperture
emitting electrodes (anodes) with three and five identi-
cal holes with 3-mm diameters. This source version
exhibited stable operation but consumed a much larger
amount of gas. Note that the beam jets ejected from
each emission hole, which were clearly observed visu-
ally, converged on the axis, and, at a distance of 1–2 cm
from the emitting electrode, the jets merged into a com-
mon beam with a crossover section approximately
equal to the diameter of a single emission hole. This
source version was not studied.

A slit-geometry source was also tested. The slit
dimensions were 10 × 2 mm. A film was deposited on a
glass target in the pulse source operation mode with
hydrogen as a working gas and aluminum as a sputtered
material. The selection of the cathode–anode and
anode–accelerating electrode distances in this source
determines the configuration of the electric and mag-
netic fields, being the principal factor in the optimal
source operation. The values of these distances were
determined experimentally.

3. Operation of an ion source with a single power
supply unit. Since small discharge currents compara-
ble to the beam current were recorded in the source, it
was interesting to switch on the source without a dis-
charge-supplying rectifier (BP-100), by using a single
high-voltage power supply unit that supplies the energy
for discharge initiation and maintenance. This was
accomplished by connecting the cathode to the ground
through a ballast resistor. In this case, the entire process
of the ion source operation did not qualitatively differ
from the operating mode with two power supply
sources connected to the source. In this source opera-
tion mode, which was much more stable, a sort of dis-
charge self-regulation occurred. The discharge initia-
tion and maintenance were shifted to lower voltages.
The discharge voltages were controlled in a wide range
of 500 V to 3 kV by replacing the ballast resistors. Note
that at low discharge voltages, the yield of ions of solids
increases in the beam, and at high voltages, it is the
fraction of gas ions that increases. In the operating con-
ditions with a single high-voltage power supply unit,
higher beam currents were extracted from the ion
source than in the operation with two supply units. This
is determined by better matching of the discharge cur-
rents in the GDC and the accelerating gap during beam
formation and extraction in the case when a single
high-voltage power supply unit is connected to the ion
source.
PHYSICAL PROCESSES OCCURRING 
IN THE SOURCE

When an accelerating voltage is initially applied
between the source’s anode and the accelerating elec-
trode of the IOSAD at a pressure of 10–4–10–6 torr, a
low-current high-voltage discharge is initiated. The
electron flow originated from this discharge is guided
by a narrowing magnetic-field “funnel” and streams to
the central part of the anode. A significant fraction of
the electron stream flies through the emission hole in
the anode and moves in the direction opposite to that of
the electric field applied between the cathode and
anode in the GDC. Despite its deceleration, electrons
reach the central region of the cathode. The decelerated
electrons simultaneously interact with the fan-shaped
magnetic field of the source, acquiring a complex rota-
tional motion; thus, elongating their path. A part of
electrons from the high-voltage discharge does not
reach the cathode, because they have a refection point
in the magnetic trap. The contribution of these electrons
to ionization is especially great. The secondary electron
emission from the cathode and primary electrons from
the discharge in the accelerating gap produce efficient
ionization in the GDC, initiating a high-voltage magne-
tron-type glow discharge. This discharge, in the form of
a plasma bunch shaped as a truncated cone, turns with
its smaller base near the sputtered cathode–disk. The
ions from this discharge bombard the cathode and lead
to efficient sputtering of the disk material in the form of
ions, atoms, and clusters. As a glow discharge is initi-
ated, the electrons being in the GDC of the source begin
to ionize the sputtered particles of the substance and
increase their ion concentration and the gas-kinetic
pressure of the discharge plasma consisting of gas and
solid fractions.

Local heating of the central disk region, which is
produced by the primary electrons from the accelerat-
ing gap, to a temperature close to the melting point for
the substance (of which the disk is manufactured)
should be considered as a process promoting the parti-
cle sputtering from the disk cathode. Local evaporation
from a small central region (a crater) of the cathode is
also possible. This can be inferred from the appearance
of the sputtered region on the cathode. This region takes
the form of a circle with a crater at the center. The cross
section of the sputtered region usually has a shape of a
third-order curve called a witch of Agnesi, and as the
intensity of sputtering increases, the curve’s profile
becomes more pronounced. The crater diameter is 1.2–
2 times larger than the diameter of the emission hole,
and its depth is 0.3–0.7 of the crater diameter. The
diameter of the sputtered region changed from 1 to
12 mm, depending on the specified conditions and the
discharge mode. The specified conditions are as fol-
lows: the configuration of the magnetic field in the gas-
discharge cell; the configuration of the electric field in
the cell; the diameter of the emission hole; the diameter
of the accelerating electrode aperture; and various sput-
TECHNICAL PHYSICS      Vol. 45      No. 4      2000



INVESTIGATION OF AN ION SOURCE 495
tering coefficients of the materials of which disk cath-
odes were manufactured. The dimensions of the disk
sputtering region mentioned above were reached after
5–6-h operation of the source with copper used as a
working substance.

A truncated cone-shaped plasma bunch of a magne-
tron-type high-voltage glow discharge, which burns in
the GDC, embraces the anode with its large base. Posi-
tively charged particles are collected from the plasma
region near the emission hole and are initially shaped in
the form of a charged plasma stream directed to the
accelerating electrode. At low-intensity discharge
modes, the plasma-stream boundary is near the emis-
sion hole, but as the discharge intensity and gas-kinetic
pressure of the plasma increase, the plasma stream pro-
trudes out of the emission hole as a well observed
“plasma tongue”. At a further increase in the gas-
kinetic pressure of the plasma in the GDC, the plasma
tongue grows in length and its diameter expands hardly.
The gas-kinetic plasma pressure can be controlled by
the working-gas inflow and the discharge-voltage vari-
ation. Note that, when the discharge voltage changes in
a wide range from 0.6 to 5 kV, the discharge current
changes insignificantly.

The elongation of the plasma tongue is also strongly
affected by the build-up of the voltage in the accelerat-
ing gap, which shifts the tongue to the accelerating
electrode. When they come in contact, the high-voltage
gap is broken down. The elongation of the plasma
tongue in this source with increasing accelerating volt-
age differs from the corresponding processes in other
types of sources, in which the plasma is repelled by the
electric field to the emitting electrode [2]. In our opin-
ion, this effect is explained by the fact that the acceler-
ated electrons of the beam plasma enter the accelerat-
ing gap from the ion-optics channel and intensify the
high-voltage discharge in it. The magnetic-field funnel
in the accelerating gap does not allow this discharge to
expand, but allows it to advance in the longitudinal
direction.

The plasma-tongue elongation leads to an increase
in the beam current, which can be explained by the fol-
lowing factors: an increase in the ion concentration in
both the GDC and the discharge of the accelerating gap
(plasma tongue); an increase in the emitting area of the
plasma surface; and narrowing of the accelerating gap
d (plasma tongue-accelerating electrode), where d is
determined by the Child’s equation J = χU3/2/d2.

All these factors ensure the high emissivity of the
system despite an unfavorable shape (convex and long)
of the emitting surface for beam shaping. However, the
experiment has shown good beam formation and focus-
ing, which can apparently be explained by a favorable
magnetic-field distribution and value in the accelerat-
ing gap.

When a two-electrode IOS (emitting electrode–
accelerating electrode) was used in intense operating
modes, the source exhibited unstable operation,
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
because the control over the plasma tongue was poor,
and its contact with the accelerating electrode resulted
in a breakdown of the high-voltage gap. At a beam cur-
rent of even 1–2 mA, the process was already uncon-
trollable. In a two-electrode IOS, the drifting electrons
of the beam plasma are accelerated in the high-voltage
gap and, moving to the source, substantially impair its
performance characteristics. The change to a three-
electrode IOS (emitting electrode-accelerating and
electrode-decelerating electrode) ensured an improved
control over the plasma tongue; thus, stabilizing the
source operation and allowing us to extract higher
beam currents from it. In such an IOS, the source
plasma is separated from the beam plasma due to the
formation of a potential barrier in the ion-optics chan-
nel for beam-plasma electrons, which drift to the
source. The three-electrode IOS forms a virtual-cath-
ode region from the electrons that compensate for a
positive space charge of the ion beam.

In order to focus the ion beam, electrostatic focusing
was used, which allowed the injection of a parallel
beam into the mass analyzer. Focusing was performed
by a single electrostatic lens described above in the first
section.

CONCLUSION

The following features of the ion source should be
highlighted.

(1) The source operates in the pulse and continuous
modes. In the latter case, the source requires no cooling
at a beam current below 3 mA due to small discharge
currents. As the beam current rises up to 3–5 mA, the
emitting electrode (the source’s anode) requires cool-
ing, since it bears the chief thermal load being exposed
to electron bombardment from the source discharge
and to the back accelerated electrons from the high-
voltage gap.

(2) The source has high emissivity.
(3) The source has a magnetron-type cold cathode

that ensures the operation with arbitrary gases.
(4) Ions of solids (metals and nonmetals) were

obtained from this source.
(5) Ions of solids can be obtained without their pre-

liminary evaporation.
(6) The time of uninterrupted source operation is

determined by the time of sputtering of approximately
70–80% of the cathode substance and amounts to hun-
dreds of hours.

(7) The ion-optics system used in this study allowed
us to control the beam energy from 1 to 100 keV with-
out an appreciable beam current fluctuation and to
focus the beam.

(8) A discharge can be initiated and maintained in
the source by using only one high-voltage power sup-
ply unit. Its operation becomes more stable, beams with
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higher currents can be extracted from the source in this
case, and its power supply system is simplified.

(9) Ions of solids cannot be obtained from the source
without a working gas. In this respect, its behavior is
similar to that of a classical sputtering source.

This source was used in technological experiments
on implantation of ions of gases and solids, surface
cleaning, and deposition of thin films; for example, for
doping the ends of cylinders of diesel engines with a
mixed beam of zirconium and oxygen ions, and for
doping the interior surfaces of diesel nozzles with a
mixed beam of carbon and nitrogen ions. Experiments
on modification of the surfaces of aircraft-engine
blades were also carried out.
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Abstract—Zinc oxide films having ordinary and inclined texture were grown on extended amorphous sub-
strates. It was shown that a desired structure can be provided by controlling charged particle fluxes with the
substrate remaining parallel to the target plane. Experiments were performed in a dc magnetron sputterer in a
mixture of argon and oxygen. The textured films were studied by X-ray diffraction and by exciting longitudinal
and shear bulk acoustic waves. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Thin films of zinc oxide are widely used for exciting
bulk and surface acoustic waves (SAWs). These films
offer high electromechanical coupling and are compat-
ible with any planar process. Moreover, the fabrication
technology is energy- and time-saving; hence, ZnO-
based devices are inexpensive.

The orientation of texture is a crucial issue in
obtaining piezoactive layers. In most works, crystallo-
graphic properties of the films are related to growth
conditions: film deposition rate, substrate temperature,
electrode geometry, argon-to-oxygen ratio in the mix-
ture, direction and energy of sputtered particles, and
magnetic field strength and configuration [1–6]. In
[5, 6], composite structures consisting of variously tex-
tured zinc oxide films are viewed as a single possibility
to advance acoustics to a mm-wave range.

Sputtered inclined-texture zinc oxide films where
shear waves are excited are of particular interest. Such
films are obtained by varying the substrate position
with respect to the plane parallel to the target plane.
Films where the texture axis makes an angle of 40° with
the silicon substrate plane were reported [7]. Here, the
substrate was positioned at an angle of 15° to the mag-
netron plane. Similar results were obtained in [8],
where the effect of various sputtering parameters on the
texture orientation in the films was examined. Inclined-
texture ZnO films produced in a planar magnetron
where a silicon substrate and the target plane made an
angle of 40° were reported [6]. When the substrate is
inclined, the inclination of texture depends on the film
position over the erosion zone on a target.

Inclined texture is always formed at tangential
delivery of a sputtered matter to the substrate [6–8].
Under these conditions, grown films are nonuniform in
thickness and feature a large misorientation of the tex-
ture axis.
1063-7842/00/4504- $20.00 © 20497
Complex processes taking place in a gas-discharge
plasma and a great variety of process parameters influ-
encing the quality of the films make it difficult to sepa-
rate reasons and mechanisms for the formation of tex-
ture in the films. It is, therefore, necessary to find fac-
tors that specify the texture orientation in ZnO films.
Based on the results of the works cited above, we stud-
ied textures formed with fluxes incident normally and
at an angle to the substrate. The fluxes were formed by
varying the configuration of the negative glow region
(NGR) (or plasma region).

In this work, we studied the texture orientations in
ZnO films deposited on extended amorphous substrates
in a glow-discharge plasma generated in a dc planar
magnetron sputterer. It is shown that the formation of
an inclined texture region and the extension of an ordi-
nary texture region depend on the NGR configuration.
X-ray data for the textures are compared with the exci-
tation of shear and longitudinal bulk acoustic waves
(BAWs) by the textures.

EXPERIMENTAL

Zinc oxide films were prepared in a dc planar mag-
netron sputterer where a zinc target was subjected to
ion-plasma sputtering in an argon + oxygen mixture
(Fig. 1). Such equipment is common in the industry [9].
In our system, the NGR is easy to control by varying
the magnetic field inhomogeneity.

A disk made of reagent-grade zinc (100 mm in
diameter) was used as a target. To improve the thermal
contact, the disk was soldered to a water-cooled copper
cylinder with annular magnets inside. The thickness of
the target in the sputtering site was 6 mm. The ring-
shaped aluminum anode 100 mm in diameter was
placed 15 mm away from the target surface. The anode
voltage was +300 V (the magnetron assembly is
grounded) at a current of 200 mA. The pressure of the
000 MAIK “Nauka/Interperiodica”
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gas mixture (75% Ar + 25% O2) in the sputtering cham-
ber was maintained between 0.4 and 1.33 Pa by passing
the gases through a precision leak.

A 11-mm thick fused-quartz substrate 60 mm in
diameter was used for BAW initiation to study piezo-
electric properties of the films (along with the X-ray
texture examination). The substrate temperature during
sputtering, 620 K, was kept with a VRT-3 high-preci-
sion temperature controller. The target–substrate dis-
tance was 35 mm.

The above process parameters were found to be
optimal in terms of the film thickness reproducibility
and piezoactivity. The obtained films were optically
transparent, and their growth rate was 0.7–0.8 nm/s. In
the experiments, the only variable parameter was the
NGR shape in the chamber. Figure 2 shows the most
typical NGR shapes. In a planar magnetron sputterer,
the NGR shape is changed by varying the magnetic
field strength and configuration. It should be noted that
characteristic erosion zones differ for the different
NGR shapes. In Fig. 2a, the NGR (type I) has the form
of a flame of diameter ~40 mm, which narrows away
from the target. The erosion zone is a circle whose
diameter is also ~40 mm. In the second case (Fig. 2b),
the glow region is a torus pressed against the target
edge (NGR of type II). The erosion zone, in this case,
is a ring with outer and inner diameters of ~80 and
~40 mm, respectively.

The texture orientation was tentatively (qualita-
tively) estimated by exciting BAWs [10]. With the sub-
strate thickness mentioned above, the surface of the
piezoactive film generates BAWs, and echo-signals
from longitudinal (inclined texture) and shear (ordinary
texture) BAWs can be detected separately. Time delays
for the echo-signals are ~3 and ~7 µs, respectively. To
generate and receive BAWs in the reflection mode, we
used an interdigital transducer made of a metal foil on
a separate insulating substrate. The pitch of the struc-

1
2

3
4
5

6

7

8

A
r 

+
 O

2

+ H2O

N S N

Fig. 1. Planar magnetron sputterer: (1) substrate holder;
(2) substrate; (3) anode; (4) target; (5) quartz cup; (6) mag-
nets; (7) vacuum system base; and (8) cap.
ture was 150 µs; the finger length, 2 mm; and the num-
ber of fingers, 10. When exciting SAWs, this transducer
operates at a frequency of ~10 MHz. In our case, the
operating frequency was 400 MHz. Under such condi-
tions, several planar-front BAWs are generated, and
echo-signals can be detected. The small grid sizes and
mobility of the transducer, as well as the possibility of
exciting waves of different types due to the presence of
nonuniform electric fields, allow it to be thought of as a
probe suitable for rapidly and effectively estimating the
piezoactivity of the film and the texture orientation.

The relative intensity of the first echo-signal can
then be taken as a measure of the piezoactivity. In
Figs. 3 and 4, this intensity is plotted on the vertical
axis.

Within our approach, the texture orientation can be
most simply estimated (qualitatively) if the film is
grown on a metal sublayer. In this case, BAWs are ini-
tiated only by the normal component of the electric
field. All the ZnO films studied were deposited onto an
aluminum sublayer preevaporated onto the quarts sub-
strate.

Figure 3 demonstrates the BAW excitation efficien-
cies for samples obtained in the gas-discharge plasma
with the NGR shapes of type I (Fig. 3a) and type II
(Fig. 3b). Longitudinal BAWs are excited within a cir-
cular zone at the center of the substrate (Fig. 3a). Its
diameter increases in going from the NGR of type I to
that of type II. Next to this zone is a zone of shear
BAWs, which is most pronounced for the type-I NGR.

The X-ray study of the film structure performed
with a DRON-2 diffractometer confirms the above
qualitative results. For the type-I NGR, the zone of
(002) reflections has a diameter of 10–15 mm and coin-
cides with the zone of longitudinal BAWs. This zone
increases to ~35 mm in diameter for the type-II NGR.
In the zone of shear BAWs, (100) reflections are
observed. In the transition region, (002), (100), and
(101) reflections are seen, which is an indication of the
mixed texture. The (002) and (100) reflections corre-
spond to ordinary and inclined textures, respectively.

In a planar magnetron sputterer, the magnetic field
strength and configuration have a decisive effect on
NGR formation. Methods for creating nonuniform
magnetic fields are fairly simple and well known [8].
Therefore, we give only the shape of the flame, influ-
encing the film texture. Note that the shape of the flame
depends not only on the magnetic field but also on the
pressure in the chamber. For better visualization of the
processes occurring in the NGR, the potential distribu-
tion over the target during sputtering was measured
with a probe. The results shown in Fig. 4 point to the
existence of charged particle fluxes over the substrate.
This presumably results in the growth of inclined-tex-
ture films.

For the type-I NGR, a considerable cathode drop of
the potential in the central zone of the target (the circu-
lar erosion zone) leads to the formation of a charged
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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(a)

(b)

Fig. 2. Negative glow regions for different magnetic systems: (a) type I and (b) type II.
particle flux in this zone. These particles recombine on
the way to the substrate. The density of the flux falls
toward the target edge in a bell-like manner [11]. This
irregular-in-density flux of particles bombarding the
substrate produces a temperature gradient along its
radius and also causes adatoms to migrate from an area
with an elevated density of the incident particles to that
where the density is reduced. This is likely to explain
the formation of inclined-texture regions. For the NGR
of type II, the target is sputtered from the circular ero-
sion zone. The distribution of sputtered particles is also
nonuniform in this case. It has a bell-like shape with a
maximum nearly at the center of the erosion zone.
Thus, there exist two zones of bell-like sputtering on
the target diameter. The combined effect of two diamet-
rically opposite sputtering zones might result in the sit-
uation that particle fluxes, when added, form a uniform
AL PHYSICS      Vol. 45      No. 4      2000
central zone where the particles are incident to the sub-
strate at right angles. Under such conditions, the parti-
cles do not produce the temperature gradient in the cen-
tral zone, and the driving force for adatom migration is
absent. As a result, ordinary-texture films grow. A fur-
ther increase in the diameter of the erosion zone brings
us to a conventional sputtering system, where the sub-
strate is practically removed from the recombination
zone. It is well known that only ordinary texture forms
in this case.

Note that the simplicity of creating a large (10 ×
30 mm) region of shear texture suggests that the films
can be applied to generating SAWs. In this case, there
is no need for the sublayer upon using the interdigital
transducer, and the design is simplified. This has made
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Fig. 3. Efficiency of generating (1, 2) shear and (3) longitu-
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it possible to produce prototypes of sublayer-free ZnO–
Si structures with a high SAW excitation efficiency.

CONCLUSION

The feasibility of controlling the texture orientation
in ZnO films obtained in a planar magnetron sputterer
was shown. The orientation depends on whether the
incidence of particles is normal or tangential and is also
related to the potential gradient over the substrate. Our
findings may be helpful in fabricating films with a
desired texture on large substrates. ZnO composite
structures with alternating ordinary- and inclined-tex-
ture layers can be produced by simply displacing the
substrate off the chamber axis without changing the
inclination of the substrate with respect to the target. Of
great practical value is also the possibility of effectively
generating SAWs in inclined-texture ZnO films.
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Abstract—Two series of computer experiments on the evolution of the atomic structure of aluminum single
crystals were performed. Specimens were subjected to pulse loading and high plastic strains. Atomic interaction
was described by the pseudopotential (in the former case) and the empirical potential (in the latter). The system
was strained step by step and, after each step (2%), was relaxed to a new state at 300 K with a molecular
dynamic method. The final strain was 70%. The plastic behavior of aluminum differs when described by the
different potentials. In both cases, however, deformation proceeds largely by the twin mechanism. A change-
over to another plastic deformation mechanism or scheme depends on interatomic forces, specimen size, and
density of defects in a specimen. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Plastic deformation of solids is known to be associ-
ated with various kinds of defects. In spite of the fact
that dislocations and other elementary “carriers” of
deformation can be observed by many direct methods,
plastic deformation mechanisms, particularly those of
impact-induced large plastic deformation, have not yet
completely understood. A loss of information can be
compensated for by computer-aided mathematical sim-
ulation of related processes. Over the last years, com-
puter simulation has become a powerful method for
studying plastic deformation mechanisms. For exam-
ple, a mechanism of transition from the defect-free
state of a uniaxially deformed argon crystal to the
defect one was studied in computer experiments in
terms of a quasi-three-dimensional quasi-static model
[1]. In [2, 3], the behavior of α- and γ-Fe single crystals
under instantaneous plastic deformation was examined
with a molecular dynamics method. This allowed
researchers to directly observe the origination and evo-
lution of defects. In this work, which is an extension of
[2], we consider the structure of face-centered crystals
under plastic deformation at different interatomic
potentials.

COMPUTING TECHNIQUE

Computer experiments were performed on face-
centered cubic aluminum single crystals consisting of
2048 atoms. The strain ε was built up step by step with
repeated boundary conditions at T = 300 K. At each
step, a single crystal was compressed by 2% along the
0Z-axis (negative εzz strain) and stretched along the 0X-
and 0Y-axes so that its volume remained unchanged
(the strains εxx and εyy are positive). Two series of the
1063-7842/00/4504- $20.00 © 20501
computer experiments were carried out. In the former
case, atomic interaction was described by the Heine–
Abarenkov–Animalu pseudopotential [4], while in the
latter, by the Baskes empirical potential [5]. After each
deformation step, the system was brought up to a new
equilibrium state with the molecular dynamics method
[6]. During the experiments, the atomic radial distribu-
tion function (ARDF), temperature, system energy, and
other parameters were monitored. The arrangement of
atoms in different planes was analyzed.

RESULTS AND DISCUSSION

Every experiment was conventionally subdivided
into several stages. The beginning and the end of a
stage were determined from the ARDF. At these
instants, it comprised peaks inherent in a face-centered
lattice. During each stage, the ARDFs either heavily
diffused or had extra peaks. In the case of the pseudo-
potential, for example, the deformation process begins
with polymorphic transformation [7]. In our experi-
ments, a regular body-centered cubic (bcc) cell was
observed at ε ≈ 21%, when a unit face-centered cubic
(fcc) cell is compressed along the 0Z-axis by 0.356 to
0.286 nm and is stretched along the 0X- and 0Y-axes by
0.356 to 0.399 nm. The associated ARDFs are repre-
sented in Fig. 1. During this process, the potential
energy of the system linearly rose with strain up to 14%
and then slowly decreased till the end of the phase
transformation. Subsequently, it decreased only
because of the formation of crystal defects. At ε ≈ 24%,
a displacement of the {100}' planes was observed.1 At
this stage, these planes were the close-packed {111}

1 Hereafter, the prime means that the Miller indexes are determined
with respect to the initial coordinate system.
000 MAIK “Nauka/Interperiodica”
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Fig. 1. ARDF modifications: I, bcc lattice; II, fcc lattice.
planes in the [010]' and [ ]' directions. Under these
conditions, a defect structure having both stacking
faults and twins forms. Figure 2 shows the
(110){(001)'} plane of the crystal strained 30%. It is
seen that interatomic and interplanar distances com-
pletely coincide with the same distances in the starting
fcc single crystal.

The next stage of plastic flow is governed by a dis-
location-free mechanism. The successive atomic

010
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B
A
B
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B
C
B
A
B
A
B
A
B

[010]'

[1
00

]'

Fig. 2. Atomic arrangement in the (110) plane. ε = 30%.
arrangements depending on the strain are given in
Fig. 3. Due to collective movement of atoms at ε =
40%, the close-packed {(120)'} planes make an angle
α = 63.435° with the related planes of the crystal
strained 30%. Unlike the previous state, the resulted
defect state has more extended regular face-centered
regions. From this time on, the crystal deforms due to
partial dislocations moving over different slip planes.
At this stage of deformation, Lomer–Cottrell barriers
arise, which totally block slip planes, reducing crystal
ductility [8]. Figure 4 demonstrates the atomic arrange-
ment in the (110) plane at ε = 60%. At ε = 70%, the bar-
riers disappear, the crystal structure consists of twins
only, and the ARDF again becomes typical of the fcc
lattice. The close-packed planes, in this case, have
indexes (3,5,10)'. At this value of strain, the crystal size
along the 0Z-axis is so small that plastic deformation
mechanisms become impossible to identify.

When atomic interactions are described by the
Baskes potential, deformation initially proceeds fol-
lowing the Saks scheme [9]. Starting from ε = 10%,
successive displacements of the (111) planes cause
twin origination and growth due to partial dislocations.
At ε = 24%, the slip direction and in the slip planes start
to change, and at ε = 32%, the (010)' and (001)' planes
of the initially perfect lattice transform into the (111)
and (110) planes, respectively. Alternating close-
packed planes are shown in Fig. 5. At the next stage, ε =
38%, due to multiple slipping along different planes,
the middle part of the crystal (between the dashed lines)
has two (111) planes more. Subsequently, however, the
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
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Fig. 3. Atomic arrangement in the (120)' plane. ε = (a) 32, (b) 34, (c) 36, (d) 38, and
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Fig. 4. Atomic arrangement in the (110) plane. ε = 60%.

[1
00

]'

[010]'

Fig. 5. Atomic arrangement in the (110) plane. ε = 32%.

Fig. 6. Atomic arrangement in the (110) plane. ε = 68%.
single slip system is again observed, and at ε = 52%, the
lattice becomes free of defects but rotated about the ini-
tial coordinate system.

At higher strains, the process becomes still more
complicated because of a large number of arising
defects that interact with each other. This is demon-
strated with the (110) plane in Fig. 6. At ε = 70%, the
crystal acquires the same structure as in Fig. 4. The dif-
ference is that the crystal strained 70% has only three
close-packed planes between the dashed lines.

Thus, despite the different plastic behaviors of the
crystals subjected to the different potentials, deforma-
tion in both cases proceeds largely by the twin mecha-
nism. A change-over to another deformation mecha-
nism or scheme depends on interatomic forces, crystal
size, and density of defects in a crystal.

To conclude, computer-aided simulation proves to
be an efficient tool for studying plastic deformation
mechanisms.
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Abstract—It is shown that neutral and charged liquid droplets placed in an external electric field admit two
branches of stable ellipsoidal shapes (corresponding to energy minima) with hysteretic hard transitions between
them. © 2000 MAIK “Nauka/Interperiodica”.
Studies of the behavior of charged and neutral liquid
droplets in electric fields are important because such
droplets play a key role in various technological and
natural processes [1]. It is well known that the spherical
geometry of a charged conductive droplet becomes
unstable when its charge reaches a critical value [2].
Moreover, the equilibrium geometry of a conductive
droplet having the shape of a prolate ellipsoid of revo-
lution becomes unstable when the field strength reaches
a critical value [3]. A similar analysis of the behavior of
a magnetic liquid droplet placed in an external mag-
netic field has shown that, apart from the instability of
certain ellipsoidal geometries, there exists a family of
stable geometries. In other words, the equilibrium
droplet shape bifurcates and exhibits a hysteretic
behavior [4]. In what follows, it is shown that both neu-
tral and charged particles placed in an electric field can
also have equilibrium ellipsoidal geometries that bifur-
cate and exhibit a hysteretic behavior.

First, consider the case of a dielectric droplet placed
in a uniform electric field. Suppose that the droplet is a
prolate ellipsoid of revolution and its semimajor axis is
parallel to the field lines. Gravity effects are assumed to
be negligible.

To determine admissible equilibrium ellipsoidal
droplet geometries, let us calculate the potential of an
ellipsoid placed in an external electric field. If the field
is uniform, then the electrical component of energy is
(see [5])

(1)

where Px is the projection of the ellipsoid’s dipole
moment onto the direction of the electric field; ε is the
droplet-to-ambient permittivity ratio; a and b are the
semimajor and semiminor axes of the ellipsoid, respec-
tively; and nx is the depolarization coefficient, which

We
1
2
---E0Px–

2πε0ab
2
E0 ε 1–( )

3 1 ε 1–( )nx+( )
-------------------------------------------,–= =
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can be expressed in terms of eccentricity e as follows:

Using the expression for the surface area of an ellip-
soid of revolution, one can write the potential energy of
the droplet as

(2)

Here, α is the surface tension and R0 is the radius of the

sphere of volume equal to that of the ellipsoid (  =
ab2). The ratio of semiaxes, β = a/b, is related to the

eccentricity by the formula e = /β. Using

2πα  as an energy unit, one can represent the dimen-
sionless total energy of the ellipsoid as

(3)

Admissible equilibrium ellipsoidal geometries must
satisfy the conditions ∂W/∂β = 0 and ∂2W/∂β2 > 0.
A numerical minimization of the energy gives the log-
arithm of the ratio of the ellipsoid’s semiaxes at points
of W minimum as a function of the dimensionless field

strength squared (more precisely, the product R0) as
graphically shown in Fig. 1. The stable ellipsoidal
geometries corresponding to minW are represented by
branches 1 and 2 for ε = 81 and branches 3 and 4 for
ε = 40. It is clear that there exist families of unstable
equilibrium ellipsoids, for example, in the interval
1.83 < β < 12.8 for ε = 81. Hard transitions (indicated
by arrows) may occur between the two stable branches
of equilibrium ellipsoidal geometries. They are charac-
terized by hysteresis: transition to more prolate shapes
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takes place at greater values of N2 than does the reverse
transition. The domain of parameters where the ellip-
soids are in unstable equilibrium depends on the drop-
let-to-ambient permittivity ratio as shown by curve 5 in
Fig. 1. The extreme right point of this branch corre-
sponds to ε . 20. When ε < 20, any prolate liquid ellip-
soid of revolution placed in an external electric field
can reach a corresponding minimum of potential
energy and is stable in this sense [6].

Consider now the case of a charged conductive
droplet in an external electric field. Again, the droplet
is assumed to be a prolate ellipsoid of revolution. In this
case, the electrical component of the droplet’s potential
energy is the sum of its intrinsic electric energy and the
energy of a polarized body placed in an external field
(the energy of interaction between the droplet and the

lnβ
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Fig. 1. Logarithm of the ratio of stable-ellipsoid semiaxes
versus the dimensionless external-field strength squared for
ε = 81 (1, 2) and ε = 40 (3, 4); 5 – envelope of the domain of
unstable geometries.

Fig. 2. Logarithm of the ratio of stable-ellipsoid semiaxes of
conductive droplets versus the dimensionless droplet charge
squared for N2 = 0 (1, 2), 0.002 (3), 0.003 (4), and 0.0036 (5).
external field increases the droplet’s kinetic energy):

(4)

Here, the second term is given by (1) with ε  ∞,
which corresponds to a conductive droplet. Using the
expression for the capacity of a prolate ellipsoid of rev-
olution [5], one obtains the dimensionless total poten-
tial energy of a droplet:

(5)

Figure 2 shows the logarithm of the ratio of semi-
axes of a stable equilibrium ellipsoid as a function of
the dimensionless droplet charge Q2 squared for vari-
ous values of the dimensionless field parameter N,
obtained by minimizing W. The case of N = 0 corre-
sponds to a charged droplet in zero field. In this case,
one of the equilibria is a sphere (β = 1), that becomes
unstable at Q2 = 1 [2]. The reverse transition from a pro-
late ellipsoid to a sphere takes place at Q2 ≈ 0.88. It is
clear that the upper branch of equilibrium ellipsoids
drastically reduces with increasing field strength. For
example, when N2 = 0.003, this branch corresponds to

the interval 3 & β & 10. At  ≈ 0.0045, it vanishes

completely. The corresponding limit values are  ≈
0.80 and β∗  ≈ 4.4. The line β = 1.9 corresponds to limit
equilibrium geometries of neutral conductive droplets
in external electric fields [3].

Finally, note that higher order unstable modes can
develop against a background ellipsoidal mode in real
experimental conditions [1], but their instability can be
damped for high-viscosity liquids or small droplets. In
particular, experiments on hard transitions and hystere-
sis in magnetic fields were conducted with very small
droplets of magnetic liquids (R0 = 15 µm) [4].
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Abstract—Hall (σxx = 0, σxy = const, where σik is the conductivity tensor) medium with metallic inclusions is
considered. The current (fields) distribution in such medium is established. It is shown that the electric field van-
ishes in the inclusion of a metallic phase and consequently the electric current streamlines miss these inclusions.
The effective characteristics of the medium are calculated. © 2000 MAIK “Nauka/Interperiodica”.
In the present paper, the limiting case of a two-
dimensional conducting medium, with inclusions of
another conductive phase inserted in a perpendicular
magnetic field, is considered. This medium with the
external magnetic field is described by means of a con-
ductivity tensor with only one nonzero Hall component
(σxx = 0, σxy = const, where σik is the conductivity ten-
sor), and an inclusion is approximated by spherical
metallic drops of radius R. The current and field distri-
butions in such a medium are determined. It is estab-
lished that the electric field vanishes in metallic inclu-
sions. This means that the current does not penetrate
into metallic inclusions and flows along the phase
boundary. Therefore, the presence of impregnation of a
metallic phase in a Hall host medium does not affect the
current; thus the effective characteristics of a nonuni-
form medium with metallic inclusions appear to be pre-
cisely equal to corresponding values of the Hall phase:

(1)

For the solution of a problem, we take advantage of
its two dimensional character and proceed to the plane
of a complex variable z = x + iy. Let us introduce the
generalized current and electric field as complex ana-
lytical functions:

(2)

which are interrelated by Ohm’s law as [1]

(3)

Here, β = τeH/mc is the Hall factor. For a purely Hall
phase, one obtains:

σxx
e

0, σxy
e σxy

1( )
.= =

j z( ) jx z( ) i jy z( ), E z( )– Ex z( ) iEy z( ),–= =
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j z( ) i
σ
β
---E z( ).=
1063-7842/00/4504- $20.00 © 20507
Then it is possible to ascribe an extended sense to
standard boundary conditions:

. (4)

In our case one gets:

(5)

Here, t = cosθ + isinθ is a variable coordinate of the
boundary contour, index 1 corresponds to values in the
Hall medium, and index 2 denotes the quantities in
metallic inclusions. It follows from the boundary con-
ditions (3) at the interface between the Hall phase and
metal that the electric field inside inclusions should
vanish, 

(6)

This result can qualitatively be explained as follows.
The flowing of a current through any medium should be
accompanied by minimum dissipation of Joule’s heat.
The Hall phase is a nondissipative one (the current is
perpendicular to the applied field); therefore, the flow-
ing only through the Hall phase is more preferential to
a current. However, it is impossible to suspect any other
reason for which the current would not penetrate into
inclusions of a metallic phase arranged at random,
except for the vanishing of a field in these inclusions.

The same result follows from the full solution of a
problem concerning the current distribution in a con-
ducting medium which includes sites of another con-
ductivity in a perpendicular magnetic field. Thus, the
pure Hall phase is reached through a passage to the
limit

(7)
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It follows from analytic properties of functions j1(z)
and j2(z), that in the domains of their definition, they
can be expanded into convergent power series as fol-
lows:

(8)

Further, it is essential to take into account that at
infinity, the field and current induced by it are uniform
ones; i.e., j1(∞) = 〈J〉 , and the current inside an inclusion
should not have poles and also boundary conditions (5),
as it is considered in more detailed form for example,
as in [2]. A particularly interesting case for us is (6)
which, after employing indispensable calculations, we
obtain the following results:

(9)

Here, 〈J〉  is the current in the medium and 〈 〉  is a com-
plex conjugate current. Let us discuss the obtained for-
mulas (9). The problem concerning current or field dis-
tributions in a conducting medium with inclusions of
another conductive phase is a classical one [3]. Never-
theless, in the limit considered by us, a slightly para-
doxical result is obtained: the current cannot percolate
through metallic inclusions because of the vanishing of
an electric field in them. Repulsion of an electric field
from a metallic phase and bending of a Hall current
around metallic inclusions along the interface result in

j1 z( ) A0
A1

z
------

A2

z
2

------ …, z R,>+ + +=

j2 z( ) B0 B1z B2z
2 …, z R.<+ + +=

j1 z( ) J〈 〉 J〈 〉 R
2

z
2

------, j2 z( )– 0.= =

J

a negative electric dipole moment of a metallic circle.
An analogy between an inclusion in electric field and
superconducting circle in an external magnetic field is
present here. The magnetic field is popped out from a
superconducting phase, and the electric dipole moment
of a circle in a magnetic field also becomes negative.

The obtained results are in accord with those of
paper [4], where, by using another way within the
framework of Dykhne’s approach for two-phase ran-
domly nonuniform media, the effective characteristics
were determined and macroscopic formulas similar to
(1) were obtained.
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Abstract—The designed luminescent screen for an X-ray-to-optical image converter showed a high spatial res-
olution and a high efficiency in X-ray absorption and conversion. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In the direct X-ray diffraction topographic tech-
niques, an image of crystal structure imperfections is
converted to a video signal of a camera tube (a vidicon)
with an X-ray sensitive photoconductive layer. How-
ever, for various reasons, these vidicons show a low
sensitivity and can do nothing but at very high X-ray
intensities [1, 2]. The vidicons for optical spectrum dis-
play a high sensitivity. To apply them to the topo-
graphic investigations, an intermediate element,
namely, a screen converting an X-ray image of defects
to a visible one, is needed. This screen should of high
efficiency in X-ray absorption and conversion and be of
a high spatial resolution for image details, but these
requirements are competitive factors. Calculations
reveal that, with due regard to Rayleigh region scatter-
ing (in the case of an uniform phosphor layer transpar-
ent to the visible light), the closest separation of two
luminous points, whose images can be resolved, yields
Λ ≈ 2z0, where z0 is a phosphor layer thickness. When
Λ ≈ 10 µm is required, the layer thickness z0 ≈ 5 µm
provides only limited absorption of X-rays. An actual
layer is still thinner. For example, in accordance with
the experimental data from [3], Λ ≈ (5–6)z0.

FORMULATION OF THE PROBLEM

We devised a converting screen providing the
required spatial resolution at a much thicker layer. In
this case, the high efficiency in the conversion and, as a
result, the high luminosity are ensured. Both these
competitive factors could be raised together through
combining a compact uniform phosphor layer with the
material of a fiber-optics disk (FOD). At this combina-
tion, a luminous point image at the exit of the FOD is
formed by emission within a minor solid angle given by

Ω
π n f

2
ne

2
–( )

nph
2

-------------------------,=
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where nf and ne are the refractive indexes of a light-
guiding fiber and an envelop, respectively; and nph is
that of a phosphor layer.

The radiation that occurred beyond this solid angle
does not penetrate into the FOD because of the TIR
condition breaking down at the light-guiding-fiber–
envelope boundary. It is this condition that defines the
critical angle of incidence (the Brewsterian angle) on
the luminophor-FOD boundary as

and the minimum separation resolved given by

The light flux entering one of the light-guiding
fibers experiences a multiple reflection and shows a
uniform distribution within a fiber cross section as it
leaves the fiber; therefore, the integrated flux at the exit
will be of a discreet character. This is an important
point, since the minimum separation resolved is of the
order of the fiber diameter. There is one more special
feature of the phosphor-layer-FOD combination. It is
easily seen that, at any separation

between a luminous point and the FOD surface, the dis-
tribution of a light flux as it leaves a fiber is kept con-
stant, because the number of fibers involved in the for-
mation of an image and the flux inside of each fiber are
the same. The FOD resolving power is determined by
the fiber diameter d and equals one-half of the number
of fibers per unit length [4]; thus, the minimum separa-
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n f
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tion resolved is Λ ≈ 2d. Thus, the phosphor-layer thick-
ness providing the maximum resolution is

The luminosity of a phosphor-layer-FOD combina-
tion is governed by the light flux penetrating into the
FOD and depends on phosphor parameters, namely, the
X-ray and optical absorption coefficients µX and µo, the
conversion factor η, the layer thickness z, and on the
FOD parameters nf and ne.

To select the parameters ensuring the peak luminos-
ity at a given resolving power, the analytical expression
Φ(η, µX , µo , z, nf , ne , nph) for the light flux as it leaves
an FOD is required.

Under the normal incidence of a narrow X-ray beam
on the layer with a thickness z0, the radiation absorbed
within a thickness dz at a depth z0 – z (at the layer exit,
z = 0) is represented as dl(z) = I0µXexp[–(z0 – z)µX]dz,
where I0 is an incident X-ray intensity. A visible radia-
tion flux, appearing within this layer per solid angle Ω ,
can be represented at the entry into the layer as

The total light flux penetrating into an FOD is

(thereafter, z is the layer thickness).
The peak value of the function

is a unity under the total absorption of X-ray radiation
(µXz @ 1) and zero optical radiation absorption (µ0 = 0).

As discussed below, there is no point in using trans-
parent layers. Let us deal with layers of µ0 ≠ 0. Denot-
ing µX + µ0 = 2µ, µX – µ0 = 2∆µ, we represent the func-
tion F(µX, µ0, z) by

The factor µzexp(–µz) peaks at µz = 1. At ∆µz ! 1; the
factor

and is somewhat over unity at ∆µz ≈ 1 (note that ∆µ ≤
µ). Therefore, at µz ≈ 1, the value of F(µ, ∆, µ, z) is
determined by the factor (1 + ∆µ/µ) ranging between 1
and 2.
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EXPERIMENT AND RESULTS

To peak up the parameters η, nph , µX , µ0, and z for a
phosphor layer (and those of nf , ne , and d for a FOD),
one starts from the requirement for the maximum lumi-
nosity at a given resolving power. We have already
worked out that the resolving power is independent of
the layer thickness given by the formula

.

For an FOD aperture A =  = 0.54, d = 8 µm,
nph = 2.2, and z ≈ 60 µm. At such a thickness, for almost
all compact transparent luminophors, µXz < 1 is true;

and for MoKα, radiation with λ = 0.71 Å. Besides, it is
significant that the conversion factor η of the thick
luminophors is rather low (1–2%), but is considerably
in excess of this value for activated powdery phosphors
with 3–5-µm grains (20–22%) [5]. We have adopted a
powdery terbium-activated Gd2O2S-based phosphor.
All the conventional powdery techniques for layer dep-
osition suffer from a substantial disadvantage. In the
process of layer deposition, a great many pores are
bound to occur, and their size is several times more than
that of grains. These pores are as blind regions of a
screen; its structure is superimposed on an image. At a
low thickness, it is especially evident. Besides, at a fri-
able layer, one is forced to increase its thickness to
achieve the needed X-ray absorption.

We have devised a procedure for the deposition of
reasonably uniform and compact phosphor layers [6].
The point of the procedure is as follows. The powdery
phosphor and a liquid polymerizing binder are mixed
together in a volume ratio of 1 : 10. The mixture is
deposited on the carefully cleaned FOD surface and
subjected to vibration at a frequency of 50–100 Hz. In
so doing, it shows an essential rise in its density and the
stiff paste spreads over the FOD surface. The excess
liquid emerging from the paste onto its surface is a sign
of the mixture thickening. Once the layer solidifies, it is
mechanically polished to the thickness when µXz = 1.
The measurements reveal that the thickness z, of a layer
produced from powdery Gd2O2S (for which µXz = 1 is
true), is about 50 µm (for MoKα radiation). If the
refractive index of a binder equals that of phosphor
grains (for Gd2O2S, nph = 2.2), the layer would be of the
peak transparency. We failed to pick up such a binder.
OP-1-0.28 epoxy resin was considered to be a suitable
one. Moreover, the assortment of FODs is poor. Despite
this, when coupled with a LI-702 supervidicon, the
transducer screen meets the requirements on visualiza-
tion of X-ray diffraction topographic images of crystal
structure imperfections.

The resolving power was measured with the use of
a fan of tungsten filaments 10 µm in diameter. At layers
50–60 µm thick, the resolving power is 30–35 line pairs
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per 1 mm which agrees with the rated one. As for the
layer density, ρ1 ≈ (0.6–0.7)ρ2 (for Gd2O2S, ρ2 =
7.2 g/cm3).

In addition, the deposition of a phosphor on an FOD
is well suited, as an optical image at emergence is
obtainable almost without a loss in intensity and can be
transferred in its true shape onto the supervidicon pho-
tocathode due to the immediate optical contact with the
entrance window of the supervidicon (the window also
involves optical fibers). At any other technique of the
image transfer onto the photocathode, severe losses and
distortions are bound to occur.

The experiments with screens of aperture A = 0.54,
deposited on the FODs, have been performed. Since the
luminosity is proportional to A2 and the resolving
power is proportional to 1/A, an increase in the lumi-
nosity by 1/(0.54)2 times and a decrease in the resolving
power by 0.54 times were expected after changing an
FOD of A = 0.54 to that of A = 1. However, after this
replacement, the layer thickness drops below that of the
best resolving power, and the condition µz = 1 breaks
TECHNICAL PHYSICS      Vol. 45      No. 4      2000
down. Thus, the FOD of aperture A = 0.54 and the
Gd2O2S-based phosphor layer z ~ 50–60 µm are best
suited for the initial conditions of λ = 0.71 Å and
resolving the power of 30 line pairs per 1 mm.
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INTRODUCTION

When fitting mathematical models to experimental
data, it is sometimes necessary to solve the inverse
problem of extracting unknown coefficients of the
model equations from the measured data. The experi-
mental data are statistical and one should construct the
most likely model of a phenomenon. Problems of this
kind include spectrometry and geological exploration
problems, finding transport coefficients of hydrody-
namics equations, turbulent viscosity retrieval, and fit-
ting models of biological systems. Examples of such
inverse problems and methods for solving them can be
found in review [1]. This paper demonstrates the prin-
ciple behind the reconstruction of unknown parameters
of the partial differential equations that describe trans-
port and diffusion processes and of the logistic map-
ping. The reconstruction method relies on the minimum
information principle detailed by Haken [2], in particu-
lar, as applied to the problem of model finding. In the
case of our concern, the desired model is an equation
that describes the observed process.

EXPERIMENTAL DATA

Consider a nonstationary process u under the
assumption that it is described by the equation

(1)

with unknown coefficients a, η, and s.
Also assume, that one can experimentally measure

u at three closely located points of the region Ω .
Namely, each measurement marked by index n sug-

gests that  = u(tn , x) + ,  = u(tn , x – ∆x) + ,

and  = u(tn , x + ∆x) +  are determined at the

instant tn and, additionally,  = u(tn + τ, x) +  at the

∂u
∂t
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∂u
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--------–+ s=
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n
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n

ũ
n ξ4

n

1063-7842/00/4504- $20.00 © 20512
central point at the instant tn + τ, where  (i = 1, 4) are

the random errors, | | < ε, and ∆x and τ are given.
Points on the (x, t) plane, where the measurements are
taken, comprise a four-point pattern as shown in Fig.1.

Consider auxiliary quantities

(2)

When processing data of a series of N measure-
ments, statistical moments are calculated which com-
prise the vector  and matrix Q

(3)

where the overbar means averaging over the series of
experiments:

These are the source data for extracting coefficients a,
η, and s.
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PROBABILITY DISTRIBUTION FUNCTION

The principal stage in solving the problem consists
in reconstructing the simultaneous probability distribu-
tion function P(q1, q2, q3) such that

(4)

where fj are the quantities whose average values 

constitute vector  and matrix Q.
A set of functions P(q) satisfy condition (4). In

order to introduce the minimum amount of information
in addition to that present in relationships (4), of all
these functions, we select the one that contains the min-
imum information on q, i.e., minimizes the functional

(5)

It can be shown in [1] that this probability distribu-
tion function has the form

(6)

where c is a constant factor and G = (Q – )–1.

3. RECONSTRUCTION OF THE NUMERICAL 
SCHEME

The next stage consists in constructing the numeri-
cal scheme that describes process u(t, x) with the given
pattern (Fig. 1). In order to do this, we should calculate
the most probably value of the quantity q1, which is
responsible for the change in field u(t, x) as a result of
going over to the new time section with q2 and q3 given
on the old time section; i.e., we must require that
∂P/∂q1 = 0. Substituting expression (6) yields

i.e., q1 = a1q2 + a2q3 + a3, where a1 = –G12/G11, a2 =

−G13/G11, and a3 =  – a1  – a2 , or

(7)

Using the Taylor series expansion for function u
about the origin of the pattern, we obtain

(8)

f j q1 q2 q3, ,( )P q1 q2 q3, ,( ) q1 q2 q3ddd∫∫∫ f j;=

j 1 9,,=
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Since equation (1) is the zero differential approxi-
mation for scheme (7), a comparison of (8) and (1)
gives

Note that one can arrive at the same result following
the procedure used in [2, Chap. 9], which determines
the conditional probability distribution P(q1|q2, q3)
under the assumption that the process is Markovian,
and then calculates the drift coefficients for the Fokker–
Plank equation that corresponds to this conditional
probability. These coefficients define the Langevin
equation and, consequently, desired parameters a, η,
and s.

4. EXAMPLES

1. Parameters a, η, and s were extracted for the pro-
cess described by equation (1) with exact values a =
1.3, η = 0.4, and s = 2; the zero initial condition in
region Ω; and boundary conditions

The pattern with ∆x = 0.033 and τ = 0.001 was used
to take n = 400 measurements contaminated by random
Gaussian errors with an amplitude no higher than 0.001

(for reference,  = 0.0039) and standard deviation σ =

ε/ . The extracted coefficients were found to be ar =
1.2866, ηr = 0.3996, and sr = 2.031.

Figure 2 plots the relative extraction error as a func-
tion of the noise amplitude ε(a), measurement pattern
scale ∆x(b) (the time parameter was controlled so that
the pattern’s Courant number aτ/∆x + ητ /∆x2 = 0.8 was
kept constant), and number of measurements. The
remaining parameters are the same as in Section 1. The
accuracy of extracting the coefficient ar improves as the
measurement error ε decreases and the total number of
measurements N increases. The low accuracy at a small
spatial pattern scale is attributed to the fact that, in the
corresponding small time increment τ, the change in u
becomes smaller than the noise amplitude.

2. Consider a steady-state process described by the
essentially nonlinear logistic mapping

(9)

whose bifurcation pattern is shown in Fig. 3a. The map-

ping law was assumed to be xi + 1 = a1xi + a2  + a3 with
unknown coefficients a1, a2, and a3. To extract these
coefficients, information minimum principle (5) was
employed as this was done in the case of equation (1)

(here, we measured  = xi + 1 + , and  = xi + ,

 =  +  with random errors  : | | < ε).

a
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Squares in Fig. 3b plot the relative error of extract-
ing the first coefficient εr = |a1 – r |/r versus parameter r
of mapping (9) at the noise amplitude ε = 0.01. It can
be seen that the coefficients are successfully extracted
when the steady-state solution is sufficiently nontrivial;
i.e., when r ≥ 3.5, in particular, when the solution is
described by a strange attractor. Figure 3c illustrates the
effect of noise. For the sake of comparison, triangles
plot results obtained by the least squares method pro-
posed for solving problems of this kind in [3]. When the
noise amplitude is sufficiently high, the minimum
information principle reveals its advantages. In particu-
lar, it allows one to extract the coefficients when param-
eter r ranges approximately from 3.5 to 3.8.

CONCLUSION

The principal possibility of extracting unknown
equation parameters from statistical experimental data
using the minimum information principle is thus dem-

(a)
|ar – a |/a

0.12

0.08

0.04

0
10–110–210–310–410–5

(b)

ε
0.004

0.003

0.002

0.001

0 0.04 0.08 0.12 0.16 0.20
∆x

Fig. 2.
onstrated. The extraction was found to be successful for
a process without nonlinear effects (1) and for essen-
tially nonlinear processes (9), including the determinis-
tic chaos. Advantages of the proposed method over the
least squares methods are revealed. It also has a better
physical justification [2]. Therefore, this method can be
used to fit general mathematical models to a studied
phenomenon based on experimental data.
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Abstract—Phenomena that accompany the transonic transition experienced by a load moving along a string on
a deformed base are studied. A solution in the form convenient for a qualitative analysis of the wave processes
is proposed. The cases of the acceleration and deceleration of the load are considered. © 2000 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

This paper describes the phenomena that accom-
pany the transonic transition experienced by a load
moving along a string on a viscoelastic base (Fig. 1).
The moving load is modeled by the Dirac delta-func-
tion. This problem had already been studied earlier [1],
and the asymptotics of the solution for the acceleration
tending to zero had been derived. Later [2], it was found
that, at the instant of the transition through the critical
velocity, a clearly defined wavefront is formed, and this
wavefront moves along the string with the sound veloc-
ity; for the solution in the vicinity of the wavefront, the
asymptotic behavior at long time intervals had been
determined. This paper presents a detailed analysis of
the wave pattern formed in the string at the instant of
the transition through the critical velocity. (Some of the
results obtained below were mentioned in [1], yet with-
out any appropriate theoretical justification.) A solution
is obtained in the form that is convenient for analyzing
the singularities, which occur in the expression for the
slope of the string at the instant of the transonic transi-
tion. It is shown that, in the framework of the model
under study with an accelerated concentrated load, the
latter can exceed the sound velocity only under an infi-
nite driving force, even in the presence of dissipation in
the deformed base. The cases of accelerated and decel-
erated loads are studied, and a distributed load is con-
sidered.

FORMULATION OF THE PROBLEM

The equation of the string motion and the corre-
sponding initial conditions have the form

(1)

(2)

Here, u(x, t) is the displacement of the point x of the
string at the instant t; c is the sound velocity; k and γ are

u''
1

c
2

---- u̇̇– 2γu̇– ku– χ t( )δ x l t( )–( ),=

u x t,( ) t 0= 0, u̇ x t,( ) t 0= 0.= =
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the coefficients of elasticity and viscosity of the
deformed base, respectively; l(t) is the load coordinate;
and χ(t) is the load intensity. We assume that χ(t) is a
sufficiently smooth function. We consider the Cauchy
problem: the displacement is u ≡ 0 if |x | is sufficiently
large for a given t < ∞.

GENERAL REPRESENTATION 
FOR THE SOLUTION

It is easy to derive the general formula for the solu-
tion to problem (1), (2). Apply the Fourier transform
with respect to the x coordinate to equation (1); express
the solution to the resulting differential equation
through the Duhamel integral; and, then, apply the
inverse Fourier transform. By changing the order of
integration in the resulting expression and calculating
the inner integral, we obtain

(3)

(4)

where θ(t) is the Heaviside function.
We assume that the viscosity γ is sufficiently small,

so that k∗  > 0. Formula (3) is valid for arbitrary func-

u
c
2
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c
2γ t τ–( )– θ c
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t τ–

---------------------– 
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Fig. 1. String on a deformable base.
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tions l(t) and χ(t). (This formula was derived in paper
[1] for the case of a motion with constant acceleration.)
From formula (3), we can calculate the slope of the
string u':

(5)

For limited x and t, the function Ψ2 is a continuous
and bounded one; this function appears as a result of the
differentiation of the smooth integrands in expression
(3). For Ψ1, the following representation is valid

(v = ):

(6)

where the instants of time  are the solutions to the
equation

(7)

The function Ψ1 appears as a result of the differen-
tiation of the Heaviside function in expression (3). In
the absence of a deformed base, we have u' = Ψ1. In the
general case, representation (5)–(7) is convenient,
because all singularities that occur in u' are determined
by the function Ψ1. The solution to the problem in the
form (5)–(7) resembles the Lienard–Wiechert poten-
tials in electrodynamics.

The determination of the instant t' is illustrated in
Fig. 2. The thick line shows the motion of the load. To

u' Ψ1 Ψ2.+=

l̇

Ψ1
1
2
--- χ ti'( )e

c
2γ t ti'–( )–

i 1=

N

∑=
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-----------------------------
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------------------------------–
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t' x l t'( )–
c

---------------------+ t.=

x
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t0 t

Fig. 2. Determination of the instant t'.
calculate the instants t' corresponding to a given point
of the plane, it is necessary to draw two rays with the
origin at this point and with the slopes c and –c. The
instants t' will be the abscissas of the points of intersec-
tion of these rays with the curve representing the load
motion. It is easily seen that, if the motion occurs with
the velocity below c, only one point of intersection is
possible. In the presence of a region of supersonic
motion, the instant t' may be nonunique; in this case,
either a finite number of instants  will be observed, or
they will form a discrete spectrum. The solutions to
equation (7) can form a continuous spectrum only in
the presence of a time interval within which the motion
occurs with the velocity c; however, in this case,
according to [3], the solution is discontinuous, and for-
mula (5) is meaningless.

TRANSITION THROUGH 
THE CRITICAL VELOCITY

If a load moves along the string with the sound
velocity within some interval of time, the solution to
the corresponding problem will be discontinuous [3].
One can prove the converse: the existence of such an
interval of time is a necessary condition for the discon-
tinuity of the solution. This can easily be done by using
representation (3) for the solution and applying the the-
orem on the continuity of the integral with respect to
the parameter. Our main interest here is with the wave
processes that occur in the string as a result of an
instantaneous transition through the critical velocity.
We study them numerically by using formula (3). First,
we consider the case of an accelerated load. For the

load motion, we use the only assumption that (t0) =

a ≠ 0 and  < c for t < t0, where t0 is the instant of the
transition through the critical velocity. It turns out that,
at the instant t0, the “well” under the moving load
begins to lag behind the load in the manner shown in
Fig. 3 (ξ is the coordinate in the moving coordinate sys-
tem fixed to the load and t1 – t0 is a short time interval).
With the passage of time, this “well” is transformed
into a clearly defined wavefront moving with the veloc-
ity c along the string. The asymptotics of the solution in
the vicinity of this wavefront was obtained in [2].

Now, we analyze the transition through the critical
velocity by using formulas (5)–(7). We consider the
behavior of the string at t = t0 and x = x0 + 0, where x0 =
l(t0). Using Fig. 2, one can easily see that, in this case,
the first term in formula (6) yields u'  +∞. Then, we
obtain u'  +∞ at x = x0 + ct + 0 for t > t0, which cor-
responds to the value at the wavefront formed at the
instant of the transonic transition. For x = x0 – 0 at t =
t0, we obtain u' = O(1). Thus, at the instant the load
velocity becomes equal to the critical one, the slope of
the string before the load becomes vertical, and this sin-
gularity moves along the string before the load with the
velocity c; the slope of the string behind the load

ti'

l̇̇

l̇
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remains finite. The question now arises: What driving
force should be applied to the load to exceed the critical
velocity? Based on the model allowing for the inertia of
the load [4], a formula was obtained for the longitudinal
drag force ^ acting on a moving load (see also [5]):

(8)

Here, ρ is the line density of the string and T is the ten-
sion of the unperturbed string. From formula (8), we
obtain ̂  = –∞ for t  t0 – 0. Thus, for a concentrated
load to exceed the critical velocity, an infinitely large
driving force is necessary. We note that this result was
obtained in the presence of viscosity in the deformed
base.

Now, we consider the transition through the critical
velocity for a decelerated load (Fig. 4). In this case, we
can prove in a similar way that u'  ∞ at t = t0 – 0 and
x = x0 – 0, while at x = x0 + 0 we have u' = O(1). Corre-
spondingly, we obtain a similar result: ^  –∞, but
in this case an infinite force acting from the side of the
string promotes the transition through the critical
velocity.

The results obtained above suggest that a consider-
ation of a nonlinear formulation of the problem should
be advantageous. The differences between the linear
and nonlinear problems will be related to the presence
of a coupling of the transverse and longitudinal vibra-
tions. The phenomena caused by the transition through
the critical velocity should lead to considerable
changes in the string tension before the load, i.e., to a
considerable deformation of the string in the longitudi-
nal direction, which is not taken into account in the lin-
ear problem.

A DISTRIBUTED LOAD
Let us consider a distributed load. We assume that at

t = 0 the load density is χ0(x); for definiteness, we
assume that χ0(x) > 0 for x ∈  [–α; 0] and χ0(x) = 0 for
x ∉  [–α; 0]. The density of the moving load will be
χ(x, t) = χ0(x – l(t)). For u', the following representation
is valid:

(9)

First, we consider the transition through the critical
velocity in the case of acceleration. We calculate the
singular part of u' for t = t0 and x = x0 + 0; it is deter-
mined by the integral

(10)
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Expanding the denominator of the integrand (with
the use of equation (7)) in powers of σ, one easily
obtains that the character of the singularity is deter-
mined by the integral

(11)

i.e., the singularity is absent. This fact is illustrated in
Fig. 2. The physical mechanism underlying the appear-
ance of singularities at the transonic transition is the
“accumulation” of disturbances in the vicinity of the
load because of the equality of the load velocity and the
velocity of the wave propagation. To determine the con-
tribution of the load portion, which at t = t0 has the coor-
dinate x0 – σ, to integral (9), it is necessary to determine
the point of intersection of the ray characterized by the
slope c and originating from the point (t0; x0 + σ) with

c

2 2
----------

χ0 σ( ) σd

σ a
---------------------;

α–

0

∫
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Fig. 3. “Well” under the load.

x
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Fig. 4. Transition through the critical velocity in the case of
the deceleration.
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the curve l(t). However, we have v(t0) = c; therefore, the
distance to the point of intersection is a quantity of the

order of O( ), and, hence, we obtain v(t') – c =

O( ). In terms of physics, this result means that, at
t = t0, the waves from the farther edge of the load arrive
with a considerable delay (the delay is the quantity

O( )), and, therefore, the disturbance carried by
them is insufficient for the singularity formation.
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Abstract—Chaotic striations in a low-pressure discharge in the regime corresponding to an unstable periodic
orbit singled out of a chaotic attractor are stabilized. A specific feature of the wave process in question is the
change in the type of some striations in the course of their motion in the positive column. © 2000 MAIK
“Nauka/Interperiodica”.
The results of applying the methods of nonlinear
dynamics to the investigation of chaotic striations (ion-
ization waves) in the positive column of a low-pressure
discharge gives grounds to consider the striations as
self-oscillations whose geometrical prototype is a low-
dimensional chaotic attractor [1, 2] containing a count-
able set of unstable periodic orbits. Stabilization of the
ionization waves near the orbits whose period is sever-
alfold the striation period (controlling chaos) [3] allows
investigation of unstable regimes of the striation excita-
tion.

Experiments were carried out with a dc discharge in
a 1-cm-diameter tube filled with neon at a pressure of
2.7 torr. The signals in question are the oscillations of
the discharge-gap voltage and the intensity of optical
radiation from the stratified plasma; 24 photodetectors
are located along the tube to record this radiation.
When the length of the positive column and the dis-
charge current change, the regular striations go over
into the chaotic ones and back [1]. In the case in ques-
tion, the length (17.3 cm) and the current (16.5 mA)
correspond to the chaotic striations.

The experiment is based on the reconstruction of a
chaotic attractor in an m-dimensional pseudo-phase
space (embedding space) in which the points are given
by the vectors Yj = [y(tj), y(tj + τ), y(tj + 2τ), …, y(tj +
(m – 1)τ)], j = 1–N; y(tj), where y(t) is the discrete tem-
poral set of values of the optical-radiation intensity
from the chosen region of the positive column. The
delay time τ is determined by the position of the first
minimum of the mutual-information function [4] calcu-
lated for the recorded temporal series. As the embed-
ding dimension, we take the minimum value of m,
which corresponds to the saturation of the logarithmic
derivative d(lnC)/d(lnδ) [5], where

(1)C δ( )
1

N
2

------ σ δ Yi Y j–[ ]–( ),
j 1 j i≠,=

N

∑
i

N

∑
N ∞→
lim=
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σ(…) is the Heaviside function, and δ is the radius of
the sphere in the embedding space.

The striations are stabilized by modulating the
anode potential with a signal produced in accordance
with one of the periodic orbits preliminary singled out
of the reconstructed attractor with the use of the Lath-
rop–Kostelich algorithm [6]. Amplitudes An of compo-
nents with striation frequencies and with the difference
frequency in the spectrum of the controlling signal are
presented in the table for the orbits with the period T
equal to 1.05 ms.

Peculiarities of the wave process in a stabilized
complex periodic regime are shown in the x–t diagram
in Fig. 1. The solid lines present the motion of the max-
imums of the optical-radiation intensity. In the region
of the positive column near the anode, the striations
move to the cathode with a velocity approximately

t, ms

1.2

0.8

0.4

t2

t1

5 0 2 4 6 8 10 12
∆U, V x, cm

6

5
4

3
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1

7T

Fig. 1. Alternating component of the voltage across the dis-
charge tube and a fragment of the space–time diagram
showing the motion of maximums of optical radiation from
a stratified positive column under conditions when the
unstable orbit with the period T is stabilized; x is the dis-
tance from the anode. Dashed curve shows the propagation
of perturbed ionization waves. Numerals near the curves are
the striation numbers.
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equal to 2.2 × 104 cm/s. The space–time spectrum con-
tains peaks, whose frequencies and wavenumbers k are
characteristic of the s-type kinetic striations [7] with a
potential drop of ~19 V (see Fig. 2; positive wavenum-
bers correspond to the phase velocity directed to the
cathode). For k = 0, the spectral maxima are related to
in-phase oscillations; the sidetones show the variations
in the amplitude and the ion velocity.

The discharge-tube voltage is modulated with a fre-
quency close to 7/T. Twice in the period T (at the
instants t1 and t2), the voltage decreases (Fig. 1). At the
instant t1, the velocity of the striation 2 decreases to
1.3 × 104 cm/s, which manifests itself in the change in
the inclination of the corresponding crest of wave in the
x–t diagram. After 0.1 ms, the value of the maximum of
optical radiation from this striation drops one-and-a-
half times; then, a similar change in the amplitude
occurs subsequently for striations 3–6. The perturba-
tion of the ionization waves plotted by the dashed line
propagates toward the anode with a velocity of 6.5 ×

S, (f, k)

f = 8/T

f = 7/T

f = 6/T

f = 5/T

f = 1/T × 4

s

p

–3 –2 –1 0 1 2 3
∆k

4
k, cm–1

Fig. 2. Spatial spectra of oscillations of the optical-radiation
intensity at the striation frequencies and the difference fre-
quency. Dashed lines show the scales corresponding to the
s-type and p-type striations.

fn

1/T 0.060

5/T 0.075

6/T 0.344

7/T 0.811

8/T 0.370

An/ ΣAn
2

103 cm/s; this velocity coincides with the ratio 2π/(T∆k)
in value and direction (here, ∆k is the wavenumber cor-
responding to the maximum of the spatial spectrum at
the difference frequency f = 1/T).

The reason for the observed variations is that, for t =
t1, the potential drop in the striation 2 does not satisfy
the spatial resonance condition for the electron energy
distribution function in the s-type ionization waves [7];
this affects the ionization rate and the electric field in
the following striations. As a result, the length and
velocity of the striation 3 approach the values charac-
teristic of the p-type ionization waves with a potential
drop of ~10 V: 1.8 cm and 104 cm/s, respectively. The
periodic transformation of the type of some striations
corresponds to the spectral maximum typical of the
p-type striations (Fig. 2).

After the decrease in the voltage across the dis-
charge tube at the instant t2, the velocity of striation 4
decreases so that striations 4 and 5 merge to produce an
object similar to wave dislocations typical of a chaotic
regime [8]. The wave merging is accompanied by the
increase in the voltage; after that, the intensity of opti-
cal radiation from striations 5 and 6 increases.

This effect shows that the distinguishing feature of
the unstable periodic regime of the ionization-wave
generation is the existence of mechanisms that com-
pensate for the substantial deviation of the electric field
in one of the striations from that satisfying the condi-
tions of the spatial resonance for the electron energy
distribution function. The observed manifestation of
these mechanisms is the change in the type of some stri-
ations and merging of the following waves.

REFERENCES

1. V. S. Anishchenko, G. V. Melekhin, et al., Izv. Vyssh.
Uchebn. Zaved., Radiofiz. 29, 951 (1986).

2. K.-D. Weltmann, H. Deutsch, et al., Contrib. Plasma
Phys. 33 (2), 73 (1993).

3. K.-D. Weltmann, T. Klinger, and C. Wilke, Phys. Rev. E
52, 2106 (1995).

4. A. M. Fraser and H. L. Swinney, Phys. Rev. A 33, 1134
(1986).

5. A. A. Kipchatov, Pis’ma Zh. Tekh. Fiz. 21 (15), 90
(1995) [Tech. Phys. Lett. 21, 627 (1995)].

6. D. P. Lathrop and E. J. Kostelich, Phys. Rev. A 40, 4028
(1989).

7. Yu. B. Golubovskiœ, V. O. Nekuchaev, et al., Zh. Tekh.
Fiz. 67 (9), 14 (1997) [Tech. Phys. 42, 997 (1997)].

8. J. Krasa, J. Phys. D 14, 1241 (1981).

Translated by A. D. Smirnova
TECHNICAL PHYSICS      Vol. 45      No. 4      2000


	381_1.pdf
	389_1.pdf
	396_1.pdf
	400_1.pdf
	406_1.pdf
	411_1.pdf
	414_1.pdf
	419_1.pdf
	423_1.pdf
	427_1.pdf
	432_1.pdf
	436_1.pdf
	443_1.pdf
	453_1.pdf
	458_1.pdf
	462_1.pdf
	467_1.pdf
	470_1.pdf
	476_1.pdf
	480_1.pdf
	486_1.pdf
	490_1.pdf
	497_1.pdf
	501_1.pdf
	505_1.pdf
	507_1.pdf
	509_1.pdf
	512_1.pdf
	515_1.pdf
	519_1.pdf

