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#### Abstract

An experimental method is proposed for the determination of an arbitrary three-dimensional distribution function for initial energies of electrons emitted by a point source with resolution for two exit direction angles. In a computer experiment, two model distribution functions have been reconstructed using the proposed method. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The distribution function for initial energies and exit directions of electrons emitted by some source is of interest in various fields of modern science. The distribution function for the initial energies and exit directions of electrons from a point source (briefly called below the distribution function) will be understood as the probability density of electrons found at particular points in the initial velocity space. In the general case, the distribution function depends on three independent variables.

Information on the distribution function is of particular value in studies of some physical phenomena, for example, of the photoeffect and ionization of gases. Besides, a beam of electrons can be used as an investigative tool in electron spectroscopy, diffraction, and in electron microscope studies. Comparison of the distribution functions of an electron beam before and after its interaction with an object under study provides information on the object's structure. However, in most contemporary scientific investigations, either onedimensional [1-4] or two-dimensional [4-6] distribution functions are obtained. One-dimensional functions usually describe distributions of the initial electron energy or one of the two exit angles. Two-dimensional functions mostly provide distributions over energy and either of the two exit angles. A three-dimensional distribution function over energy and two exit angles in a limited spatial angle has been measured in [7]. In this experiment, the electron detector incorporating an energy analyzer was moved over a spherical surface.

## METHODS

In the present paper, a method for the experimental determination of the three-dimensional distribution function is proposed. This method has many advan-
tages over existing approaches to the distribution function measurement. The distribution function is determined for all directions of the exit of electrons from a point source. All electrons exiting the source are registered. No perturbations are introduced in this method because there are no grids, slits, or orifices between the electron source and the detector. The method is not intended to register variations of the distribution function with time. An essential feature of the method is the necessity of carrying out several experimental runs to register several images of the electrons exiting the source.

## Tomographic Method for Reconstruction of the Three-Dimensional Distribution Function

1. The essence of the method. Suppose a distribution of electrons instantaneously emitted by a point source over their initial energies and directions of exit (called below the distribution function) is being studied. Let us position at some distance from the source a flat registration unit (screen) for registering the spatial distribution of the emitted electrons. Between the source and the registration unit, electromagnetic fields of various configurations can be applied. The basic problem in reconstructing the distribution function in such an experimental setup is as follows. In the general case, the distribution function contains three independent variables. These could be, for example, Cartesian coordinates in the space of initial velocities. On the screen, we have information on the distribution of the electron image intensity, which is a function of only two independent spatial variables. Each point of the image on the screen corresponds to a curve in the space of initial velocities, namely, all electrons corresponding to the velocity space points on this curve hit a certain screen point. Two different screen points correspond to two noncrossing curves in the velocity space. Let us
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call the curve in the space of velocities corresponding to a point on the registration screen an isoline.

The knowledge of the electron image intensity at a screen point is not sufficient for the unambiguous reconstruction of the probability density distribution over the isoline corresponding to this point. Therefore, on the basis of one image on the registration screen it is generally impossible to unambiguously reconstruct a three-dimensional distribution function. To obtain an unambiguous solution of the inverse problem of the distribution function reconstruction, a third independent variable parameter is needed to characterize each distribution of electron intensity obtained on the flat screen. These independent variable parameters include the electromagnetic field in the space between the electron source and the screen, the distance between the source and the screen, the angle between the normal to the screen and the vector characterizing the emission pattern of the source, or the instant and the time of exposure of the screen.

The reconstruction problem is simplified if the distribution function has symmetry properties. In many cases, for physical reasons or due to the experimental symmetry, the distribution function possesses axial symmetry and, with a proper choice of the coordinate system, can be considered two-dimensional. Then for certain relative positions of the source and the screen, one image will be enough for the reconstruction of a two-dimensional distribution function.

In the present paper, the general case of the reconstruction of a three-dimensional distribution function is considered. Computational experiments on the reconstruction of two model distribution functions are car-
ried out. As the initial data for the reconstruction, we used the electron distributions on the screen calculated analytically for various relative positions of the emission pattern of the source and the electromagnetic field-registration screen system.
2. The experiment schematic. Let there be a point electron source $O$ placed in a uniform electric field $E$ (Fig. 1). At a distance $b$ from the source, a flat registration screen $P$ is arranged perpendicular to the electric field $E$. Electrons emitted by the source $O$ are accelerated by the field and hit the screen. Let us set up a Cartesian coordinate system whose origin coincides with the source $O$ and axis $O X$ is directed from the source to the screen opposite to the electric field direction. Plane $O Y Z$ is parallel to the screen plane. The distribution function is considered to be a bounded body of variable density in the space of velocities. The body density corresponds to the probability density of the distribution function. Let us introduce orthogonal coordinates in the space of velocities with the axes directed in such a way that the projections of the electron velocities $V_{x}, V_{y}$, and $V_{z}$ coincide with their projections on axes $O V_{x}, O V_{y}$, and $O V_{z}$ (Fig. 2).

Consider a plane section of the distribution function which is at a normal to the $O V_{z}$ axis. If the maximum initial energy of the electrons is assumed to be much less than that acquired by the electrons in the accelerating field, then such a section through the velocity space is mapped with a sufficient accuracy as a segment parallel to the $O Y$ axis on the screen $P$.

A layer of the distribution function enclosed between two close plane sections at a normal to the $O V_{z}$ axis and having a thickness $d V_{z}$ will be registered on the screen as a slit bounded by two segments parallel to the $O Y$ axis and corresponding to sections

$$
\begin{equation*}
V=V_{z}^{l} \quad \text { and } \quad V=V_{z}^{l}+d V_{z} \tag{1}
\end{equation*}
$$

The slit center is at a distance $z^{l}$ from the origin of the coordinates along the $O Z$ axis:

$$
\begin{equation*}
z^{l}=V_{z}^{l} \sqrt{\frac{2 m b}{e E}} \tag{2}
\end{equation*}
$$

where $m$ and $e$ are the electron mass and charge; this slit will be called the registration slit below.

Let us divide the whole distribution function in the space of velocities into a set of plane layers normal to the $O V_{z}$ axis. Reconstruction of the distribution function within every layer will be equivalent to reconstructing the distribution function as a whole. Each layer of the distribution function is imaged on the screen $P$ as a corresponding slit. Thus, under this assumption, the problem of distribution function reconstruction can be reduced to reconstructing two-dimensional distribution functions within thin layers normal to the $O V_{z}$ axis using one-dimensional images at the corresponding registration slits.
3. The isoline equation. Consider the problem of the reconstruction of the electron distribution in a thin layer normal to the $O V_{z}$ axis. Let us introduce polar coordinates $(V, \varphi)$ in the $O V_{x} V_{y}$ plane. Here, $V$ is the radius vector of a point and $\varphi$ is the angle measured from the positive direction of the $O V_{x}$ axis. The equation of motion of an electron with parameters $(V, \varphi)$ in a uniform electric field $E$ directed along the $O X$ axis has the form

$$
\begin{gather*}
y=V \sin \varphi^{*} \tau,  \tag{3}\\
b=V \cos \varphi^{*} \tau+a \tau^{2} / 2, \tag{4}
\end{gather*}
$$

where $\tau$ is the time of electron flight from the source to the screen and $a=e E / m$ is the electron acceleration in a uniform electric field.

Let us introduce a nondimensional parameter

$$
\begin{equation*}
r=\frac{V}{V_{0}} \tag{5}
\end{equation*}
$$

where $V_{0}$ is the maximum velocity in a chosen section.
From definition (5), it follows that the distribution function of electrons in the space of velocities may be nonzero only within a circle of $r=1$. Let us eliminate time from Eqs. (3) and (4). Elementary transformations give

$$
\begin{equation*}
r=\frac{y}{V_{0} \sin \varphi} \sqrt{\frac{a}{2(b-y \cot \varphi)}} \tag{6}
\end{equation*}
$$

It follows from Eq. (6) that if the points in the space of velocities specifying the velocity vectors of emitted electrons are in the plane of the considered section on curve (6), then the corresponding electrons hit one and the same point of the registration screen with coordinate $y$ (Fig. 3). This point lies within a slit parallel to the $O Y$ axis and corresponds to the section considered. Thus, the isoline equation corresponding to the registration slit point with coordinate $y$ has been derived.

In the considered case of a one-dimensional electric field, we have succeeded in obtaining an explicit form of the isoline equation. In cases of more complicated electromagnetic fields, elimination of time from the electron motion equations may turn out to be hard to implement. However, obtaining an explicit form of the isoline equation is not necessary. In this method, it is important to be able to solve the direct problem of mapping the electrons with given initial parameters onto the screen. The corresponding numerical methods have been developed and are successfully applied in practice [8].
4. Mathematical formulation of the problem. The isoline concept helps to illustrate the reconstruction method proposed. Let us choose two points with coordinates $y_{1}$ and $y_{2}$ in the registration slit (Fig. 3). These points belong to two isolines $r_{1}=r\left(\varphi, y_{1}\right)$ and $r_{2}=$ $r\left(\varphi, y_{2}\right)$ lying in the considered section through the space of velocities. The segment of the registration slit
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bounded by points $y_{1}$ and $y_{2}$ registers only those electrons which are found between isolines $r_{1}=r\left(\varphi, y_{1}\right)$ and $r_{2}=r\left(\varphi, y_{2}\right)$. The number of such electrons is

$$
\begin{equation*}
\Delta N=\iint_{s} \rho(r, \varphi) d s, \tag{7}
\end{equation*}
$$

where $\rho(r, \varphi)$ is the distribution function in question and $d s=r^{*} d r^{*} d \varphi$ is the area element in polar coordinates. The integration range $S$ denotes the region in the considered section of the distribution function between isolines $r_{1}$ and $r_{2}$.

Quantity $\Delta N$, which is the number of electrons registered by a screen cell bounded by $y_{1}$ and $y_{2}$, can be experimentally measured. For this purpose, the registration slit has to be a system capable of registering the electrons with spatial resolution. Such systems are, for example, CCD matrices or conventional systems for recording electron images in electron-optical cameras.

Relation (7) can be written for all spatial cells within the registration slit. As a result, a set of integral equations with the sought for function under the integral signs will be obtained.

In the case considered, when the isoline equation (6) is known, it is convenient to use the intensity of the electron number at a screen point instead of the number of electrons in a screen cell. Let us bring points $y_{1}$ and $y_{2}$ of the screen closer. Ultimately, we will obtain a limit of the number $\Delta N$ of electrons in a small vicinity $\Delta y$ of screen point $y$. The ratio $\Delta N / \Delta y$ in the vicinity of screen point $y$ can be treated as the intensity of the number of incident electrons at screen point $y$. An intensity curve along the registration slit can be obtained by processing the experimental data on the number of electrons in the slit cells.

By dividing both sides of equation (7) by length $d y$ of the cell and proceeding to the limit $d y=y_{2}-y_{1} \longrightarrow 0$,
we obtain

$$
\begin{equation*}
I(y)=\frac{d N}{d y}=\iint_{\Phi} \rho(r, \varphi) r \frac{d r}{d y} d \varphi \tag{8}
\end{equation*}
$$

where $r=r(\varphi, y)$ is the isoline equation in the explicit form; and $\Phi$ is an interval between angles corresponding to intersection points of the isoline with the boundaries of the section being reconstructed.

Thus, the problem of reconstructing the distribution function in a plane section through the space of velocities is reduced to the problem of reconstructing the function $\rho(r, \varphi)$ using the known values of integral (8) for different isolines.

In the computational experiment $I(y)$, we use the results of analytical or numerical calculations of the intensity distribution of the number of electrons on the screen for a given model distribution function of electrons over initial energies and exit directions as the experimental data. Equation (8) is the Fredholm equation of the first kind. It has been shown [9] that its solution with respect to the function under the integral sign may be unstable relative to small variations of initial data $I(y)$. Therefore, the reconstruction of the distribution function density is an ill-posed problem and calls for special methods of solving.

The formulation of the reconstruction problem of the electron distribution function in the space of initial velocities and its subsequent reduction to a set of integral equations are very similar to the problem statement and mathematics in computational reconstructive tomography $[10,11]$. To reconstruct the distribution function, let us proceed from analogy with the computational reconstructive tomography method. Let us measure the electron number intensity distribution over the registration slit corresponding to the section under consideration. Then, let us rotate the section by some angle about the $O V_{z}$ axis. This can be achieved by turn-
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ing the source around the $O Z$ axis. The field-screen system will remain in the same place in the chosen spatial coordinates and so will the velocity isolines for the registration slit corresponding to the section.

Therefore, in the space of velocities or, more precisely, in the $V_{x} V_{y}$ plane, a turn of the section considered and of the set of isolines for the registration slit corresponding to this section will occur. In this way, a new projection of the considered section onto the registration slit will be obtained. Having recorded the profiles of the electron number intensity over the registering slit at various turn angles, we obtain values of integral (8) along isolines of different directions passing through the section under reconstruction. The turn directions of the source and its distribution function are shown by arrows in Figs. 1 and 3, respectively. In the present study, modeling of the turn of the source and corresponding distribution function was performed with a fixed electric field and screen. Inasmuch as only the relative turn of the isolines and the distribution function is of importance, another way of carrying out the experiment is possible with a fixed electron source and a rotating field-screen system around the $O Z$ axis.
5. The reconstruction algorithm. For reconstruction of the distribution function, an algebraic reconstruction algorithm was used $[10,11]$. The image to be reconstructed has to be discretized prior to reconstruction. The distribution function in the section considered may be nonzero only within a circle of radius $r=1$ with its center on the $O V_{z}$ axis. Let us superimpose an elementary grid in polar coordinates on the circle of radius $r=1$ by dividing the circle into $N_{1}$ concentric rings and $N_{2}$ sectors (Fig. 4). The resulting elementary cells will be called discretization elements.

The sought-for distribution function is assumed to be continuous and will be reconstructed in the form of a piecewise-constant function, assuming that within a discretization element the distribution function is constant. The smaller the discretization elements, the closer the piecewise-constant function is to the real distribution function.

The contribution of a discretization element to the total intensity at a point of the registration slit is equal to integral (8) taken over the corresponding isoline within the considered discretization element. The total intensity at point $y$ of the registration slit is also described by integral (8). In a discrete model, this integral transforms into a finite sum. The intensity at a point $y$ of the registration slit is equal to the sum of contributions from discretization elements of the distribution function through which the corresponding isoline passes.

Let us choose $M$ points on the registration slit at which the electron image intensity is to be measured. For each of these points, Eq. (8) can be written in the form of a finite sum. Thus, the considered model leads
to an inhomogeneous system of linear algebraic equations

$$
\begin{equation*}
\sum_{j=1}^{N} A_{i j}^{*} \rho_{j}=I\left(y_{i}\right), \quad i=1,2, \ldots, M . \tag{9}
\end{equation*}
$$

Here, $I\left(y_{i}\right)$ is the intensity at point $y_{i}$ of the registration slit obtained in a physical or computational experiment; $\rho_{j}$ are the sought for unknown quantities forming a set $\rho=\left\{\rho_{j}\right\}, j=1,2, \ldots, N 1 * N 2$ representing the distribution function being reconstructed in the section; and $A_{i j}^{*} \rho_{j}$ is the contribution of the $j$ th discretization element to the total intensity at an $i$ th point of the screen. The expression for $A_{i j}$ is derived from (8) by removing from the integrand the density term $\rho(r, \varphi)=\rho_{j}$, which is constant inside the $j$ th ring,

$$
\begin{equation*}
A_{i j} \int_{\Phi_{j}} r(d r / d y) d \varphi, \tag{10}
\end{equation*}
$$

where $\Phi_{j}$ is an interval between the angular coordinates $\varphi$ of the end points of the portion of the isoline within the $j$ th discretization element.

The set of Eq. (9) can be written for each of the turn angles $\alpha_{k}, k=1,2, \ldots, K$ of the source relative to the field-screen system. As a result, we obtain the combined set for all projections of the distribution function

$$
\begin{gather*}
\sum_{j=1}^{N} A_{p j}^{*} \rho_{j}=I\left(y_{p}\right),  \tag{11}\\
p=1,2, \ldots, M, M+1, \ldots, M^{*} K .
\end{gather*}
$$

All coefficients of the matrix $A=\left\{A_{i j}\right\}$ are nonnegative, because they are the contributions to the intensity of the number of electrons incident on the screen. The solution to (11) must be a set of nonnegative numbers due to the physical sense of the probability density of the distribution of electrons. Some other constraints may be imposed on the solution according to the physical sense of the problem. The set of Eqs. (11) includes the rectangular matrix $A$. This set may have no solution in the classical sense; that is, the vector $\rho$ satisfying equation $A \rho=I(y)$ may be nonexistent. The way to solve such a set is to seek the vector $\rho$ that would best satisfy set (11) according to the appropriate criteria of optimality.

In the present study, we used a reconstruction algorithm based on quadratic optimization for solving set (11). In solving the set we sought a singular expansion of matrix $A$ and a least squares problem was solved by minimizing the differences between the left and right sides of the equations in the sense of the 2 -norm. Analysis of the singular numbers and singular vectors of matrix $A$ provided estimates of the independence and fullness of the information obtained from the modeling.

## Computational Simulation and Discussion

The computational simulation of the experiment and subsequent reconstruction of the distribution function were carried out for two distributions: $\rho=1$ in a circle of radius $r=1$ and $\rho=r^{2}\left(1-r^{2}\right) \sin ^{2} \varphi$ in the same circle. The distribution $\rho=r^{2}\left(1-r^{2}\right) \sin ^{2} \varphi$ is shown in Fig. 5. Outside the unit circle the distribution function was assumed to be zero in both cases. It was also assumed that the region of the nonzero function values was exactly known.

In the course of the computational simulations, the parameters of the numerical experiments were varied in the following ranges: (a) the number of screen points for registering the intensity of the number of electrons ranged from 50 to 800 ; (b) the coordinates of the registration slit boundaries were usually symmetric relative to the origin of coordinates, and the registration slit length varied from 5 to 10 mm ; (c) the distance between the source and the screen plane varied from 1 to 15 cm ; (d) the voltage between the screen and the source was from 200 to 3000 V ; (e) and the maximum initial energy of the electrons in the section being reconstructed was from 1.0 to 3.0 eV , and the number of equations in set (11) always exceeded the number of discretization rings (that is, the number of unknowns). To obtain different projections, the distribution function was turned in both directions by angles in a range ( $-\alpha, \alpha$ ), and the angle $\alpha$ was varied from 50 to $90^{\circ}$. The reconstructed distribution functions were in good agreement with the given ones if the turn angle exceeded $(-70,+70)$. For the $\rho=1$ distribution, in those experiments where all the electrons emitted in the section considered hit the screen within the registration slit length, the reconstruction of the distribution function was accurate to within the computational error. The relative error of the reconstruction of function $\rho=1$ was not worse than $10^{-7}$. The


Fig. 5.


Fig. 6.
distribution $\rho=r^{2}\left(1-r^{2}\right) \sin ^{2} \varphi$ is not piecewise-constant. The vector in the right side of the set of equations was obtained by the exact calculation of the intensity of the number of electrons at the screen for function $\rho=$ $r^{2}\left(1-r^{2}\right) \sin ^{2} \varphi$. At the same time, this intensity was approximated using a piecewise-constant function. Therefore, an approximation error and discrepancy between the left and right sides of the equations of the set was inevitable.

In those experiments where the entire section fitted within the registration slit length and with the turn angles of the distribution function, the number of different turn positions and the number of points on the screen as specified above, a good reconstruction was obtained. The relative error of the reconstruction in comparison with the true solution vector depended on the size of the distribution function discretization elements and did not exceed $5 \%$, with the exception of the discretization elements of the innermost and outermost rings, where the given distribution function is close to zero and has an appreciable gradient. The true solution vector was calculated using formula

$$
\begin{equation*}
\rho_{\mathrm{av}}=\frac{1}{S} \iint_{\sigma} \sigma_{\mathrm{tr}} d s, \quad j=1,2, \ldots, N 1 * N 2, \tag{12}
\end{equation*}
$$

where $\rho$ is the model density function specified, with the integration over the entire area $\sigma$ of the $j$ th discretization element considered $S=\iint_{\sigma} d s$ is the area of the $j$ th division element.

An example of the reconstruction results for the distribution function $\rho=r^{2}\left(1-r^{2}\right) \sin ^{2} \varphi$ in section $\varphi=\pi / 2$ is shown in Fig. 6. The smooth curve in this figure is a
section of the true distribution function and the piece-wise-constant function is the section of the reconstructed distribution function.

## CONCLUSION

In this work, a method is proposed for the reconstruction of the three-dimensional distribution function from known initial energies and exit directions of electrons emitted by a point source. The method is based on registering the spatial distribution of the intensity of the electron numbers on a registration screen at different turn angles of the source relative to the screen. The reconstruction is implemented on the basis of a conformity between the screen points and the corresponding curves in the space of the initial velocities of the emitted electrons. The proposed method is similar to the reconstructive computational tomography. The inverse problem arising is solved with the use of the algebraic reconstruction algorithm. In the conducted computational experiments, successful reconstruction of two model distribution functions for electrons has been fulfilled.
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#### Abstract

We present a scheme for the evaluation of the conductivity and other effective properties of a model composite with a regular anisotropic structure, namely, a 2D system with circular inclusions forming a rectangular array. Exact expressions for the electric potential and the effective conductivity tensor $\hat{\sigma}_{e}$ were obtained in the form of infinite series. For small inclusion densities, a virial expansion for $\hat{\sigma}_{e}$ was derived from the general formulas and its applicability conditions were found. The first terms of this expansion yield the well-known Rayleigh result for the isotropic model (square array). © 2001 MAIK "Nauka/Interperiodica".


(1) The study of electrophysical properties of inhomogeneous disordered media (in particular, composite materials) runs into certain mathematical problems. Composites with a regular structure (especially 2D systems) are much easier to examine. The problem is essentially simplified, since it is sufficient to find the potential within one unit cell in this case. The conductivity and other properties of such systems are of considerable interest from the standpoints of both general physics (e.g., the problem on phase transitions) and applications (microelectronics).

The conductivity of two-component 2D systems with a periodic arrangement of inclusions (dielectric or perfectly conducting) was considered in [1-3]. In the case of prime interest, when both components have a finite (nonzero) conductivity, a closed solution was obtained only for the stagger model [1]. A more realistic model, i.e., a 2D system with a regular arrangement of circular inclusions, was considered even by Rayleigh [4]. However, despite the relative simplicity of this model, only the first several terms of the virial expansion for the effective conductivity of the system were found because of the cumbersome computational scheme used in [4].

In this paper, we propose a sequential method for solving the conductivity problem as applied to a doubly periodic arrangement of circular inclusions of radius $R$ that form a 2 D rectangular array. The complex potential outside the inclusions is expressed in terms of the Weierstrass zeta function [5, 6] and its derivatives. An infinite set of equations was obtained for unknown coefficients involved in the general expression for the potential. For small $R$ 's, this system is solved by iteration. This makes it possible to find virial expansions for conductivity and other effective parameters in an analytic form. For large $R$ 's, the set of equations can be
solved numerically, so that it becomes possible to study various effective properties of the model throughout the whole range of parameters involved in the problem.
(2) The model under consideration is a 2D isotropic matrix of conductivity $\sigma_{1}$ with circular inclusions of radius $R$ and conductivity $\sigma_{2}$. The inclusions form a regular structure, i.e., a rectangular array with spacings $2 a$ along the $x$ axis and $2 b$ along the $y$ axis. We consider the case when the potential difference is applied in the $x$ direction. In this case, the electric field strength $\mathbf{E}=$ $\mathbf{E}(x, y)$, along with the evident periodicity $\mathbf{E}(x+2 a, y)=$ $\mathbf{E}(x, y+2 b)=\mathbf{E}(x, y)$, has the symmetry

$$
\begin{gather*}
E_{x}(-x, y)=E_{x}(x,-y)=E_{x}(x, y), \\
E_{y}(-x, y)=E_{y}(x,-y)=-E_{y}(x, y) . \tag{1}
\end{gather*}
$$

In particular, the vertical boundaries of a unit cell and the straight line $x=0$ are equipotential lines where $E_{y}=0$, whereas the horizontal boundaries and the line $y=0$ are lines of current where $E_{y}=0$ as well.

In view of symmetry (1) of the electric field, the complex potential $\Phi(z)$ inside an inclusion has the form (the origin is at the center of the circle)

$$
\begin{equation*}
|z| \leq R: \Phi^{(i)}(z)=\sum_{n=0} A_{2 n+1} z^{2 n+1}(z=x+i y), \tag{2}
\end{equation*}
$$

where the coefficients $A_{2 n+1}$ are real. The derivative of the function $\Phi(z)$ is related to the components of the electric field strength $\mathbf{E}$ as $\Phi^{\prime}(z)=-E_{x}+i E_{y}$. The electric potential $\varphi(\mathbf{r})$ is given by the real part of $\Phi(z)$ : $\varphi(\mathbf{r})=\operatorname{Re} \Phi(z)$.

Outside the circle, solutions with both positive and negative powers of $z$ are possible. The complex potential that explicitly allows for the array structure of the
model and symmetry (1) of the electric field may be represented in the form

$$
\begin{gather*}
|z|>R: \Phi^{(e)}(z)=\beta z+\sum_{n=0}^{\infty} B_{2 n} \zeta^{(2 n)}(z),  \tag{3}\\
\zeta(z)=\frac{1}{z}+\sum_{l, m}^{\prime}\left[\frac{1}{z-z_{l m}}+\frac{1}{z_{l m}}+\frac{z}{\left(z_{l m}\right)^{2}}\right] ;  \tag{4}\\
z_{l m}=2 a l+i 2 b m .
\end{gather*}
$$

Here, $\zeta(z)$ is the Weierstrass zeta function [5, 6] and $\zeta^{(2 n)}(z)$ is the $2 n$th derivative of $\zeta(z)$. The prime in (4) means that summation is over integer $l$ 's and $m$ 's except $l=m=0$. In (3), the term linear in $z$ is due to the external uniform field; the term with $n=0$ corresponds to the field of induced dipole moments; and the terms with $n \geq 1$, of higher multipoles. The coefficients $\beta$ and $B_{2 n}$ in (3) are real. Using well-known properties of Weierstrass elliptic functions [5, 6], one can easily check that potential (3) satisfies the aforementioned conditions at the boundaries and the axes of symmetry of the unit cell.
(3) We cite some information about the function $\zeta(z)$ that will be used later. According to [5, 6], the zeta function is quasi-periodic:

$$
\begin{align*}
\zeta(z+2 \omega)=\zeta(z)+2 \eta, & \eta=\zeta(\omega)  \tag{5}\\
\zeta\left(z+2 \omega^{\prime}\right)=\zeta(z)+2 \eta^{\prime}, & \eta^{\prime}=\zeta\left(\omega^{\prime}\right)
\end{align*}
$$

where $\omega=a$ and $\omega^{\prime}=i b$.
The quantities $\eta$ and $\eta^{\prime}$ are related by the Legendre relation [5, 6], which, in this case, has the form

$$
\begin{equation*}
i b \eta-a \eta^{\prime}=i \frac{\pi}{2} . \tag{6}
\end{equation*}
$$

The function $\zeta(z)$ can be expanded in the following power series in $z$ [6]:

$$
\begin{equation*}
\zeta(z)=\frac{1}{z}-\sum_{k=2}^{\infty} \frac{c_{k}}{2 k-1} z^{2 k-1}, \tag{7}
\end{equation*}
$$

where

$$
\begin{gather*}
c_{2}=\frac{g_{2}}{20}, \quad c_{3}=\frac{g_{3}}{28}, \quad c_{4}=\frac{1}{3} c_{2}^{2}, \\
c_{5}=\frac{3}{11} c_{2} c_{3}, \quad c_{6}=\frac{1}{39}\left(2 c_{2}^{3}+3 c_{3}^{2}\right), \ldots \tag{8}
\end{gather*}
$$

In (8), $g_{2}$ and $g_{3}$ are the invariants of the Weierstrass function [5, 6]:

$$
\begin{equation*}
g_{2}=60 \sum_{l, m}^{\prime} \frac{1}{\left(z_{l m}\right)^{4}}, \quad g_{3}=140 \sum_{l, m}^{\prime} \frac{1}{\left(z_{l m}\right)^{6}} \tag{9}
\end{equation*}
$$

with $z_{l m}$ from (4). The quantities $c_{k}$ satisfy the recur-
rence relation [6]

$$
\begin{equation*}
c_{k}=\frac{3}{(2 k+1)(k-3)} \sum_{m=2}^{k-2} c_{m} c_{k-m}(k \geq 4), \tag{10}
\end{equation*}
$$

which makes it possible to find the coefficients $c_{k}$ sequentially in increasing order of subscript $k$.

The definitions for $\eta, \eta^{\prime}, g_{2}$, and $g_{3}$ imply the following symmetry relations:

$$
\begin{gather*}
\eta(b, a)=i \eta^{\prime}(a, b), \quad g_{2}(b, a)=g_{2}(a, b), \\
g_{3}(b, a)=-g_{3}(a, b) . \tag{11}
\end{gather*}
$$

Correspondingly, for the coefficients $c_{k}$, we have

$$
\begin{equation*}
c_{k}(b, a)=(-1)^{k} c_{k}(a, b), \tag{12}
\end{equation*}
$$

so that all $c_{k}$ 's with odd subscripts are equal to zero in the case of a square array $(a=b)$ [6]. In this case, we can find the explicit expressions for $\eta, \eta^{\prime}, g_{2}$, and $g_{3}$ [5, 6]:

$$
\begin{align*}
& a=b: \eta=\frac{\pi}{4 a}, \quad \eta^{\prime}=-i \frac{\pi}{4 a}, \\
& g_{2}=\frac{1}{a^{4}}\left[K\left(\frac{1}{\sqrt{2}}\right)\right]^{4}, \quad g_{3}=0, \tag{13}
\end{align*}
$$

where $K(1 \sqrt{2})=1.85407 \ldots$ is the complete elliptic integral of the first kind with the modulus $k=1 \sqrt{2}$.

For $a \neq b$, the quantities $\eta, \eta^{\prime}, g_{2}$, and $g_{3}$ are determined by numerical procedures; associated tables are presented, e.g., in [6]. Explicitly, they can be found in the limiting cases

$$
\begin{gather*}
\frac{b}{a} \ll 1: \eta(a, b) \simeq-\frac{a}{b^{2}} \frac{\pi^{2}}{12}, \\
g_{2}(a, b) \simeq \frac{1}{b^{4}} \frac{\pi^{4}}{12}, \quad g_{3}(a, b) \simeq-\frac{1}{b^{6}} \frac{\pi^{6}}{216}  \tag{14}\\
\frac{b}{a}
\end{gather*}>1: \eta(a, b) \simeq \frac{1}{a} \frac{\pi^{2}}{12}, ~\left\{\begin{array}{l}
g_{2}(a, b) \\
\simeq \frac{1}{b^{4}} \frac{\pi^{4}}{12}, \quad g_{3}(a, b) \simeq \frac{1}{a^{6}} \frac{\pi^{6}}{216} . \tag{15}
\end{array}\right.
$$

The limiting values of $\eta^{\prime}$ follow from relations (6) and (11). The coefficients $c_{k}$ are given by the expressions

$$
\begin{align*}
\frac{b}{a} \ll 1: c_{k} \simeq(-1)^{k} 2 \frac{2 k-1}{(2 b)^{2 k}} \sum_{m=1}^{\infty} \frac{1}{m^{2 k}}, \\
\frac{b}{a} \gg 1: c_{k} \simeq 2 \frac{2 k-1}{(2 a)^{2 k}} \sum_{m=1}^{\infty} \frac{1}{m^{2 k}}, \tag{16}
\end{align*}
$$

which are related by (12).
(4) The electrical potentials $\varphi^{(e)}(\mathbf{r})=\operatorname{Re} \Phi^{(e)}(z)$ and $\varphi^{(i)}(\mathbf{r})=\operatorname{Re} \Phi^{(i)}(z)$ at the inclusion edge $(r=R)$ must satisfy the conventional conditions

$$
r=R:\left\{\begin{array}{l}
\varphi^{(e)}=\varphi^{(i)},  \tag{17}\\
\frac{\partial \varphi^{(e)}}{\partial r}=h \frac{\partial \varphi^{(i)}}{\partial r}, \quad h=\frac{\sigma_{2}}{\sigma_{1}} .
\end{array}\right.
$$

Differentiating expansion (7) $2 n$ times yields

$$
\begin{equation*}
\zeta^{(2 n)}(z)=\frac{(2 n)!}{z^{2 n+1}}-\sum_{m=0}^{\infty} \frac{(2 n+2 m)!}{(2 m+1)!} c_{n+m+1} z^{2 m+1} \tag{18}
\end{equation*}
$$

Substituting (18) into (3), setting $z=r \exp \{i \Theta\}$, and separating out the real part, we come to

$$
\begin{gather*}
\varphi^{(e)}(\mathbf{r})=\beta r \cos \Theta+\sum_{n=0}^{\infty}\left\{B_{2 n} \frac{(2 n)!}{r^{2 n+1}}\right.  \tag{19}\\
\left.-\sum_{m=0}^{\infty} B_{2 m} \frac{(2 n+2 m)!}{(2 n+1)!} c_{n+m+1} r^{2 n+1}\right\} \cos (2 n+1) \Theta
\end{gather*}
$$

In a similar way, we find from (2)

$$
\begin{equation*}
\varphi^{(i)}(\mathbf{r})=\sum_{n=0}^{\infty} A_{2 n+1} r^{2 n+1} \cos (2 n+1) \Theta . \tag{20}
\end{equation*}
$$

Substituting (19) and (20) into (17) results in the set of equations

$$
\begin{gather*}
\beta \delta_{n 0}+B_{2 n} \frac{(2 n)!}{R^{4 n+2}} \\
-\sum_{m=0}^{\infty} B_{2 m} \frac{(2 n+2 m)!}{(2 n+1)!} c_{n+m+1}=A_{2 n+1}  \tag{21}\\
\beta \delta_{n 0}-B_{2 n} \frac{(2 n)!}{R^{4 n+2}} \\
-\sum_{m=0}^{\infty} B_{2 m} \frac{(2 n+2 m)!}{(2 n+1)!} c_{n+m+1}=h A_{2 n+1}
\end{gather*}
$$

Here, $\delta_{n 0}$ is Kronecker's symbol. Subtracting the second equation in (21) from the first one, we obtain

$$
\begin{equation*}
A_{2 n+1}=\frac{2}{1-h} \frac{(2 n)!}{R^{4 n+2}} B_{2 n} \tag{22}
\end{equation*}
$$

Having eliminated the coefficient $A_{2 n+1}$ in (21), we get

$$
\begin{gather*}
B_{2 n}+\frac{1-h}{1+h} \sum_{m=0}^{\infty} B_{2 m} \frac{(2 n+2 m)!}{(2 n)!(2 n+1)!} R^{4 n+2} c_{n+m+1}  \tag{23}\\
=\frac{1-h}{1+h} \beta R^{2} \delta_{n 0}
\end{gather*}
$$

Having introduced the variables $x_{n}$ instead of $B_{2 n}$,

$$
\begin{equation*}
B_{2 n}=\frac{R^{2 n+2} \delta}{\sqrt{(2 n)!(2 n+1)!}} x_{n}, \quad \delta=\frac{1-h}{1+h} \tag{24}
\end{equation*}
$$

we recast (23) as

$$
\begin{equation*}
x_{n}+\sum_{m=0}^{\infty} S_{n m} x_{n}=\beta \delta_{n 0} \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{n m}=\frac{(2 n+2 m)!R^{2(n+m+1)} c_{n+m+1}}{\sqrt{(2 n)!(2 n+1)!(2 m)!(2 m+1)!}} \delta \tag{26}
\end{equation*}
$$

Here, the coefficients $c_{n+m+1}$ are defined in (7)-(10) and $\delta$, in (24). The matrix $\hat{S}$ is symmetric; the quantity $S_{00}=0$, since $c_{1} \equiv 0$.

Basically, Eqs. (23), (25), and (26) and relations (22) and (24) make it possible to express all the coefficients $B_{2 n}$ and $A_{2 n+1}$ in terms of $\beta$. In its turn, $\beta$ is related to the potential difference $U_{x}$ [see (28)], which is assumed to be fixed. Thus, expressions (22)-(26) represent a formal exact solution of the basic problem, i.e., finding the potential $\varphi(\mathbf{r})$.
(5) The voltage drop $U_{x}$ across a unit cell and the total current $I_{x}$ through it along the $x$ axis are expressed in terms of the complex potential $\Phi(z)$ as follows:

$$
\begin{align*}
& U_{x}=-\operatorname{Re}[\Phi(a+i y)-\Phi(-a+i y)] \\
& I_{x}=-\sigma_{1} \operatorname{Im}[\Phi(x+i b)-\Phi(x-i b)] \tag{27}
\end{align*}
$$

Substituting $\Phi(z)$ from (3) into (27), in view of (5), yields

$$
\begin{gather*}
U_{x}=-2 a\left(\beta+\frac{1}{a} B_{0} \eta\right) \\
I_{x}=-2 b \sigma_{1}\left[\beta-\frac{B_{0}}{a b}\left(\frac{\pi}{2}-b \eta\right)\right] . \tag{28}
\end{gather*}
$$

In the expression for $I_{x}$, the quantity $\operatorname{Im} \eta^{\prime}$ is expressed in terms of $\eta$ by relation (6). From (28), the conductivity in the $x$-axis direction (the principal value of the effective conductivity tensor $\hat{\sigma}_{e}$ ) $\sigma_{x e}=$ $\left(a I_{x}\right) /\left(b U_{x}\right)$ is given by $\left(B_{0}=x_{0} R^{2} \delta\right)$

$$
\begin{gather*}
\sigma_{x e}=\sigma_{1}\left[\alpha-\frac{R^{2}}{a b}\left(\frac{\pi}{2}-b \eta\right) \delta\right]\left(\alpha+\frac{R^{2}}{a} \eta \delta\right)^{-1}  \tag{29}\\
\alpha=\frac{\beta}{x_{0}}
\end{gather*}
$$

Thus, knowing $x_{0}$ (i.e., $B_{0}$ ) suffices to determine $\sigma_{x e}$.
For small $R$ 's, the set of Eqs. (25) may be solved by iteration, i.e., by expanding it in terms of powers of the matrix $\hat{S}$. The corresponding expansion for $\alpha$ is found
from (29). According to (25), for $n=0$, we have (taking into account that $S_{00}=0$ )

$$
\begin{equation*}
\beta=x_{0}+\sum_{m \neq o} S_{0 m} x_{m} \tag{30}
\end{equation*}
$$

whereas, for $n \neq 0$, (25) gives

$$
\begin{equation*}
n \neq 0: x_{n}=-x_{0} S_{n 0}-\sum_{m \neq 0} S_{n m} x_{m} \tag{31}
\end{equation*}
$$

Solving equation (31) by iteration, we find

$$
\begin{gather*}
n \neq 0: x_{n}=x_{0}\left\{-S_{n 0}+\sum_{m}^{\prime} S_{n m} S_{m 0}\right.  \tag{32}\\
\left.\quad-\sum_{l}^{\prime} \sum_{m}^{\prime} S_{n l} S_{l m} S_{m 0}+\ldots\right\}
\end{gather*}
$$

Inserting (32) into (30) yields

$$
\begin{align*}
\alpha= & 1-\sum_{m}^{\prime} S_{0 m} S_{m 0}+\sum_{l}^{\prime} \sum_{m}^{\prime} S_{0 e} S_{l m} S_{m 0}  \tag{33}\\
& -\sum_{k}^{\prime} \sum_{l}^{\prime} \sum_{m}^{\prime} S_{0 k} S_{k l} S_{l m} S_{m 0}+\ldots
\end{align*}
$$

In (32) and (33), the prime at the summation symbol means that the summation is carried out from 1 to $\infty$. Note that, with the matrix $\hat{T}$ defined as

$$
T_{n m}=\left\{\begin{array}{l}
0, \quad m=0  \tag{34}\\
S_{n m}, \quad m \neq 0
\end{array}\right.
$$

expressions (32) and (33) may be represented in the compact form

$$
\begin{gather*}
n \neq 0: x_{n}=-x_{0}\left((1+\hat{T})^{-1} \hat{S}\right)_{n 0}  \tag{35}\\
\alpha=1-\left(\hat{S}(1+\hat{T})^{-1} \hat{S}\right)_{00} \tag{36}
\end{gather*}
$$

With the explicit expression for the matrix $\hat{S}$ [see (26)], the expansion of $\alpha$ in terms of powers of $R$ can be found from (33). Up to terms $\sim R^{24}$ inclusive, we get

$$
\begin{gathered}
\alpha=1-\frac{1}{3} R^{8} c_{2}^{2} \delta^{2}-\frac{1}{5} R^{12} c_{3}^{2} \delta^{2}+\frac{2}{3} R^{14} c_{2}^{2} c_{3} \delta^{3} \\
-\frac{1}{7} R^{16} c_{4}^{2} \delta^{2}+2 R^{18} c_{2} c_{3} c_{4} \delta^{3}-\frac{1}{3} R^{20}\left(\frac{1}{3} c_{5}^{2}+4 c_{2}^{2} c_{3}^{2} \delta^{2}\right) \delta^{2} \\
+2 R^{22}\left(\frac{4}{3} c_{2} c_{4} c_{5}+\frac{7}{5} c_{3}^{2} c_{5}\right) \delta^{3} \\
-R^{24}\left(\frac{1}{11} c_{6}^{2}+4 c_{2} c_{3}^{2} c_{4} \delta^{2}+5 c_{2}^{2} c_{4}^{2} \delta^{2}\right) \delta^{2}+\ldots
\end{gathered}
$$

Here, $c_{2}, c_{3}, c_{4}, \delta$ are defined in (8) and $\delta$, in (24). In the case of a square array $(a=b)$, when all the odd-subscript coefficients $c_{k}$ are equal to zero, the expression for $\alpha$ is simplified. In this case, we have, up to terms $\sim R^{40}$ inclusive,
$\alpha=1-\frac{1}{3} R^{8} c_{2}^{2} \delta^{2}-\frac{1}{7} R^{16} c_{4}^{2} \delta^{2}-R^{24}\left(\frac{1}{11} c_{6}^{2}+5 c_{2}^{2} c_{4}^{2} \delta^{2}\right) \delta^{2}$
$-R^{32}\left[\frac{1}{15} c_{8}^{2}+5\left(12 c_{2} c_{4}^{2} c_{6}+5 c_{2}^{2} c_{6}^{2}\right) \delta^{2}\right] \delta^{2}$
$-R^{40}\left[\frac{1}{19} c_{10}^{2}+13\left(124 c_{2} c_{4} c_{6} c_{8}+\frac{49}{9} c_{2}^{2} c_{8}^{2}\right) \delta^{2}\right.$
$\left.+180 c_{4}^{2} c_{6}^{2} \delta^{2}+75 c_{2}^{2} c_{4}^{4} \delta^{4}\right] \delta^{2}-\ldots$
For a square array, the effective conductivity $\sigma_{e}$ of the system is isotropic and is given by

$$
\begin{equation*}
\frac{\sigma_{e}}{\sigma_{1}}=\frac{\alpha-c \delta}{\alpha+c \delta}=1-\frac{2 c \delta}{\alpha+c \delta} \tag{39}
\end{equation*}
$$

with $\alpha$ from (38) and $c=\pi R^{2} /(2 a)^{2}$. The Rayleigh expression for $\sigma_{e}$ [4] follows from (39) if one retains the first three terms (up to terms $\sim R^{16}$ inclusive) in expansion (38).

Expressions (37) and (38) are virial expansions in which the inclusion concentration $c=\pi R^{2} /(4 a b)$ is a formal small parameter. For $a \sim b$, the condition $c \sim$ $(R / a)^{2} \ll 1$ ( or $R \ll a$ ) provides rapid convergence of series (37). For $a=b$, the applicability domain of the virial expansion is even wider, since, in this case, the concentration to the fourth power is an expansion parameter [see (38)]. Indeed, the correction $\sim R^{8}$ in (38) does not exceed $1 \%$ in the range $0 \leq R \leq 0.7 a$ at $|\delta|=1$ (i.e., at $h=0$ and $h=\infty$ ). At the same time, the condition $c \ll 1$ is insufficient in the case of strong anisotropy ( $a \gg b$ or $a \ll b$ ). For example, from the expression for $g_{2}$ in (14), we find, for $b / a \ll 1$, that the correction $\sim R^{8}$ in (37) is small for $c \ll b / a$ or $R \ll b$. Correspondingly, for $b / a \gg 1$, this correction is small for $c \ll a / b$ or $R \ll a$ (in both estimations, we assumed that $|\delta| \sim 1$ ). Thus, $R \ll \min \{a, b\}$ is the condition for fast convergence of expansion (37).

According to (12), the odd-subscript coefficients $c_{k}$ change the sign on the permutation $a \rightleftarrows b$. This permutation also changes the sign of some terms in expansion (33) for $\alpha$. Equation (37) shows that these terms contain $\delta$ to odd powers; therefore, the double replacement $a \rightleftarrows b$ and $\delta \longrightarrow-\delta$ does not change $\alpha=\alpha(a$, $b ; \delta):$

$$
\begin{equation*}
\alpha(b, a ;-\delta)=\alpha(a, b ; \delta) \tag{40}
\end{equation*}
$$

The same conclusion follows from the general expression (33) for $\alpha$. Similarly, for $\xi_{n}=x_{n} / \beta$, we obtain

$$
\begin{equation*}
\xi_{n}(b, a ;-\delta)=(-1)^{n} \xi_{n}(a, b ; \delta) \tag{41}
\end{equation*}
$$

thus, equality (40) for $\alpha=1 / \xi_{0}$ is a special case of (41).
(6) The case when the potential difference is applied along the $y$ axis is considered by the same method as above. In particular, the complex potentials inside and outside an inclusion have the form

$$
\begin{gather*}
\Phi^{(i)}(z)=-i \sum_{n=0}^{\infty} C_{2 n+1} z^{2 n+1}  \tag{42}\\
\Phi^{(e)}(z)=-i\left\{\gamma z-\sum_{n=0}^{\infty} D_{2 n} \xi^{(2 n)}(z)\right\} \tag{43}
\end{gather*}
$$

with the real coefficients $\gamma, C_{2 n+1}$, and $D_{2 n}$. Further calculations almost completely repeat the foregoing ones. As a result, we find

$$
\begin{align*}
D_{2 n} & =\frac{R^{2 n+2} \delta}{\sqrt{(2 n)!(2 n+1)!}} y_{n}  \tag{44}\\
C_{2 n+1} & =\frac{2}{1+h} \frac{1}{R^{2 n}} \frac{1}{\sqrt{2 n+1}} y_{n}
\end{align*}
$$

where the values of $y_{n}$ satisfy the set of equations

$$
\begin{equation*}
y_{n}-\sum_{m=0}^{\infty} S_{n m} y_{m}=\gamma \delta_{n 0} \tag{45}
\end{equation*}
$$

with the matrix $\hat{S}$ from (26).
The voltage drop $U_{y}$ and the total current $I_{y}$ are expressed through the complex potential $\Phi(z)$ as

$$
\begin{gather*}
U_{y}=-\operatorname{Re}[\Phi(x+i b)-\Phi(x-i b)]  \tag{46}\\
I_{y}=\sigma_{1} \operatorname{Im}[\Phi(a+i y)-\Phi(-a+i y)]
\end{gather*}
$$

Substituting (43) into (46), in view of (5) and (6), yields

$$
\begin{gather*}
U_{y}=-2 b\left[\gamma+\frac{D_{0}}{a b}\left(\frac{\pi}{2}-b \eta\right)\right]  \tag{47}\\
I_{y}=-2 a \sigma_{1}\left(\gamma-\frac{1}{a} D_{0} \eta\right)
\end{gather*}
$$

The conductivity in the direction of the $y$ axis, i.e., $\sigma_{y e}=\left(b I_{y}\right) /\left(a U_{y}\right)$, is $\left(D_{0}=y_{0} R^{2} \delta\right)$

$$
\begin{gather*}
\sigma_{y e}=\sigma_{1}\left(\bar{\alpha}-\frac{R^{2}}{a} \eta \delta\right)\left[\bar{\alpha}+\frac{R^{2}}{a b}\left(\frac{\pi}{2}-b \eta\right) \delta\right]^{-1}  \tag{48}\\
\bar{\alpha}=\frac{\gamma}{y_{0}}
\end{gather*}
$$

The expression for $\bar{\alpha}$ is derived from those for $\alpha$ [see (33) and (36)-(38)] after the substitution $\delta \longrightarrow-\delta$ or, according to (40), $a \Longleftrightarrow b$. It is clear that, in the latter case, $\sigma_{x e}$ is expected to change to $\sigma_{y e}: \sigma_{x e}(b, a)=$ $\sigma_{y e}(a, b)$. Indeed, it is easy to check [in view of relations (11) and (6)] that the permutation $a \rightleftarrows b$ yields (48) from (29).

With the permutation $\sigma_{1} \rightleftarrows \sigma_{2}$ (i.e., $h \longrightarrow 1 / h$ and $\delta \longrightarrow-\delta$ ), the initial system turns into a so-called reciprocal system (the corresponding quantities will be denoted by a tilde). Going to the reciprocal system in (48) $(\bar{\alpha} \longrightarrow \tilde{\bar{\alpha}}=\alpha)$ and comparing the result with (29), we infer that the reciprocity relation for structurally anisotropic 2D systems [7] (see, also, [8])

$$
\begin{equation*}
\sigma_{x e}=\tilde{\sigma}_{y e}=\sigma_{1} \sigma_{2} \tag{49}
\end{equation*}
$$

is automatically satisfied in this case.
(7) A knowledge of the potentials when the mean electric field strength $\langle\mathbf{E}\rangle$ is directed along the $x$ and $y$ axes makes it possible to find (in a linear approximation with respect to a magnetic field $\mathbf{H}$ ) the Hall component $\sigma_{a e}$ of the effective conductivity tensor $\hat{\sigma}_{e}$. According to [9], it is given by

$$
\begin{equation*}
\sigma_{a e}=\sigma_{a 2}+\left(\sigma_{a 1}-\sigma_{a 2}\right) \varphi(p, h) \tag{50}
\end{equation*}
$$

where $\sigma_{a i}$ is the Hall component of the conductivity tensor for the $i$ th component $(i=1,2)$.

The function $\varphi$ can be expressed in terms of the electric field strength $\mathbf{E}^{(v)}(\mathbf{r})$ at $\mathbf{H}=0$ [9]:

$$
\begin{equation*}
\varphi=1-\frac{\left\langle E_{x}^{(x)} E_{y}^{(y)}-E_{y}^{(x)} E_{x}^{(y)}\right\rangle^{(2)}}{\left\langle E_{x}^{(x)}\right\rangle\left\langle E_{y}^{(y)}\right\rangle} \tag{51}
\end{equation*}
$$

Here, $\langle\ldots\rangle^{(2)}$ is the integral over the inclusion surface area divided by the unit cell area; the superscript $v$ means that $\mathbf{E}^{(v)}$ is directed along the $\left\langle\mathbf{E}^{(v)}\right\rangle$ axis. By determining $\mathbf{E}^{(x)}$ and $\mathbf{E}^{(y)}$ from (2) and (42), respectively, and evaluating the integral appearing in (51), we obtain

$$
\begin{equation*}
\left\langle E_{x}^{(x)} E_{y}^{(y)}-E_{y}^{(x)} E_{x}^{(y)}\right\rangle^{(2)}=\frac{1}{(1+h)^{2}} \frac{\pi R^{2}}{a b} \sum_{n=0}^{\infty} x_{n} y_{y} \tag{52}
\end{equation*}
$$

Then, we multiply equations (25) and (45) by $y_{n}$ and $x_{n}$, respectively; add them together; and carry out the sum over all $n$. Eventually, taking into account the symmetry of the matrix $\hat{S}$ and the definitions of $\alpha$ and $\bar{\alpha}$, we get

$$
\begin{equation*}
\frac{1}{x_{0} y_{0}} \sum_{n=0}^{\infty} x_{n} y_{n}=\frac{1}{2}(\alpha+\bar{\alpha}) \tag{53}
\end{equation*}
$$

Finally, by inserting (52), (53), $\left\langle E_{x}^{(x)}\right\rangle=U_{x} /(2 a)$ with $U_{x}$ from (28), and $\left\langle E_{y}^{(y)}\right\rangle=U_{y} /(2 b)$ with $U_{y}$ from (46) into (51), we obtain

$$
\begin{equation*}
\varphi=\frac{\sigma_{x e} \sigma_{y e}-\sigma_{2}^{2}}{\sigma_{1}^{2}-\sigma_{2}^{2}} \tag{54}
\end{equation*}
$$

with $\sigma_{x e}$ from (29) and $\sigma_{y e}$ from (48). Note that the expression for $\varphi$ in the form of (54) is valid for any structurally anisotropic 2D system and may be derived, in the general case, by the method proposed in [9].
(8) Partial square-law characteristics of the electric field strength are closely related to the effective conductivity of a composite. Just as in the isotropic case [9], we have

$$
\begin{align*}
\psi_{i}^{(\alpha)}(p, h) & \equiv\left\langle\left(\mathbf{e}^{(\alpha)}\right)^{2}\right\rangle^{(i)}=\frac{\partial \sigma_{\alpha e}}{\partial \sigma_{i}}  \tag{55}\\
\mathbf{e}^{(\alpha)}(\mathbf{r}) & =\mathbf{E}^{(\alpha)}(\mathbf{r})\left(\left|\left\langle\mathbf{E}^{(\alpha)}\right\rangle\right|\right)^{-1}
\end{align*}
$$

Here, $\sigma_{\alpha e}$ are the principal values of the effective conductivity tensor $(\alpha=x, y, z),\langle\ldots\rangle^{(i)}$ is the integral over the volume (or area in a 2D case) of the $i$ th component divided by the sample volume $V$, and $\mathbf{E}^{\alpha}(\mathbf{r})$ is the same as in the previous section.

For our model, $\left\langle E_{x}^{(x)}\right\rangle=U_{x} /(2 a)$ with $U_{x}$ from (28) and $\mathbf{E}^{2}=\left|\Phi^{\prime}(z)\right|^{2}$. By using, for example, (2), we find for the quantity $\psi_{2}^{(x)}$

$$
\begin{gather*}
\psi_{2}^{(x)}=\frac{1}{(1+h)^{2}} \frac{\pi R^{2}}{a b}\left(\alpha+\frac{R^{2}}{a} \eta \delta\right)^{-2} J  \tag{56}\\
J=1+\sum_{n=1}^{\infty}\left(\frac{x_{n}}{x_{0}}\right)^{2} \tag{57}
\end{gather*}
$$

The differentiation of $\sigma_{x e}$ from (29) with respect to $\sigma_{2}$ yields

$$
\begin{equation*}
\frac{\partial \sigma_{x e}}{\partial \sigma_{2}}=\frac{1}{(1+h)^{2}} \frac{\pi R^{2}}{a b}\left(\alpha+\frac{R^{2}}{a} \eta \delta\right)^{-2}\left(\alpha-\frac{\partial \alpha}{\partial \delta} \delta\right) \tag{58}
\end{equation*}
$$

By evaluating (57) [using expansion (32) for $x_{n}$ ] and the last factor in (58) [with $\alpha$ from (37)] up to terms $\sim R^{24}$ inclusive, it is easy to check that the relation $\psi_{2}^{(x)}=\partial \sigma_{x e} / \partial \sigma_{2}$ is satisfied in this approximation. However, the satisfiability of this relation for our model can be proved by straightforward calculation for an arbitrary $R$.

Taking into account the linear dependence of the matrices $\hat{S}$ and $\hat{T}$ on $\delta$ and using general expression (36) for $\alpha$, we arrive at

$$
\begin{equation*}
\alpha-\frac{\partial \alpha}{\partial \delta} \delta=1+\left(\hat{S}(1+\hat{T})^{-1}(1+\hat{T})^{-1} \hat{S}\right)_{00} \tag{59}
\end{equation*}
$$

On the other hand, substituting (35) into (57) yields

$$
\begin{equation*}
J=1+\sum_{n=1}^{\infty}\left(\hat{S}(1+\hat{T})^{-1}\right)_{0 n}\left((1+\hat{T})^{-1} \hat{S}\right)_{n 0} \tag{60}
\end{equation*}
$$

where we used the equality

$$
n \neq 0:\left((1+\hat{T})^{-1} \hat{S}\right)_{n 0}=\left(\hat{S}(1+\hat{T})^{-1}\right)_{0 n}
$$

which is easy to check.
From the definition (34) of the matrix $\hat{T}$, it follows that

$$
\left(\hat{S}(1+\hat{T})^{-1}\right)_{00}=0
$$

Therefore, summation in (60) can be extended to all $n \geq 0$, so that $J$ eventually takes the form

$$
\begin{equation*}
J=1+\left(\hat{S}(1+\hat{T})^{-1}(1+\hat{T})^{-1} \hat{S}\right)_{00} \tag{61}
\end{equation*}
$$

A comparison of (58) and (59) with (56) and (61) leads us to relation (55) with $\alpha=x$ and $i=2$. The other equalities of (55) are proved in a similar way.
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#### Abstract

The formation of a multicomponent plasma and the conductivity of a film MIM structure area shortcircuited by a particle due to a high-velocity impact are considered. A model for calculating the conductivity of a shock-compressed metal-insulator-metal (MIM) structure is suggested. The model was constructed by solving the problem on inertial expansion of an impact-produced plasma and is based on the volume ionization model. With this model, the effect of an external electric field on the parameters of a plasma produced by par-ticle-MIM structure interaction was clarified. The model can be used in designing particle detectors, measuring physicochemical properties of micrometeoroid and technogenic particles, and processing ion spectra. © 2001 MAIK "Nauka/Interperiodica".


Interaction between an energetic particle and an active thin MIM structure ( $U_{\text {MDM }}>0$ ) is associated with the problem of detecting micrometeoroids and cosmic waste particles [1-4]. The use of active MIM structures in particle parameter transducers is dictated by the need for improving the sensitivity in the lower ranges of particle velocities and weights ( $W<10 \mathrm{~km} / \mathrm{s}, m<10^{-8} \mathrm{~kg}$ ). This is of special importance for determining the elemental composition of micrometeoroids. Space-borne data processing equipment runs into obstacles when tackling this problem [2,5,6]. The conductivity of a shock-compressed film MIM structure was studied in [6].

In this work, we consider, on a qualitative basis, ion formation in a multicomponent plasma and the conductivity of an active film MIM structure area short-circuited by a particle upon a high-velocity shock. Our model is valid for particle velocities between 10 and $15 \mathrm{~km} / \mathrm{s}$ [7]. The model for calculating the conductivity of a shock-compressed MIM structure is based on solution of the problem on inertial expansion of an impactproduced plasma and also on the volume ionization model $[7,8]$. Within the model elaborated in this work, the effect of an external electric field on the parameters of a plasma produced by interaction between an energetic particle and a thin obstacle (an MIM structure) was elucidated.

Using relationships well known from the theory of shock waves [8], for particle (striker) velocities in the range $W=15-50 \mathrm{~km} / \mathrm{s}$, one can obtain the following expressions.
(1) The temperature at the shock front is given by

$$
\begin{equation*}
T_{1}=G \frac{W}{1+\sqrt{\rho_{2} / \rho_{3}}}, \tag{1}
\end{equation*}
$$

where $W$ is the striker velocity; $\rho_{2}$ and $\rho_{3}$ are the densities of the striker and target, respectively; $G=1 / \beta^{1 / 2} x^{1 / 4}$ is a proportionality coefficient; $\beta$ is the electronic specific heat; and $x$ is the dimensionless specific volume.

As the target density, we take the density of the MIM insulator, since its thickness ( $10-20 \mu \mathrm{~m}$ ) far exceeds that of the metal coating $(0.1 \mu \mathrm{~m})$.
(2) The initial temperature of a resulting plasmoid is

$$
\begin{equation*}
T_{i}=T_{0}\left(\frac{n_{0}}{n_{1}}\right)^{\gamma-1}, \tag{2}
\end{equation*}
$$

where $n_{0} \leq 10^{20} \mathrm{~cm}^{-3}$ is the concentration of heavy particles in the plasma, $n_{1} \leq 10^{23} \mathrm{~cm}^{-3}$ is the concentration of atoms of the shock-compressed matter, $\gamma=4 / 3$ is the effective adiabatic exponent, and

$$
\begin{equation*}
T_{0}=0.1 \frac{W}{1+\sqrt{\rho_{2} / \rho_{3}}} . \tag{3}
\end{equation*}
$$

(3) The plasmoid formation time is $t_{0}=R_{0} / u$, where $u=\frac{W}{1+\sqrt{\rho_{2} / \rho_{3}}}$ is the expansion rate of the plasmoid boundary and $R_{0}=10 R_{2}\left(R_{2}\right.$ is the characteristic size of the striker).

Consider the process of expansion of a plasma cloud. In the $x$ and $y$ directions, it expands much more slowly than in the $z$ direction (Fig. 1). This is because one part of the plasmoid remains inside the capacitor, while the other is displaced outside and is free to expand under the action of gas-dynamic forces. Inside the capacitor, expansion conditions differ: the plasma cloud has an obstacle on its way, i.e., the capacitor plates. This part of the cloud can expand if the capacitor plates and the insulator evaporate when subjected to high temperatures.


Fig. 1. Expansion of plasma cloud (1, capacitor plates).

The expansion rate of the plasma cloud depends on the velocity of a particle interacting with the cloud, the work of the external electric field, and the effect of high temperatures (random motion of particles). The ionic composition of the plasma is determined from the Saha equations. For dust particles of size $R_{2}=10^{-5}-10^{-3} \mathrm{~cm}$ and $W=20-50 \mathrm{~km} / \mathrm{s}$, the parameters of plasmoids lie in the ranges $10^{-4} \leq R_{0} \leq 10^{-2} \mathrm{~cm}, n_{0} \leq 10^{20} \mathrm{~cm}^{-3}$, and $1 \leq$ $T \leq 3 \mathrm{eV}$. If the plasma temperature is low, we can take into consideration only single ionization. Then, residual charges can be calculated without applying numeric techniques.

In our case, the problem is stated as follows. At a time instant $t=t_{0}$ let us have an equilibrium multicomponent (in general) plasma of density $n_{0}=\sum_{k=1}^{k_{\text {max }}} n_{0_{k}}$, radius $R_{0}$, and temperature $T_{0}$. Let also expansion and cooling obey the laws adopted in [8]. A set of equations that describes the ionization kinetics in an expanding plasmoid has the form [8]

$$
\begin{gather*}
\frac{d x_{k}}{d t}=\left(1-x_{k}\right) x_{e} \frac{A C t_{0} n(t)}{T^{3}(t)} \exp \left(-\frac{J_{k}}{T_{0}}\right) \\
-\frac{x_{k} x_{e}^{2} n^{2}(t) A t_{0}}{T^{9 / 2}(t)},  \tag{4}\\
n(t)=\frac{n_{0}}{t^{3}}, \quad T(t)=\frac{T_{0}}{t}, \quad x_{e}=\sum_{k=1}^{k_{\max }} C_{k} x_{k}, \tag{5}
\end{gather*}
$$

where $t$ is dimensionless time normalized by $t_{0} ; x_{e}$ and $x_{k}$ are the ionizations of electrons and ions of the $k$ th element, respectively; and $C_{k}$ is the content of heavy particles of the $k$ th sort:

$$
C_{k}=\frac{n_{k}}{n_{0}}=\frac{n_{k 0}}{n_{0}}=\text { const, } \quad \sum_{k=1}^{k_{\max }} C_{k}=1
$$

The initial conditions are defined by the Saha equations. If, initially, $x_{k} \ll 1$, the solution to the Saha equations is given by [1]

$$
\begin{equation*}
x_{e 0}=\left(\sum_{k=1}^{k_{\max }} C_{k} \mu_{k}\right)^{1 / 2} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=\frac{C T^{3 / 2}}{n_{0}} \exp \left(-\frac{J_{k}}{T_{0}}\right), \quad x_{k_{0}}=\frac{\mu_{k}}{x_{e 0}} . \tag{9}
\end{equation*}
$$

If ionization equilibrium breaks down at a time instant $t_{1}\left(t_{1}>t_{0}\right)$, set (8)-(9) can be solved as follows. At $t_{0} \leq t \leq t_{1}$, approximate values of the ionizations are determined from the Saha equations for $n=n(t)$ and $T=T(t)$. At $t>t_{1}$, the ionization rate is much smaller than the recombination rate (because of the strong exponential dependence) and can be neglected; hence, Eq. (4) can be written as

$$
\begin{equation*}
\frac{d x}{d t}=\frac{x_{k} x_{e}^{2} n^{2}(t) A t_{0}}{T^{9 / 2}(t)} \tag{10}
\end{equation*}
$$

Multiplying the right and the left of (10) by $C_{k}$ and taking the sum over subscript $k$ in view of (7), we come to

$$
\begin{equation*}
\frac{d x_{e}}{d t}=-\frac{x_{e}^{2} A t_{0}}{T^{9 / 2}} \tag{11}
\end{equation*}
$$

Integrating (11) yields the solution to the set of Eqs. (4)-(8) in the form

$$
\begin{align*}
& x_{e}(t)=r\left[1+\left(\frac{r}{x_{e 1}}\right)^{2}-\sqrt{\frac{t_{1}}{t}}\right]^{-\frac{1}{2}}  \tag{12}\\
& x(t)=r \frac{x_{k 1}}{x_{e 1}}\left[1+\left(\frac{r}{x_{e 1}}\right)^{2}-\sqrt{\frac{t_{1}}{t}}\right]^{-\frac{1}{2}}, \tag{13}
\end{align*}
$$

where

$$
r=\left(\frac{T_{0}^{9 / 2} t_{1}^{1 / 2}}{2 A t_{0}^{3 / 2} n_{0}^{2}}\right)^{1 / 2}
$$

The parameters $x_{e 1}$ and $x_{k 1}$ are the respective ionizations at $t=t_{1}$, which are determined from the Saha equations for $n_{1}=n\left(t_{1}\right)$ and $T_{1}=T\left(t_{1}\right)$.

To estimate $t_{1}$, we will take advantage of the expression

$$
\begin{equation*}
\frac{A n_{1}^{2} x_{e}^{2} t_{0}}{T_{1}^{9 / 2}}=\frac{3}{2}(\gamma-1) \frac{J}{T_{1}} \tag{14}
\end{equation*}
$$

which is valid for a single-component plasma.

As follows from the Saha equation, for a singlecomponent plasma, we have

$$
\begin{equation*}
x_{e 1}^{2}=\frac{C T_{0}^{9 / 2}}{n_{0}} \exp \left(-\frac{J}{T_{0}}\right) \tag{15}
\end{equation*}
$$

If the form of Eq. (14) is retained for a multicomponent plasma, the potential $J$ will be determined from the equality of the electron ionizations for both plasmas:

$$
\begin{equation*}
x_{e 1}^{2}\left(J_{k}\right)=x_{e 1}^{2}(J) . \tag{16}
\end{equation*}
$$

Substituting (8) and (14) into (16) yields the equation for the effective potential $J$ :

$$
\begin{equation*}
\sum_{k=1}^{k_{\max }} C_{k} \exp \left(-\frac{J_{k}}{T_{1}}\right)=\exp \left(-\frac{J}{T_{1}}\right) \tag{17}
\end{equation*}
$$

The dependences $t_{1}=t_{1}\left(n_{0}, T_{0}, t_{0}, C_{k}, J_{k}\right)$ and $J=$ $J\left(n_{0}, T_{0}, t_{0}, C_{k}, J_{k}\right)$ are found by jointly solving (14), (15), and (17). The asymptotic values of the ionizations can be determined from (12) and (13) at $t \longrightarrow \infty$ :

$$
\begin{gather*}
x_{e \infty}=\frac{r}{\left[1+\left(r / x_{e l}\right)^{2}\right]^{1 / 2}},  \tag{18}\\
x_{k \infty}=\frac{x_{k 1}}{x_{e 1}} x_{e \infty} . \tag{19}
\end{gather*}
$$

Here, we put $x_{e \infty} \approx r$, since $\left(r / x_{e l}\right)^{2} \ll 1$. With regard for (18) and (19), the formulas for residual charges are written as

$$
\begin{gather*}
Q_{e}=\frac{4}{3} \pi R_{0}^{3} n_{0} x_{e \infty}  \tag{20}\\
Q_{k}=\frac{4}{3} \pi R_{0}^{3} n_{0} C_{k} x_{k \infty} ; \quad Q_{e}=\sum_{k=1}^{k_{\max }} Q_{k} . \tag{21}
\end{gather*}
$$

These expressions describe the approximate model for inertial expansion of a plasmoid subjected to gasdynamic forces.

In terms of this model, one can also solve the problem of plasma heating by current. An increase in the plasma temperature due to current (Joule) heating must be taken into account in tackling the problem of kinetic expansion of a plasma cloud.

The plasma conductivity is known to be the sum of the electronic and ionic components [9]:

$$
\begin{equation*}
\sigma-\sigma_{e}+\sigma_{i}=e\left(n_{e} \mu_{e}+n_{i} \mu_{i}\right) \tag{22}
\end{equation*}
$$

where $\sigma_{e}$ and $\sigma_{i}$ are the electronic and ionic conductivities, respectively, and $\mu_{e}$ and $\mu_{i}$ are the mobilities of electrons and ions, respectively.

The electronic component of the conductivity is responsible for current heating of a plasma. The electric field raises the kinetic energy of charged particles (electrons and ions); in this case, ions of weight $m_{i}>m_{e}$ can
be considered immobile. A plasma can be considered as a mixture of electronic and ionic liquids. The friction force between these liquids increases the plasma temperature. The rate of heating of electrons due to the friction force is determined from the expression [9]

$$
\begin{equation*}
\frac{3}{2} n_{e} \frac{d T}{d t}=\sigma_{e} E \tag{23}
\end{equation*}
$$

The temperature of the ionic liquid increases $\sqrt{m_{i} / m_{e}}$ times more slowly because of the difference between the heat conductivities of the electronic and ionic liquids.

The total plasma temperature is the sum of the two components:

$$
\begin{equation*}
T_{\Sigma}=T+\tilde{T} \tag{24}
\end{equation*}
$$

where $T$ is the temperature of an expanding plasmoid [expression (6)] and $\tilde{T}$ is the temperature increment due to Joule heating [this increment is found from Eq. (23)].

Since the plasma conductivity is initially relatively high, the external electric field penetrates into the plasma to a small depth. The penetration depth can be estimated from the formula [10]

$$
\begin{equation*}
E(y)=E_{0} \exp \left(-\frac{y}{r_{D}}\right) \tag{25}
\end{equation*}
$$

where $E_{0}$ is the external electric field strength; $E(y)$ is the field strength inside the plasma at a depth $y$;

$$
r_{D}=\sqrt{\frac{T_{i}+T_{e}}{8 \pi n e^{2}}}
$$

is the Debye screening radius; $T_{e}$ and $T_{i}$ are the temperatures of the electronic and ionic liquids, respectively; and $n$ is the equilibrium concentration of particles.

The model can be simplified if we assume that the electric field does not affect ionization and recombination processes at the initial time instant. Only after a lapse of time, when the plasma conductivity drops, does the external field penetrate into the plasma to a noticeable depth, accelerate charged particles, and heat up the plasma.

To derive an expression for charge variation in time, it is first necessary to find the current passing through the broken-down capacitor. According to [6], the equation for current variation in MIM structures has the form

$$
\begin{equation*}
I(t)=\frac{U(t)}{d^{2}} \int_{V} \sigma d V \tag{26}
\end{equation*}
$$

where $U(t)$ is the external field voltage, $d$ is the insulator thickness, $\sigma$ is the MIM conductivity, and $V$ is the volume of the conductive channel in the broken-down capacitor.


Fig. 2. Approximation of MIM channel resistance variation.


Fig. 3. Conductivity vs. time at particle velocities of (1) 10 , (2) 15 , (3) 20 , and (4) $30 \mathrm{~km} / \mathrm{s} . U_{0}=200 \mathrm{~V}$.

Now we will find the variation of the voltage across the MIM structure when the capacitor discharges through the resulting high-conductivity channel (plasma). The differential equation for capacitor
discharge has the form

$$
\begin{equation*}
U_{C}+\frac{d U_{C}}{d t} R_{p} C=0 \tag{27}
\end{equation*}
$$

where $U_{C}$ is the voltage across the capacitor, $R_{p}$ is the plasma resistance, and $C$ is the capacitance of the capacitor (we put $C \approx 1$ ).

The plasma resistance is given by

$$
\begin{equation*}
R_{p}=\frac{1}{\sigma} \frac{d}{S} \tag{28}
\end{equation*}
$$

where $\sigma=e n(t) \mu(t)$ is the plasma conductivity; $n(t)$ and $\mu(t)$ are the concentration and mobility of charged particles, respectively (these parameters vary according to the above kinetic laws for plasma expansion); $d$ is the insulator thickness; and $S$ is the cross-section area of the conductive channel ( $S \approx 4 \pi R_{0}^{2}$, where $R_{0}$ is the radius of the channel produced by a particle).

To simplify the calculations, we approximate the variation of the plasma conductivity by a step function (Fig. 2). The solution to differential equation (27) is then straightforward. The voltage drop across the capacitor short-circuited by the plasma is given by

$$
\begin{equation*}
\ln \left[\frac{U_{C}(t)}{U_{0}}\right]=\int_{t_{1}}^{t_{2}} \frac{-1}{R_{1} C} d t+\int_{t_{2}}^{t_{3}} \frac{-1}{R_{2} C} d t+\int_{t_{3}}^{t_{4}} \frac{-1}{R_{1} C} d t \tag{29}
\end{equation*}
$$

where $U_{0}$ is the dc voltage applied to the capacitor, $U_{0}=$ $50-100 \mathrm{~V} ; C$ is the MIM capacitance; $R_{i}$ are the plasma resistances after the approximation; $t_{1}$ is the time instant thermal equilibrium breaks down; $t_{4}$ is the time of plasma "quenching;" and $t_{3}-t_{2}$ is the mean step width (Fig. 2).

Thus, in calculating the temperature increment (due to Joule heating), current, and charge of the plasma, one should take into account the process of capacitor (MIM structure) discharge. In view of (29), the discharge volt-


Fig. 4. Charge spectra of various elements for particle velocities of (1) 10 , (2) 15 , (3) 20 , (4) 25 , and (5) $30 \mathrm{~km} / \mathrm{s} . U_{0}=200 \mathrm{~V}$.


Fig. 5. Integral charges vs. particle velocity at $0<U_{0}<1 \mathrm{~V}$.
age of the capacitor during plasma expansion is expressed as

$$
\begin{equation*}
\Delta U=U_{0}-U(t) . \tag{30}
\end{equation*}
$$

It is evident from (29) that the process of capacitor discharge is controlled by the parameters of a plasma produced by the interaction of an energetic particle with the target. For voltages between 10 and 50 V , the capacitor field affects the parameters of an impact-produced plasma only slightly. The MIM structure may even break down near the conductive channel.

As the capacitance decreases, the discharge duration becomes comparable to that of plasma expansion between the capacitor plates and the effect of the discharge on the plasma characteristics grows.

The charge accumulated in the capacitor is found from the well-known formula [9]

$$
\begin{equation*}
Q=\int_{t_{0}}^{t_{3}} I(t) d t \tag{31}
\end{equation*}
$$

where $I(t)$ is determined from (26).
The charge of either component of the plasma is determined in a similar way. The integral charge of the plasma differs from that given by (31) by $50-70 \%$ for particle velocities between 10 and $15 \mathrm{~km} / \mathrm{s}$ and $20-30 \%$ for velocities between 20 and $30 \mathrm{~km} / \mathrm{s}$, because the ionization potentials of the elements $J_{k}$ are replaced by the effective potential $J$.

Qualitatively, the obtained results agree with available experimental data $[6,11,12]$. For practical pur-
poses, we developed a simple model that describes processes initiated in an MIM structure by a high-velocity impact. The model data are shown in Figs. 3-5. Figure 3 depicts the time dependence of the MIM conductivity, Fig. 4 represents the charge spectra for particle velocities in the range of $10-30 \mathrm{~km} / \mathrm{s}$, and Fig. 5 shows the integral charge vs. velocity throughout the process (from the beginning to quenching).

Thus, we showed that detection of the MIM integral charge from the beginning of the interaction up to plasma quenching may improve the sensitivity of the ionization method by more than one order of magnitude and thereby find the physical parameters and elemental composition of low-energy micrometeoroids.

This model is useful in designing particle detectors, measuring physicochemical parameters of micrometeoroid and technogenic particles, and processing ion spectra.
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#### Abstract

A model of a ferroelectric planar capacitor containing a thin linear insulator under the electrodes is developed. This structure is shown to reduce microwave losses in the capacitor without significantly decreasing the controllability of its properties. In the framework of the model, the size of the charge spreading region on the electrodes is estimated. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Strong interest has recently arisen in ferroelectrics as promising materials for controllable microwave devices [1-4]. The use of ferroelectrics in this field relies on planar technology, the basic design components being a planar capacitor and a coplanar or a slot transmission line [5]. A planar capacitor, whose capacitance varies with an external electric field, is of particular interest. The use of these components necessitates the development of mathematical models that can be employed as the basis for computer-aided design (CAD) of ferroelectric microwave devices.

A conventional planar capacitor consists of an insulating substrate, a ferroelectric layer, and planar electrodes (metallic or superconducting). Its capacitance can be calculated by the well-established methods of conformal mapping and partial capacitances [6-11]. This paper addresses a planar capacitor containing an additional insulating layer under the electrodes.

The advantages of the planar structure with the additional underelectrode layer are the following.
(1) This layer provides better protection of the ferroelectric film from electric breakdown.
(2) This layer separates the ferroelectric film from the conducting electrodes, which prevents the injection of charge carriers from the electrodes to the ferroelectric and provides a more uniform electric field distribution in the ferroelectric film. The uniform electric field minimizes microwave losses due to electrostriction conversion of the microwave field into acoustic vibration, which occurs in the presence of a nonuniform field [12, 13].
(3) In the presence of the underelectrode layer, the evaporation of the conducting electrodes and their subsequent etching in order to form the capacitor gap do not proceed directly on the ferroelectric surface.
(4) An underelectrode layer made from a linear insulator similar to the substrate material lowers the mechanical stress in the ferroelectric film and, as a consequence, reduces microwave losses in the multilayer planar capacitor.

On the other hand, the presence of this layer makes calculation of the capacitance of such a capacitor more difficult. It becomes necessary to invoke cumbersome numerical methods, which can hardly be used in CAD. The goal of this paper is to derive an analytical expression for the capacitance of a planar structure containing an underelectrode insulator. It will be shown that the low-permittivity underelectrode layer does not significantly decrease the capacitance of the planar capacitor.

## APPLICATION OF THE CONFORMAL MAPPING METHOD TO THE STANDARD PLANAR CAPACITOR

The electric field distribution in a planar capacitor is nonuniform. The capacitance is usually calculated by the conformal mapping method, which transforms the field in a planar structure into the field in a usual plane capacitor.

Consider the planar capacitor illustrated in Fig. 1. Let $h_{d}=0$ (i.e., there is no underelectrode insulator) and


Fig. 1. Planar ferroelectric capacitor with a thin linear dielectric underelectrode layer and its equivalent circuit: (1) magnetic wall and (2) substrate.
the ferroelectric-substrate and ferroelectric-air interfaces act as "magnetic walls." The capacitance of such a capacitor (a ferroelectric film with the electrodes on its surface) can be represented as [8-11]

$$
\begin{equation*}
C_{f}=\frac{\varepsilon_{0} \varepsilon_{f} w}{s / h_{f}+(4 / \pi) \ln 2} . \tag{1}
\end{equation*}
$$

## A MODEL OF A CAPACITOR WITH AN ANISOTROPIC INSULATOR

We will use the formula for capacitance of a planar capacitor with an anisotropic dielectric layer [9, 11]. Then, expression (1) is recast as

$$
\begin{equation*}
C_{f}=\varepsilon_{0} \frac{w \varepsilon_{s}}{s /\left(h_{f}+h_{d}\right)+(4 / \pi) \ln 2 \sqrt{\varepsilon_{s} / \varepsilon_{h}}} . \tag{2}
\end{equation*}
$$

Refer to Fig. 1 (at $h_{d}=0$ ). Let $\varepsilon_{s}$ and $\varepsilon_{h}$ be the effective permittivities of a film composed of two layers with the parameters $h_{d}, \varepsilon_{d}$ and $h_{f}, \varepsilon_{f}$ for the field components parallel and perpendicular to the interfaces, respectively. We assume that

$$
\begin{equation*}
\varepsilon_{d} \ll \varepsilon_{f}, \quad h_{d} \ll h_{f} . \tag{3}
\end{equation*}
$$

Then, for the field components parallel to the interfaces (film), the layers can be considered as capacitors connected in parallel:

$$
\begin{align*}
& \varepsilon_{s}\left(h_{d}+h_{f}\right)=\varepsilon_{f} h_{f}+\varepsilon_{d} h_{d}, \\
& \varepsilon_{s}=\varepsilon_{f} \frac{h_{f}}{h_{d}+h_{f}}+\varepsilon_{d} \frac{h_{d}}{h_{d}+h_{f}} . \tag{4}
\end{align*}
$$

In view of inequalities (3), one can write

$$
\begin{equation*}
\varepsilon_{s}=\varepsilon_{f} . \tag{5}
\end{equation*}
$$

For the field components perpendicular to the interfaces (across the film), the layers can be considered as capacitors connected in series:

$$
\begin{gather*}
\frac{h_{f}+h_{d}}{\varepsilon_{h}}=\frac{h_{d}}{\varepsilon_{d}}+\frac{h_{f}}{\varepsilon_{f}},  \tag{6}\\
\frac{1}{\varepsilon_{h}}=\frac{h_{d}}{h_{d}+h_{f}} \frac{1}{\varepsilon_{d}}+\frac{h_{f}}{h_{d}+h_{f}} \frac{1}{\varepsilon_{f}} .
\end{gather*}
$$

From (4) and (5), we obtain

$$
\begin{equation*}
\frac{\varepsilon_{s}}{\varepsilon_{h}}=1+\frac{h_{f} h_{d}}{\left(h_{f}+h_{d}\right)^{2}}\left(\frac{\varepsilon_{f}}{\varepsilon_{d}}+\frac{\varepsilon_{d}}{\varepsilon_{f}}-2\right) . \tag{7}
\end{equation*}
$$

With (3), we come to the simplified formula

$$
\begin{equation*}
\frac{\varepsilon_{s}}{\varepsilon_{h}}=1+\frac{h_{d} \varepsilon_{f}}{h_{f} \varepsilon_{d}} \tag{8}
\end{equation*}
$$

## MODEL DESCRIPTION OF THE MULTILAYER PLANAR CAPACITOR

Refer to Fig. 1 again. Assume that the ferroelectricsubstrate and air-insulator interfaces act as magnetic walls; i.e., the normal electric field components vanish at these interfaces. Then, we can consider our capacitor as consisting of the underelectrode dielectric layer and the ferroelectric layer. The equivalent circuit of the capacitor represents series-connected capacitances due to the dielectric layer, $C_{d}$, and the capacitance due to the ferroelectric layer, $C_{f}$ (Fig. 1). The interelectrode capacitance

$$
C_{d} \approx \frac{\varepsilon_{0} \varepsilon_{d} w h_{d}}{s}
$$

(Fig. 1) can be neglected, because it is much smaller than $C_{f}$ (no more than $2 \%$ of the total capacitance of the capacitor). The relationship between $C_{d}$ and $C_{f}$ in Fig. 1 becomes clear from the Christoffel-Schwartz transform (Fig. 2). The substrate shown in Fig. 1 is but an element of the structure.

If $\varepsilon_{d} \ll \varepsilon_{f}$, the capacitance of a two-layer capacitor cannot be found by the partial capacitance method. It can be calculated by the numerical method developed in [14]; however, this method requires much machine time.

Now the above relationships will be used to derive an approximate formula for the capacitance of the twolayer capacitor. In this case, the adjustment coefficient can be found by contrasting this approximate formula


Fig. 2. Representation of the two-layer planar capacitor in the form of a plane capacitor through the ChristoffelSchwartz transform: region $I$ is represented by capacitor $C_{d}^{\prime}$; region II, by $C_{f}$; and region III, by $C_{d} / 2$. In Fig. 1 , the last region is shown as series-connected capacitors $C_{d}$ formed by the ferroelectric layer and the electrodes.


Fig. 3. Fitting coefficient $K$ versus the permittivity of the ferroelectric layer. Squares, formula (10); solid line, formula (14) for a capacitor with $s=4 \mu \mathrm{~m}, h_{d}=0.05 \mu \mathrm{~m}, h_{f}=$ $0.7 \mu \mathrm{~m}, w=0.29 \mathrm{~mm}, L=1150 \mu \mathrm{~m}$, and $H_{s}=500 \mu \mathrm{~m}$.


Fig. 4. $C\left(\varepsilon_{f}\right)$ curves showing agreement between the numerical simulation [formula (10)] and analytical expression (14) for the capacitor geometries listed in Table 2.
with exact calculations [14]. Substituting (5) and (8) into (2) yields the expression for the total capacitance of the ferroelectric and dielectric layers:

$$
\begin{equation*}
C_{f d}=\varepsilon_{0} \varepsilon_{f} w\left(\frac{s}{h_{f}}+\frac{4}{\pi} \ln 2 \sqrt{1+K \frac{\varepsilon_{f}}{\varepsilon_{d}} \frac{h_{d}}{h_{f}}}\right)^{-1} \tag{9}
\end{equation*}
$$

where $K$ is the adjustment coefficient, which accounts for the fact that the film anisotropy is due to only one pair (and not many pairs) of layers.

In other words, the field does not penetrate the layer throughout its thickness $h_{f}$, therefore, in this case, the effective thickness of the layer $h_{\text {feff }}<h_{f}$ and $K>1$.

## DETERMINING THE ADJUSTMENT COEFFICIENT $K$

From (9), the coefficient $K$ can be expressed as

$$
\begin{gather*}
K\left(\varepsilon_{f}, s, h_{f}, h_{d}\right)=\frac{h_{f}}{h_{d}} \frac{\varepsilon_{d}}{\varepsilon_{f}} \\
\times\left[\left(\frac{\varepsilon_{0} w \varepsilon_{f}}{C\left(\varepsilon_{f}\right)}-\frac{s}{h_{f}}\right)^{2}\left(\frac{\pi}{4 \ln 2}\right)^{2}-1\right] . \tag{10}
\end{gather*}
$$

Thus, the adjustment coefficient of the model depends on the dimensions of the planar capacitor and the permittivities of the ferroelectric and underelectrode dielectric layers. In expression (10), $C\left(\varepsilon_{f}\right)$ is the total capacitance of the ferroelectric and underelectrode dielectric layers that was calculated by the numerical method [14]. Introduce the notation

$$
\begin{equation*}
S=\frac{s}{h_{f}}, \quad H=\frac{h_{d}}{h_{f}} . \tag{11}
\end{equation*}
$$

An analytical expression that relates the adjustment coefficient $K$ to the dimensions of the capacitor and the permittivities of the ferroelectric and underelectrode dielectric layers can be written as follows:

$$
\begin{gather*}
K\left(S, H, \varepsilon_{f}\right)  \tag{12}\\
=A\left(\varepsilon_{f}\right)+B\left(\varepsilon_{f}\right) S+C\left(\varepsilon_{f}\right) H+D\left(\varepsilon_{f}\right) S H .
\end{gather*}
$$

Write the coefficient $A$ in (12) in the form

$$
\begin{equation*}
A\left(\varepsilon_{f}\right)=A_{1} \frac{\varepsilon_{d}}{\varepsilon_{f}}+A_{2}+A_{3} \frac{\varepsilon_{f}}{\varepsilon_{d}} . \tag{13}
\end{equation*}
$$

Using similar representations for $B\left(\varepsilon_{f}\right), C\left(\varepsilon_{f}\right)$, and $D\left(\varepsilon_{f}\right)$, we obtain

$$
\begin{gathered}
K\left(S, H, \varepsilon_{f}\right)=\left(A_{1}+B_{1} S+C_{1} H+D_{1} S H\right) \frac{\varepsilon_{d}}{\varepsilon_{f}}+A_{2} \\
+ \\
B_{2} S+C_{2} H+D_{2} S H+\left(A_{3}+B_{3} S+C_{3} H+D_{3} S H\right) \frac{(14)}{\varepsilon_{d}} .
\end{gathered}
$$

The coefficients $A_{i}, B_{i}, C_{i}$, and $D_{i}$ (Table 1) in expression (14) were calculated by minimizing the discrepancy between the values of $K$ obtained from (10) and from (14) for various geometries of the planar capacitor and various permittivities of the ferroelectric. Figure 3 shows $K$ calculated from formulas (10) and (14) for a capacitor with a specified geometry. The values of $K$ obtained numerically and analytically are in good agreement. The analytical expression can be used when $0<H<0.1,1<S<10$, and $\varepsilon_{f} / \varepsilon_{d}<100$, as follows from in-depth examination.

Figure 4 shows the capacitance of the two-layer capacitor versus the ferroelectric permittivity dependences obtained numerically (symbols) and analytically (curves). The rms deviation between the analytical and numerical data is 2 to $4.5 \%$ for various geometries of the planar capacitor (Table 2).


Fig. 5. Capacitances of the underelectrode dielectric layer $C_{d}$ (17) and ferroelectric layer $C_{f}$ (1) versus ferroelectric permittivity at $s=4 \mu \mathrm{~m}, h_{d}=0.05 \mu \mathrm{~m}, h_{f}=0.7 \mu \mathrm{~m}, w=$ $0.29 \mathrm{~mm}, L=1150 \mu \mathrm{~m}$, and $H_{s}=500 \mu \mathrm{~m}$.

## EFFECTIVE CAPACITANCE OF THE UNDERELECTRODE DIELECTRIC LAYER. DIMENSION OF THE CHARGE SPREADING REGION

Estimates given below may help to illuminate the performance of the planar capacitor and its controllability. Let $C_{f}$ (Fig. 1, equivalent circuit) be determined by formula (1). Then, (9) can be used to obtain an expression for the capacitance $C_{d}$. From the geometry in Fig. 1,

$$
\begin{equation*}
C_{d}=\frac{\varepsilon_{0} \varepsilon_{d} w l}{h_{d}}, \tag{15}
\end{equation*}
$$

where $l$ is the dimension of the charge spreading region.
From the equivalent circuit in Fig. 1, we have

$$
\begin{equation*}
\frac{1}{C_{f d}}=\frac{1}{C_{f}}+\frac{2}{C_{d}}, \tag{16}
\end{equation*}
$$

where $C_{f d}$ is defined by expression (9) and $C_{f}$, by (1).
Then, $C_{d}$ can be found from the formula

$$
\begin{equation*}
C_{d}=\frac{\pi}{2 \ln 2} \frac{\varepsilon_{0} \varepsilon_{f} w}{\sqrt{1+K\left(S, H, \varepsilon_{f}\right) \frac{h_{d} \varepsilon_{f}}{h_{f} \varepsilon_{d}}-1}} . \tag{17}
\end{equation*}
$$

As can be seen from Fig. 5, $C_{d}>C_{f}$ and grows with increasing permittivity of the ferroelectric layer. Hence, the additional underelectrode linear insulator cannot significantly deteriorate the controllability of the planar


Fig. 6. Relative extension of the charge spreading region $l$ (Fig. 1) on the capacitor electrodes [formula (18)] versus ferroelectric permittivity at $s=4 \mu \mathrm{~m}, h_{d}=0.05 \mu \mathrm{~m}, h_{f}=$ $0.7 \mu \mathrm{~m}, w=0.29 \mathrm{~mm}, L=1150 \mu \mathrm{~m}$, and $H_{s}=500 \mu \mathrm{~m}$.
capacitor. From (15) and (17), the size of the charge spreading region $l$ is given by

$$
\begin{equation*}
l\left(S, H, \varepsilon_{f}\right)=h_{f} \frac{\frac{\pi}{2 \ln 2}}{\frac{\varepsilon_{d} h_{f}}{\varepsilon_{f} h_{d}}\left[\sqrt{1+K\left(S, H, \varepsilon_{f}\right) \frac{h_{d} \varepsilon_{f}}{h_{f} \varepsilon_{d}}}-1\right]} . \tag{18}
\end{equation*}
$$

As follows from Fig. 6, the charge spreading region $l$ of the two-layer capacitor (Fig. 1) can not only exceed the thickness of the ferroelectric layer, but can also, under certain conditions, be comparable to the gap of the capacitor. Hence, the length of the capacitor must satisfy the condition $L>s+2 l$.

Table 1. Coefficients of analytical expression (14)

| $i$ | $A_{i}$ | $B_{i}$ | $C_{i}$ | $D_{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | -6.679 | -2.193 | 0.024 | 0.143 |
| 2 | 6.64 | 2.216 | -0.02 | -0.144 |
| 3 | 0.039 | -0.023 | $-3.645 \times 10^{-3}$ | $1.548 \times 10^{-3}$ |

Table 2

| Curve no. <br> in Fig. 4 | $\varepsilon_{d}$ | $s, \mu \mathrm{~m}$ | $h_{d}, \mu \mathrm{~m}$ | $h_{f}, \mu \mathrm{~m}$ |
| :---: | :---: | ---: | :---: | :---: |
| 1 | 10 | 2 | 0.02 | 1.1 |
| 2 | 10 | 11 | 0.11 | 1.1 |
| 3 | 10 | 2 | 0.02 | 0.5 |
| 4 | 10 | 5 | 0.05 | 0.5 |
| 5 | 10 | 4 | 0.06 | 0.9 |
| 6 | 10 | 6 | 0.04 | 0.7 |

## CONCLUSION

Analytical expressions for the capacitance of a planar structure containing a layer of underelectrode insulator are obtained. These formulas can be used in CAD of a two-layer planar capacitor. The analytical method suggested can be used not only for estimating the contribution of the additional underelectrode layer to the capacitance of the planar capacitor, but also for numerically determining the size of the charge spreading region on its electrodes.
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#### Abstract

Six motion integrals for a relativistic charge in the field of a transverse linearly polarized electromagnetic wave propagating with an arbitrary phase velocity $u>c$ were obtained by solving the canonical equations of motion. On the basis of these integrals, the charge trajectory as a function of the wave phase is analyzed in a fixed coordinate system. The coordinates, time, and phase are related by elliptic functions. © 2001 MAIK "Nauka/Interperiodica".


The charge motion in the field of a linearly polarized wave propagating with the phase velocity $u=c$ is well studied for a reference frame where the charge is, on average, at rest $[1,2]$. This motion can be described by the motion invariants, which are known for this case [3]. In a collisionless plasma, $u>c$ and the generalization of the invariants to this case is of considerable interest. We assume that a linearly polarized wave is described by a vector potential directed along the $X$ axis:

$$
\begin{equation*}
A_{x}=-\frac{c E}{\omega} \sin \xi, \quad \xi=\omega t-k z \tag{1}
\end{equation*}
$$

The Hamiltonian for a relativistic charge in an electromagnetic field has the form [4]

$$
\begin{equation*}
\varepsilon=\sqrt{m^{2} c^{4}+c^{2}\left(\bar{P}-\frac{e}{c} \bar{A}(\xi)\right)^{2}}, \quad \bar{P}=\bar{p}+\frac{e}{c} \bar{A} \tag{2}
\end{equation*}
$$

hence, the following system of canonical equations:

$$
\begin{gather*}
\frac{d x}{d t}=\frac{c^{2} p_{x}}{\varepsilon}, \quad \frac{d y}{d t}=\frac{c^{2} p_{y}}{\varepsilon}, \quad \frac{d z}{d t}=\frac{c^{2} p_{z}}{\varepsilon}  \tag{3}\\
\frac{d p_{x}}{d t}=e E\left(1-V_{z} \frac{k}{\omega}\right) \cos \xi  \tag{4}\\
\frac{d p_{y}}{d t}=0, \quad \frac{d p_{z}}{d t}=e E \frac{k}{\omega} V_{x} \cos \xi
\end{gather*}
$$

$$
\begin{equation*}
\int_{0}^{\xi} \frac{c^{2}\left(\Psi_{1}+(e E / \omega) \sin \xi\right) d \xi}{\sqrt{c^{3} \Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left[m^{2} c^{4}+c^{2} \Psi_{2}^{2}+c^{2}\left(\Psi_{1}+(e E / \omega) \sin \xi\right)^{2}\right]}}=k x+\Psi_{4} \tag{8}
\end{equation*}
$$

The integral $\Psi_{3}$ and the energy $\varepsilon$ are related as $\varepsilon=$ $\Psi_{3} /\left(1-u V_{z} / c^{2}\right)$. From the second equation in (3), it follows that $\varepsilon=p_{y} c^{2} / V_{y}$. Equating the energies and
(1) Integrating the first and second equations in (4), we get

$$
\begin{equation*}
p_{x}-\frac{e E}{\omega} \sin \xi=\Psi_{1}, \quad p_{y}=\Psi_{2} \tag{5}
\end{equation*}
$$

We multiply the first equation in (4) by the velocity $V_{x}=d x / d t$ from (3) and, after invoking the other equations in (4) and integrating, obtain

$$
\begin{equation*}
\varepsilon-u p_{z}=\Psi_{3} . \tag{6}
\end{equation*}
$$

These integrals are well known [5, 6].
(2) We express the longitudinal momentum from the integral $\Psi_{3}$ :

$$
\begin{gather*}
p_{z}=\frac{-u \Psi_{3}+\sqrt{c^{2} \Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left(m^{2} c^{4}+c^{2} p_{\perp}^{2}(\xi)\right)}}{u^{2}-c^{2}}  \tag{7}\\
p_{\perp}^{2}=p_{x}^{2}+p_{y}^{2}
\end{gather*}
$$

The plus sign before the root is chosen to provide the correct value for $u \longrightarrow c$. Substitute the derivative $d p_{z} / d t$, with $p_{\perp}^{2}(\xi)$ expressed in terms of the integrals $\Psi_{1}$ and $\Psi_{2}$, into the third equation of (4). After integration,

From the definition of phase, $d \xi / \omega d t=1-p_{z} c^{2} / u \varepsilon$ or $d \xi / \omega\left(1-p_{z} c^{2} / u \varepsilon\right)=d t$. Insert the energy $\varepsilon=\Psi_{3}=u p_{z}$
into the left-hand side and express, as before, $p_{z}$ through the transverse momentum $p_{\perp}(\xi) ;$ then,

$$
\begin{equation*}
\int_{0}^{\xi} \frac{u}{\omega\left(u^{2}-c^{2}\right)}\left(u-\frac{c^{2} \Psi_{2}}{\sqrt{c^{2} \Psi_{3}^{2}+\left(u^{2}-c^{2}\right)\left[m^{2} c^{4}+c^{2} \Psi_{2}^{2}+c^{2}\left(\Psi_{1}+(e E / \omega) \sin \xi\right)^{2}\right]}}\right) d \xi=t+\Psi_{6} \tag{10}
\end{equation*}
$$

(3) The invariants $\Psi_{4}$ and $\Psi_{6}$ involve elliptic integrals. With certain substitutions [7], the left-hand side of (8) can be expressed in terms of arcsines and elliptic integrals of the first and third kinds. The form of the integral $\Psi_{4}$ implies that the $X$ component of the charge momentum is the sum of the constant component due to the invariant $\Psi_{1}$ and oscillations induced by the variable field. Note that an increase in the oscillation amplitude slows down with increasing wave field strength. The more the phase velocity differs from the velocity of light in a vacuum, the less the change in both the oscillation amplitude and the $X$ coordinate.

In the limit $u=c, \Psi_{5}$ involves the quantity $\xi / \omega$, which is proportional to the wave phase [3]. In this expression, the term with the longitudinal coordinate $z$ specifies the delay. For $u \neq c$, this term cannot be considered as delay, since this parameter should be inversely proportional to the phase velocity $u$ of the wave. The invariant $\Psi_{6}$ involves the elliptic integral of


Phase dependences of the longitudinal momentum, coordinate, and time: $1-3, \Psi_{1}=\Psi_{2}=m c$.
the first kind and makes it possible to relate the phase and time. Expression (7) shows that the longitudinal momentum has, in general, a constant component and oscillations with the frequencies $\omega$ and $2 \omega$. Which of them prevails depends on the ratio between the initial momentum $\Psi_{1}$ and the quantity $e E / \omega$. For large momenta $\Psi_{1}$, the influence of the electric component of the field on the velocity $V_{x}$ is small, the variable magnetic field alone contributes to the variable component of $p_{z}$, and the frequency $\omega$ prevails. For small momenta $\Psi_{1}$, an additional effect is exerted by the electric component, changing the velocity involved in the Lorentz force, and the amplitude of the component with the frequency $2 \omega$ increases in the spectrum.

In the figure, the dependences of $p_{z}, k x+\Psi_{4}$, and $t+$ $\Psi_{6}$ on the phase $\xi$ are presented for $\Psi_{3}=m c^{2}, e E / \omega=$ $m c / 2, k \approx 0.02 \mathrm{rad} / \mathrm{cm}$, and $\omega=10^{9} \mathrm{rad} / \mathrm{s}$. The phase velocity for curves 1 and 4 is $u=1.05 \mathrm{~s}$; for curve $2, u=$ 1.2 s ; and for curves 3 and $5, u=1.5 \mathrm{~s} ; m$ and $e$ are the mass and charge of an electron, respectively. These curves may be applied in analyzing Langmuir waves excited by pulsed transverse electromagnetic waves. Until now, such analysis has been carried out in terms of relativistic hydrodynamics, mainly in the onedimensional case [8].
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#### Abstract

Temperature and concentration dependences of the electron work function in cesium-potassium alloys were studied by the Fowler photoelectric method for the first time. Our results indicate that the limiting electron activity of cesium in potassium-cesium alloys is six times larger than that obtained by extrapolating the work function isotherm to pure potassium. © 2001 MAIK "Nauka/Interperiodica".


The study of the electron work function and its temperature coefficient in alkaline metals and their alloys is of considerable importance in developing the theory of photoemission, effective sources of charged particles, new high-power chemical sources of electrical energy, etc. [1, 2]. Temperature and concentration dependences of the electron work function for these materials have not been adequately studied [3-6]. In particular, the emission properties of the K-Cs system were investigated only in [7], where the work function isotherm was first constructed using photoemission current measurements for 11 alloys at +25 and $-90^{\circ} \mathrm{C}$ (Fig. 1).

Figure 1 shows the work function isotherm constructed from data in [7] (open circles). It is seen that the emission properties in the most interesting composition ranges (close to the pure components in the K-Cs system) remained virtually unstudied. In particular, from $0 \% \mathrm{Cs}$ (pure K) to $26 \mathrm{at} . \% \mathrm{Cs}$, only a single alloy was examined. Thus, the isotherm in this composition range was obtained by extrapolation. However, it is in this composition range that the most significant variation in the run of the isotherm might be expected, as follows from available data for the surface activity of components in alloys [8]. In this paper, we performed a detailed study of temperature and concentration dependences of the work function for potassium-cesium alloys. As in [7], we used the photoelectric method of Fowler isotherms, whereby the work function is measured with an accuracy of no worse than $1 \%$ [4]. The alloys under investigation were prepared from pure metals in which the content of the base element was no less than $99.99 \%$ (for K , the main impurity was Na , $0.008 \%$; for Cs , the main impurities were $\mathrm{Na}, 0.002 \%$; $\mathrm{K}, 0.003 \%$; and $\mathrm{Rb}, 0.002 \%$ ).

Experiments were performed under an ultrahigh vacuum ( $10^{-7} \mathrm{~Pa}$ ) in a soldered measuring cell [9] designed to study the work function in liquid solutions of alkaline metals. The preparation of the alloys and work function measurements were described in [10].

Unlike [7], where measurements were made at two fixed temperatures, we measured the work function in $2-3$ degree intervals between 20 and $100^{\circ} \mathrm{C}$. Moreover, in the temperature range where the alloys are twophase, the work function was determined in one-degree intervals and the time of keeping the alloys at a given temperature was increased severalfold to make sure that possible structure transformations were completed and thermodynamic equilibrium was established.

The temperature dependences of the work function for pure potassium and its nine alloys with cesium demonstrate that the work function polytherms are linear throughout the temperature interval studied (Fig. 2). For pure potassium, the temperature coefficient of the work function is negative, $d \varphi / d T<0$, whereas for the alloys, it is positive. The $d \varphi / d T$ vs. cesium content curve (Fig. 3) first sharply rises by nearly one order of magnitude and then gradually decreases almost to zero. Note that the negative value of the temperature coefficient for pure potassium, $d \varphi / d T=-3.50 \times 10^{-4} \mathrm{eV} / \mathrm{K}$, obtained in this work is in agreement with theoretical values [11, 12] and is close to that obtained in [13].


Fig. 1. Work function isotherm for alloys in the potassiumcesium system at $25^{\circ} \mathrm{C}$. ○, data from [7]; $\bullet$, our data.


Fig. 2. Temperature dependence of the wave function for several alloys from the potassium-cesium system: (1) 0.66, (2) 2.37, (3) 9.77, and (4) $17.56 \mathrm{at} . \%$ of cesium. Open and filled circles correspond to increase and decrease in temperature, respectively.

Theoretically, the temperature coefficient of the work function in pure metals is governed by various factors, such as thermal expansion, accompanied by loosening interatomic bonds; a change in the dipole electrical moment of the double layer at the surface; etc. Calculated and estimated contributions from each of these factors to $d \varphi / d T$ differ by one order of magnitude and even have opposite signs. We can merely conclude that the absolute values of the temperature coefficients of the work function for pure metals are relatively small: $d \varphi / d T \approx 10^{-4}-10^{-5} \mathrm{eV} / \mathrm{K}[11,12,14]$.

The positive values of the temperature coefficients for the alloys with small cesium concentrations seem to be associated mainly with vigorous surface adsorption and can be explained as follows. As the temperature rises, two basic tendencies govern the behavior of the electron work function in the potassium-cesium alloys. On the one hand, the work function decreases because of loosening interatomic bonds, as in the pure components. On the other hand, it gradually increases owing to the desorption of the surface-active component (cesium) from the alloy surface (the work function of cesium is smaller than that for potassium). Cesium segregation in the surface layers of $\mathrm{K}-\mathrm{Cs}$ alloys has been clearly demonstrated in [15] (Fig. 4). Depending on the temperature and the concentration of the alloy components, either of the two tendencies prevails and speci-


Fig. 3. Concentration dependence of the temperature coefficient of the work function for the potassium-cesium alloys.
fies the values of the temperature coefficients observed experimentally. Note that such effects are also typical of temperature dependences of the surface energy and surface tension in metal alloys containing surfaceactive components in small amounts [16].

Using the temperature dependences of the work function, we constructed work function isotherms for the $\mathrm{K}-\mathrm{Cs}$ alloys. Data points obtained at $25^{\circ} \mathrm{C}$ are shown in Fig. 1. Even for small amounts of cesium (1.5-2 at. \%), the work function of the solvent rapidly decreases and then (at least to 20 at. \% of Cs) remains practically unchanged. Therein lies the difference between our results and those obtained in [7], where the concentration interval in which the work function drops extends to 20-25 at. \% Cs.

It is worth noting that the concentration dependence of the work function calculated for the K-Cs system by the method of electron density functional also indicates the high surface activity of cesium in K-Cs alloys, especially at small Cs concentrations [15].

The limiting electron activity $\chi^{0}$ of cesium is estimated as

$$
\chi^{0}=\lim _{x \rightarrow 0}\left(-\frac{\partial \varphi}{\partial x}\right)
$$



Fig. 4. Cesium segregation in the potassium-cesium binary solution: the cesium concentration in the surface layer of the solution (solid curve) as a function of the cesium content in the bulk (dashed curve).
( $\chi^{0}$ characterizes the variation of the work function $\varphi$ of an alloy with the concentration $x$ of a surface-active component as $x$ tends to zero). The value of $\chi^{0}$ obtained from our data for $\varphi(x)$ exceeds that calculated from the work function isotherm obtained in [7] by a factor of 6 .

Thus, the existing opinion that cesium decreases the work function of the alloys to the value of pure cesium only at concentrations of $20-25$ at. \% seems to be incorrect. Our detailed measurements in the concentration range close to pure potassium showed that the concentration interval where $\varphi$ drops is actually one order of magnitude narrower. Moreover, the surface activity of cesium was found to be nearly six times that obtained in [7].
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#### Abstract

A linear problem of convective instability near the surface of a two-component liquid medium is considered. The specificity of the problem is in the necessity of the simultaneous allowance for the background stratification and the difference in the exchange coefficients for each component, as well for the thermocapillary effect. The allowance for the latter is shown to suggest the existence of a previously unknown region of monotonic instability. The corresponding dimensionless criterion was found, and neutral curves were calculated. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Convective instability related to the thermocapillary effect (Marangoni convection) is usually considered only in sufficiently thin liquid layers (in water, in layers a few millimeters thick). It is usually assumed that in thicker layers this instability is unobservable against the background of the Rayleigh-Taylor convective instability [1]. However, in a two-component medium (e.g., in salt water) situations are possible when, in the presence of an unstable temperature-induced stratification (heating from below), the density-related stratification turns out to be stable owing to the stable stratification related to the saltiness. The Rayleigh-Taylor instability in this case turns out to be suppressed, and the thermocapillary instability is possible and is "free from competition." In this case, it is expedient to study such a mechanism of instability in arbitrarily thick layers of liquids.

## RESULTS AND DISCUSSION

As an example, we investigate the stability, in the quiescent state, of a semibounded water layer stratified in temperature and salinity with allowance for the thermocapillary effect. We will use the Boussinesq approximation (also known as the free-convection approximation), whose applicability to liquids has been well investigated and substantiated $[1-3]$. According to this approximation, the liquid is considered to be incompressible, except for the allowance for its thermal expansion. The linearized set of equations in this case is written as follows $[1,3]$ :

$$
\begin{gathered}
\left(\partial_{t}-v \nabla^{2}\right) \mathbf{v}=-\frac{1}{\rho_{0}} \nabla p+g(\alpha T-\beta s) \mathbf{e}_{z}, \quad \nabla \mathbf{v}=0, \\
\left(\partial_{t}-\kappa \nabla^{2}\right) T+\gamma_{T} \mathbf{v} \mathbf{e}_{z}=0, \quad\left(\partial_{t}-\chi \nabla^{2}\right) s+\gamma_{s} \mathbf{v} \mathbf{e}_{z}=0 .
\end{gathered}
$$

Here, the $z$ axis is directed vertically upward; $T$, and $s$ are the disturbances of the temperature and salinity, respectively; $\gamma_{T}$ and $\gamma_{S}$ are the background vertical gradients of these quantities; $\mathbf{v}$ is the three-dimensional vector of the velocity-field disturbance; $\alpha$ is the thermal expansion coefficient of the liquid; $\beta$ is the coefficient of solutal (salinity-related) compression that characterizes the density dependence on the solution concentration; $\rho_{0}$ is the average unperturbed density of water; $v$, $\kappa$, and $\chi$ are the exchange coefficients; and $g$ is the acceleration of gravity.

The problem of the stability of an infinite layer of salt water has already been studied (see, e.g., [3, 4]). Assuming the values of the parameters $\gamma_{T}$ and $\gamma_{S}$ corresponding to the stable state of an infinite layer [4], we will investigate the possibility of the development of instability due to surface effects. Consequently, we consider disturbances that are damped far from the surface, at $z \longrightarrow-\infty$. The deformations of the liquid surface are neglected. This corresponds to the condition $\left.w\right|_{z=0}=0$, where $w$ is the vertical component of the velocity. For simplicity, we restrict ourselves to homogeneous boundary conditions of second order (the absence of disturbances of fluxes) for heat and salt at $z=0$. The thermocapillary effect is taken into account, as usual, by the boundary condition [1]

$$
\begin{equation*}
\rho_{0} v \partial_{z} \mathbf{u}=-\sigma_{T} \nabla_{h} T \quad \text { at } \quad z=0 . \tag{2}
\end{equation*}
$$

Here, $\mathbf{u}$ is the vector of the horizontal velocity, $\nabla_{h}$ is the horizontal Hamilton operator, and $\sigma_{T}$ is the absolute magnitude of the temperature derivative of the coefficient of surface tension $\sigma$. The thus-formulated problem of stability was investigated with respect to monotonic disturbances using the standard method of normal
modes. We seek for a solution of the form

$$
\begin{equation*}
w(x, y, z, t)=W(z) \exp \left[i\left(k_{x} x+k_{y} y\right)+\omega t\right] \tag{3}
\end{equation*}
$$

(analogous solutions are sought for other unknowns). Eliminating all unknowns except for $w$ from the initial set of equations, we obtain the following equation at $w=0$ (implying the calculation of neutral curves):

$$
\begin{equation*}
\left(\frac{d^{2}}{d z^{2}}-k^{2}\right)^{3} W=k^{6} S W \tag{4}
\end{equation*}
$$

Here,

$$
\begin{equation*}
S=\frac{1}{v k^{4}}\left(\frac{N_{T}^{2}}{\kappa}+\frac{N_{s}^{2}}{\chi}\right) \tag{5}
\end{equation*}
$$

$k^{2}=k_{x}^{2}+k_{y}^{2}$, and $N_{T}=\left(\alpha g \gamma_{T}\right)^{1 / 2}$ and $N_{s}=\left(-\beta g \gamma_{s}\right)^{1 / 2}$ are the "thermal" and "salinity" frequencies of the (BruntVäisälä) buoyancy. The parameter $S$ is an analog and a generalization of the Rayleigh number [1-3] to the case of a two-component medium. However, instead of the thickness of the liquid layer (which is infinite in the problem under consideration), the horizontal disturbance length $k^{-1}$ enters into it. As was mentioned above, situations are considered in which, in the absence of surface effects, the system is stable (due to the stability of the solutal stratification) but the temperature-related stratification is unstable:

$$
\begin{gather*}
\gamma_{T}<0, \quad \gamma_{s}<0, \quad N_{T}^{2}<0, \quad N_{s}^{2}>0, \quad N_{s}^{2}+N_{T}^{2}>0 \\
N_{T}^{2} / \kappa+N_{s}^{2} / \chi>0 \tag{6}
\end{gather*}
$$

The last inequality in (6) represents one of the conditions of stability against the so-called effects of double (differential) diffusion that are capable of destabilizing the system even in the case of a stable density stratification [3, 4]. In accordance with condition (6), we consider only positive values of the parameter $S$. Note that since the transfer coefficient for salt in water is smaller by two orders of magnitude than the coefficient of thermal diffusivity к [3], the parameter $S$, with other conditions being equal, depends much more strongly on the salinity-related stratification than on the temperature-related one. In particular, stable stratification of the salinity stabilizes the medium much more strongly than a similar stratification of thermal origin.

We seek a solution to Eq. (4) in the form of a sum of exponential terms. With allowance for damping, the solution for the vertical velocity at $z \longrightarrow-\infty$ represents a sum of three exponential terms:

$$
\begin{gather*}
W(z)=\sum_{i=1}^{3} C_{i} e^{q_{i} k z}, \quad q_{1}=\left(1+S^{1 / 3}\right)^{1 / 2}  \tag{7}\\
q_{2,3}=\left[1+S^{1 / 3} \exp \left( \pm \frac{2}{3} \pi i\right)\right]^{1 / 2}
\end{gather*}
$$

$\left(\operatorname{Re} q_{i}>0\right)$. In the expressions for the temperature and the salinity, there is a fourth exponent $e^{k z}$. From the


Fig. 1. Neutral curve on the plane $(S, I)$.
boundary conditions, we obtain a set of equations for the coefficients $C_{i}$ :

$$
\begin{gather*}
\sum_{i=1}^{3} C_{i}=0, \quad \sum_{i=1}^{3} \frac{q_{i}}{q_{i}^{2}-1} C_{i}=0, \\
\sum_{i=1}^{3}\left[q_{i}^{2}-\frac{M}{q_{i}^{2}-1}\right] C_{i}=0 \tag{8}
\end{gather*}
$$

where $M$ is the analog of the Marangoni number:

$$
\begin{equation*}
M=-\frac{\sigma_{T} \gamma_{T}}{\rho_{0} \kappa \nu k^{2}} \tag{9}
\end{equation*}
$$

The determinant $D$ of the set of equations (8) can be reduced to the form

$$
\begin{align*}
D & =\frac{\sqrt{3} i}{S^{1 / 3}}\left\{-\frac{M}{S^{1 / 3}}\left[2 q \cos \left(\phi-\frac{\pi}{3}\right)-q_{1}\right]+S^{1 / 3} q_{1}\right. \\
& \left.+q\left[\left(q_{1}^{2}-q^{2}\right) \cos \phi+\left(q_{1}^{2}+q^{2}\right) \sin \phi / \sqrt{3}\right]\right\} \tag{10}
\end{align*}
$$

Here, $q$ and $\varphi$ are the modulus and the phase of the quantity $q_{2}$ :

$$
\begin{gathered}
q_{2,3}=q e^{ \pm i \varphi} ; \quad q=\left(1-S^{1 / 3}+S^{2 / 3}\right)^{1 / 4}, \\
\varphi=\frac{1}{2}\left\{\begin{array}{l}
\arctan \left\{\left[(\sqrt{3} / 2) S^{1 / 3}\right] /\left[1-(1 / 2) S^{1 / 3}\right]\right\} \\
\text { at } \quad 0 \leq S<8, \\
\pi+\arctan \left\{\left[(\sqrt{3} / 2) S^{1 / 3}\right] /\left[1-(1 / 2) S^{1 / 3}\right]\right\} \\
\text { at } \quad S>8 .
\end{array}\right.
\end{gathered}
$$



Fig. 2. Neutral curves on the "frequency" plane $\left(N_{s}^{2}, N_{T}^{2}\right)$ : (1) neutral density-related stratification and (2) the lower boundary of the region of vibrational instability [3, 4]. The hatched region represents a region of instability (found in this work), whose lower boundary (3) is determined by criterion (12).

The neutral stability curve $M(S)$ corresponds to a zero right-hand side of Eq. (10). An analysis of the obtained characteristic equation shows that, as a dimensionless criterion of instability, we can consider the parameter

$$
\begin{equation*}
I=-(\chi / v)^{1 / 2} \sigma_{T} \gamma_{T} / \rho_{0} \kappa N_{s} . \tag{11}
\end{equation*}
$$

The condition of instability has the form

$$
\begin{gather*}
I>S^{1 / 6}\left[\left(2 q / q_{1}\right)\right. \\
\times \cos \varphi+1] /\left[\left(2 q / q_{1}\right) \cos \left(\varphi-\frac{\pi}{3}\right)-1\right] . \tag{12}
\end{gather*}
$$

The neutral curve on the plane $(S, l)$ is shown in Fig. 1; the region of instability lies above this curve. To
the most "dangerous" mode, there correspond parameters $S=S_{*} \approx 34, I=I_{*} \approx 5.828$, and $k=k_{*} \approx$ $\left(N_{s}^{2} / S_{*} v \chi\right)^{\frac{1}{4}} \approx 0.41\left(N_{s}^{2} / S_{*} v \chi\right)^{\frac{1}{4}}$. Figure 2 shows the neutral curves on the plane $\left(N_{s}^{2}, N_{T}^{2}\right)$ that refer to the following values of the parameters: $\rho_{0}=10^{3} \mathrm{~kg} \mathrm{~m}^{-3}$, $\sigma_{T}=1.4 \times 10^{-4} \mathrm{~N} \mathrm{~m}^{-1} \mathrm{~K}^{-1}, v=10^{-6} \mathrm{~m}^{2} \mathrm{~s}^{-1}, \kappa=1.4 \times$ $10^{-7} \mathrm{~m}^{2} \mathrm{~s}^{-1}$, and $\chi=1.5 \times 10^{-9} \mathrm{~m}^{2} \mathrm{~s}^{-1}$. It is seen that allowance for the thermocapillary effect leads to the appearance (for stable density-related stratification) of a region of instability above curve 3 . If $\gamma_{s}=0.33 \% \mathrm{~cm}^{-1}$ and $\beta=0.76 \times 10^{-3}(\%)^{-1}$, then $N_{s} \approx 0.5 \mathrm{~s}^{-1}, k_{*}=1.5 \times$ $10^{3} \mathrm{~m}^{-1}$; at $\alpha=2 \times 10^{-4} \mathrm{~K}^{-1}$, an unstable background vertical temperature gradient on the order of $10^{2} \mathrm{~K} \mathrm{~m}^{-1}$ is required for the instability to appear. The effective depth of penetration of neutral disturbances into the medium for the most dangerous mode is somewhat smaller than its wavelength.

## CONCLUSION

Thus, the main results of the work are as follows. We showed that, with allowance for surface effects, a significant part of the region of physical parameters of the upper layer of a two-component medium that is traditionally considered stable is, strictly speaking, a region of instability. We found the corresponding dimensionless criterion and calculated neutral curves.
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#### Abstract

It is shown that the fracture toughness of prestressed $\mathrm{ZrO}_{2}-(3,4) \mathrm{mol} \% \mathrm{Y}_{2} \mathrm{O}_{3}$ ceramics monotonically increases, the growth being as high as $\sim 50 \%$ of the initial value. It is believed that prestressing causes slow isothermal martensite transformation of some grains in the material. During mechanical tests, the degree of transformation rises, which shows up as increased fracture roughness. © 2001 MAIK "Nauka/Interperiodica".


Ceramic materials based on $\mathrm{ZrO}_{2}$ or its solid solutions are known to offer high fracture roughness $K_{I C}[1]$. High mechanical properties of these materials are the result of tetragonal-to-monoclinic phase martensite transformation initiated by the elastic field of an incipient and/or propagating crack. Therefore, part of the elastic energy is spent on the phase transformation, not on fracture. In addition, the tetragonal-to-monoclinic transformation is accompanied by an increase in the volume; the resulting field of compressive strains also plagues crack propagation. Such a transformationinduced increase in the mechanical properties has been called transformation hardening.

Several equations for the fracture toughness of ceramics have been derived where the effect of transformation hardening is involved. One is given in [2]:

$$
\begin{equation*}
K_{I c}=K_{I c}^{m}+\frac{\eta V_{f} \Delta V E h^{1 / 2}}{1-v}, \tag{1}
\end{equation*}
$$

where $K_{I c}$ is the actual fracture roughness, $K_{I c}^{m}$ is the fracture roughness of the matrix in the absence of transformation hardening ( $\sim 1.1 \mathrm{MPa} \mathrm{m}{ }^{1 / 2}$ for $\mathrm{ZrO}_{2}-\mathrm{Y}_{2} \mathrm{O}_{3}$ ceramics [3]), $\eta$ is a constant, $V_{f}$ is the volumetric fraction of the tetragonal phase that underwent the transformation, $\Delta V$ is a transformation-induced increase in the volume, $E$ is Young's modulus, $h$ is the half-width of the transformation zone, and $v$ is Poisson's ratio.

Lange [4] gives another relationship between the fracture roughness and transformation hardening parameters:

$$
\begin{equation*}
K_{I c}=\left[K_{0}^{2}+\frac{2 R E_{c} V_{i}\left(\left|\Delta G^{c}\right|-\Delta U_{s e} f\right)}{\left(1-v_{c}^{2}\right)}\right]^{1 / 2}, \tag{2}
\end{equation*}
$$

where $K_{0}$ is the fracture roughness in the absence of transformation hardening, $R$ is the size of the transfor-
mation zone, $E_{c}$ is the modulus of elasticity, $V_{i}$ is the volumetric fraction of the tetragonal phase that underwent the transformation, $\Delta G^{c}$ is the change in the free chemical energy during the $\mathrm{ZrO}_{2}$ (tetr.)-to- $\mathrm{ZrO}_{2}$ (monocl.) transformation, $\Delta U_{s e}$ is the transformationinduced change in the elastic energy, $(1-f)$ is the elastic energy loss due to crack propagation, and $v_{c}$ is Poisson's ratio. The factor $\left(\left|\Delta G^{c}\right|-\Delta U_{\text {se }} f\right)$ has the meaning of the work spent by the strain field to initiate the transformation per unit volume.

In Eqs. (1) and (2), the variable, i.e., $K_{I c}$-controlling, parameters are the size of the transformation zone and the degree of transformation inside this zone (the volumetric fraction of the transformed material). Hence, within the formalism used to derive both equations, a change in $K_{I c}$ should be treated as the result of a change in the transformation zone size and/or degree of transformation.

Tetragonal-to monoclinic transformation is initiated by the stress field; this field need not be that of a crack. Then, a mechanical stress that does not cause fracture may result in the phase transformation, showing up as a change in $K_{I c}$. In this work, we studied the effect of prestressing on the fracture roughness.

Starting materials were ceramic samples measuring $3 \times 4 \times 20 \mathrm{~mm}$ of composition $\mathrm{ZrO}_{2}-3 \mathrm{~mol} \% \mathrm{Y}_{2} \mathrm{O}_{3}$ (series I) and $\mathrm{ZrO}_{2}-4 \mathrm{~mol} \% \mathrm{Y}_{2} \mathrm{O}_{3}$ (series II). The density of the samples measured by hydrostatic weighing was $5.90 \mathrm{~g} / \mathrm{cm}^{3}$ (for series I) and $5.99 \mathrm{~g} / \mathrm{cm}^{3}$ (series II). The fracture roughness was determined with notched 3-point bend tests. The gage length was 14.5 mm . The tests were carried out in a UME-10TM testing machine. It was calibrated by loading a DOSM 3-0.2 reference dynamometer. The samples were notched by a circular diamond saw with a cutting edge thickness of 0.4 mm . Prestressing was accomplished as follows. The test sample was loaded to the value of $K_{I}$ not exceeding $K_{I c}$


Fig. 1. $K_{I c}$ vs. prestressing parameter $K_{I}$ (series I).
with a rate of $0.005 \mathrm{~mm} / \mathrm{min}$ (the speed of the traverse of the testing machine), kept in the stressed state for a certain time, unloaded, and tested to determine $K_{I c}$ under standard conditions (at a traverse velocity of $0.5 \mathrm{~mm} / \mathrm{min}$ ). Two types of experiments were employed: the samples were kept for a certain (constant) time at different $K_{I}$ 's (series I) and for different times at the same $K_{I}$ (series II). For series-I samples, the prestressing time was 6 h and $K_{I}$ was varied from zero ( $K_{I c}$ was measured without prestressing) to $8 \mathrm{MPa} \mathrm{m}{ }^{1 / 2}$ (the value of $K_{I c}$ attained in the sample that was not prestressed). In series-II samples, $K_{I}$ was within the range $5.5-6.2 \mathrm{MPa} \mathrm{m}{ }^{1 / 2}$ and the prestressing time was varied from 6 to 1461 h , increasing four times in each subsequent run.

Figures 1 and 2 plot the fracture roughness against the prestressing parameters for series I and II, respectively. In both cases, prestressing raises $K_{I c}$. The increase in $K_{I c}$ may attain $50 \%$ of its initial value. On further increasing $K_{I}$ or prestressing time, $K_{I c}$ changes insignificantly.

Earlier [5], the term martensite transformation was used in reference to transformations having athermic kinetics. Later, this term was applied to transformations where the crystal structure is modified by shear. It was assumed [5] and then experimentally demonstrated (with $\mathrm{ZrO}_{2}$ crystals) [6] that martensite transformation may have isothermal kinetics under certain conditions. Therefore, there is reason to think that tetragonal-to-


Fig. 2. $K_{I c}$ vs. prestressing time (series II).
monoclinic transformation in $\mathrm{ZrO}_{2}-(3,4) \mathrm{mol} \% \mathrm{Y}_{2} \mathrm{O}_{3}$ ceramics may have both athermic and isothermal kinetics. Under conventional test conditions, only grains where the phase transition proceeds athermically experience transformation hardening. Prestressing may favor the slow stage of the phase transition in those grains transformed isothermally. By the slow stage, we mean the nucleation of the monoclinic phase or crossing crystal defects. Eventually, the degree of transformation and, hence, the value of $K_{I c}$, will rise in subsequent mechanical tests.
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#### Abstract

It is shown that pressure caused by the law of momentum conservation and a nonuniform distribution of energy sources over a drop volume should be taken into account when describing the evaporation of large water drops subjected to high-intensity optical radiation. © 2001 MAIK "Nauka/Interperiodica".


Systems composed of liquid drops dispersed in gas are widely used to produce media with specific properties. The problems of effective heating and evaporation of drops dispersed in gas are of primary importance for many technological processes. The use of a laser as a source of high-intensity electromagnetic radiation for the heating and evaporation of drops is more effective than the use of other sources of optical radiation [1].

It has been shown theoretically and experimentally [1] that a change in the radius of a water drop $R$ as a function of time $t$ during laser heating can be approximately represented as

$$
\begin{equation*}
R(t)=R_{0}-k(\omega) t \tag{1}
\end{equation*}
$$

where $k(\omega)=\lambda \omega q / 4 \rho^{2} c L a ; a$ is the thermal diffusivity of water; $\lambda, c$, and $p$ are its thermal conductivity, heat capacity, and density; $L$ is the specific heat of vaporization; $q=\exp [-0.2(|m|-1)] ; m$ is the complex refractive index; $\omega$ is the flux density of electromagnetic radiation; $R_{0}$ is the initial drop radius; and $t$ is time.

Equation (1) can be easily rewritten as

$$
\begin{equation*}
\frac{d m}{d t}=-3 \frac{m k(\omega)}{R} \tag{2}
\end{equation*}
$$

where $m=(4 / 3) \pi \rho R^{3}$ is the drop mass.
Integrating Eq. (2), we obtain

$$
\begin{equation*}
\ln \frac{m_{0}}{m}=-3 k(\omega) \int \frac{d t}{R} \tag{3}
\end{equation*}
$$

where $m_{0}$ is the drop mass before irradiation.
Since a change in the drop mass is caused by its evaporation (drop fission is not taken into account in this approximation), the law of momentum conservation should be taken into account [2]. Then, (3) may be written as

$$
\begin{equation*}
\frac{V}{U}=3 k(\omega) \int \frac{d t}{R} \tag{4}
\end{equation*}
$$

where $U$ is the velocity of water molecules leaving the drop surface, and $V$ is the rate of drop compression.

Relationship (4) allows one to estimate the pressure compressing a drop on its evaporation. For $U \cong 10^{3} \mathrm{~m} / \mathrm{s}$, $t \cong 0.55 \mathrm{~s}, \omega \cong 10^{5} \mathrm{~W} / \mathrm{m}^{2}$ and $R_{0} \cong 5 \times 10^{-4} \mathrm{~m}$, we have $p \cong 10^{6} \mathrm{~Pa}$. If the results obtained are compared with the surface density of the forces of normal atmospheric pressure equal to $1.013 \times 10^{5} \mathrm{~Pa}$ [3], one can see that the pressure compressing a drop during its evaporation is an order of magnitude higher than atmospheric pressure. Drop compression results in a decrease in its surface area according to the Laplace law [4] and, consequently, in an increase in the volume density of energy stored in the drop. The latter, in turn, is conducive to an extra increase in the drop temperature and enhancement of the evaporation effect [4], which were disregarded in [1]. In fact, the law of energy conservation during evaporation of a water drop can be expressed as

$$
\sigma S=\Theta \rho l S
$$

where $\sigma$ is the surface tension of water, $\rho$ is the concentration of water molecules in the drop, $\Theta$ is the bonding energy of a water molecule in the drop, $S$ is the drop surface area, and is $l$ is the mean distance between water molecules in the drop.

If the energy of a water molecule is higher than its bonding energy in a water drop, the molecule overcomes the surface tension forces and leaves the drop. When $l \leq 2 \mathrm{~mm}$, Van der Waals repulsion forces act between the molecules and this distance is the minimum. Then, for $\sigma=7.2 \times 10^{-2} \mathrm{~J} / \mathrm{m}^{2}$ and $\rho=3 \times 10^{28} \mathrm{~m}^{-3}$, we obtain $\Theta=\sigma /(l p) \cong 1.2 \times 10^{-21} \mathrm{~J}$. A pressure value conducive to evaporation can be estimated at $p=\Theta \rho=$ $10^{6} \mathrm{~Pa}$, which coincides with the estimate of the pressure compressing a drop during its evaporation (see above). It is therefore concluded that, as water molecules evaporate, they exert pressure on the drop surface and thus initiate its evaporation.

When deriving a theoretical dependence like (1), it was assumed initially in [1] that the energy absorbed by a drop from the electromagnetic field is spent completely on an increase in its temperature and on evaporation. To clarify the validity of this assumption, let us use the following model. A water drop of diameter of
$10^{-3} \mathrm{~m}$ can be regarded as a spherical optical resonator. Based on geometrical optics, it follows that some part of light always experiences a total internal reflection and remains confined inside the sphere. This part of radiation is spent on heating a drop. If the wave properties of electromagnetic radiation are considered, the following relationships are valid for the electromagnetic oscillation modes with the largest $Q$ factor [5]:

$$
\begin{gather*}
Q_{1}=\left(n^{2}-1\right)^{1 / 2}(2 \pi R / \delta) \exp (2 \tau)  \tag{5}\\
Q_{2}=n^{-2}\left(n^{2}-1\right)^{1 / 2}(2 \pi R / \delta) \exp (2 \tau)
\end{gather*}
$$

Here, the $Q$ factors for the magnetic and electric oscillation modes are designated by subscripts 1 and 2 , respectively; $n$ is the ratio between refractive indices of a sphere $n_{1}$ and the environment $n_{2} ; R$ is the radius of a spherical drop; $\delta$ is the radiation wavelength in free space; and $\tau=2 \pi R\left\{\operatorname{arcsinh}(n)-\left[\left(n^{2}-1\right) / n\right]^{1 / 2}\right\} \delta^{-1}$. For $\mathrm{n}_{1}=1.33, n_{2}=1, R=10^{-3} \mathrm{~m}$ and $\delta=10.6 \mu \mathrm{~m}, \tau \cong$ $4.2 \times 10^{2}$. Hence, for oscillations with the highest $Q$ factor, the probability of degenerating whispering modes is high. We note that ring oscillation modes are conducive to the more efficient conversion of optical energy stored in the resonator to thermal energy [6]. Since the field of ring oscillation modes is concentrated inside a drop (near its surface) [5, 6], the energy of these oscillations is spent on heating the surface region. Thus, the assumption that energy sources are uniformly distributed throughout the drop volume as suggested in [1] is incorrect. On the other hand, it is well known that light propagating inside a sphere along a polygonal path roughly close to a circle will penetrate outside the sphere [5, 7]. Let us introduce a coefficient that accounts for such losses. To introduce it, we use the known analogy between optics and mechanics [8]. Then, based on concepts of quantum mechanics, a plane light wave propagating along a polygonal path must tunnel through a drop surface according to the following law [7] for some minimum value of a polygon leg:

$$
\begin{equation*}
\frac{\left|S_{3}\right|^{2}}{\left|S_{1}\right|^{2}} \cong \exp \left(-2 \frac{d}{\lambda}\right) \tag{6}
\end{equation*}
$$

Here, $S_{3}$ is the amplitude of the electromagnetic wave passing through a drop surface, $S_{1}$ is the amplitude of the electromagnetic wave incident on the inner drop surface, $d$ is the geometric dimension of a polygon leg, and $\lambda$ is the light wavelength inside a drop.

Taking into account (6), we can determine the value of a minimum polygon leg for which tunneling is
possible:

$$
\begin{equation*}
\gamma \cong d \tan \alpha \exp \left(-2 \frac{d}{\lambda}\right) \tag{7}
\end{equation*}
$$

where $\alpha$ is the angle of wave incidence on the inner surface of a sphere relative to a line tangent to its surface.

For $\alpha=45^{\circ}, d \cong \lambda / 4$ and $\lambda=10.6 \mu \mathrm{~m}, \gamma \cong 4.37 \mu \mathrm{~m}$. In formula (7), it was taken into account that radiation goes out tangentially to the drop surface in two mutually opposite directions [9]. Thus, the amplitude of a plane wave propagating along a circular path decreases by a factor of $\exp (-4 \pi R / \gamma)$ per cycle. For $R=$ $5 \times 10^{-4} \mathrm{~m}$ and $\gamma \cong 4.37 \mu \mathrm{~m},(4 \pi R) / \gamma \cong 1.2 \times 10^{3}$. The coefficient accounting for a part of wave energy left inside a drop in one cycle can be written as

$$
\begin{equation*}
\Phi \cong\left[1-\exp \left(-2 \frac{2 \pi R}{\gamma}\right)\right]^{2} \tag{8}
\end{equation*}
$$

Hence, the electromagnetic energy stored in a drop can be estimated if the total flux of electromagnetic energy penetrating into a water drop $\omega$ is multiplied by coefficient (8). The presence of exponential factors in (7) and (8) and the consideration of the aforementioned drop sizes and wavelengths suggest that $\Phi \cong 1$. Thus, only a negligible fraction of energy is lost due to the escape of light, and the majority of light accumulates inside a water drop.
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#### Abstract

Products of plasmochemical reactions proceeding in gas mixtures containing toxic $\mathrm{CS}_{2}$ impurity were studied. The mixtures were excited by $180-$ and $300-\mathrm{keV}$ electron pulses of duration 3 ns and $48 \mu \mathrm{~s}$, respectively. © 2001 MAIK "Nauka/Interperiodica".


Toxic $\mathrm{CS}_{2}$ impurity is present in waste gases, specifically, from viscose production, in large amounts. Its content in exhaust industrial gases can be decreased by electron pulse irradiation. It has been shown [1] that irradiation by microsecond pulsed electron beams is an efficient way to remove $\mathrm{CS}_{2}$ from air. Moreover, the required energy may be lower than the bond energy in this molecule in this case. A chain mechanism for $\mathrm{CS}_{2}$ removal due to dissociative attachment of secondary beam electrons to $\mathrm{O}_{2}$ and $\mathrm{CS}_{2}$ molecules has been suggested. In this work, we studied products of plasmochemical reactions proceeding in $\mathrm{CS}_{2}$-containing gas mixtures excited by pulsed electron beams.

Experiments were performed on two setups provided with electron accelerators generating nanosecond and microsecond pulses. In the former case, a smallsized Radan accelerator that generates pulses of energy 180 keV , current density to $80 \mathrm{~A} / \mathrm{cm}^{2}$, half-width 3 ns , and repetition rate to $10 \mathrm{~s}^{-1}$ was used [2]. The irradiated volume was $10 \mathrm{~cm}^{3}$. The energy delivered to the gas was $3 \times 10^{-4} \mathrm{~J} / \mathrm{cm}^{3}$ per pulse. In the other setup, the plasma-cathode electron accelerator [3] was applied. It generated a radially divergent beam of cross section $1.44 \mathrm{~m}^{2}$, electron energy 300 keV , current density behind the output foil 10 A , and pulse half-width $48 \mu \mathrm{~s}$. The irradiated volume was 170 l. The energy delivered to the gas was $\sim 10^{-4} \mathrm{~J} / \mathrm{cm}^{3}$ per microsecond pulse.

The percentage of the gas components in model mixtures was varied as follows: $\mathrm{N}_{2}$ from 89 to $99 \%, \mathrm{O}_{2}$ from 0.1 to $10 \%$, and $\mathrm{CS}_{2}$ to $1 \%$. The mixtures were prepared in a special forced mixer. The composition of the mixtures and reaction $\left(\mathrm{CS}_{2}\right.$ removal) products were determined from heat conductivity data with a gas chromatograph using a detector and a three-meter column filled with Silokhrom-120 sorbent.

Figure 1 shows a typical dependence of the $\mathrm{CS}_{2}$ molecule concentration in the model system on the number of nanosecond pulses. The impurity concentra-
tion drops linearly with the number of pulses, i.e., with increasing energy delivered to the process. The initial concentration of the impurity has an insignificant effect on the process of $\mathrm{CS}_{2}$ removal. It is noteworthy that different energies are needed to decrease the $\mathrm{CS}_{2}$ concentration by the same amount for the nanosecond and microsecond pulses. For the $\mathrm{CS}_{2}$ concentration to decline from $2.8 \times 10^{17}$ to $2.4 \times 10^{17} \mathrm{~cm}^{-3}$ in the microsecond regime, about 100 pulses (or delivered energy of $\sim 10^{-2} \mathrm{~J} / \mathrm{cm}^{3}$ ) are required. For the nanosecond pulses, the number of pulses grows to $6 \times 10^{3}\left(9 \mathrm{~J} / \mathrm{cm}^{3}\right)$.

In the experiments, emphasis was on the determination of $\mathrm{CS}_{2}$ decomposition products. In both regimes (Fig. 1), the $\mathrm{CS}_{2}$ concentration drops linearly with increasing number of pulses. It was found that, after the mixture had been irradiated by the microsecond beam,


Fig. 1. $\mathrm{CS}_{2}$ concentration vs. number of microsecond pulses $N$ at different initial $\mathrm{CS}_{2}$ concentrations.


Fig. 2. $\mathrm{SO}_{2}$ concentration vs. (a) number of nanosecond pulses and (b) concentration of removed $\mathrm{CS}_{2}$ molecules $\Delta\left[\mathrm{CS}_{2}\right]$ for the mixture $\mathrm{N}_{2}: \mathrm{O}_{2}: \mathrm{CS}_{2}=89: 10: 1$.
the side surfaces and the bottom of the reactor were covered by a yellow solid phase and the top horizontal surface of the reactor, by a dark brown viscous liquid. Elemental analysis revealed that this compound has the general formula (-CS- $)_{n}$ and its aggregative state is possibly dependent on its molecular weight: the lowmolecular compound sublimates and condenses in the upper part of the reactor as a liquid, while the highmolecular phase precipitates as a powder. However, the molecular weights of the condensed phases were not determined. Note that $\mathrm{SO}_{2}$ traces (along with the condensed phases) were found among $\mathrm{CS}_{2}$ decomposition products in the microsecond pulse regime.

In the nanosecond regime, sulfur dioxide $\mathrm{SO}_{2}$ was detected as the main product. Also, the yellow powder was present in small amounts on the walls of the reactor. A comparison with the microsecond pulse regime indicates that the variation of the beam parameters (current density and pulse width) does not affect the basic plasmochemical processes. Depending on these parameters, the effect of $\mathrm{CS}_{2}$ oxidation to form $\mathrm{SO}_{2}$ may be weak or strong. From Fig. 2a, it follows that, as the content of $\mathrm{CS}_{2}$ drops in the nanosecond regime, that of $\mathrm{SO}_{2}$ rises; this dependence, however, is not a linear function of the number of pulses.

With oxygen present in sufficient amounts, the reaction of complete $\mathrm{CS}_{2}$ oxidation is given by

$$
\begin{equation*}
\mathrm{CS}_{2}+3 \mathrm{O}_{2} \longrightarrow \mathrm{CO}_{2}+2 \mathrm{SO}_{2} \tag{1}
\end{equation*}
$$

Oxygen-deficient atmospheres lead to incomplete oxidation with the formation of a CS radical:

$$
\begin{equation*}
\mathrm{CS}_{2}+\mathrm{O}_{2} \longrightarrow \mathrm{CS}+\mathrm{SO}_{2} \tag{2}
\end{equation*}
$$

The $\mathrm{CS}_{2}$-to- $\mathrm{SO}_{2}$ stoichiometric ratio implies that reaction (1) forms twice as much of the oxidation product $\mathrm{SO}_{2}$ as reaction (2).

Curve 1 in Fig. 2b is the experimental dependence of the $\mathrm{SO}_{2}$ concentration on the number of $\mathrm{CS}_{2}$ molecules $\Delta\left[\mathrm{CS}_{2}\right]$ removed from the mixture under nanosecond irradiation. As $\Delta\left[\mathrm{CS}_{2}\right]$ grows, the concentration of $\mathrm{SO}_{2}$ molecules first increases and then saturates. This dependence does not obey reactions (1) and (2) (curves 3 and 2 , respectively).

A possible energy-saving mechanism of $\mathrm{CS}_{2}$ removal in ionized air was suggested in [1]. This mechanism resembles the chain reaction of $\mathrm{CS}_{2}$ combustion in oxygen $[4,5]$. Its stages are the following:

$$
\begin{gather*}
\mathrm{CS}_{2}+\mathrm{S}^{-} \longrightarrow \mathrm{CS}+\mathrm{S}_{2}^{-}  \tag{3}\\
\mathrm{CS}_{2}+\mathrm{O} \longrightarrow \mathrm{CS}+\mathrm{SO}  \tag{4}\\
\mathrm{SO}+\mathrm{O}_{2} \longrightarrow \mathrm{SO}_{2}+\mathrm{O}  \tag{5}\\
\mathrm{CS}+\mathrm{O}_{2} \longrightarrow \mathrm{COS}+\mathrm{O}  \tag{6}\\
\mathrm{O}+\mathrm{S}_{2}  \tag{7}\\
\mathrm{~S}+\mathrm{SO}+\mathrm{S}  \tag{8}\\
\mathrm{~S}+\mathrm{O}_{2}
\end{gather*} \mathrm{SO}_{2}+\mathrm{O}
$$

This process proceeds vigorously at an excess of atomic oxygen [4]. The oxidation of $\mathrm{CS}_{2}$ and the production of atomic oxygen, as well as $\mathrm{O}^{-}$and $\mathrm{S}^{-}$ions, are initiated by dissociative attachment of electrons to oxygen and carbon disulfide [6, 7]:

$$
\begin{gather*}
\mathrm{O}_{2}+e \longrightarrow \mathrm{O}+\mathrm{O}^{-}  \tag{9}\\
\mathrm{CS}_{2}+e \longrightarrow \mathrm{CS}+\mathrm{S}^{-} \tag{10}
\end{gather*}
$$

In ionized air, these two processes proceed with a high rate.

The atomic oxygen concentration can also be increased by $\mathrm{O}_{2}$ dissociation due to direct electron impact. One more source of atomic oxygen may be collisions of molecular oxygen with metastable nitrogen molecules $\mathrm{N}_{2}(\mathrm{~A})$.

Thus, reactions (3)-(10) produce sulfur dioxide and CS radicals. Their amounts depend on the irradiation conditions. For nanosecond irradiation with high current density, the reactions that form $\mathrm{SO}_{2}$ proceed with a higher rate, while under microsecond irradiation with small current density, radicals are largely produced. Their polymerization leads to the appearance of the solid and liquid condensed phases.
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#### Abstract

The Hamiltonian of a charged particle in a weakly inhomogeneous magnetic field is calculated up to terms on the order of a small parameter. Fast phase-averaged equations of motion are derived. It is shown that these equations are intergrable in quadratures. Thus, the problem of particle motion in a weakly inhomogeneous field is solved in the first-order approximation. To calculate the Hamiltonian, the coordinates related to the field are used. Then, the canonical change of variables is done with the help of the generating function; in the case of a homogeneous field, this results in the action-angle variables. Such a procedure has been already used in [1]. However, the small parameter was not explicitly introduced and final expressions for small and large parts of the Hamiltonian were not calculated in that paper. It is shown that the small part of the Hamiltonian is a trigonometric polynomial of the fast phase (this can be important when analyzing the influence of additional perturbations). Besides, the averaged equations appear to be treatable and can be integrated in quadratures. © 2001 MAIK "Nauka/Interperiodica".


## 1. MOTION IN A HOMOGENEOUS

 MAGNETIC FIELD, OBLIQUE COORDINATES, AND ACTION-ANGLE VARIABLESLet us first consider the motion of a nonrelativistic particle with mass $m$ and charge $e$ in a homogeneous magnetic field $\mathbf{B}=$ const. We introduce the oblique coordinates $x^{1}, x^{2}$, and $x^{3}$ such that the coordinate $x^{3}$ is the distance along the magnetic field line starting from a certain plane inclined to the field lines, while the vectors $\mathbf{r}_{\alpha}=\partial \mathbf{r} / \partial x^{\alpha}$ (where $\alpha=1,2$ and $\mathbf{r}\left(x^{1}, x^{2}, x^{3}\right)$ is the radius vector of the point) are parallel to this plane. Then, the vector $\mathbf{r}_{3}=\partial \mathbf{r} / \partial x^{3}=\mathbf{B} / B$ is directed along the field line. Let the vectors $\mathbf{r}^{1}, \mathbf{r}^{2}$, and $\mathbf{r}^{3}$ be the basis mutual to the basis $\mathbf{r}^{1}, \mathbf{r}^{2}$, and $\mathbf{r}^{3}$. The coordinates $x^{1}$ and $x^{2}$ are introduced in such a way that $\left|\mathbf{r}^{1} \times \mathbf{r}^{2}\right|=\mathbf{B}$ and the vector potential can be taken as

$$
\begin{equation*}
\mathbf{A}=\frac{1}{2}\left(x^{2} \mathbf{r}^{2}-x^{2} \mathbf{r}^{1}\right) \tag{1.1}
\end{equation*}
$$

We take the coordinates $x^{1}, x^{2}$, and $x^{3}$ with the associated generalized momenta $p_{1}, p_{2}$, and $p_{3}$ as the canonical variables for particle motion in the field $\mathbf{B}$. We also introduce the Cartesian coordinates $x, y$, and $z$ in such a way that the $z$-axis is directed along the field; the $y$-axis is parallel to $\mathbf{r}^{1}$; and $x, y$, and $z$ equal zero when $x^{1}, x^{2}$, and $x^{3}$ equal zero. The coordinates $x, y$, and $z$ are related
to $x^{1}, x^{2}$, and $x^{3}$ as follows:

$$
\begin{gather*}
x=\frac{g^{12}}{B \sqrt{g^{11}}} x^{1}-\frac{\sqrt{g^{11}}}{B} x^{2}, \quad y=\frac{1}{\sqrt{g^{11}}} x^{1},  \tag{1.2}\\
z=g_{13} x^{1}+g_{23} x^{2}+x^{3}, \quad g^{\alpha \beta}=\mathbf{r}^{\alpha} \mathbf{r}^{\beta}, \quad g_{\alpha \beta}=\mathrm{r}_{\alpha} \mathbf{r}_{\beta} .
\end{gather*}
$$

We will need the generating function $W\left(x^{1}, x^{2}, x^{3}, J\right.$, $\left.x_{L}, p_{\|}\right)$of the canonical transformation from the variables $x^{1}, x^{2}, x^{3}, p_{1}, p_{2}$, and $p_{3}$ to the variables $\varphi, y_{L}, z, J$, $x_{L}$, and $p_{\|}$. Here, $J$ and $\varphi$ are the action-angle variables, $x_{L}$ and $y_{L}$ are coordinates of the Larmor circle center, and $p_{\|}$is the projection of the mechanical momentum on the field direction. Such a function is found in [1], but it corresponds to another choice of the vector potential and is given as the function of other arguments. We will find the necessary generating function in the following way. Let us consider the known generating function $W_{1}\left(x, y, z, J, x_{L}, p_{\|}\right)$of the transformation from the $x, y, z, p_{x}, p_{y}$, and $p_{z}$ variables to the $\varphi, y_{L}, z, J, x_{L}$, and $p_{\|}$variables of the form

$$
\begin{gather*}
W_{1}\left(x, y, z, J, x_{L}, p_{\|}\right)=-\frac{1}{2}\left(m \omega x y-2 \sqrt{m \omega} x_{L} y\right. \\
\left.-\left(\sqrt{m \omega} x-x_{L}\right) \sqrt{2 J-\left(\sqrt{m \omega} x-x_{L}\right)^{2}}\right)  \tag{1.3}\\
+J \arctan \frac{\sqrt{m \omega} x-x_{L}}{\sqrt{2 J-\left(\sqrt{m \omega} x-x_{L}\right)^{2}}}+z p_{\|},
\end{gather*}
$$

where $\omega=e B / m c$ is the Larmor frequency. The function $W$ can be obtained from $W_{1}$ if we change $x, y$, and $z$ to $x^{1}, x^{2}$, and $x^{3}$ according to relationships (1.2). As a result, we arrive at

$$
\left.\begin{array}{l}
W=\left(g_{13} x^{1}+g_{23} x^{2}+x^{2}\right) p_{\|}-\frac{e}{2 c} x^{1}\left(\frac{g^{12}}{g^{11}} x^{1}-x^{2}\right) \\
+\frac{x_{L} \sqrt{m \omega}}{\sqrt{g^{11}}} x^{1}+\frac{1}{2}\left[\sqrt{\frac{g^{11}}{m \omega}} \frac{e}{c}\left(\frac{g^{12}}{g^{11}} x^{1}-x^{2}\right)-x_{L}\right]  \tag{1.4}\\
\times \sqrt{2 J-\left[\frac{e}{c} \sqrt{\frac{g^{11}}{m \omega}}\left(\frac{g^{12}}{g^{11}} x^{1}-x^{2}\right)-x_{L}\right]^{2}} \\
+J \arctan \left(\frac{\sqrt{\frac{g^{11}}{m \omega}} \frac{e}{c}\left(\frac{g^{12}}{g^{11}} x^{1}-x^{2}\right)-x_{L}}{\sqrt{2 J-\left[\sqrt{\frac{g^{11}}{m \omega}} \frac{e}{c}\left(\frac{g^{12}}{g^{11}} x^{1}-x^{2}\right)-x_{L}\right]^{2}}}\right)
\end{array}\right) .
$$

Here, it is taken into account that $g_{33}=\mathbf{r}_{3} \mathbf{r}_{3}=1$.

## 2. COORDINATES ASSOCIATED WITH THE FIELD

We now consider a particle in an inhomogeneous magnetic field $\mathbf{B}$. We introduce the coordinates associated with the field in the same way as in [2], but with some additions that will be used when introducing dimensionless variables and analyzing the smallness of the parameters. Let $[L]$ be the characteristic distance at which the field variations are essential and $[\mathbf{B}]$ be the characteristic value of $|\mathbf{B}|$ in the region under consideration. Then, the characteristic value of the Larmor frequency equals $\left[\omega_{L}\right]=e[B] / m c$. The dimensionless radius vector, magnetic induction, and time are introduced as the ratios of the corresponding dimensional quantities $[\mathbf{L}],[\mathbf{B}]$, and $1 /\left[\omega_{L}\right]$, respectively. The dimensionless vectors of the generalized momentum and vector potential are equal to the ratios of the dimensional vectors and the values of $m\left[\omega_{L}\right][L]$ and $[\mathbf{B}][\mathbf{L}]$, respectively. In what follows, we use the same letters to denote the dimensionless and dimensional quantities. In terms of dimensionless variables, the Hamiltonian of a particle has the form

$$
\begin{equation*}
H=\frac{1}{2}(\mathbf{p}-\mathbf{A}(\mathbf{r}))^{2} \tag{2.1}
\end{equation*}
$$

Let [ $v$ ] be the characteristic value of the particle velocity and $\left[R_{L}\right]=[v] /\left[\omega_{L}\right]$ be the characteristic Larmor radius. We will assume now that the magnetic field is weakly inhomogeneous, i.e., $[L] \gg\left[R_{L}\right]$. We introduce the main small parameter of the problem as $\varepsilon=$ $\left[R_{L}\right] /[L]$. As usual, we consider such motions and time periods that the particle stays in a magnetic field tube
with a diameter and length of about $\left[R_{L}\right]$ and $[L]$, respectively. ${ }^{1}$ In the dimensionless space, the diameter and the length of this tube are $O(\varepsilon)$ and a length of $O(1)$, respectively. We assume that the curvilinear coordinates $Q^{1}, Q^{2}$, and $Q^{3}$ with the following three properties can be introduced in the vicinity of the tube: (i) each point in the region at hand is uniquely determined by these coordinates; (ii) the coordinates $Q^{1}$ and $Q^{2}$ describe the field line in the tube, and $Q^{3}$ is the length of a line starting from a certain base surface; and (iii) the vector potential can be written in the form

$$
\mathbf{A}=1 / 2\left(Q^{1} \mathbf{r}^{2}=Q^{2} \mathbf{r}^{1}\right)
$$

where $\mathbf{r}^{i}$ are the vectors of the basis mutual to $\mathbf{r}_{i}=$ $\partial \mathbf{r} / \partial Q^{i}$ with $i=1,2$, and 3 (such coordinates were described, e.g., in [2]).

Then, for the Hamiltonian, we obtain

$$
\begin{equation*}
H=\frac{1}{2} g^{i k}\left(P_{i}-A_{i}\right)\left(P_{k}-A_{k}\right) \tag{2.2}
\end{equation*}
$$

where $g^{i k}\left(Q^{1}, Q^{2}, Q^{3}\right)=\mathbf{r}^{i} \mathbf{r}^{k}$.
We introduce $Q^{1}$ and $Q^{2}$ in such a way that $Q^{1}$, $Q^{2}=0$ at a certain field line in the tube and $Q^{1}, Q^{2}=$ $O(\varepsilon)$ everywhere in the tube. The components of the vector potential are also on the order of $\varepsilon$. Moreover, for the motion under study, we have the following estimate for the generalized momenta:

$$
\left[R_{L}\right] \sim[v] /\left[\omega_{L}\right][L]=\left[R_{L}\right] /[L]=\varepsilon
$$

Therefore, we can introduce the new coordinates $q^{1}$, $q^{2}$, and $q^{3}$ and generalized momenta $p_{1}, p_{2}$, and $p_{3}$, which satisfy the relations $Q^{i}=\varepsilon q^{i}$ and $P_{i}=\varepsilon p_{i}$. The valency of this defines the canonical transformation is $1 / \varepsilon^{2}$. The new Hamiltonian takes the form

$$
\begin{equation*}
H(p q)=\frac{1}{2} g^{i k}\left(p_{i}-A_{i}\right)\left(p_{k}-A_{k}\right) \tag{2.3}
\end{equation*}
$$

Here, $A_{1}=-1 / 2 q^{2}$ and $A_{2}=1 / 2 q^{1}$ are the vector potential components, which differ from the quantities in Eq. (2.2) denoted in the same way by the factor $\varepsilon$, and $g^{i k}=g^{i k}\left(\varepsilon q^{1}, \varepsilon q^{2}, \varepsilon q^{3}\right)$ are the former components of the metric tensor, but with $Q^{i}=\varepsilon q^{i}$.

In the motion under study, all the canonical variables (except for $q^{3}$ ) and the components of both the vector potential and of the metric tensor are on the order of unity. The variable $q^{3}$ may have large values, on the order of $1 / \varepsilon$.

## 3. HAMILTONIAN OF AN UNPERTURBED PROBLEM IN THE ACTION-ANGLE VARIABLES

We change from the variables $q^{1}, q^{2}, q^{3}, p_{1}, p_{2}$, and $p_{3}$ to the variables $\varphi, y_{L}, z, J, x_{L}$, and $p_{\|}$using the gener-

[^0]ating function (1.4) and taking into account that the coordinates $q^{1}, q^{2}$, and $q^{3}$ are dimensionless. The metric tensor components are now the functions of the coordinates. Then, we obtain
\[

$$
\begin{align*}
& W=\left(g_{13} q^{1}+g_{23} q^{2}+q^{3}\right) p_{\| 1}-\frac{1}{2} q^{1}\left(\frac{g^{12}}{g^{11}} q^{1}-q^{2}\right) \\
&+\frac{x_{L} \sqrt{\omega}}{\sqrt{g^{11}}} q^{1}+\frac{1}{2}\left[\sqrt{\frac{g^{11}}{\omega}}\left(\frac{g^{12}}{g^{11}} q^{1}-q^{2}\right)-x_{L}\right] \\
& \times \sqrt{2 J-\left[\sqrt{\frac{g^{11}}{\omega}}\left(\frac{g^{12}}{g^{11}} q^{1}-q^{2}\right)-x_{L}\right]^{2}}  \tag{3.1}\\
&+J \arctan \left(\frac{\sqrt{\frac{g^{11}}{\omega}}\left(\frac{g^{12}}{g^{11}} q^{1}-q^{2}\right)-x_{L}}{\sqrt{2 J-\left[\sqrt{\frac{g^{11}}{\omega}}\left(\frac{g^{12}}{g^{11}} q^{1}-q^{2}\right)-x_{L}\right]^{2}}}\right)
\end{align*}
$$
\]

In the dimensionless coordinates, we have $\omega=B$. It follows from the definition of $Q^{3}$ that $\mathbf{B}=B \mathbf{r}_{3}$. On the other hand, due to the properties of the coordinates used, the equality $\mathbf{B}=\mathbf{r}^{1} \times \mathbf{r}^{2}$ is valid. Since $\mathbf{r}^{1} \times \mathbf{r}^{2}=$ $(1 / \sqrt{g}) \mathbf{r}_{3}$, where $g_{i k}$ is the determinant of the matrix $\left\{g_{i k}\right\}$, we have $\omega=1 / \sqrt{g}$.

The old and the new variables are related to each other according to the following formulas:

$$
\begin{gather*}
\varphi=\frac{\partial W}{\partial J} \equiv \arctan \frac{\sqrt{\frac{g^{11}}{\omega}}\left(\frac{g^{12}}{g^{11}} q^{1}-q^{2}\right)-x_{L}}{\sqrt{2 J-\left[\sqrt{\frac{g^{11}}{\omega}}\left(\frac{g^{12}}{g^{11}} q^{1}-q^{2}\right)-x_{L}\right]^{2}}}, \\
y_{L}=\frac{\partial W}{\partial x_{L}} \equiv \sqrt{\frac{\omega}{g^{11}}} q^{1} \\
-\sqrt{2 J-\left[\sqrt{\frac{g^{11}}{\omega}}\left(\frac{g^{12}}{g^{11}} q^{1}-q^{2}\right)-x_{L}\right]}  \tag{3.2}\\
z=\frac{\partial W}{\partial p_{\|}} \equiv g_{13} q^{1}+g_{23} q^{2}+q^{3} .
\end{gather*}
$$

After differentiation, we obtain the second group of relationships in terms of $\varphi$ and $y_{L}$ from Eqs. (3.2):

$$
p_{k}=\frac{\partial W}{\partial q^{k}} \equiv p_{k 0}+p_{k 1}=p_{k 0}+\frac{\partial g_{13}}{\partial q^{k}} p_{\|} q_{1}^{1}+\frac{\partial g_{23}}{\partial q^{k}} p_{\|} q^{2}
$$

$$
\begin{align*}
& -\frac{q^{1}}{2}\left(\frac{\partial}{\partial q^{k}} \frac{g^{12}}{g^{11}}\right) \sqrt{\frac{g^{11}}{\omega}}\left(-\sqrt{2 J} \cos \varphi+y_{L}\right)  \tag{3.3}\\
& -\sqrt{\frac{\omega}{g^{11}}}\left(\frac{\partial}{\partial q^{k}} \sqrt{\frac{g^{11}}{\omega}}\right)\left[x_{L} y_{L}-2 J \cos \varphi \sin \varphi\right] .
\end{align*}
$$

Here, expressions for $p_{k 0}$ are the result of the differentiation of $W$ without taking into account the dependence of the metric coefficients on $\varepsilon q^{1}, \varepsilon q^{2}$, and $\varepsilon q^{3}$ :

$$
\begin{gather*}
p_{10}=\frac{1}{2} \sqrt{\frac{\omega}{g^{11}}}\left(-\sqrt{2 J} \sin \varphi+x_{L}\right) \\
+\frac{1}{2} \frac{g^{12}}{\sqrt{g^{11} \omega}}\left(\sqrt{2 J} \cos \varphi-y_{L}\right)+g_{13} p_{\|},  \tag{3.4}\\
p_{20}=-\frac{1}{2} \sqrt{\frac{g^{11}}{\omega}}\left(\sqrt{2 J} \cos \varphi-y_{L}\right)+g_{23} p_{\|}, \\
p_{30}=p_{\|} .
\end{gather*}
$$

To get the Hamiltonian in the new variables, it is necessary to represent the old variables in terms of the new variables. In the following, we obtain the Hamiltonian correct to terms on the order of $\varepsilon$. Therefore, the expressions for the old variables are derived with the same accuracy. From Eqs. (3.2), we have

$$
\begin{equation*}
q^{3}=z-g_{13} q^{1}-g_{23} q^{2} \tag{3.5}
\end{equation*}
$$

It follows from this formula that both the $z$ coordinate and $q^{3}$ are large. Hence, $\omega$ can be written with the prescribed accuracy as follows:

$$
\begin{gathered}
\omega\left(\varepsilon q^{1}, \varepsilon q^{2}, \varepsilon q^{3}\right)=\omega\left(0,0, \varepsilon q^{3}\right) \\
+\varepsilon\left(\frac{\partial \omega}{\partial\left(\varepsilon q^{1}\right)}\right)_{0}^{1} q^{1}+\varepsilon\left(\frac{\partial \omega}{\partial\left(\varepsilon q^{2}\right)}\right)_{0}^{2}=\omega(0,0, \varepsilon z) \\
+\varepsilon\left(\frac{\partial \omega}{\partial\left(\varepsilon q^{1}\right)}-g_{13} \frac{\partial \omega}{\partial\left(\varepsilon q^{2}\right)}\right)_{0}^{1} q^{1}+\left(\frac{\partial \omega}{\partial\left(\varepsilon q^{2}\right)}-g_{23} \frac{\partial \omega}{\partial\left(\varepsilon q^{3}\right)}\right) q^{2} \\
=\omega_{0}+\varepsilon\left((\omega)_{1} q^{1}+(\omega)_{2} q^{2}\right) .
\end{gathered}
$$

Here, the zero subscript means the substitutions $q^{1}=$ $q^{2}=0$ and $\varepsilon q^{3}=\varepsilon z$. In addition, the following notation is used:

$$
\begin{equation*}
(\omega)_{i}=\left(\frac{\partial \omega}{\partial\left(\varepsilon q^{i}\right)}-g_{i 3} \frac{\partial \omega}{\partial\left(\varepsilon q^{3}\right)}\right)_{0} ; \quad i=1,2 . \tag{3.7}
\end{equation*}
$$

We will show below that it is sufficient to solve Eqs. (3.2) only partially with respect to $q^{1}$ and $q^{2}$, representing $q^{1}$ and $q^{2}$ by the formulas

$$
q^{1}=\sqrt{\frac{g^{11}}{\omega}}\left(\sqrt{2 J} \cos \varphi+y_{L}\right)
$$

$$
\begin{align*}
q^{2}= & \frac{g^{12}}{\sqrt{g^{11} \omega}}\left(\sqrt{2 J} \cos \varphi+y_{L}\right)  \tag{3.8}\\
& -\sqrt{\frac{\omega}{g^{11}}}\left(\sqrt{2 J} \sin \varphi+x_{L}\right)
\end{align*}
$$

For the same reason, we do not need to exclude $q^{1}$, $q^{2}$, and $q^{3}$ from the formulas for $p_{i 0}$. The quantities $p_{i 1}$ in Eqs. (3.2) are on the order of $\varepsilon$, because they contain the derivatives of the metric tensor components with respect to $q^{i}$. Therefore, to calculate $p_{i 1}$, we can substitute the equalities $q^{1}=q^{2}=0$ and $\varepsilon q^{3}=\varepsilon z$ into $g^{i k}, g_{i k}$, and their derivatives with respect to the coordinates and take $q^{1}$ and $q^{2}$ from Eqs. (3.8) to calculate $g^{11}$ and other quantities with the same accuracy.

Now, we will derive the Hamiltonian in the firstorder approximation. Let us substitute the above formulas into expression (2.3). We get

$$
\begin{align*}
& H=\frac{1}{2} g^{i k}\left(p_{i 0}+p_{i 1}-A_{i}\right)\left(p_{k 0}+p_{k 1}-A_{k}\right) \\
= & \frac{1}{2} g^{i k}\left(p_{i 0}-A_{i}\right)\left(p_{k 0}-A_{k}\right)+g^{i k} p_{i 1}\left(p_{k 0}-A_{k}\right) . \tag{3.9}
\end{align*}
$$

Using $A_{1}=-1 / 2 q^{2}$ and $A_{2}=1 / 2 q^{1}$, we insert relationships (3.8) into the first term on the right hand side of Eq. (3.9). Then, the resulting expression is transformed in the same way as for the motion in a homogeneous field. The coordinate dependence of the metric tensor components does not change the procedure. As a result, we obtain

$$
\begin{equation*}
\frac{1}{2} g^{i k}\left(p_{i 0}-A_{i}\right)\left(p_{k 0}-A_{k}\right)=\omega J+\frac{p_{\|}^{2}}{2} \tag{3.10}
\end{equation*}
$$

It is sufficient to use formulas (3.6) to extract the large term and the term on the order of $\varepsilon$ in expression (3.10). When calculating the second (small) term on the right hand side of Eq. (3.9), only the large terms must be taken into account in the expressions for $q^{1}, q^{2}, q^{i k}$, $p_{k 0}$, and $A_{k}$. Finally, we have

$$
\begin{gather*}
H=H_{0}+\varepsilon H_{1}=\omega_{0} J+\frac{p_{\|}^{2}}{2} \\
+\varepsilon\left[p_{\|}^{2}\left(x_{L} F_{1}+y_{L} F_{2}\right)+p_{\|} F_{3}+p_{\|}\left(y_{L}^{2}-J\right) F_{4}\right. \\
+p_{\|} x_{L} y_{L} F_{5}+y_{L} J F_{6}+x_{L} J F_{7} \\
+\left(p_{\|}^{2} F_{1}+p_{\|} x_{L} F_{9}+p_{\|} y_{L} F_{8}+y_{L}^{2} F_{10}\right.  \tag{3.11}\\
\left.+x_{L} y_{L} F_{11}+J F_{12}\right) \sqrt{2 J} \sin \varphi+\left(p_{\|}^{2} F_{2}+p_{\|} y_{L} F_{13}\right. \\
\left.+p_{\|} x_{L} F_{14}+y_{L}^{2} F_{15}+x_{L} y_{L} F_{16}+J F_{17}\right) \sqrt{2 J} \cos \varphi \\
+p_{\|} J F_{18} \sin 2 \varphi+p_{\|} J F_{19} \cos 2 \varphi \\
\left.+J \sqrt{2 J} F_{20} \sin 3 \varphi+J \sqrt{2 J} F_{21} \cos 3 \varphi\right]
\end{gather*}
$$

Here, the following notation is used for the functions of $\varepsilon z$ :

$$
\begin{aligned}
& F_{1}=-\left(\sqrt{\frac{\omega}{g^{11}}} \frac{\partial g_{23}}{\partial\left(\varepsilon q^{3}\right)}\right)_{0}, \\
& F_{2}=\left(\sqrt{\frac{g^{11}}{\omega}}\right)_{0}\left(\frac{\partial g_{13}}{\partial\left(\varepsilon q^{3}\right)}+\frac{g^{12} \partial g_{23}}{g^{11} \partial\left(\varepsilon q^{3}\right)}\right)_{0}, \\
& F_{3}=\omega_{0}\left(\frac{\partial g_{23}}{\partial\left(\varepsilon q^{1}\right)}-\frac{\partial g_{23}}{\partial\left(\varepsilon q^{2}\right)}+\left(g_{23}-g_{13}\right) \frac{\partial g_{13}}{\partial\left(\varepsilon q^{3}\right)}\right)_{0}, \\
& F_{4}=-\frac{1}{2}\left(\frac{g^{11}}{\omega}\right)_{0}\left(\frac{\partial}{\partial\left(\varepsilon q^{3}\right)} \frac{g^{12}}{g^{11}}\right)_{0}, \\
& F_{5}=-\left(\sqrt{\frac{\omega}{g^{11}}}\right)_{0}\left(\frac{\partial}{\partial\left(\varepsilon q^{3}\right)} \sqrt{\frac{g^{11}}{\omega}}\right)_{0}, \\
& F_{6}=(\omega)_{1}\left(\sqrt{\frac{g^{11}}{\omega}}\right)_{0}+(\omega)_{2}\left(\frac{g^{12}}{\sqrt{g^{11} \omega}}\right)_{0}, \\
& F_{7}=-(\omega)_{2}\left(\sqrt{\frac{\omega}{g^{11}}}\right)_{0}, \\
& F_{8}=-g^{11}\left(\frac{\partial g_{13}}{\partial\left(\varepsilon q^{1}\right)}+\frac{g^{12}}{g^{11}} \frac{\partial g_{23}}{\partial\left(\varepsilon q^{1}\right)}\right) \\
& +g^{12}\left(\frac{\partial g_{13}}{\partial\left(\varepsilon q^{2}\right)}+\frac{g^{12}}{g^{11}} \frac{\partial g_{23}}{\partial\left(\varepsilon q^{2}\right)}\right) \\
& +g^{13}\left(\frac{\partial g_{13}}{\partial\left(\varepsilon q^{3}\right)}+\frac{g^{12}}{g^{11}} \frac{\partial g_{23}}{\partial\left(\varepsilon q^{3}\right)}\right)_{0}, \\
& F_{9}=\omega_{0}\left(\frac{\partial g_{23}}{\partial\left(\varepsilon q^{1}\right)}+\frac{g^{12}}{g^{11}} \frac{\partial g_{23}}{\partial\left(\varepsilon q^{3}\right)}+\frac{g^{13}}{g^{11}} \frac{\partial g_{23}}{\partial\left(\varepsilon q^{3}\right)}\right)_{0}, \\
& F_{10}=\frac{1}{2}\left(\sqrt{\frac{g^{11}}{\omega}}\right)_{0}\left(g^{11}\left(\frac{\partial}{\partial\left(\varepsilon q^{1}\right)}+\frac{g^{12}}{g^{11}}\right)\right. \\
& \left.+g^{12}\left(\frac{\partial}{\partial\left(\varepsilon q^{3}\right)} \frac{g^{12}}{g^{11}}\right)+g^{13}\left(\frac{\partial}{\partial\left(\varepsilon q^{3}\right)} \frac{g^{12}}{g^{11}}\right)\right)_{0}, \\
& F_{11}=\omega_{0}\left(\left(\frac{\partial}{\partial\left(\varepsilon q^{1}\right)} \sqrt{\frac{g^{11}}{\omega}}\right)+\frac{g^{12}}{g^{11}}\right. \\
& \left.\times\left(\frac{\partial}{\partial\left(\varepsilon q^{2}\right)} \sqrt{\frac{g^{11}}{\omega}}\right)+\frac{g^{13}}{g^{11}}\left(\frac{\partial}{\partial\left(\varepsilon q^{3}\right)} \sqrt{\frac{g^{11}}{\omega}}\right)\right)_{0},
\end{aligned}
$$

$$
\begin{gathered}
F_{13}=-\omega_{0}\left(\frac{\partial g_{13}}{\partial\left(\varepsilon q^{2}\right)}+\frac{g^{12}}{g^{11}} \frac{\partial g_{23}}{\partial\left(\varepsilon q^{2}\right)}\right. \\
\left.-g_{23} \frac{\partial g_{13}}{\partial\left(\varepsilon q^{3}\right)}-\frac{g_{23} g^{12}}{g^{11}} \frac{\partial g_{23}}{\partial\left(\varepsilon q^{3}\right)}\right)_{0} \\
F_{14}=\left(\frac{\omega}{g^{11}}\right)_{0}\left(-\frac{\partial g^{23}}{\partial\left(\varepsilon q^{2}\right)}+g_{23} \frac{\partial g_{23}}{\partial\left(\varepsilon q^{3}\right)}\right)_{0}, \\
F_{15}=\frac{1}{2}\left(\sqrt{\frac{g^{11}}{\omega}}\right)_{0}\left(-\left(\frac{\partial}{\partial\left(\varepsilon q^{2}\right)} \frac{g^{12}}{g^{11}}\right)+g_{23}\left(\frac{\partial}{\partial\left(\varepsilon q^{3}\right)} \frac{g^{12}}{g^{11}}\right)\right)_{0}, \\
F_{16}=\left(\frac{\omega}{g^{11}}\right)_{0}\left(-\left(\frac{\partial}{\partial\left(\varepsilon q^{2}\right)} \sqrt{\frac{g^{11}}{\omega}}\right)+g_{23}\left(\frac{\partial}{\partial\left(\varepsilon q^{3}\right)} \sqrt{\frac{g^{11}}{\omega}}\right)\right)_{0}, \\
F_{12}=F_{7}+F_{20}, \quad F_{17}=-\frac{1}{2}\left(F_{11}+3 F_{15}\right)+F_{6}, \\
F_{18}=F_{8}+F_{14}-F_{5}, \quad F_{19}=F_{13}-F_{9}-F_{4}, \\
F_{20}=-\frac{1}{2}\left(F_{10}+F_{16}\right), \quad F_{21}=\frac{1}{2}\left(F_{11}-F_{15}\right) .
\end{gathered}
$$

## 4. APPLICATION OF THE AVERAGING METHOD AND THE INTEGRATION OF THE AVERAGED EQUATIONS

Let us consider the Hamiltonian equations corresponding to the Hamiltonian (3.11). The small part of this Hamiltonian is the following trigonometric polynomial of $\varphi$ :

$$
\begin{gather*}
H_{1}=H_{10} \\
+\sum_{k=1}^{3}\left(H_{1 k} \cos k \varphi+H_{1 k}^{*} \sin k \varphi\right)=H_{10}+H_{11} . \tag{4.1}
\end{gather*}
$$

Up to terms on the order of $\varepsilon$, the Hamiltonian equations take the form

$$
\begin{gather*}
\dot{\varphi}=\frac{\partial H}{\partial J}=\omega_{0}+\varepsilon \frac{\partial\left(H_{10}+H_{11}\right)}{\partial J}, \\
\dot{J}=-\frac{\partial H}{\partial \varphi}=-\varepsilon \frac{\partial H_{11}}{\partial \varphi}, \\
\dot{z}=\frac{\partial H}{\partial p_{\|}}=p_{\|}+\varepsilon \frac{\partial\left(H_{10}+H_{11}\right)}{\partial p_{\|}},  \tag{4.2}\\
\dot{p}_{\|}=-\frac{\partial H}{\partial z}=-\varepsilon J \frac{\partial \omega_{0}}{\partial(\varepsilon z)}, \\
\dot{y}_{L}=\frac{\partial H}{\partial x_{L}}=\varepsilon \frac{\partial\left(H_{10}+H_{11}\right)}{\partial x_{L}}, \\
\dot{x}_{L}=-\frac{\partial H}{\partial y_{L}}=-\varepsilon \frac{\partial\left(H_{10}+H_{11}\right)}{\partial y_{L}} .
\end{gather*}
$$

It is important that the $z$ variable that enters the Hamiltonian only through the product $\varepsilon z$. Therefore, in the expression for $\partial H / \partial z$, it is sufficient to keep only the term $\partial H_{0} / \partial z$. Moreover, one may introduce the new variable $\zeta=\varepsilon z$, which satisfies the equation $\dot{\zeta}=\varepsilon p_{\|}$ with the prescribed accuracy. Taking this equation instead of the third equation in set (4.2), we obtain the set of equations with one fast phase $\varphi$ and thus, we can apply the averaging method. We will use the same notation for the slow variables and their evolutionary components, which is acceptable in the first-order approximation. The averaged equations are obtained by neglecting the terms depending on $\dot{J}$ in the last four equations in set (4.2). Then, these equations take the form

$$
\begin{gather*}
\dot{\zeta}=\varepsilon p_{\|} \\
\dot{p}_{\|}=-\varepsilon J \frac{\partial \omega_{0}}{\partial \zeta}  \tag{4.3}\\
\dot{y}_{L}=\varepsilon\left(p_{\|} F_{5} y_{L}+p_{\|}^{2} F_{1}+J F_{7}\right) \\
\dot{x}_{L}=-\varepsilon\left(p_{\|} F_{5} x_{L}+2 p_{\|} F_{4} y_{L}+p_{\|}^{2} F_{2}+J F_{6}\right)
\end{gather*}
$$

The averaged equation for the variable $J$ is $\dot{J}=0$. Hence, the equality $J=J(0)$ is valid up to terms on the order of $\varepsilon$ at times on the order of $1 / \varepsilon$. This means that $J$ is an adiabatic invariant (this fact must be proven in the case of non-Hamiltonian equations; see, for example, [3]). Thus, $J=J(0)=$ const in Eqs. (4.3).

Now, we will show that Eqs. (4.3) are integrable in quadratures. The first two equations have an integral describing the conservation law for the energy of the particle correct to the large terms

$$
\begin{equation*}
\frac{1}{2} p_{\|}^{2}+J \omega_{0}=h_{0} \tag{4.4}
\end{equation*}
$$

where $h_{0}=$ const. Using this formula, we can express $p_{\|}$ in terms of $\zeta$ :

$$
\begin{equation*}
p_{\|}=\sqrt{2\left(h_{0}-J \omega_{0}\right)} . \tag{4.5}
\end{equation*}
$$

Substituting expression (4.5) into the first equation in set (4.3), we obtain the quadrature

$$
\begin{equation*}
\int_{\zeta_{0}}^{\zeta} \frac{d \xi}{\sqrt{2\left(h-J \omega_{0}\right)}}=\tau-\tau_{0}, \quad \tau=\varepsilon t . \tag{4.6}
\end{equation*}
$$

Inverting expression (4.6), we can find $\zeta(\tau)$ and then, $p_{\|}(\tau)$. As a result, we arrive at a first-order linear equation with known coefficients, which is obviously integrable in quadratures. After $y_{L}(\tau)$ is found, we can obtain $x_{L}(\tau)$ by solving another first-order linear equation with known coefficients. Thus, the problem of particle motion in a weakly inhomogeneous magnetic field is solved in the first-order approximation. It turns out that solving the problem does not require additional
assumptions on the existence of the longitudinal and transverse adiabatic invariants.

However, the solution of a particular problem may encounter difficulties related to introducing the use of the coordinates $Q^{1}, Q^{2}$, and $Q^{3}$ and calculating the above quadratures. The first difficulty is overcome if we know two integrals of the field line equations [2]. In any case, the calculation of geometric characteristics is highly simplified by considering a thin field line tube. The solution of the linear equations and the calculation of the quadratures can be simplified if we take $\zeta$ as a new variable in set (4.3), find $p_{\|}(\zeta)$ from expression (4.5), and solve the linear equations for $y_{L}(\zeta)$ and $x_{L}(\zeta)$. Then, the quadratures determining the time dependence then must be calculated only at the end of the solution procedure.

It is also of interest (see, e.g., $[2,3]$ ) to consider the case in which, in addition to the Lorentz force, an order of magnitude weaker the Coulomb force caused by a weakly inhomogeneous electric field acts on a particle. In this case, Hamiltonian (2.3) takes the form

$$
\begin{equation*}
H=\frac{1}{2} g^{i k}\left(p_{i}-A_{i}\right)\left(p_{k}-A_{k}\right)-U\left(\varepsilon q^{1}, \varepsilon q^{2}, \varepsilon q^{3}\right) \tag{4.7}
\end{equation*}
$$

where $U$ is proportional to the scalar potential.
After the variables are changed in (3.11), the following additional term will appear in expression (3.11)

$$
\begin{align*}
& -U_{0}-\varepsilon(U)_{1} \sqrt{\frac{g^{11}}{\omega_{0}}}\left(\sqrt{2 J} \cos \varphi+y_{L}\right)+\varepsilon(U)_{2}\left[\frac{g^{12}}{\sqrt{g^{11} \omega_{0}}}\right. \\
& \left.\quad \times\left(\sqrt{2 J} \cos \varphi+y_{L}\right)-\sqrt{\frac{\omega_{0}}{g^{11}}}\left(\sqrt{2 J} \sin \varphi+x_{L}\right)\right] . \tag{4.8}
\end{align*}
$$

Here,

$$
\begin{gather*}
U_{0}=U(0,0, \varepsilon z) \\
(U)_{i}=\left(\frac{\partial U}{\partial\left(\varepsilon q^{i}\right)}-g_{i 3} \frac{\partial U}{\partial\left(\varepsilon q^{3}\right)}\right)_{0} \tag{4.9}
\end{gather*}
$$

and the other designation is the same as in Eqs. (3.6) and (3.7).

After averaging the Hamiltonian equations, in the first-order approximation, instead of set (4.3), we obtain:

$$
\begin{gather*}
\dot{\zeta}=\varepsilon p_{\|}, \quad \dot{p}_{\|}=-\varepsilon\left(J \frac{\partial \omega_{0}}{\partial \zeta}+\frac{\partial U_{0}}{\partial \zeta}\right), \\
\dot{y}_{L}=\varepsilon\left(p_{\|} F_{5} y_{L}+p_{\|}^{2} F_{1}+J F_{7}+G_{1}\right),  \tag{4.10}\\
\dot{x}_{L}=-\varepsilon\left(p_{\|} F_{5} x_{L}+2 p_{\|} F_{4} y_{L}+p_{\|}^{2} F_{2}+J F_{6}+G_{2}\right),
\end{gather*}
$$

where

$$
\begin{gather*}
G_{1}=\sqrt{\frac{\omega_{0}}{g^{11}}}(U)_{2} \\
G_{2}=-\sqrt{\frac{g^{11}}{\omega_{0}}}(U)_{1}-\frac{g^{12}}{\sqrt{g^{11} \omega_{0}}}(U)_{2} \tag{4.11}
\end{gather*}
$$

The first two equations in set (4.10) have the integral

$$
\begin{equation*}
\frac{1}{2} p_{\|}^{2}+J \omega_{0}+U_{0}=h_{0} \tag{4.12}
\end{equation*}
$$

With the help of this integral, the relation between $\zeta$ and $\tau$ can be derived in a quadratures form. The last two equations in set (4.10) differ from the corresponding equations in set (4.3) only by the terms $G_{1}(\zeta)$ and $G_{2}(\zeta)$, and can be integrated as described above.
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#### Abstract

On the assumption that condensed matter at high pressures and temperatures behaves as an ideal gas, a functional dependence of the adiabatic exponent on the Grüneisen constant was obtained, as well as an equation of state that relates the velocity of the shock front and the mass velocity in the shock wave. The calculated estimates of the rate of unloading for cadmium, tin, aluminum, and iron are given as functions of the mass velocities. A comparison with experimental data shows that such an equation of state sufficiently well describes the behavior of the substance and can be used instead of the conventional semiempirical dependences. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In studies of high-velocity shock effects and in the related investigations of the equation of state of substances at high-intensity loading (shock loading, explosion on a surface, effect of high-power radiation fluxes), as well as in studies of extremal states, it is important to know the exponent of the adiabat of the vapors upon subsequent expansion. The dynamical methods of the investigation of properties permit one to determine only the pressure $p$, density $\rho$, and internal energy as functions of the pressure and volume of the system. But this information is insufficient to obtain the equation of state, since it does not contain information on thermodynamic quantities such as the temperature and entropy of the shock-compressed substance. In some cases, the measurement of these quantities by optical methods is impossible. However, the entropy and the temperature can be determined from the parameters of the final state of the substance upon its isentropic expansion [1], if the adiabatic exponent is known. In this connection, the success of theoretical studies of expansion of the vapors of solids is determined to a great extent by knowledge of the adiabatic exponent $\gamma$.

In addition, there exist theoretical dependences [2, 3] that in limiting cases link the shock-front velocity $D$ and the mass velocity $u$ if the adiabatic exponent is known. In the model where the pressures and densities are determined from the corresponding equations of conservation, they are used as equations of state. However, theoretical dependences by no means always satisfactorily describe the real behavior of a substance; therefore, as a rule, the numerically calculated or experimentally obtained curves are approximated by this or that technique [2, 4]. In this connection, it is of interest to find and substantiate an adequate theoretical dependence for $D(u, \gamma)$. In this work, we solved the problem of determining the adiabatic exponent as a function of
the Grüneisen constant and the $D(u, \gamma)$ dependence that agrees with experimental results.

## FORMULATION OF PRINCIPAL DEPENDENCES

Slater, Landau, and Stanyukovich used the relationship between the Grüneisen constant and the function of cold compression [3]. Since the Grüneisen constant is known for many substances, the dependences given in [3] are constructive and can be used in numerous applications. In [2-4], when considering two-dimensional self-similar model problems of lumped and filamentary shocks, the adiabatic and self-similarity exponents were determined in combination from the results of a computational experiment. But in order to determine the adiabatic exponent of a gas cloud, unlike the problem of investigating equation of state under highintensity dynamical loads considered in [3], one should study not only the shock adiabat, but also the expansion isentrope. Since, because of the isentropic character of the process, the entropy in the unloading waves is equal to that of the shocked (compressed) state, we are able to obtain, assuming that the adiabatic exponent remains unaltered and based on the study of the equation of motion of the polytropic gas, a functional dependence between the adiabatic exponent and the degree of compression.

The results of experiments carried out in [4-8] confirm that at terapascal pressures (greater than 100200 Mbar ) the individuality of a substance can be characterized by an electron analog of the Grüneisen constant. In the range of extreme pressures (extremal states of the substance), the pressure dependence exhibits an asymptotic behavior and the relationship between the adiabatic exponent and the Grüneisen constant has the form $\beta=\gamma-1$ [3]. However, in the range of pressures of about several megabars, one should also know the physical quantities that primarily characterize the indi-
vidual properties of the substance. The adiabatic expansion after the passage of strong shock waves drives the substance into a state that is characterized by a wide spectrum of its own (intrinsic only in it) properties. The near-critical states of normal metals (the high-temperature portion of their boiling curves) have been intensely studied both experimentally and theoretically. In such investigations, the specific features of the processes of boiling and condensation upon adiabatic expansion are very informative and are of great importance.

Sometimes, the use of a certain "effective" value of the adiabatic exponent $\gamma \approx 2$ up to pressures of 24 Mbar upon the investigation of problems of spalling strength of structural materials under the effect of highpower radiation fluxes and dynamical factors leads to useful conclusions. However, in the region of high temperatures and pressures, in which the condensed substance behaves as an ideal gas, such an approach may be unjustified. This is related to the fact that the value of the slope of the shock adiabat, $\lambda=3 / 2$, usually assumed in calculations is measured in experiments at relatively small amplitudes, i.e., under conditions where the mass velocity $u$ is significantly smaller than the sound velocity $c_{0}\left(u \ll c_{0}\right)$. Therefore, if the initial slope is $\lambda=3 / 2$, this does not mean that at large degrees of compression and heating the adiabatic exponent will also be equal to $\gamma=2$.

The problem of finding the dependence for a pressure range of several megabars is solved on the basis of studying the equation of motion of a polytropic gas

$$
\begin{equation*}
p_{t}+u p_{x}+\gamma p u_{x}=0 \tag{1}
\end{equation*}
$$

where $x$ and $t$ are the coordinates and time and $u$ is the velocity of the substance.

Its solution can easily be found in the form

$$
\begin{align*}
& u=\left(u_{1}-u_{0}\right) H(x-D t)+u_{0}, \\
& p=\left(p_{1}-p_{0}\right) k(x-D t)+p_{0}, \tag{2}
\end{align*}
$$

where $H \neq k$ are the Heaviside functions as they are understood in the new theory of generalized functions [9] and $p_{0}, \rho_{0}, u_{0}, p_{1}, \rho_{1}$, and $\mathrm{u}_{1}$ are the values of the unperturbed (subscript " 0 ") pressure, density, and velocity of the substance and those observed behind the shock-wave front (subscript " 1 "), respectively.

Let the pressure $p$ change in the vicinity of the point of intersection of the wave ray, shock adiabat, and expansion isentrope in the $p-u$ diagram in such a manner that the coefficient in front of $u_{x}$ in (1) satisfies the equality

$$
\begin{equation*}
\gamma p=\gamma_{1} p_{1}=\gamma \delta^{-1} p_{1}=\text { const } \tag{3}
\end{equation*}
$$

where $\delta=\rho_{1} / \rho_{0}$.

Then, after the substitution of (2) into (1), we obtain

$$
\begin{aligned}
& {\left[\left(D-u_{0}\right)-\left(u_{1}-u_{0}\right) H\right] k^{\prime} } \\
= & \frac{u_{1}-u_{0}}{p_{1}-p_{0}} \gamma \delta^{-1} p_{1} H^{\prime}, \quad p_{1} \neq p .
\end{aligned}
$$

However, it is known that

$$
\begin{align*}
& \left(D-u_{0}\right)=u_{1}-u_{0}+\rho_{0} \frac{u_{1}-u_{0}}{\rho_{1}-\rho_{0}} \\
= & \left(1+\frac{\rho_{0}}{\rho_{1}-\rho_{0}}\right)\left(u_{1}-u_{0}\right), \quad \rho_{1} \neq \rho_{0} . \tag{4}
\end{align*}
$$

Therefore, we have

$$
\begin{equation*}
k^{\prime}=\frac{-\gamma \delta^{-1} p_{1}}{p_{1}-p_{0}} \frac{H^{\prime}}{H-\left(1+\frac{\rho_{0}}{\rho_{1}-\rho_{0}}\right)} . \tag{5}
\end{equation*}
$$

After integration of the left-hand and right-hand sides of equality (5), we obtain

$$
\begin{equation*}
k=\frac{-\gamma \delta^{-1} p_{1}}{p_{1}-p_{0}} \ln \left|\frac{\rho_{1}}{\rho_{1}-\rho_{0}}-H\right|+c \tag{6}
\end{equation*}
$$

Here, the integration constant $c$ is calculated from the definition of the Heaviside function. If its representative is denoted $R(x, \varepsilon)$, where $\varepsilon$ is an infinitely small positive quantity, then we have

$$
\forall \varepsilon>0, \quad \exists A(\varepsilon) R(\varepsilon, x)=0 \quad \text { at } \quad x<-A(\varepsilon),
$$

and it follows from (6) that

$$
\begin{equation*}
c=\frac{\gamma \delta^{-1} p_{1}}{p_{1}-p_{0}} \ln \left|\frac{\rho_{1}}{\rho_{1}-\rho_{0}}\right| \tag{7}
\end{equation*}
$$

Here, $A(\varepsilon)$ is a certain interval. Similarly, if $\forall \varepsilon>0$, and $\exists A(\varepsilon)$ and $R(\varepsilon, x)=1$ at $x>A(\varepsilon)$, then expression (6) transforms into

$$
\begin{align*}
& \frac{-\gamma \delta^{-1} p_{1}}{p_{1}-p_{0}} \ln \left|\frac{\rho_{1}}{\rho_{1}-\rho_{0}}-1\right|  \tag{8}\\
& +\frac{\gamma p_{1}}{p_{1}-p_{0}} \ln \left|\frac{\rho_{1}}{\rho_{1}-\rho_{0}}\right|=1
\end{align*}
$$

or

$$
\begin{equation*}
\frac{p_{1}-p_{0}}{\gamma p_{1}} \delta=\ln \left|\frac{\rho_{1}}{\rho_{0}}\right| . \tag{9}
\end{equation*}
$$

It is known that the degree of compression is related to the Grüneisen constant as follows [5]:

$$
\delta=1+\frac{2}{\beta} .
$$

Since $p_{1} \gtrdot p_{0}$, then at $p_{1} \gg 1$, with allowance for this
relation and for (9), we obtain

$$
\begin{equation*}
\gamma=\frac{1+\frac{2}{\bar{\beta}}}{\ln \left|1+\frac{2}{\bar{\beta}}\right|} . \tag{10}
\end{equation*}
$$

If we replace restriction (3) by more rigid conditions $\gamma p=\gamma p_{1}=$ const and perform transformations analogous to those considered above, we obtain a new expression for the adiabatic exponent:

$$
\begin{equation*}
\gamma=\frac{1}{\ln \left|1+\frac{2}{\beta}\right|} \tag{11}
\end{equation*}
$$

The corresponding expression (9) will now differ from the written one in that in its left-hand side the degree of compression is equal to unity.

From (11), with allowance for this modified expression (9), we now can easily obtain, using the continuity equation, a functional dependence of the shock-front velocity on the mass velocity in the form

$$
\begin{equation*}
D=\left[1-\exp (-1 / \gamma)^{-1}\right] u \tag{12}
\end{equation*}
$$

It is known that the shock-front parameters are expressed through the shock-front velocity with the help of the limiting formulas for a strong shock wave [2]. In particular, the velocity behind the shock front is related to $D$ by the relationship [2,3]

$$
\begin{equation*}
D=\frac{\gamma+1}{2} u \tag{13}
\end{equation*}
$$

We can show that the dependence (12) with adiabatic exponent (11) is equivalent to the well-known expression (12) with $\gamma$ calculated for an ideal gas with a constant heat capacity; i.e., $\gamma=\beta+1$.

The problem of deriving the dependence of the front velocity on the mass velocity corresponding to (3) and


Figure.
(10) is more complex. Designating $u / D=\alpha$, we obtain from (10)

$$
\gamma=\frac{1}{(1-\alpha) \ln \frac{1}{1-\alpha}}
$$

Now, approximating this dependence by a parabola in the range $0.4<\alpha<0.5$ of practical interest, we obtain

$$
\begin{equation*}
D=\frac{u}{0.6-0.5(0.32 \gamma-0.90)^{0.5}} \tag{14}
\end{equation*}
$$

The functional dependences (10)-(12) and (14) represent a solution to the problem stated above.

## COMPARISON WITH EXPERIMENT

In order to confirm the adequacy of these dependences, we performed a comparison with the experimental results given in [1]. From the relations obtained, we calculated the velocities upon unloading for $\mathrm{Cd}, \mathrm{Sn}$, Al , and Fe ; similar calculations were also carried out for the limiting relation (13) and for the dependence

$$
D=u \sqrt{\frac{2 \gamma}{\gamma-1}}
$$

which is characteristic of the adiabatic expansion of a gas sphere into vacuum.

The experimental results were approximated by parabolas. Since the latter may be of independent interest, they are given below:

$$
\begin{gathered}
D=1.73+0.12 u+0.57 u^{2} \text { for } \mathrm{Cd} \\
D=0.81+1.83 u+0.24 u^{2} \text { for } \mathrm{Sn}, \text { and } \\
D=0.06+1.75 u+0.11 u^{2} \text { for } \mathrm{Al}
\end{gathered}
$$

The parabola for Fe was taken from [10]. In the figure, the $D(u)$ dependences for aluminum are given. The subscripts $1-4$ at $D$ mean the dependences for the adiabatic expansion of a gas sphere given by relations (12), (13), and (14) and by the experimental curve for the velocity of expansion [1], respectively. Analogous graphs were also constructed for the other metals that were studied ( $\mathrm{Cd}, \mathrm{Sn}, \mathrm{Fe}$ ); they are analogous and therefore are not given here.

It is seen from the graphs that the experimental curve $D_{4}(u)$ obtained in the unloading waves is close to $D_{3}(u)$ plotted from the theoretical relation (14) with an adiabatic exponent calculated by (10).

Numerical estimates also showed that the value $\gamma=$ 1.33, which is assumed in calculations [2] with allowance for ionization, yields for $\mathrm{Cd}, \mathrm{Sn}, \mathrm{Al}$, and Fe a significant (by a factor of about 2, see figure) difference in the velocities of isentropic expansion $D_{2}(u)$ as compared to the results of calculations (individually for each metal) by formulas (10) and (14). The discrepancies between the velocity of isentropic expansion in the
limiting case of $\gamma=1.67[2,7,8]$ and the experiment [1] are less significant and are different for different metals. Note that these discrepancies correlate with the binding energies. The straight line $D_{1}(u)$ for the adiabatic expansion of the gas sphere upon the limiting value of $\gamma=1.67$ is close to the curve obtained from (14).

Taking into account the model character of relations (10)-(12) and (14), the obtained degree of coincidence of the velocities in the unloading waves can be considered satisfactory. Therefore, the model of the polytropic gas on the assumption that the change in the product of the adiabatic exponent and pressure is proportional to the degree of compression describes the equation of state of structural materials sufficiently well in the range of pressures of up to several megabars.
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#### Abstract

The phase diagram of the $\left(\mathrm{Na}, \mathrm{Li}^{2}, \mathrm{Cd}_{0.5}\right) \mathrm{NbO}_{3}$ ternary system is refined. The electrical properties of solid solutions over a broad range of the component concentrations were studied. The compositions promising for high-temperature transducers were obtained. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In this paper, we refine information on the phase transitions and physical properties of the $\left(\mathrm{Na}, \mathrm{Li}, \mathrm{Cd}_{0.5}\right) \mathrm{NbO}_{3}$ system studied in [1]. The refined phase diagram of this ternary system enabled a more detailed interpretation of its properties. Similar to [1], we considered six cross sections with a content of the $z$ component, $\mathrm{Cd}_{0.5} \mathrm{NbO}_{3}$, from 5 to $20 \mathrm{~mol} \%$. In each of the sections, we synthesized compounds corresponding to the $y$ sections with $1-15 \mathrm{~mol} \%$ of $\mathrm{LiNbO}_{3}$. Synthesis and sintering conditions were presented in [1].

## RESULTS AND DISCUSSION

We studied the phase diagram region adjacent to the $\mathrm{NaNbO}_{3}$ vertex (Fig. 1). Thin lines depict the $y$ and $z$ sections, and thick lines represent interfaces between regions of different symmetry (single-, two-, and threephase).

The phase diagram of the ternary system is consistent with those of the associated binary systems. In $(100-z) \mathrm{NaNbO}_{3}-z \mathrm{Cd}_{0.5} \mathrm{NbO}_{3}$ [2], solid solutions (SS) form up to $z=25$. In the range of $0<z<15$, SS have rhombic symmetry. The unit cell parameters are related to the parameters of the perovskite monoclinic cell $a, b$, and $\beta$ through the following expressions: $A=2 a \cos \beta / 2$, $B=4 b$, and $C=2 a \sin \beta / 2$ (the $M_{4}$ phase). At $z \cong 15$, the multiplicity factor for $B$ changes: $B=2 b$ (the $M_{2}$ phase). In the range of $19<z \leq 25$, SS have tetragonal symmetry (the $T$ phase); we failed to reveal superstructures here because of the very weak reflections from impurity phases in the X-ray diffraction patterns. The
$M_{2}$ and $T$ phases are separated by the broad region of their coexistence.

In the $(100-y) \mathrm{NaNbO}_{3}-y \mathrm{LiNbO}_{3}$ system [3], as $y$ grows, SS of different symmetry arise in the following sequence: rhombic $M_{4}(0<y<3.5) \longrightarrow$ rhombic $M_{2}$ $(4 \leq y \leq 10.5) \longrightarrow$ rhombohedral $R h(12 \leq y \leq 12.5) \longrightarrow$ rhombic $M_{2}(12.5<y<14)$. The monophase regions are separated by regions of phase coexistence. With a further increase in $y$, a broad heterogeneous region is observed where, along with the $\mathrm{NaNbO}_{3}$-based SS, $\mathrm{LiNbO}_{3}$ is present. Accordingly, the area adjacent to the $\mathrm{NaNbO}_{3}$ vertex of the ternary phase diagram is divided into several regions of SS crystallization: broad singlephase $M_{2}, M_{4}$, and $T$ regions; narrow single-phase $R h$ and $M_{2}$ regions; broad two-phase $M_{2}+R h, M_{2}+T$, and $T+R h$ regions; narrow two-phase $M_{2}+M_{4}$ and $R h+M_{2}$ regions; and a three-phase $M_{2}+T+R h$ region.

We considered the uniform deformation parameter $\delta$ [4] and the electrical parameters of the SS in the $y$ and $z$ sections. The electrical parameters of different ferroelectric SS containing morphotropic regions (MRs) are known [5-7] to exhibit extrema that are located in the vicinity of MRs and correlate with the structure parameters, in particular, with $\delta$.

In this system, sections crossing the greatest number of phases and MRs have been studied most extensively. Among the $z$ sections, such is the cross section $z=5$. It goes through three phases: $M_{4}, M_{2}$, and $R h$; and three MRs: the narrow two-phase $\mathrm{MR}_{1}\left(M_{2}+M_{4}\right)$, broad three-phase $\mathrm{MR}_{2}\left(M_{2}+T+R h\right)$, and very narrow twophase $\mathrm{MR}_{3}\left(R h+M_{2}\right)$ (Figs. 2a, 2b).

Figure 2a presents the concentration dependences of $\delta$, the relative permittivities $\varepsilon / \varepsilon_{0}$ and $\varepsilon_{33}^{T} / \varepsilon_{0}$, the electro-


Fig. 1. Phase diagram of the ternary $\left(\mathrm{Na}, \mathrm{Li}, \mathrm{Cd}_{0.5}\right) \mathrm{NbO}_{3}$ system (1, heterogeneous region).
mechanical coupling coefficient $K_{p}$, and the piezoelectric parameters $d_{31}$ and $g_{31}$. Figure 2 b shows these dependences for the dielectric loss tangent $\tan \delta$, the mechanical $Q$ factor $Q_{M}$, the sound velocity $V_{R}$, and Young's modulus $Y_{11}^{E}$. It is evident from Fig. 2a that the permittivities, as well as $K_{p}$ and $d_{31}$, exhibit two maxima: the higher maxima approach the center of the three-phase $\mathrm{MR}_{2}$, and the lower ones are located at the right edge of the narrow $\mathrm{MR}_{1}$. The positions of the latter maxima with respect to the $\mathrm{MR}_{1}$ cannot be considered accurate, since the measurement step was rather large, $2 \mathrm{~mol} \%$, whereas the $\mathrm{MR}_{1}$ width is about $1 \mathrm{~mol} \%$. Note also that all of the above-mentioned parameters have minima within the $M_{2}$ phase.

The maxima of the piezoelectric parameter $g_{31}$, which is known to be proportional to the residual polarization $P_{r}$, are shifted to the left of both MRs toward the $M_{2}$ and $M_{4}$ phases (in the $M_{4}$ phase, this maximum is incomplete due to a lack of appropriate samples). Such positions of the $g_{31}$ maxima are typical of ferroelectric systems [5, 6].

The above dependences of the electrical parameters correlate with the run of $\delta$, which has a minimum in both MRs and peaks in the $M_{2}$ phase. ${ }^{1}$

It is worth noting that the higher maximum of $\varepsilon_{33}^{T} / \varepsilon_{0}$ in Fig. 2a is not beyond the right edge of the broad

[^1]$\mathrm{MR}_{2}$, which is common [5, 6], but lies within it. The same situation was observed for several cross sections of the $\left(\mathrm{Na}, \mathrm{Li}, \mathrm{Pb}_{0.5}\right) \mathrm{NbO}_{3}$ system [7]. This fact was attributed [7], in particular, to the coexistence of the $M$ and $R h$ phases, resulting in a considerable increase in the number $N$ of possible directions of the spontaneous polarization $(N=8(R h)+12(M)=20)$ compared with that in the monophase regions. (In PZT-based systems [5, 6], this number is considerably smaller, $N=8(R h)+$ $6(T)=14$, and virtually does not affect the position of the $\varepsilon_{33}^{T} / \varepsilon_{0}$ maximum.) In the three-phase $\mathrm{MR}_{2}, N$ is still greater, $N=8(R h)+12(M)+6(T)=26$, which markedly increases the orientation part of the permittivity inside the MR and affects the position of $\varepsilon / \varepsilon_{0}$ and $\varepsilon_{33}^{T} / \varepsilon_{0}$ peaks. This in turn influences the maxima of $K_{p}$ and $d_{31}$, which are much less affected by $g_{31}$ (in addition, the $g_{31}$ values are small in this system). The same is also observed in the narrow $\mathrm{MR}_{1}$, where $N=12\left(M_{2}\right)+$ $12\left(M_{4}\right)=24$ and the maximum of $\varepsilon_{33}^{T} / \varepsilon_{0}$ has a greater effect on $K_{p}$ and $d_{31}$ than that of $g_{31}$.

The concentration dependences of $\tan \delta, Q_{M}, V_{R}$, and $Y_{11}^{E}$ (Fig. 2b) can be explained in terms of SS ferroelectric elasticity, which characterizes the domain stability to external actions [5]. According to [5], with a growth of the ferroelectric elasticity, $\delta, Q_{M}, V_{R}$, and $Y_{11}^{E}$ increase, while $\varepsilon_{33}^{T} / \varepsilon_{0}$ and $\tan \delta$ decrease. That is the reason why the maxima and minima of $\varepsilon_{33}^{T} / \varepsilon_{0}$ and $\tan \delta$ are close to each other (Fig. 2b), whereas the max-


Fig. 2. Structure and electrical parameters of $\left(\mathrm{Na}, \mathrm{Li}, \mathrm{Cd}_{0.5}\right) \mathrm{NbO}_{3}$ solid solutions versus $\mathrm{LiNbO}_{3}$ content in the cross section $z=5 \mathrm{~mol} \%$ $\mathrm{Cd}_{0.5} \mathrm{NbO}_{3}$ (1, heterogeneous region).
ima of $Q_{M}, V_{R}$, and $Y_{11}^{E}$ lie near the minimum of $\varepsilon_{33}^{T} / \varepsilon_{0}$ (and vice versa).

Among the $y$ sections, the most distinct variations of the parameters occur for $y=4$ (Figs. 3a, 3b). This sec-

Parameters of $\left(\mathrm{Na}, \mathrm{Li}, \mathrm{Cd}_{0.5}\right) \mathrm{NbO}_{3}$ compounds

| Compound <br> no. | $T_{k}$, <br> ${ }^{\circ} \mathrm{C}$ | $\varepsilon_{33}^{T} / \varepsilon_{0}$ | $K_{p}$ | $g_{31}$, <br> $\mathrm{mV} \mathrm{m} / \mathrm{N}$ | $Q_{M}$ | $V_{R}$, <br> $\mathrm{km} / \mathrm{s}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 365 | 195 | 0.13 | 5.1 | 670 | 5.8 |
| 2 | 395 | 1070 | 0.28 | 6.2 | 225 | 5.8 |
| 3 | 400 | 295 | 0.14 | 4.4 | 560 | 5.6 |
| 4 | 420 | 520 | 0.22 | 5.4 | 340 | 5.2 |
| 5 | 430 | 415 | 0.18 | 5.1 | 560 | 5.3 |

tion crosses two phases, $M_{2}$ and $T$, and two MRs, the broad $\mathrm{MR}_{1}\left(T+M_{2}\right)$ and narrow $\mathrm{MR}_{2}\left(M_{4}+M_{2}\right)$ (Fig. 1). In Fig. 3a, the run of the curves near and inside the broad $\mathrm{MR}_{1}$ is typical of ferroelectric systems [5, 6]: the incomplete peak of $\varepsilon_{33}^{T} / \varepsilon_{0}$ is shifted to the $\mathrm{MR}_{1}$ right edge and the maximum of $g_{31}$ is shifted to its left edge (beyond the $\left.\mathrm{MR}_{1}\right) ; K_{p}$ and $d_{31}$ peak at the center of the MR. As the edge of the narrow $\mathrm{MR}_{2}$ is approached, the parameters $\varepsilon / \varepsilon_{0}, \varepsilon_{33}^{T} / \varepsilon_{0}, K_{p}$, and $d_{31}$ increase. Such behavior correlates with the run of the $\delta$ curve.

The parameters $Q_{M}, V_{R}$, and $Y_{11}^{E}$ (Fig. 3b) vary in the direction opposite to $\varepsilon / \varepsilon_{0}$ and $\varepsilon_{33}^{T} / \varepsilon_{0}$, whereas


Fig. 3. Structure and electrical parameters of $\left(\mathrm{Na}, \mathrm{Li}, \mathrm{Cd}_{0.5}\right) \mathrm{NbO}_{3}$ solid solutions versus $\mathrm{Cd}_{0.5} \mathrm{NbO}_{3}$ content in the cross section $y=4 \mathrm{~mol} \% \mathrm{LiNbO}_{3}$.
$\tan \delta$ varies similarly to the permittivities. This is consistent with the variations of the SS ferroelectric elasticity.

Our system, like most niobate systems, is of low density and offers high sound velocity, which makes them promising for some applications [6]. Of practical interest also are the high Curie temperature $T_{\mathrm{C}}$ $\left(\geq 400^{\circ} \mathrm{C}\right.$ ) and the broad range of the permittivity (from 160 to 1000-1200) coupled with good piezoelectric properties. Such a combination is favorable for their application in high-temperature transducers operating at high and medium frequencies. The properties of several compounds are listed in the table.

## CONCLUSION

Precise X-ray diffraction studies of solid solutions in the $\left(\mathrm{Na}, \mathrm{Li}, \mathrm{Cd}_{0.5}\right) \mathrm{NbO}_{3}$ system allowed us to accurately determine the crystallizing phase symmetry, structural phase transitions, and morphotropic region morphology.

The electrical properties of the solid solutions were studied in a wide range of the component concentrations, and their relation to the structure parameters, in particular, uniform deformation parameter, was set. Compounds combining a high Curie temperature, a broad range of the permittivity, and good piezoelectric parameters were obtained. They are candidates for
high-temperature transducers operating at high and medium frequencies.
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#### Abstract

Evolution of hydrogen from samples of grade 12 Kh 18 N 10 T austenitic steel that had been electrolytically saturated with hydrogen using the interaction with a deuterium plasma with an energy content of $40-60 \mathrm{~kJ} / \mathrm{pulse}$ is examined. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

When studying samples of austenitic steel 12 Kh 18 N 10 T after treatment with a deuterium plasma, anomalously large blisters (with caps to $\sim 1 \mu \mathrm{~m}$ thick) [1, 2], containing hydrocarbons, including methane, were observed. Since methane is insoluble in steel, it behaves as an inert gas until its dissociation temperature $T_{\text {dis }}$ is reached. Blisters were shown to be destroyed if the methane pressure at temperatures below $T_{\text {dis }}$ exceeds the pressure necessary to break blisters. If at the dissociation temperature the methane pressure in blisters is insufficient for them to be broken, the blisters are retained upon further heating.

We suggest a mechanism of the formation of anomalously large blisters that were observed experimentally.

When choosing and designing materials that can serve as candidates for the first wall of fusion reactors, great attention is given to the problem of the interaction of hydrogen isotopes with these materials. This is explained first of all by the ecology requirements (release of tritium into the environmental atmosphere), as well as by the danger of losing expensive fuel, which in turn is determined by the accumulation of tritium in the materials of the first wall. Therefore, the investigation of the retention of hydrogen isotopes by structural materials is a topical problem.

## EXPERIMENTAL

The investigation of the kinetics of hydrogen evolution was performed using a high-vacuum mass-spectroscopic device [3] and uniformly heating the samples. The measurement of hydrogen release was carried out using continuous pumping of gases with a NORD-100 pump connected to the working volume of the device through a vacuum pipeline with a throughput of $1.3 \mathrm{l} / \mathrm{s}$ for air and $5.0 \mathrm{l} / \mathrm{s}$ for hydrogen. The total pressure in the working volume was measured by a VIT-1A vacuum
gauge; the partial pressures of gases were measured using an IPDO-2A mass spectrometer.

The electrolytic saturation of samples with hydrogen was performed in boiled distilled water (with an addition of sulfuric acid to increase the water conductivity) at a current density of $50 \mathrm{~A} / \mathrm{m}^{2}$ for 1 h . With this regime, no noticeable damage of the surface layer was observed [4]. Some samples were also saturated with hydrogen by irradiation with four pulses of deuterium plasma ( $40-60 \mathrm{~kJ} / \mathrm{pulse}$ ) [1].

## EXPERIMENTAL RESULTS

When structural materials of the first wall of a fusion reactor are irradiated with fluxes of hydrogen or deuterium plasma, their surface undergoes strong erosion [5]. At large energy contents in the plasma fluxes, mainly surface remelting occurs with no blisters formed. At smaller energy contents, the austenitic steel samples reveal unbroken anomalously large blisters with caps $\sim 1 \mu \mathrm{~m}$ thick, which exceeds by an order of magnitude the range of hydrogen ions of the given energy [1]. Heating to 870 K , i.e., to a temperature close to the critical temperature of the destruction of helium blisters [6], leads only to the development of new, smaller bubbles without destruction and changing dimensions of the previously formed ones [7]. It is only after heating to 1020 K that partial opening of the domes of the largest blisters occurs, but even at 1300 K , many blisters remain unbroken [7].

Upon uniform heating of austenitic steel samples that were electrolytically saturated with hydrogen, the hydrogen-evolution curves exhibit a single peak corresponding to hydrogen releasing from solid solution, as was shown in [8, 9]. Figure 1 displays the curves of thermal desorption of deuterium from steel 12Kh18N10T samples $0.3-\mathrm{mm}$ thick irradiated with four pulses of deuterium plasma with an energy content of $40-60 \mathrm{~kJ} / \mathrm{pulse}$. The investigation was performed

3-5 days after irradiation. Curve 2 was obtained for a sample taken from the center of a fuel assembly, where no blisters were present because of the remelting of the sample surface. The kinetic curve of hydrogen evolution obtained for this case completely corresponds to the kinetics of hydrogen release from a sample that was uniformly saturated with hydrogen electrolytically [ 8,9 ]. In curve 1 (obtained using samples from the periphery of the assembly, where blisters were observed), two additional peaks are present apart from the peak related to the diffusional release of deuterium from solid solution, namely a low-temperature peak at $\sim 500 \mathrm{~K}$ and a high-temperature one at $\sim 900 \mathrm{~K}$. These peaks can be due to the release of hydrogen from blisters, where it can be present in the molecular form or in the form of chemical compounds, e.g., hydrocarbons.

In order to confirm the above assumptions, we consider the kinetics of the evolution of molecular hydrogen from blisters. It was shown in [10, 11] that, for objects such as blisters, upon their degassing, the hydrogen concentration in the blister caps decreases linearly when approaching the surface; i.e., a hydrogen distribution characteristic of the experiments on hydrogen permeability in the regime of a steady-state flow is established. Therefore, for a hydrogen flux from blisters per unit area of the sample surface, we can write

$$
\begin{equation*}
I=\bar{S}(P / h) \sqrt{p}=(\bar{S} / h) P_{0} \exp (-E / R T) \sqrt{p} \tag{1}
\end{equation*}
$$

where $\bar{S}$ is the fraction of the surface that is occupied by blisters, $P$ is the permeability coefficient, $E$ is the activation energy for the permeability, $h$ is the blistercap thickness, and $p$ is the molecular-hydrogen pressure in blisters.

Neglecting the escape of hydrogen from blisters into the bulk of the sample and knowing the rate of pumping of the system, we can compute a thermodesorption curve. The computations of the thermodesorption curves for the case of linear heating at a rate of $0.3 \mathrm{~K} / \mathrm{s}$


Fig. 1. Variation of the rate of deuterium thermodesorption in the process of uniform heating of the samples of steel 12 Kh 18 N 10 T as a function of the heating temperature after treating with four plasma pulses.
for blisters with caps $0.1 \mu \mathrm{~m}$ thick and the pressure of gaseous hydrogen of 50 MPa (the maximum possible gas pressure in blisters [12]) gave the following results. When the calculations were performed by using the permeability parameters characteristic of austenitic steels [13], a curve with a maximum at 320 K was obtained. In this case, the redissolution of hydrogen from blisters should occur at room temperature.

Let us write Eq. (1) for the maximum temperature $T_{m}$ and for any temperature $T_{n}$ at the descending or ascending branches of the peak, where the gas release is lower than that in the maximum point by a factor of $n$ :

$$
\begin{gathered}
I_{m}=(\bar{S} / h) P_{0} \exp \left(-E / R T_{m}\right) \sqrt{p_{m}}, \\
I_{n}=I_{m} / n=(\bar{S} / h) P_{0} \exp \left(-E / R T_{n}\right) \sqrt{p_{n}} .
\end{gathered}
$$

Here, $p_{m}$ and $p_{n}$ are the pressures of gas in blisters at the temperatures $T_{m}$ and $T_{n}$, respectively. Dividing one equation by the other, we obtain the following expression for the activation energy for the permeability:

$$
E=R\left(T_{m} T_{n} / T_{m}-T_{n}\right) \ln n \sqrt{p_{n} / p_{m}} .
$$

Given the blister dimensions and the rate of pumping, the values of $p_{m}$ and $p_{n}$ can be determined from the area under the corresponding experimental desorption curves. An estimation of the activation energy made on the basis of the first peak of the desorption curve (Fig. 1) yields 0.7 eV , which is close to the values of the activation energy for the permeability of hydrogen in austenitic steels [13].

Thus, the first peak in the curve of hydrogen evolution from austenitic steel samples with blisters can be explained by the redissolution of molecular hydrogen evolved from blisters (Fig. 1). This conclusion is corroborated by the results of [14], where it was shown that in austenitic steels at a temperature of 800 K the radiation-produced pores do not retain molecular hydrogen. Therefore, the molecular hydrogen cannot cause the observed breaking of blisters upon heating [6] and the appearance of blisters of a new generation.

The high-temperature peak in the curve of hydrogen evolution from the samples of austenitic steel (Fig. 1) is possibly related to hydrogen release due to the dissociation of hydrocarbon compounds that were contained in blisters. Estimates that were performed in [15] show that the concentration of hydrogen in the solid solutions of the steels studied is sufficient for hydrocarbon compounds (of methane, in particular) to be formed in the blisters. When determining the parameters of the dissociation reaction from the parameters of the high-temperature peak by the technique that was described in [7], the energy of activation was found to be 2.5 eV , which is close to the values of the parameters of dissociation of ethylene [16].

The assumption $[15,17]$ on the formation of hydrocarbons, of methane in particular, upon the irradiation
of metals with hydrogen ions satisfactorily explains the destruction of blisters and the formation of new (secondary) blisters in the process of postirradiation heating. Since methane prior to its dissociation is insoluble in the metal, it should behave as an inert gas (e.g., helium) upon heating. If the methane pressure in blisters at the dissociation temperature is insufficient for them to be broken, the blisters will be retained upon further heating up to 1300 K [6].

To check this supposition, we studied the thermal desorption of gases from samples of austenitic steel 0 Kh 16 N 15 M 3 B heated at a rate of $0.3 \mathrm{~K} / \mathrm{s}$. The surface topography was studied before and after heating [1].

To directly determine the composition of the gas, the effect of breaking of some of the blisters upon heating was used [6]. Since the occurrence of breaks depends on the plasma-flux power and, consequently, on the distance at which the sample is taken from the fuel assembly studied, it is impossible to predict in advance samples in which this effect will be maximum; therefore, a group of blister-containing samples irradiated with three pulses of hydrogen plasma was studied [6]. The choice of hydrogen plasma in this case is explained by the fact that, in general, the separation of $\mathrm{CD}_{4}$ peaks is a more complex problem as compared to $\mathrm{CH}_{4}$ peaks. The main interference in these experiments is the presence of water vapor on the surface of the samples [18], which give a series of peaks hindering the registration of methane peaks [19].

The corresponding curves of gas evolution are shown in Fig. 2. The first peak was observed for all samples. It is likely to be related to the degassing of the sample surface. The second peak was observed only for samples in which the blisters broke after heating. An analysis of the spectra obtained suggests that, at a temperature of $\sim 750 \mathrm{~K}$, methane and a higher temperature compound of a $\mathrm{C}_{2} \mathrm{H}_{x}$ type (to which a peak with a mass equal to 26 corresponds) evolve associated with blister destruction.

From the known pumping rate and assuming the curves of gas evolution corresponding to samples with undestroyed blisters as representing a background, we estimated the amount of hydrocarbons that release from the sample when the blisters are destroyed. The volume of the blisters destroyed is known from the electronmicroscopic data; based on these data, we determined the gas pressure in blisters at the instant of blister destruction and obtained a value of $\sim 100 \mathrm{MPa}$, which, according to available estimates [20], is quite sufficient for the blisters to be broken.

## MECHANISM OF ANOMALOUS BLISTERING

As was already noted, when irradiating samples of steel 12Kh18N10T with deuterium plasma, Zholnin et al. [1] observed the formation of anomalously large blisters with caps about $1 \mu \mathrm{~m}$ thick, which exceeds the
range of hydrogen ions of given energy by more than an order of magnitude. It was shown in [1] that blister formation occurred at a certain distance from the center of a target (beam) and the size of the anomalous blisters decreased away from the center. It was determined that for a given pulse of hydrogen plasma (with an energy content of $40-60 \mathrm{~kJ} / \mathrm{pulse}$ ), the center of the sample was heated to temperatures close to the melting point of the sample.

It was shown above that the blisters contained hydrocarbons, in particular methane. We can assume that the cause of the formation of anomalous blisters is the appearance at a certain distance from the sample surface corresponding to the thickness of the blister cap of conditions favorable for the formation of hydrocarbons, i.e., the presence of reactive components (carbon, hydrogen), temperatures necessary for hydrocarbons to form (700-1000 K [21-23]), and the presence of porosity. The estimates show that the amount of carbon that is incorporated into the material from plasma [7] is negligible compared to the amount of carbon present in solid solution. Therefore, we can assume that the formation of hydrocarbons occurs due to uniformly distributed carbon present in solid solution, whose content in this steel is sufficient for the formation of hydrocarbons [15]. Plastic deformation that occurs in a surface layer of the sample due to thermal stresses that arise under given actions on the sample, which, possibly, is the cause of the formation of primary microcracks (microvoids) at a distance of several microns from the surface of the sample, should proceed at almost the same rate [6]. The temperature within this layer of the sample virtually does not change. Therefore, the only cause of the formation of hydrocarbons in the region located at a certain distance from the sample surface is the nonuniform distribution of hydrogen over the bulk


Fig. 2. Variation of the rate of deuterium thermodesorption in the process of uniform heating of the samples of steel 12 Kh 18 N 10 T as a function of the heating temperature after treating by three plasma pulses. Dashed lines correspond to samples with undestroyed blisters; solid lines, to samples with destroyed blisters; lines $1-3$ correspond to masses 16 , 15 , and 26 , respectively.


Fig. 3. Temperature distribution over the depth of the sample. Time after the pulse termination: 1,$0 ; 2,2 ; 3,10$; and 4 , $50 \mu$ s.


Fig. 4. Hydrogen distribution over the depth of the sample by the instant at which the surface temperature becomes favorable for the formation of hydrocarbons.
of the material. With the given action of plasma pulses on the sample, the surface of the sample may reach temperatures above the melting point of the material studied. In the process of cooling of the sample surface to temperatures necessary for hydrocarbons to form, a smearing of the initial profile of the hydrogen distribution can occur, which will lead to a shift of the zone with the maximum hydrogen concentration from the surface deeper into the sample and to the creation of conditions favorable for the formation of hydrocarbons at a certain depth exceeding the range of hydrogen ions of given energies. It is in this region that the most intense nucleation of hydrocarbons will occur and subsequent blistering will take place.

In order to confirm these assumptions, we performed corresponding estimations. Figure 3 represents dependences of temperature distribution on the surface and over the depth of the sample that were calculated using the technique suggested in [24] for the case of a semi-infinite body with a thermally isolated boundary. To simplify the calculations, we assumed that the pulse ( $6 \mu \mathrm{~s}$ long) has a rectangular shape and that the heat emission from the surface can be neglected. With such
heat transfer, the increase in the temperature on the back side of the target is 10 K , which is much smaller than was observed experimentally. Therefore, it was supposed that some additional mechanisms are operative that ensure the absorption of half the heat energy of plasma without melting of the sample surface [25, 26]. For this case, the calculations of the profile of hydrogen distribution using the technique described in [7] showed that, by the instant at which the surface was cooled to temperatures favorable for the formation of hydrocarbons, the zone of maximum hydrogen concentration would be located at a depth of about $1 \mu \mathrm{~m}$ (Fig. 4), which corresponds to the thickness of the caps of anomalous blisters.

It is natural to expect that, with decreasing energy content in the plasma flux, which occurs with moving away from the target center, the zone with the maximum concentration of hydrogen will shift to a smaller depth. This will lead to the formation of smaller blisters, which indeed was observed in experiment.

## CONCLUSION

Upon the investigation of hydrogen evolution from samples of austenitic steel 12 Kh 18 N 10 T treated with a hydrogen plasma, anomalously large blisters with caps $\sim 1 \mu \mathrm{~m}$ thick that contained hydrocarbons (methane, in particular) were found to be formed.

In the curve of thermal desorption of hydrogen from the samples containing blisters, three peaks were observed. The low-temperature peak ( $\sim 500 \mathrm{~K}$ ) was shown to correspond to the evolution of hydrogen redissolved from blisters, where it was present in the molecular form. The hydrogen-evolution peak located at $\sim 700 \mathrm{~K}$ corresponds to the release of hydrogen from solid solution. The high-temperature peak corresponds to hydrogen release from blisters containing hydrocarbons which dissociate under certain conditions.

A mechanism of the formation of anomalous blisters is suggested that consists of the following. Upon the action of hydrogen plasma, thermal stresses arise in the surface layer of the sample, which may cause the initiation of microcracks. During cooling of the sample surface, at a certain depth under the surface significantly exceeding the range of hydrogen ions of a given energy, conditions arise (microvoids, temperature, presence of hydrogen and carbon) that are favorable for the formation of hydrocarbons (methane).

Since methane at temperatures below the temperature of its dissociation is insoluble in the metal, it will behave as an inert gas until the temperature of its dissociation $T_{\text {dis }}$ is reached. It was shown that the blisters become broken if at temperatures below $T_{\text {dis }}$ the pressure in the blisters exceeds the value necessary for their destruction. If at the dissociation temperature the pressure of methane in blisters is insufficient for them to be broken, the blisters will be retained upon further heating.
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#### Abstract

Molecular-dynamic characterization of high-temperature superconductors is discussed. Results obtained show strong anharmonicity of self-localized high-frequency oscillations of individual atoms. The localization of these oscillations near certain defects results in the spatial redistribution of the kinetic energy in the system. By the example of the $\mathrm{La}-\mathrm{Sr}-\mathrm{Cu}-\mathrm{O}$ system, it was shown that the presence of the oscillations correlates with the superconductor transition temperature in this compound and causes fluctuations in the phonon and soliton subsystems. This may be a reason for the occurrence of high-temperature (high- $T_{c}$ ) superconductivity (HTSC). Calculations are compared with experimental data. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The properties of crystal lattices with nonlinear atomic interaction have been extensively studied in the past decade. It has been shown that self-localized modes with frequencies above the maximum frequency of a harmonic crystal may appear in these lattices [1,2]. It has also been demonstrated [2] that, in a one-dimensional nonlinear system, the oscillations are localized near three atoms. The authors of [3] found that localization may occur at two atoms. In addition, they argue that, in a homogeneous system, localization may appear at any site of the lattice. The oscillations become spatially localized when an inhomogeneity is introduced [4]. All the results (both analytical and numerical) have been obtained largely for one-dimensional systems. In essence, the dimensionality of the systems does not have a noticeable effect on oscillation initiation; it only influences the initiation conditions. In three-dimensional (3D) systems, the conditions are much more severe and depend on the degree of nonlinearity (in LiF, for example, the oscillations are hardly possible even near the melting point) [5]. According to [2], such oscillations seem to exist in quantum crystals and alkaline halogenides.

In nonlinear 3D systems, the lattice dynamics is difficult to treat analytically. Appropriate analysis, however, can be performed with a computer experiment using the molecular dynamics method (MDM). Here, materials of practical value, first of all complex multicomponent systems, are most interesting. Among them are HTSCs. The HTSC mechanism is not yet understood. In particular, the formation of a superconductor current carrier, i.e., a Cooper pair, remains unclear. In conventional (low-temperature)
superconductors, these pairs are produced by electron-lattice (electron-phonon) interaction. Their appearance shows up in the form of the isotope effect. Including anharmonicity in HTSC systems makes it possible to account for the anomalous isotope effect in them. Such an approach seems to be a promising way of tackling the problem of high-temperature superconductivity.

It has been shown [6-11] that nonlinearity in HTSC systems may initiate localized oscillations, which interact with lattice imperfections, redistributing the kinetic energy in the system. As a result, in the stationary state, the system becomes split into "hot" and "cold" subsystems. We assume that, at relatively high average temperatures, the superconductor current passes through the cold part.

## COMPUTER EXPERIMENT

In this work, we used the MDM based on the numerical solution of the Newton equation for atom motion. In this case, we must specify a model crystalline grain and interatomic interaction potentials. The $\mathrm{La}-\mathrm{Sr}-\mathrm{Cu}-\mathrm{O}$ [6-11] and $\mathrm{Y}-\mathrm{Ba}-\mathrm{Cu}-\mathrm{O}$ [12] systems have been studied. Emphasis has been on the former because of its simpler structure. Therefore, we will consider this system in greater detail.

Once the crystallite and the potentials have been specified, the system is given a chance (within a time period of $10^{-12} \mathrm{~s}$ ) to pass into the stationary state at a given temperature. If the lattice remains unchanged, calculations begin. The density of oscillatory states (OS) $G(\omega)$ was computed with the autocorrelation
function [13]:

$$
G(\omega)=\int_{0}^{\infty} \gamma(\tau) \exp (-i \omega \tau) d \tau
$$

where $\gamma(\tau)=\sum_{i}\left\langle v_{i}(\tau) v_{i}(0)\right\rangle / v_{i}^{2}(0)$ is the autocorrelation function, $v_{i}(\tau)$ is the velocity vector of the $i$ th atom at a time instant $\tau$, and $\langle\ldots\rangle$ means averaging over different time intervals.

The model crystallite consisted of three layers: $\mathrm{La}(\mathrm{Sr})-\mathrm{O}, \mathrm{Cu}-\mathrm{O}_{2}$, and $\mathrm{La}(\mathrm{Sr})-\mathrm{O}$ and contained about 2000 atoms. The atoms in the $\mathrm{La}(\mathrm{Sr})-\mathrm{O}$ layer were rigidly fixed, imitating strong cross bonds, and the $\mathrm{Cu}-\mathrm{O}_{2}$ layer (responsible for HTSC) contained about 700 mobile atoms. Cyclic boundary conditions were set along the $a$ and $b$ axes. The interaction potentials were calculated with the combined technique that uses the theories of pseudopotential and density functional under the assumption that all current carriers are concentrated within the $\mathrm{Cu}-\mathrm{O}_{2}$ layer [14]. They confer metallic properties on it (the potential depth is $\approx 0.1 \mathrm{eV})$. In the transverse direction, the properties are close to ionic ( $\approx 1-10 \mathrm{eV}$ ). The $\mathrm{Sr}-\mathrm{O}$ interaction potentials are especially deep, $\approx 25 \mathrm{eV}$, which is 30 times greater than the $\mathrm{La}-\mathrm{O}$ potentials and $\approx 100$ times greater than the $\mathrm{Cu}-\mathrm{O}$ ones. Therefore, high nonuniformity appears in the system when Sr is substituted for La.

In the $\mathrm{La}-\mathrm{Sr}-\mathrm{Cu}-\mathrm{O}$ systems, the basic peaks (their positions) of the phonon spectrum in the calculated OS densities agree well with those found experimentally. This shows the validity of the potentials and elastic constants used. The inequality of the kinetic, $E_{k}$, and potential, $E_{p}$, energies, i.e., $E_{k}=2.3 E_{p}$ both at 70 and 300 K , indicates that the interaction potentials are anharmonic.

The substitution of Sr impurity atoms for La atoms in the $\mathrm{La}_{2} \mathrm{CuO}_{4}$ lattice excites high-frequency oscillations (with the energy $\approx 0.4 \mathrm{eV}$ ) of four oxygen atoms in the $\mathrm{Cu}-\mathrm{O}_{2}$ layer near Sr atoms [6]. At Sr concentrations up to $x=0.25$, the oscillations redistribute the kinetic energy of atoms in the system to produce "hot" centers (of size $10 \AA$ ) and a "cold" matrix. In the model system $\mathrm{Sr}_{2} \mathrm{CoO}_{4}$ (the $\mathrm{La}(\mathrm{Sr})-\mathrm{O}$ plane is uniform), the oscillations are not localized and the space redistribution of the kinetic energy does not occur. Excitations appear equiprobably at any site on the $\mathrm{Cu}-\mathrm{O}_{2}$ plane. The localized high-frequency (LHF) oscillations originate from the specific $\mathrm{Sr}-\mathrm{O}$ potential. In the model, a decrease in the depth of this potential shifts the peak toward lower energies and its increase causes the peak to move to higher energies.

The autocorrelation functions for $\mathrm{La}_{2} \mathrm{CuO}_{4}$ and $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ decay incompletely, indicating the nonergodicity of the system [15] (Figs. 1, 2).

With Sr atoms introduced, the OS density (Fig. 3), together with its usual phonon part at low frequencies


Fig. 1. Autocorrelation function of the $\mathrm{La}_{2} \mathrm{CuO}_{4}$ system ( $T=70 \mathrm{~K}$ ).


Fig. 2. Autocorrelation function of the $\mathrm{La}_{1.88} \mathrm{Sr}_{0.12} \mathrm{CuO}_{4}$ system ( $T=70 \mathrm{~K}$ ).
between 0 and 0.1 eV , exhibits high-frequency peaks (LHF oscillations) with an energy of $\approx 0.4 \mathrm{eV}$. The ratio $S_{P} / S_{H F}$ of the areas under the phonon and LHF oscillation peaks was taken as the model parameter. At $x<0.17$, this parameter is known to correlate with the superconductor transition temperature $T_{c}$, strontium concentration, and applied pressure [7]. Also, a decrease in $S_{P} / S_{H F}$


Fig. 3. OS density for the $\mathrm{Cu}-\mathrm{O}_{2}$ layer in the
$\mathrm{La}_{1.88} \mathrm{Sr}_{0.12} \mathrm{CuO}_{4}$ system at time instants $t_{1}$ and $t_{2}=t_{1}+2 \tau$.
when vacancies and/or interstitials (possible radiationinduced defects) are introduced into the $\mathrm{Cu}-\mathrm{O}_{2}$ layer correlates with a loss of the HTSC property upon irradiating HTSC systems [8]. The value of $S_{P} / S_{H F}$ depends on the concentration of different vacancies. In the presence of copper vacancies with a concentration up to $\approx 1 \%, S_{P} / S_{H F}$ drops two- or threefold, while oxygen vacancies practically do not alter this parameter. $\mathrm{Sr}, \mathrm{La}$, Cu , and O interstitials in the $\mathrm{Cu}-\mathrm{O}_{2}$ layer affect the structure much more strongly. Quasi-morphic regions $10-15 \AA$ in size appear. When the interstitial concentration rises to $\approx 0.15 \%, S_{P} / S_{H F}$ drops 30 times for Sr , $\approx 20$ times for $\mathrm{La}, \approx 20$ times for Cu , and $\approx 15$ times for O . When their concentration reaches $\approx 1 \%$, the LHF oscillations are almost completely suppressed. It was found experimentally that the same irradiation dose has a stronger effect on higher $T_{c}$ HTSCs. This fact correlates with a substantial decrease in $S_{P} / S_{H F}$ at $x=0.17$ (in experiments with $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$, to this concentration, there corresponds the highest $T_{c}$ ) compared with $x=0.03$.

The calculation of the OS density at regular intervals ( $\tau \approx 3 \times 10^{-13} \mathrm{~s}$ ) without averaging the correlation function showed that, in all cases but $x=0$, this parameter varies in time in the energy transfer regime; that is, $S_{P} / S_{H F}$ varies periodically. This means that the number of eigenmodes of certain energies fluctuates with a characteristic transfer time of no more than $10^{-12} \mathrm{~s}$ (Fig. 3). Note that the transfer is observed only in the presence of the LHF oscillations.

The oxygen distributions over atom velocities at different concentrations of Sr deviate from the Max-
wellian functions, with the greatest deviation at $x=$ 0.17 , which corresponds to the highest $T_{c}$ in experiments [9, 11]. This fact reflects the emergence of hot centers in the cold matrix. For example, at $x=0.17$ and $T=70 \mathrm{~K}$, the "effective" temperature of the hot centers is $400-900 \mathrm{~K}(\approx 10 \%)$ and that of the matrix, $\approx 10 \mathrm{~K}$ ( $\approx 90 \%$ ). The estimates were made by approximating the distribution functions by several Maxwellian distributions. For copper atoms, the deviation from the Maxwellian distribution is insignificant [11].

It has been shown [12] that local hot centers appear in the $\mathrm{Y}-\mathrm{Ba}-\mathrm{Cu}-\mathrm{O}$ and $\mathrm{La}-\mathrm{Sr}-\mathrm{Cu}-\mathrm{O}$ systems near $\mathrm{Ba}^{4+}$ charged defects in the $\mathrm{Cu}-\mathrm{O}_{2}$ and $\mathrm{Cu}-\mathrm{O}$ planes, where the mean kinetic energy of oxygen atoms involved in the LHF oscillations reaches $\approx 0.5 \mathrm{eV}$. Qualitatively, the potentials of $\mathrm{Ba}^{4+}$ interaction with oxygen atoms and with copper atoms from the $\mathrm{Cu}-\mathrm{O}_{2}$ layer behave similarly to the $\mathrm{Sr}^{2+}$ interaction potentials in the lanthanum system. Here, the $\mathrm{Sr}-\mathrm{O}$ potential had a deep minimum ( $\approx 25 \mathrm{eV}$ ), and oxygen atoms were involved in the LHF oscillation. In the yttrium system, the $\mathrm{Ba}^{4+}$ charged defect plays the same role. The potential of its interaction with oxygen is also very deep ( $\approx 36 \mathrm{eV}$ ). The effect of hot centers is observed when the velocity distribution function deviates from the Maxwellian distribution; in other words, the dynamics of the $\mathrm{Cu}-\mathrm{O}_{2}$ and $\mathrm{Cu}-\mathrm{O}$ conductive layers in the yttrium system is akin to that of the $\mathrm{Cu}-\mathrm{O}_{2}$ layer in the lanthanum system. The appearance of $\mathrm{Ba}^{4+}$ correlates with an increase in the oxygen content in the chains, which, in turn, results in the superconducting composition and mid-IR absorption.

## DISCUSSION

Our results suggest that, together with the usual phonon oscillations, high-frequency oscillations localized at four oxygen atoms in the $\mathrm{Cu}-\mathrm{O}_{2}$ layer are excited in the system being simulated. Essentially, they are similar to self-localized oscillations in nonlinear one-dimensional systems [1-4]. It should be emphasized that these oscillations are not phonon oscillations and are beyond the energy restrictions associated with the phonon wavelength in the crystal lattice. The energy scale is typical of intramolecular oscillations in molecular compounds. In two extreme cases, $\mathrm{La}_{2} \mathrm{CuO}_{4}$ and $\mathrm{Sr}_{2} \mathrm{CuO}_{4}$, the high-frequency oscillations do not appear and appear, respectively, although both systems are nonlinear. In the latter case, the oscillations behave similarly to self-localized oscillations in homogeneous one-dimensional nonlinear systems [2]. The latter case was analyzed solely for comparison with the former. Such an object is not found in nature. In the systems with intermediate Sr concentrations, $x=0.03-0.25$, which introduce inhomogeneity in the La-O and $\mathrm{Cu}-\mathrm{O}_{2}$ planes, the oscillations were spatially localized
at the Sr impurity and caused kinetic energy redistribution in the system.

The validity of the potentials used is supported by the fact that they adequately describe the type of bonds in the $\mathrm{La}-\mathrm{Sr}-\mathrm{Cu}-\mathrm{O}$ system: metallic along the layers and ionic in the cross direction. To date, as far as we know from the literature, the MDM investigations have used only ionic potentials calculated for the constituent HTSC oxides, which is incorrect in our opinion. When the potentials were calculated under the assumption that free carriers are uniformly distributed over the model crystallite, the potential wells for $\mathrm{La}-\mathrm{O}$ and $\mathrm{Sr}-\mathrm{O}$ were comparable to each other and the LHF oscillations were not excited. If, however, the carriers are concentrated in the $\mathrm{Cu}-\mathrm{O}_{2}$ plane (layer), these potentials differ considerably and the oscillations appear. The main validity test for the interaction potentials is obtaining proper values of the lattice constants, as well as of the upper phonon frequency limit and basic phonon peaks of the OS density. Those used in this work satisfy these conditions. The $\mathrm{Sr}-\mathrm{O}$ potential wells are much deeper than for La-O, which may be a reason for a drastic decrease in the diffusion coefficient of oxygen atoms when Sr is substituted for La [16]. In addition to this, from a correlation between the onset of HTSC and the crystallochemical properties of HTSC materials, it was inferred that these materials must have a variable-valency atomic sublattice, an "oscillatory center" or a migrating point defect, and layers of different conductivity [17]. Our model fits these requirements.

Energy localization in a set of anharmonic oscillators is well known in theoretical mechanics [18]. Of interest is the practical application of this phenomenon and its consequences in real objects, specifically in HTSCs on the atomic level.

Our results reflect a situation that is quite possible in strongly anharmonic systems from the standpoint of statistical thermodynamics. In this case, the Gibbs canonic distribution may turn out to be inadequate, since this distribution, as well as the Maxwell-Boltzmann one, was deduced under the assumption that sets or particles are statistically independent to the maximum possible extent [19, 20]. For independent sets of particles, the equilibrium state, which is defined as the most probable or mean state, corresponds to the Max-well-Boltzmann distribution. This statement is true for ergodic systems alone. However, the ergodicity of a specific dynamic system is difficult to prove. Ergodic systems coming to equilibrium are described by the Boltzmann kinetic equation, whose equilibrium solution is the Maxwellian distribution. However, the Boltzmann equation applies only to the case of "short-time" interaction forces (when atoms interact as absolutely rigid spheres or repulse as $\approx A / r^{n}$, where $n>4$ ) [21] and also when space and time intervals are infinitesimal so as to loosen the correlations [22]. Boltzmann himself completely ignored correlations (the hypothesis of the
number of collisions). In condensed matter, the problem comes down to considering a gas of quasi-particles, which meets the above conditions only in harmonic or quasi-harmonic approximations. In nonlinear systems, the ergodicity of a system is not obvious in general, since the assumptions underlying Gibbs statistical mechanics should be substantiated for each specific problem. In practice, the Gibbs canonical distribution is merely postulated, while being valid in the majority of cases [23]. Previously [9], we noted that anharmonicity due to the violation of statistical independence may disturb the Maxwellian distribution over velocities and the Gibbs canonical distribution. Correlation effects may yield the same result, since loosened correlations are necessary to deduce the Boltzmann kinetic equation [22].

Note that the MDM is the direct solution of a multiparticle problem and eventually takes into account correlations of all orders, unlike analytical calculations. Gibbs classical statistical mechanics is applicable only to ergodic systems for which the correlation coefficient equals zero. It covers systems having a single integral of motion, energy, which also is an approximation. When numerically solving dynamic systems, we may come to other integrals of motion (including nonanalytic), which violate the ergodicity. The general sign of system nonergodicity, irrespective of the reasons for its occurrence, is the nonzero autocorrelation function. Hence, HTSC materials are not ergodic, as follows from our results.

Unlike [9], we should say that correlation effects may disturb the Maxwellian distribution if the nonlinearity is weak. When a certain excitation threshold is exceeded (strong nonlinearity), stationary localized states arise [18], which is an additional reason for the non-Maxwellian distribution.

Of interest is the correlation of the model parameter indicating the presence of the LHF oscillations with $T_{\mathrm{c}}$ in the $\mathrm{La}-\mathrm{Sr}-\mathrm{Cu}-\mathrm{O}$ systems. This correlation varies with applied pressure and concentration of point defects [7, 8]. This means that $T_{c}\left(S_{P} / S_{H F}\right)$ is a function of the lattice parameter. Unlike the classical theory of superconductivity, here the Debye temperature is not the lattice parameter. It was found experimentally that the Hall constant $R_{H}$ virtually does not depend on applied pressure, indicating that the carrier concentration remains the same. $R_{H}$ also remains unchanged when the Sr content rises to $x \approx 0.17$, when local lattice distortions appear. This constant is also unchanged on neutron irradiation of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$, especially at low temperatures, while $T_{c}$ drops [24]. The exponential growth of the conductivity upon irradiation cannot be explained by a change in the hole concentration either [25]. Both irradiated and nonirradiated $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ samples are single-phase [26]. According to [26], a drop of $T_{c}$ is accompanied by changes in the crystal lattice, namely, by an increase in the lattice constant. As follows from neuron diffractometry data, irradiation
generates simple (similar to point) defects randomly distributed over the sample. Hence, $T_{c}$ is affected largely by strains in the lattice subsystem. Our results imply that this is associated with the presence of the LHF oscillations in HTSCs; the oscillations depend on the character of atomic interaction. The basic reason for the occurrence of these oscillations is the drastic difference in the interaction potentials for $\mathrm{La}-\mathrm{O}$ and $\mathrm{Sr}-\mathrm{O}$ because of different ion sizes, which are well correlated with the adjusting parameters $R_{m}$ (the model ion radius) in the pseudopotential system used [27]. Ba and Ca also have the same large $R_{m}$ 's, and, when they are replaced by La, HTSC is observed. The effect of the ion radius on the HTSC property was studied in [28, 29]. The larger the ion radius of the element $R$, the higher the $T_{c}$ temperature in $R \mathrm{Ba}_{2} \mathrm{Cu}_{3} \mathrm{O}_{9}$ compounds ( $R=\mathrm{Yb}, \mathrm{Er}, \mathrm{Dy}, \mathrm{Gd}, \mathrm{Eu}$, or Nd ) [28]. It was shown for $R E-\mathrm{Ba}_{2}\left(\mathrm{Cu}_{1-x} \mathrm{Me}_{x}\right)_{3} \mathrm{O}_{7-y}$ systems ( $R E=\mathrm{Y}, \mathrm{Gd}$, or Eu; $M e=\mathrm{Ni}$ or Fe ) [29] that the superconducting properties of the system are controlled largely by the $R E$ ion radius rather than by the presence or absence of the magnetic moment of this element.

Noteworthy also is the fact that the distance between Sr atoms in our model coincides with the superconducting coherence length in the $\mathrm{Cu}-\mathrm{O}_{2}$ plane. This length is known to be limited by the presence of defects and is close to the distance between holes introduced by Sr doping and also to the correlation length in antiferromagnetics [30].

That the obtained computer model is realistic follows also from low-frequency acoustic experiments [31], where low-frequency resonances appearing with the addition of Sr were related to solitons pinned by the lattice potential [31]. Similar resonances were discovered in the $\mathrm{Y}-\mathrm{Ba}-\mathrm{Cu}-\mathrm{O}$ system [32]. These solitons are thought of as tunnel states that are also responsible for the linear term in the expression for heat capacity and the quadratic temperature dependence of heat conductivity (at $T<10 \mathrm{~K}$ ) in HTSCs. The LHF oscillations may serve as these lattice-potential-pinned solitons.

It appears that the LHF oscillations may show up in experiments on IR absorption. HTSC systems have an intense absorption band in the mid-IR range (the peak at 0.5 eV ), and their optical properties cannot unambiguously be described in terms of the simple Drude model of metallic conductivity [33]. Absorption bands in this part of the spectrum are typical only of superconductors, and the band intensities correlate with $T_{c}$. It is believed that low-frequency electron excitations or absorptions by polarons are responsible for these peaks (bands); however, this issue remains elusive. It was noted [34] that the reflection and absorption spectra cannot be calculated in terms of the band theory in the one-electron approximation, and the transition at 0.5 eV was assigned to the state in the $\mathrm{Cu}-\mathrm{O}_{2}$ cuprate planes. In $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$, the broad IR absorption peak centered at 0.7 eV is likely to be due to localized states (presumably polarons) in the $\mathrm{Cu}-\mathrm{O}_{2}$ plane [35]. Direct
observation of self-localized states in the mid-IR range for $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ was reported in [36]. These states are associated with the broad absorption peak centered at $\approx 0.5 \mathrm{eV}$ at $x=0.17$. The situation is the same for the reflection and absorption spectra of other HTSCs [37]. Note that broad IR absorption bands peaked near 0.4 eV , which are typical of vibratory spectra, have been found in molecular compounds (for example, the OH band in alcohols) [38].

The reciprocal of the optical relaxation time was found to linearly increase with energy to 0.4 eV in the lanthanum- and even up to 0.8 eV in bismuth-based compounds [37, 39]. It is generally accepted that the relaxation time is invariable at frequencies above the maximum phonon frequency. The upper phonon frequency limit in HTSCs corresponds to $\approx 0.1 \mathrm{eV}$, which is consistent with our calculations. Therefore, if electron relaxation is due to interaction with the lattice subsystem, the relaxation time behavior becomes unclear without considering the fact that oscillations with energies of $0.4-0.8 \mathrm{eV}$ may be present in the lattice. As follows from our results, the LHF oscillations are the simplest explanation of these experiments. The situation could have been further clarified if neutron scattering studies had been carried out in this energy range. However, such investigations present a great technical challenge.

The presence of high-frequency atomic oscillations can also be judged from other experiments. The Debye temperature $\theta_{D}$ in the lanthanum-based compounds was estimated at $\approx 400 \mathrm{~K}$ [40]. In [41], the partial kinetic energies of the atoms in $\mathrm{La}_{2} \mathrm{CuO}_{4}$ and $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ were measured by neutron scattering. It was shown that, in these compounds, oxygen atoms may have a kinetic energy of $1400 \mathrm{~K}(120 \mathrm{meV})$ and copper atoms, 1500 and 2000 K ( 130 and 170 meV ). It was therefore suggested that latent (undetected) highfrequency oscillations of a nonphoton nature exist in these systems and that these oscillations are of considerable importance in the HTSC mechanism. The roomtemperature heat capacity of $\mathrm{La}_{1.85} \mathrm{Sr}_{0.15} \mathrm{CuO}_{4}$ and $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ reaches only $85 \%$ of its maximum (the classical limit is 3 Nk ), which also may be an indication of high-frequency oscillations in the lattice subsystem that do not contribute to the heat capacity at room temperature [42]. Raman scattering in $\mathrm{La}_{1.85} \mathrm{Sr}_{0.15} \mathrm{CuO}_{4}$ and $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ has revealed bands in the $100-150 \mathrm{meV}$ range which are absent in $\mathrm{La}_{2} \mathrm{CuO}_{4}$ [43]. They were associated with the crystal structure and phonon spectra of these compounds. The investigation into the electrical performance of point tunnel contacts has found phonon singularities in tunnel spectra at energies up to $\approx 180 \mathrm{meV}$ [44].

The instability of the OS density is presumably a consequence of the system nonlinearity and is related to strong soliton interaction. It has been established that soliton interaction may significantly change the density of excited states in the system, specifically, the density
of phonon states [18]. On the one hand, the LHF oscillations tend to transform into delocalized low-frequency oscillations (phonons) [45]; on the other hand, the LHF oscillations, which are energetically favorable in a nonlinear system [2], tend to arise, since the resulting additional entropy reduces the free energy. Due to these discrepant tendencies, the number of elementary excitations, both coupled in solitons and delocalized, periodically varies; that is, a dynamic process of the decay and generation of localized states is set.

It was suggested [46] that nonlinear resonance in anharmonic systems (when the oscillator frequencies are multiples), which triggers energy transfer from an oscillator of one frequency to that of another frequency, the characteristic transfer time being other than the phonon time $\left(\approx 10^{-11} \mathrm{~s}\right)$, is responsible for the "central peak"-quasi-elastic neutron scattering near phase transitions in the structure. In systems exhibiting the central peak, one can distinguish fast (or phonon) and slow processes. The time scale of the latter corresponds to the central peak. Its origin still remains vague. A possible reason is phonon density fluctuations [47]. The central peak was also observed in $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ [48]. Our results look as if nonlinear resonance is present in the system: a change in the area ratio for the peaks in the OS density means a change in the number of oscillators with one energy due to resonance interaction with oscillators of another energy. In the given case, one should consider resonant interactions not only between phonons but also between phonons and solitons (if any). The time-periodic variation of the OS density can explain the occurrence of the central peak through the above hypothesis of phonon density fluctuations and be a consequence of the presence of so-called "fluctuators" (time-fluctuating structure defects). In [49], from changes in the sound velocity and tempering experiments, it was concluded that fluctuators in HTSC systems are defects with inner degrees of freedom, i.e., quasi-molecules. A defect complex near the Sr atoms that causes the OS density to fluctuate in our work is nothing but a fluctuator. According to [49], the presence of these defects may result in local fluctuations of $T_{c}$, penetration depth of the magnetic field, and the density of superconducting current carriers. Some long-term relaxations and the memory effects in HTSCs are possibly related to these weakly relaxing fluctuators. That the autocorrelation decays incompletely in our work indicates that the system has "memory," i.e., is nonergodic. The possible relation between nonergodicity and high-temperature superconductivity was noted in [50]. The idea that the superconducting properties of HTSCs, particularly $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$, may be specified by coupled (i.e., correlated) oscillation of lattice atoms (as a result of ordered oscillations of oxygen atoms near oscillatory centers) has been put forward in [51]. In our opinion, hot cen-
ters, fluctuators, and oscillatory centers (which is essentially the same) just represent self-localized oscillations due to nonlinearity that are "captured" by various defects.

## CONCLUSION

Thus, the MDM calculations indicate that selflocalized oscillation of individual oxygen atoms appear in the superconducting $\mathrm{Cu}-\mathrm{O}_{2}$ layers of HTSCs that exhibit strong anharmonicity with respect to correlation effects. The strength of this phenomenon depends on the atomic interaction potentials. The situation may arise when part of the thermal oscillation energy is localized within small areas because of trapping of selflocalized oscillations of oxygen atoms by defects of various types. Eventually, hot centers are produced: near the Sr impurity atoms (in the $\mathrm{La}-\mathrm{Sr}-\mathrm{Cu}-\mathrm{O}$ system) or $\mathrm{Ba}^{4+}$ charge defects (in $\mathrm{Y}-\mathrm{Ba}-\mathrm{Cu}-\mathrm{O}$ ). The remaining part of the system is effectively "cooled," and the superconducting current can pass through it.

In thallium-based systems, Tl may have two valence states: $\mathrm{Tl}^{1+}$ and $\mathrm{Tl}^{3+}$. In the bismuth-based HTSCs, Bi may be in the $\mathrm{Bi}^{3+}$ and $\mathrm{Bi}^{5+}$ charged states. Possibly, the difference in the Tl and Bi charges excites the selflocalized oscillations in both the lanthanum- and yttrium-based systems. With regard for our results, the potentials of interaction of these defects with the oxygen atoms must differ drastically. These defects are similar to quasi-molecules, and the absorption behavior of the HTSCs in the mid-IR range resembles that of molecular compounds.

The degree of localization depends on the concentration of the defects. This can be best demonstrated with $\mathrm{La}-\mathrm{Sr}-\mathrm{Cu}-\mathrm{O}$. The greater the number of the Sr atoms, the stronger the matrix cools down and the higher the superconducting transition temperatures found experimentally. However, when the concentration of the Sr atoms exceeds some threshold, the hot areas begin to overlap, decreasing the experimentally found $T_{c}$.

The OS density in the crystal lattice exhibits nonlinear resonant effects, namely, periodic energy transfer between the phonon and soliton vibratory degrees of freedom with a characteristic time of no more than $10^{-12} \mathrm{~s}$. The discovered oscillatory process can be related to a quasiparticle with an appropriate energy (several meV). Since the effective temperature of the superconducting transition for the matrix is much lower than that found experimentally, these quasiparticles may be involved in electron Cooper pairing. In other words, a possible mechanism underlying the HTSC phenomenon may include, together with charge and spin fluctuations, soliton and phonon fluctuations (or, in more exact terms, fluctuations of the OS density). A
comparison of our results with other theoretical and experimental investigations suggests that such a situation is a possibility in nonlinear systems with correlation effects.
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#### Abstract

Qualitative analysis of the products of plasmochemical synthesis of fullerenes with metallic nickel and cobalt has been carried out using electron paramagnetic resonance (EPR) and electron microscopy. These studies show that the synthesis products are mainly fullerenes, metallic nanoparticles coated with an insulating layer, and isolated atomic clusters. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In studies of fullerenes, great attention is now paid to their derivatives (heterofullerenes, endohedral complexes, metallofullerenes) [1, 2], because distortions of the symmetry of fullerenes produce new physical and chemical properties [1, 3, 4]. However, obtaining these unique materials in quantities sufficient for analysis is still a complicated task. We have undertaken an attempt to synthesize metallofullerenes containing nickel and cobalt.

## MATERIALS AND METHODS

Earlier we described a plasmochemical reactor for the synthesis of fullerenes in a carbon plasma jet produced by an arc discharge between graphite electrodes at frequencies in the kilohertz range [5, 6].

In [7], a technique of synthesizing iron-containing fullerene complexes was described. The central electrode has an axial hole that was filled with carbonyl iron. In the present study, a similar technique was used, except that the hole in the central electrode was filled with nickel or cobalt. Carbon condensate was deposited on the chamber walls during synthesis, and the fullerenes extracted from this with benzol and the growth on the outer electrode (thermolysis residue [6]) were investigated by electron paramagnetic resonance using Se/X-2544 and RE1308 spectrometers in the temperature range 77 to 500 K and by electron microscopy in a JEM-100C electron microscope with an EM-ASID-4 scanning attachment and image processing equipment.

## RESULTS AND DISCUSSION

1. In electron microscopic studies of the carbon condensate, particles of nickel coated with a non-conducting material (both groups of particles and isolated particles of sizes $10^{3}$ to $10^{4} \mathrm{~nm}$ ) have been detected
(Fig. 1). The fact that the particles were nonconducting has been established by an indirect method. The particles were placed under a microscope on a conducting (metallic) surface and irradiated with an electron beam. As a charge accumulated on the particles, a discharge via the substrate occurred. The discharge of the particles was accompanied by visually-detected radiation.
2. EPR spectroscopy detected a magnetic resonance of the metallic particles in the soot and the thermolysis residue (Fig. 2): $\Delta H^{\mathrm{Ni}}=80 \mathrm{mT}, g^{\mathrm{Ni}}=2.20$ and $\Delta H^{\mathrm{Co}}=$ $150 \mathrm{mT}, g^{\mathrm{Co}}=2.23$. Similar results $\left(\Delta H^{\mathrm{Ni}}=100 \mathrm{mT}\right.$, $g^{\mathrm{Ni}}=2.22$ and $\Delta H^{\mathrm{Co}}=90 \mathrm{mT}, g^{\mathrm{Co}}=2.23$ ) were obtained earlier by Bagguley [8] in experiments on the ferromagnetic resonance of metallic particles synthesized by the aerosol method in an RF arc discharge in a hydrogen atmosphere at 1 atm pressure with subsequent spinning in paraffin. The diameter of the particles was assumed to be $5-10 \mathrm{~nm}$. It is known for singledomain particles of a monocrystalline metal in the absence of the skin effect that $\Delta H^{\mathrm{Co}}=11 \mathrm{mT}$ and $\Delta H^{\mathrm{Ni}}=12 \mathrm{mT}$ [9]. The large width of the electron paramagnetic resonance line in our experiments (Figs. 2a, 2 b ) is explained by the fact that the particles of nickel and cobalt in the soot have sizes amounting to a few millimeters. The $g$-factor values coincide with the data in [8].

Lines of EPR spectrum of the fullerene extract (Fig. 3) grouped by the types of their variation with temperature

| Line No. | $g$ | $\Delta H, \mathrm{mT}$ |
| :---: | :--- | :---: |
| 1 | 2.001 | 0.1 |
| 2 | 2.15 | 40 |
| $3^{\prime}$ | 2.6 | 15 |
| $3^{\prime \prime}$ | 3.6 | 15 |
| $3^{\prime \prime \prime}$ | 3.98 | 13 |
| 4 | 7.7 | 13 |



Fig. 1. Nickel particles in a fullerene-containing soot.

Line 1 for $g=2.001$, as well as a narrower line 2 for $g \sim 2.15$ (Fig. 2), are observed not only in the spectrum of the nickel-containing soot but also in the thermolysis residue and in the fullerene extract, and are discussed below.
3. In the fullerene extract, the content of nickel according to the analysis of the X-ray luminescence data was $0.02 \%$. Lines in the EPR spectra of the extract fall into four groups according to their temperature behavior (see table).

A narrow line 1 (Fig. 3a) for $g=2.001$ usually observed in the spectra of solid fullerene mixtures [10]
is due to a $C_{60(70)}$ radical. Its shift with temperature, typical of a paramagnetic center, can be seen in Fig. 4 (1).

At $T=293 \mathrm{~K}$, parameters of line 2 are $g=2.15$ and $\Delta H=40 \mathrm{mT}$ (Fig. 3 (2)). Raising the temperature to 510 K causes gradual narrowing of this line down to 10 mT , an increase in its intensity and a shift to higher fields $(g=2.08)$. At temperatures below 293 K , the line first broadens to 70 mT (at $T=250 \mathrm{~K}$ ) and then splits into two narrower components (at $T=230 \mathrm{~K}$ ). At still lower temperatures, three lines are seen in the spectrum, having effective $g$-factor values of 2.06, 2.12, and 2.27 , and the line width $\sim 20 \mathrm{mT}$. At 77 K , the spectrum consists of a single asymmetric line 4 (Fig. 3b).


Fig. 2. Ferromagnetic resonance of Ni-containing soot (a) and Co-containing soot (b).


Fig. 3. Magnetic resonance spectra of Ni-containing fullerene extract at frequencies (a) 9 and (b) 35 GHz at 293 K ; (a): $g=2.001$ (1), 2.15 (2), 2.6 (3'), 3.6 (3"), and 7.7 (4).


Fig. 4. Temperature variation of the EPR lines with $g=2.001(1), 2.6\left(3^{\prime}\right), 3.6\left(3^{\prime \prime}\right)$, and $3.98\left(3^{\prime \prime \prime}\right)$. Solid linecalculation.

The observed spectrum is possibly associated with fine ( $\sim 10 \mathrm{~nm}$ in diameter) crystalline particles of nickel that have anisotropic magnetic properties. Taking this into account, the temperature variation of the line width
(which decreases with increasing temperature) can be explained by movement of the particles, which causes averaging of the anisotropy produced by internal fields. This mechanism was proposed by Kittel [11]. In this case, the width of the resonant line is calculated by the random walk method using the formula

$$
\begin{equation*}
\Delta H=\gamma^{2}\left[\Delta H(0)^{2} \tau(T)\right], \tag{1}
\end{equation*}
$$

where $\tau(T)$ is a temperature-dependent mean time between two consecutive changes of the field direction and $\Delta H(0)$ is the line width at $T=0 \mathrm{~K}$.

Substituting in (1) the values of $\Delta H(T)$ obtained in our experiment and $\Delta H(0)$ for the fine nickel particles [9, 12], we get $\tau(510 \mathrm{~K})=0.9 \times 10^{-11} \mathrm{~s}$, which is much less than the Larmor precession period of the magnetization vector in the field $0.3 \mathrm{~T}\left(1.05 \times 10^{-10} \mathrm{~s}\right)$. Despite the approximate nature of the estimation, this mechanism can explain the narrowing of the line with increasing temperature by averaging of the magnetic anisotropy due to movement of the particles.

As the temperature is lowered from 286 to 77 K , the intensities of the EPR lines corresponding to $g=2.6$ (curve $3^{\prime}$ ), 3.6 (curve $3^{\prime \prime}$ ), and 3.98 (curve $3^{\prime \prime \prime}$ ) vary as shown in Fig. 4. The line for $g=3.98$ ( 3 "') becomes noticeable at 230 K and reaches a maximum at 140 K , at which temperature the intensities of the other two lines decrease appreciably. This behavior is possible in dimer or tetramer clusters with antiferromagnetic exchange interaction between the atoms [13]. In Fig. 4, a temperature dependence is shown that has been obtained from a calculation in terms of a dimer cluster model in the Heisenberg-Dirac-van Vleck approximation for homonuclear systems. In this model, the energy levels of a system of two multielectron atoms are represented by a Heisenberg Hamiltonian for the exchange interaction ( $\hat{H}$ )

$$
\begin{equation*}
\hat{H}=-2 J \hat{S}_{1} \hat{S}_{2} \tag{2}
\end{equation*}
$$

where $S_{1}$ and $S_{2}$ are total spins of the atoms.
Energy eigenvalues are determined by a semiempirical parameter of the exchange coupling of atoms ( $J$ ) and the total spin of the system $\left(S=S_{1}+S_{2}\right)$, which is obtained from the usual rule for the summation of moments. For a pair of $\mathrm{Ni}^{+1}$ ions $(s=1)$, the total spin can take values of $S=0,1,2$. The energy corresponding to each state is

$$
\begin{equation*}
E_{S}=J\left[S(S+1)-S_{1}\left(S_{1}+1\right)-S_{2}\left(S_{2}+1\right)\right] . \tag{3}
\end{equation*}
$$

The rate of the resonant intralevel transitions for a level with spin $S$ is given by the formula

$$
\begin{equation*}
I_{S}=\frac{\exp \left[-E_{S} /(K T)\right]}{\sum_{S}(2 S+1) \exp \left[-E_{S} /(K T)\right]} \tag{4}
\end{equation*}
$$

where $K$ is the Boltzmann constant and $T$ is the temperature.

Proceeding from this, curves have been calculated for dimer clusters with spin $s_{1,2}=1$. Coincidence of the calculated and experimental results suggests that the lines with the effective $g$-factor values $2.6,3.6$, and 3.98 correspond to dimer formations of nickel with exchange coupling constants on the order of $147 \mathrm{~cm}^{-1}$. Positions of the lines are indicative of a splitting of the energy levels within the multiplets. The observed transitions with $g=2.6$ and $g=3.6$ take place within the total spin state with $S=2$, which is the upper energy level of the cluster. The line $g=3.98$ is due to transitions within state $S=1$, which is lower in energy by $\Delta E=2|J|$. In the low-temperature range, all transitions follow the same relationship. The decrease of the line intensity with increasing temperature for the lower transition cannot be described in terms of the Heisen-berg-Dirac-van Vleck approximation; the complex couplings formed are outside the scope of this model.

Models of a dimer cluster containing a fullerene can be constructed using the data given in [14], where systems of $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ molecules and $\mathrm{C}_{70}^{4-}$ cations have been considered. Two $\mathrm{Ni}^{2+}$ ions attach to the fullerene molecule due to a donor-acceptor bond between electrons of the $4 S$-shell and the $\pi$ system of the fullerene. This bond is activated by the electrostatic interaction between the charge of a $\mathrm{C}_{70}^{4-}$ anion and the total charge of the nickel pair $2 \mathrm{Ni}^{2+}$. Magnetic coupling between nickel ions arises as a result of polarization of the fullerene shell. Another possible candidate for the intermediate atom in this cluster model might be carbon.

The low-field resonant transition ( $g \sim 7.7$ ) is represented by a line characteristic of spectra from anisotropic powders. At 35 GHz , the line position shifts to higher fields $(g=4)$ and the line width increases to $\Delta H=60 \mathrm{mT}$. The intensity and width of the line does not change at temperatures down to 77 K . These observations indicate that this line can be related to atomic clusters of asymmetric type as well. A change taking place with an increase in the energy of ultrahigh frequency quanta [13] suggests that the exchange interaction in this cluster has both isotropic and anisotropic components. The isotropic exchange in this cluster is probably much less strong than in a dimer and the temperature dependence should be observable at temperatures below 77 K .
4. Spectra of the fullerenes extracted from soot and containing cobalt are an asymmetric line (Fig. 5a) with the following effective parameters: $g \sim 2.4$ and $\Delta H=$ 56 mT . With decreasing temperature, the line width increases, but at 104 K , it shrinks to 36 mT and the effective $g$-factor drops to $g \sim 2.1$. At 77 K , the spectrum is a symmetric line (Fig. 5b). We attribute this spectrum to fine-grained cobalt particles isolated from one another by fullerene molecules. The spectrum at 77 K can be interpreted as due to modifications of the


Fig. 5. Magnetic resonance spectra of the Co-containing fullerene extract from soot at (a) room temperature and (b) $T=77 \mathrm{~K}$.


Fig. 6. Magnetic resonance spectra of the Ni -containing fullerene extract cooled in a magnetic field $H=$ (a) 0 and (b) 0.5 T .
cobalt crystals with face-centered cubic and hexagonal close-packed lattices [12].
5. An interesting feature of the obtained materials is their behavior in a magnetic field at 77 K . Spectra of the samples containing cobalt, as well as of those with nickel cooled in a magnetic field of 500 mT differ by the shift of the resonant line to lower fields. The results for nickel are shown in Fig. 6b. Similar effects are observed in spin glasses [15]. In our case, this might be an indication of a coupling between separate magnetic particles.

## CONCLUSION

As demonstrated by electron microscopy, in the synthesis of fullerenes with nickel, the latter is found in the form of particles coated with a layer of nonconducting substance. EPR analysis of the fullerene-containing soot with cobalt and nickel indicates the presence (apart from fullerenes) of large-sized particles ( $10^{3}$ to $10^{4} \mathrm{~nm}$ ), which exhibit skin effect and a domain structure without magnetic anisotropy, and some finer particles $(\sim 10 \mathrm{~nm})$. In the fullerene extract, the ratio of coarse and fine particles changes in favor of the latter. Clusters of several (from two to four) atoms can also be
observed via an intermediate nonmagnetic atom or molecule, possibly that of fullerene. The behavior of the fullerene extracts with cobalt and nickel in a magnetic field at 77 K bears resemblance to that of spin glasses.

This work has been performed in the framework of the State Scientific-Technical Program "Priority Directions in the Physics of Condensed Matter" (project no. 20004-Study of the Phase Transition Carbon Plasma-Condensed Phase of Carbon).
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#### Abstract

Space-charge effects in PZT thin films obtained by rf cathode sputtering were studied. There is evidence that space charge forms in the ferroelectric phase during dielectric aging. Charge accumulation and disappearance were investigated by the method of thermally stimulated depolarization currents. Current peaks due to preliminary poling by a dc electric field and dielectric aging were determined. Effects that can be attributed to the rearrangement of point defects with the production of defect complexes, such as dimers, were observed for the first time. The activation energies for trap depletion $(0.98 \mathrm{eV})$ and defect complex breakdown $(1.20 \mathrm{eV})$ were found. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The internal bias fields of space charges considerably affect the performance of both bulk and film ferroelectrics [1-3]. In dielectrics, space charge is usually associated with the presence of defect-related traps. In thin ferroelectric films, the traps may be due to impurity ions, grain boundaries, vacancies, domain walls, and electrode-film and film-substrate interfaces.

In this work, we studied the occurrence and disappearance of space charge in thin PZT films. Space charge effects were revealed during the examination of polarization switching processes and temperature dependence of the permittivity. The presence of the space charge was directly detected by the method of thermally stimulated depolarization (TSD) currents [4,5]. These methods provide information on traps responsible for space charge formation. Until recently, the method of TSD currents, as applied to studying thin ferroelectric films, has not been employed. In [6], TSD currents were determined only for temperatures between room temperature and 573 K in $(\mathrm{PbLa}) \mathrm{TiO}_{3}$ films.

## SUBJECT OF INVESTIGATION AND EXPERIMENTAL TECHNIQUES

Thin PZT films of composition $\mathrm{Pb}\left(\mathrm{Ti}_{0.45} \mathrm{Zr}_{0.53} \mathrm{~W}_{0.01} \mathrm{Cd}_{0.01}\right) \mathrm{O}_{3}$ were obtained by rf sputtering on stainless steel and Pt substrates [7]. Pt electrodes of area 1.8 and $3.8 \mathrm{~mm}^{2}$ were applied on the free surface of the film to produce sandwich structures. The thickness of the films was $1.5-2.0 \mu \mathrm{~m}$. X-ray diffraction data indicate that the films were polycrystalline and had the perovskite structure. Charge loops $P(E)$ and current loops $i(E)$ were studied for the frequencies of polarization switching voltages between 0.001 and 100 Hz . The permittivity was measured with a bridge
method (measuring voltage of 0.3 V with a frequency of 1 kHz ). The TSD currents were determined in the short-circuited mode and were recorded by a potentiometer upon heating the film from room temperature to 870 K with a constant rate of $6 \mathrm{~K} / \mathrm{min}$.

## RESULTS AND DISCUSSION

At a measuring voltage frequency of 50 Hz , as-prepared films on the platinum substrates had a coercive field $E_{c}=(3.0-3.5) \times 10^{6} \mathrm{~V} / \mathrm{cm}$, an orientational polarization of $0.25-0.28 \mathrm{C} / \mathrm{m}^{2}$, and a remanent polarization of $0.19-0.24 \mathrm{C} / \mathrm{m}^{2}$. As the films age (in the absence of electric fields and elevated temperatures), double, instead of single, peaks (Fig. 1) appear in the current loops $i(E)$, indicating the formation of the internal space-charge field. After aging for 100 days, the internal field of an unpolarized film was found to be (0.3$0.5) \times 10^{7} \mathrm{~V} / \mathrm{m}$ and highly insensitive to external effects. Neither $10^{5}$ polarization switching cycles in an external field of $3 \times 10^{7} \mathrm{~V} / \mathrm{m}$ at 50 Hz nor short-term


Fig. 1. Current loops $i(E)$ for PZT films on the platinum substrate: (a) (1) immediately after preparation, (2) after aging for 30 days, and (3) after aging for 100 days; polarizationreversing field $12 \times 10^{6} \mathrm{~V} / \mathrm{m}$; (b) after aging for 100 days at $f=50 \mathrm{~Hz}$ and polarization-reversing field amplitudes of $9 \times$ $10^{6}, 12 \times 10^{6}$, and $17 \times 10^{6} \mathrm{~V} / \mathrm{m}$.


Fig. 2. TSD currents for (1) unpolarized aged film and (2) the same film after repeat heating. Substrate, stainless steel.


Fig. 3. TSD currents for the polarized film 1 day after poling.
heating up to 700 K break down the field. As the frequency of the switching field declined and the field amplitude grew, the internal field decreased but regained its value once the sample had been kept in an ac field with a frequency of 50 Hz . Aging effects were also observed in polarized films. Aged samples featured increased immunity to external effects. Aging proceeded faster at elevated temperatures: within 16-20 h at 350-390 K.

Energies of activation $E_{t}$ and temperatures $T_{m}$ for TSD current peaks (maxima)

| Parameter | As-polarized <br> film, peak $\chi$ | Aged film |  |
| :--- | :---: | :---: | :---: |
|  |  | higher tempe- <br> rature peak $\beta$ |  |
| Energy of activa- <br> tion $E_{t}, \mathrm{eV}$ | 0.98 | 1.20 | 1.07 |
| Peak tempera- <br> ture $T_{m}, \mathrm{~K}$ | 675 | 564 | 673 |

The internal field was also observed in the films deposited on the stainless steel substrates. However, we failed to determine its value because of the much wider spread in the coercive field over the film. In addition, the polarization did not saturate. The formation of the internal field was complete within 30-40 days at room temperature and within $7-9 \mathrm{~h}$ at 350 K . Double peaks in the current loops were also observed in [8], where polarization switching in thin solution-grown PZT films was studied.

The temperature curve of the permittivity showed, together with the well-known peak at the ferroelectric phase transition (the Curie temperature $T_{\mathrm{C}}=660 \mathrm{~K}$ ), a small additional peak between 520 and 570 K . This peak appeared upon heating, was absent upon cooling and repeat heating, and appeared again after dielectric aging for several days. Earlier, such an anomaly was observed in lead titanate crystals and lead titanatebased ceramics, as well as in PZT ceramics [9], and was associated with point defects, namely, lead vacancies.

The subsequent study of the formation and breakdown of the space charge was performed by the method of TSD currents in thin films on stainless steel substrates. Both unpolarized aged films and those aged and polarized by a direct current were investigated. Poling was carried out upon cooling the samples from 720 to 670 K , i.e., at temperatures above $T_{\mathrm{C}}$ for the bulk material. Further cooling to room temperature was carried out in the short-circuited mode. By choosing such poling conditions, we tried to preclude ferroelectric polarization from electret polarization and thereby to separate purely space-charge effects.

In the unpolarized aged films, two TSD current peaks were found (Fig. 2). For these films, the current in the outer circuit always passed from the platinum electrode to the substrate. After repeat heating, the peaks disappeared.

Figure 3 shows the TSD currents for the polarized samples. Curve 1 represents the case when the plus sign of the polarizing voltage is on the platinum electrode, and curve 2 is for the reverse polarity. As a rule, the temperature of the negative peak is several tens of degrees higher than that of the positive one. For the polarized film, the effect of aging time on the TSD current curve was discovered. Immediately after poling, a single peak was observed. As the time of room-temperature aging grows, an additional current peak at a lower temperature arises (Fig. 4). In the latter case, the main peak gradually shifts to lower temperatures and part of the charge responsible for the high-temperature peak "overflows" to the lower temperature one, with the total amount of the charge being conserved. The time of charge overflow was sample-dependent and varied from several days to several tens of days.

It seems likely that the difference in the TSD current peak heights, as well as the definiteness of the sign and shape of the initial current in the aged unpolarized film, stems from intrinsic asymmetry of the film and shows
up as natural self-polarization [10]. The TSD current peaks were considered under the assumption that the peaks come from the thermal depletion of the traps. The traps may be occupied either by injected carriers during poling or (in the absence of the external field) by free carriers redistributed in the internal field. Strong injection in the films considered was observed in [10]; this, in general, agrees with the literature data for thin films [3]. Cooling "freezes" trapped carriers, thus producing the space charge.

The table lists estimated activation energies of trap depletion $E_{t}$ for one of the samples (current peaks from which the energies were calculated are shown in Fig. 4b). They were determined by the initial-rise and half-width methods [5, 12]. The activation energy $E_{t \alpha}$ corresponding to the low-temperature TSD current peak, appearing upon aging, is greater than those for the peaks resulting immediately after poling ( $E_{t \chi}$ ). This is in conflict with the conventional idea that a higher temperature peak correlates with a higher energy of activation. With regard for the high spread in $E_{t}$ (both from sample to sample and depending on the estimation technique), the estimates should be used with some caution and call for closer inspection. Yet, the obtained values of $E_{t \alpha}$ were always larger than or close to $E_{t \chi}$, with the temperature positions of the peaks differing by 100 or more degrees ( $T_{m x} \gg T_{m \alpha}$ ). For all of the samples, dc prepoling was found to cause several specific TSD current peaks. Their number and temperature position, as well as the shape and direction of the current, depend on the polarizing field polarity and the duration of subsequent aging.

The density of the charge being released upon heating was estimated from the area under the TSD current peak. It was anomalously large (compared with the screening charge of ferroelectric polarization): as high as $5000 \mu \mathrm{C} / \mathrm{cm}^{2}$ in several samples. Hence, assuming that the traps are uniformly distributed over the film volume, we obtain $N_{t} \cong 10^{20} \mathrm{~cm}^{-3}$. This value is one or two orders of magnitude higher than that calculated from the space-charge-limited currents in perfect films [3].

The additional, lower temperature peak of the TSD currents (the specific feature of aging), accompanied by charge overflow, seems to have been observed for the first time. Usually, during aging of dielectrics, the TSD current peaks decreased and shifted toward higher temperatures, which was explained by charge capture by deeper traps.

Our results suggest that, upon dc poling, injected carriers are captured by vacancy-related traps, which, in the course of aging, take part in the formation of defect complexes, such as dimers, similar to those found in CdS [12]. In our case, these may be impurity ion-vacancy and lead vacancy-oxygen vacancy pairs. Then, the lower temperature peak in the aged film may be associated with the decomposition of the complex;


Fig. 4. TSD currents for two polarized films. (a) In (1) 3 and (2) 18 days after poling (the minus sign of the polarizing voltage on the Pt electrode, the same sample as in Fig. 2), (3) curve 1 in Fig. 2; (b) in (1) 2 h and (2) 6 days after poling (the plus sign of the polarizing voltage on the Pt electrode).
and the higher temperature one, with the depletion of resulting elementary traps. The activation energies of these processes are mutually independent; therefore, a peak with a higher $E_{t}$ at a lower temperature may arise. Closer identification of defects responsible for the polarization and aging effects seems to be impossible at present, since the object considered is very complex (multicomponent) and calls for further investigation.

## CONCLUSION

The ferroelectric phase of thin ferroelectric PZT films exhibits effects suggesting the presence of trapped space charge. They show up as the internal field upon polarization reversal and as an additional peak in
the temperature curve of the permittivity. The accumulation and disappearance of the space charge were studied by the method of TSD currents. The TSD current shape and direction, as well as the number of peaks and their temperature positions, were determined for polarized and unpolarized films, depending on dc prepoling conditions and aging time. The appearance of a lower temperature (additional) peak, the shift of the main peak toward lower temperatures, and charge overflow from the main peak to the additional one during aging were observed for the first time.

Our results can be explained under the assumption that, when applied, the dc electric field induces carrier injection and, subsequently, carrier trapping by defect (vacancy) centers. During aging, defect complexes, such as dimers, form owing to the presence of lead and oxygen vacancies, as well as impurity ions, in the PZT films.

The activation energies of trap depletion $E_{t \chi}$ and complex decomposition $E_{t \alpha}$ and also the concentration of occupied traps $N_{t}$ were determined. For one of the films, they were estimated at $E_{t \chi}=0.98 \mathrm{eV}, E_{t \alpha}=$ 1.20 eV , and $N_{t}=10^{20} \mathrm{~cm}^{-3}$.
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#### Abstract

The multiplication of edge dislocations in impurity atmospheres was studied. Impurities pin a dislocation line, so that additional stress must be applied to "drive" a multiplication mechanism. An expression for diffusion redistribution of impurity atoms along a dislocation segment due to the nonuniform chemical potential was derived. The early stage of moderate-temperature creep is qualitatively explained in terms of theoretical analysis. © 2001 MAIK "Nauka/Interperiodica".


During plastic deformation of metals, the density of edge dislocations increases, as a rule, by several orders. This phenomenon is explained in terms of the FrankRead or Bardeen-Herring models of dislocation multiplication [1]. The former mechanism is fairly illustrative. When exposed to shear stress, a linear segment of a dislocation line bends between the pinning points. Once the critical bend radius has been attained, the segment breaks down to form a closed dislocation loop. The same process is repeated for the remaining part of the dislocation. The latter mechanism, being essentially identical, differs in that here the multiplication mechanism is dislocation climb because of the nonuniform concentration of vacancies or interstitials.

The multiplication process is usually considered without taking into account the effect of impurity atoms. However, an impurity atmosphere around edge dislocations raises the critical shear stress necessary to form the loop. In this case, a multiplication source comes into effect at a higher applied stress. After the segment, together with the impurity atmosphere, has bent, the impurity atoms are redistributed along the segment by diffusion because of the chemical potential gradient. As a result, the segments become free of the impurity atoms and the shear multiplication stress decreases. The atoms migrate along the dislocation segment by the mechanism of pipe diffusion, for which the energy of activation is smaller than for volume diffusion, and sink to grain boundaries or pass to a solid solution.

In this work, we tried to give an in-depth analysis of how impurities influence the multiplication of edge dislocations. In the model adopted, we consider only the dimensional effect as applied to the dislocation-impurity binding energy. Theoretical findings are invoked to explain the early stage of moderate-temperature creep.

Let a linear segment of a dislocation line of length $l$ be pinned at points $A$ and $B$ where dislocation lines intersect (Fig. 1a). The segment is surrounded by a homogeneous impurity atmosphere. The initial bend of the segment due to shear stress is limited by the volume diffusion of the impurity atoms. In an impurity-free material, the shear stress needed to trigger a multiplication mechanism is smaller. Impurity atmospheres pin a dislocation line, so that an additional shear stress must be applied to bend the segment to the critical value.


Fig. 1. (a) Linear and (b) bent dislocation segments surrounded by impurity atmosphere.

Edge dislocation pinning by impurity atoms in the dilute and concentrated solid solution approximations has been studied extensively in [2]. Within these approximations, expressions for the force needed to break the dislocation-impurity bond were derived. As follows from estimates, the impurity hardening is comparable to the applied shear stress in order of magnitude. In fact, for the $\mathrm{Fe}-\mathrm{C}$ system $\left(\delta v=3 \times 10^{-30} \mathrm{~m}^{3}\right.$, $v=0.28$, and $\left.c_{0}=10^{26} \mathrm{~m}^{-3}\right), F / L \simeq \beta c_{0}=0.6 \times 10^{-4} \mu b$. Here, $\beta=\mu b(1+v)[3 \pi(1-v)]^{-1} \delta v, \mu$ is the shear modulus, $b$ is the Burgers vector of a dislocation, $\delta v$ is the impurity-induced change in the crystal volume, $c_{0}$ is the mean impurity concentration, and $F / L$ is the force per unit length needed to detach a dislocation from the impurity atmosphere. If an edge dislocation is under a shear stress $\tau_{0}$, the force acting on a unit length is $F_{0} / L=\tau_{0} b$ and equals $10^{-4} \mu b$ at $\tau_{0}=10^{-4} \mu$. With the effect of impurities taken into account,

$$
\frac{F_{\text {tot }}}{L}=\frac{F_{0}}{L}+\frac{F}{L}=1.6 \times 10^{-4} \mu b
$$

It follows from the above that, in an impurity material, a multiplication source generates dislocation loops at much higher applied stresses.

If the applied stress is insufficient to make the segment free of impurity atoms, it bends together with the impurity atmosphere. The activation energy of this process is close to that of volume diffusion. As soon as a bend appears, the impurity atoms are redistributed by diffusion along the already convex segment of the dislocation (Fig. 1b), with decreased activation energy. The driving force of this process is the gradient of the chemical potential of an impurity atom along an arc $s$ of the dislocation segment. The curvature $K$ of the segment changes only its direction, remaining constant in magnitude. This favors diffusion migration of impurity atoms along the segment (arrows in the figure).

Under stress, a dislocation segment bends, and its curvature $K$ is $K=1 / R \simeq \tau_{0} /(\mu b)$. For $\tau_{0} / \mu=10^{-4}, b=$ $2.48 \times 10^{-10} \mathrm{~m}$, and $l=10^{-6} \mathrm{~m}$, we obtain $R=2.48 \times$ $10^{-6} \mathrm{~m}$ and $h=0.05 \times 10^{-6} \mathrm{~m}$ (where $h$ is the height of the segment).

The curvature of the segment causes diffusion redistribution of the impurity atoms along the dislocation line. They "slide down" from the top of the segment by pipe diffusion. This (enhanced) diffusion takes place in the narrow region (with a characteristic size of several Burgers vectors) around the dislocation core. In this region, the impurity concentration near the dislocation is the highest. To quantitatively characterize the process, we adopted the following model. Let an impurity atmosphere occupy a cylindrical region of radius $r_{1}>r_{0}$ ( $r_{0}$ is the dislocation core radius) where impurity atoms
pin a dislocation most rigidly. The value of $r_{1}$ is determined from the condition

$$
\frac{\beta \sin \theta}{r_{1}}=k T, \quad r_{1}=\frac{\beta \sin \theta}{k T}
$$

where $k$ is the Boltzmann constant, $T$ is temperature, and $\theta$ is an angle in polar coordinates.

For $k T=10^{-20} \mathrm{~J}, \sin \theta=1$, and $\beta=10^{-29} \mathrm{~J} \mathrm{~m}$, we have $r_{1}=10^{-9} \mathrm{~m}$. Physically, this means that, at $r>r_{1}$, the impurity atoms practically do not "sense" the dislocation because of the prevailing effect of thermal motion. In more rigorous terms, the potential field of the dislocation should be represented by a rectangular potential such that the total number of impurity atoms in the real and model potential wells are the same. Mathematically, this condition is written in terms of the number of excess impurity atoms per unit dislocation length:

$$
\begin{gathered}
\frac{N}{L}=c_{0} \int_{0}^{2 \pi} \int_{r_{0}}^{R}\left[\exp \left(-\frac{\beta \sin \theta}{r k T}\right)-1\right] r d r d \theta \\
=c_{0} \iint_{0}^{\pi}\left[1-\exp \left(-\frac{U_{1}}{k T}\right)\right] r d r d \theta \\
+c_{0} \int_{0}^{2 \pi} \int_{r_{0}}^{r_{1}}\left[\exp \left(\frac{U_{1}}{k T}\right)-1\right] r d r d \theta \simeq \frac{\pi c_{0} \beta^{2}}{2(k T)^{2}} \sinh \left(\frac{U_{1}}{k T}\right)
\end{gathered}
$$

Here, we made use of the fact that $\overline{\sin ^{2} \theta}=0.5$ and $r_{1}^{2} \gg r_{0}^{2}$. To find the potential $U_{1}$ of the model rectangular well, we will take only the first even term in the expansion of the exponential (the even terms of the expansion are responsible for the accumulation of the impurity atoms around the dislocation line) and obtain

$$
\begin{gathered}
\frac{N}{L}=c_{0} \int_{0}^{2 \pi} \int_{r_{0}}^{R}\left[\exp \left(-\frac{\beta \sin \theta}{r k T}\right)-1\right] r d r d \theta \\
=\frac{\pi c_{0} \beta^{2}}{2(k T)^{2}} \ln \left(\frac{R}{r_{0}}\right)
\end{gathered}
$$

where $2 R$ is the mean distance between the dislocation lines.

From the condition $\sinh \left[U_{1} /(k T)\right]=\ln \left(R / r_{0}\right)$, we find $U_{1}$. For $R=10^{4} b, r_{0}=2 b$, and $\ln \left(R / r_{0}\right)=8.5$, we obtain $U_{1} \simeq 2.84 k T$.

Now, the impurity atmosphere is concentrated within a cylinder of characteristic size $r_{1}$ and constant potential $U_{1}$; that is, the binding energy between an impurity atom and the dislocation is constant within the region $r_{0} \leq r<r_{1}$. This gives us a chance to simulate the migration of impurity atoms by diffusion along the segment and, thus, determine the decrease in the force of
dislocation pinning due to the impurity environment. As soon as the number of impurity atoms leaving the dislocation segment becomes sufficiently large, the applied stress will force the dislocation out of the impurity environment. The time during which the segment breaks free of the impurity environment can be considered as the preparatory (incubation) period of the multiplication source (mechanism) to generation of dislocation loops.

Pipe diffusion of impurities is associated with a nonuniform distribution of the chemical potential of the impurity along a dislocation line. Following [3], the chemical potential of an impurity atom on the dislocation pipe surface is written in the form

$$
\mu_{s}=\mu_{0}=\omega \gamma K
$$

where $\mu_{0}$ is the chemical potential on the plane surface; $\omega$ is the volume of the atom; $\gamma$ is the surface tension at the boundary between the impurity environment and the dislocation; and $K$ is the curvature of the dislocation segment (Fig. 1b),

$$
K=\frac{y^{\prime \prime}}{\left[1+\left(y^{\prime}\right)^{2}\right]^{3 / 2}} .
$$

The diffusion flux of impurity atoms along a dislocation is proportional to the chemical potential gradient:

$$
I_{s}=\frac{D_{s} n \partial \mu_{s}}{k T}=-\frac{D_{s} \gamma \omega n}{k T} \frac{\partial K}{\partial s},
$$

where $D_{s}$ is the pipe diffusion coefficient; $s$ is the length of an arc of the bent segment; $n$ is the number of impurity atoms per unit area of the impurity environment; and

$$
\frac{\partial K}{\partial s}=\frac{1}{\sqrt{1+\left(y^{\prime}\right)^{\prime}}} \frac{\partial K}{\partial x}=\frac{\partial K}{\partial x}
$$

since

$$
\left(y^{\prime}\right)^{2}=\frac{x^{2}}{R^{2}-x^{2}} \ll 1 .
$$

The last relationship is evident from the fact that $0 \leq x \leq 1 / 2$ and $l \ll R$; hence $K=y^{\prime \prime}$. Then, the rate of impurity migration by pipe diffusion is found by solving the equation

$$
\frac{\partial y}{\partial t}=\omega \operatorname{div}\left(I_{s}\right)=-\frac{D_{s} \gamma \omega^{2} n}{k T} \frac{\partial^{4} y}{\partial x^{4}} .
$$

The dislocation segment is surrounded by an impurity atmosphere of radius $r_{1}$, and the impurity concentration in this region is constant. The impurity atoms leave the bent surface of the segment, and, as this takes place, the radius of the atmosphere decreases. Mathe-
matically, this is described as the rate of change of the coordinate $y$ in time. It is assumed that the atom distribution inside the "impurity" pipe does not change, since the model potential $U_{1}$ is constant.

The mathematical statement of the problem can be simplified if the segment profile is approximated by the function $y=\left(h+r_{1}\right) \cos (\pi x / l)$, where $h$ is the height of the segment. In this case, the solution of the equation changes but the general picture of impurity migration along the segment will remain qualitatively the same. In addition, one should take into account the evaluating character of the problem parameters, as well as the simplicity and physical clearness of the solution given below. Let us consider a periodic solution of the equation for $|x / l| \leq 0.5$. If the profile of the segment is written as $y=h_{1} \cos (\pi x / l), h_{1}(t)$ is found from the equation

$$
\frac{\partial h_{1}}{\partial t}=-\frac{\pi^{4} D_{s} \gamma \omega^{2} n}{k T l^{4}} h_{1}(t), \quad h_{1}=h+r_{1} \quad \text { at } \quad t=0 .
$$

Now, it is easy to obtain the time dependence of the impurity atmosphere profile:

$$
y=\left(h+r_{1}\right) \exp (-t / \tau) \cos (\pi x / l),
$$

where $\tau=k T l^{4} /\left(\pi^{4} D_{s} \gamma \omega^{2} n\right)$.
The relaxation time $\tau$ characterizes the departure of the impurity atoms from the environment of the segment; in other words, it is the preparatory time of the multiplication source to generation of the loops. Note that the characteristic size of the source base $l$ can be expressed through the scalar dislocation density; then, we have

$$
\tau=\frac{k T}{\pi^{4} D_{s} \gamma \omega^{2} n \rho^{2}} .
$$

It is seen that the preparatory (incubation) time of the multiplication source in an impurity material is inversely proportional to the dislocation density squared. As the dislocation density grows, the source base shrinks and the segments break free of the impurity atmosphere faster. In the $\mathrm{Fe}-\mathrm{C}$ system $\left(k T=10^{-20} \mathrm{~J}\right.$, $\gamma=1 \mathrm{~N} / \mathrm{m}, \omega=10^{-29} \mathrm{~m}^{3}, n=10^{20} \mathrm{~m}^{-2}, D_{s}=10^{-12} \mathrm{~m}^{2} / \mathrm{s}$, and $\rho=10^{12} \mathrm{~m}^{-2}$ ), $\tau=10^{4} \mathrm{~s}$. Now let us determine the time it takes for the segment to break free of the impurity atmosphere. It is assumed that all the impurity atoms leave the segment for the grain boundaries with the same rate. If $h=0.05 \times 10^{-6} \mathrm{~m}$ and $r_{1}=10^{-9} \mathrm{~m}$, we find $t \simeq 400 \mathrm{~s}$ from the condition $h-2 r_{1}=h \exp (-t / \tau)$. This means that, at $\tau=10^{4} \mathrm{~s}$, the height of the segment at its center $(\cos (\pi x / l) \simeq 1)$ will decrease by $2 r_{1}$, i.e., by the characteristic size of the impurity environment, for the time $t=400 \mathrm{~s}$.

Let us discuss possible manifestations of the effect. It follows from the aforesaid that impurity atoms have a significant effect on the multiplication of edge dislocations. This shows up largely through the incubation time of the multiplication source. During this period,
the impurity atoms are redistributed along a dislocation segment by diffusion. The activation energy of this process is lower than that of volume diffusion. The experimentally found activation energy for pipe diffusion in fcc metals was found to be $0.4-0.7$ of that for volume diffusion [4]. Therefore, the early stage of moderatetemperature creep or plastic deformation must be controlled by impurity atom redistribution along dislocation segments [5]. Only after the lapse of the incubation period, will the dislocation leave the remaining impurity environment and the multiplication source come into play.
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#### Abstract

The electromagnetic response to impact acoustic excitation in concrete is studied theoretically and experimentally. It is revealed that the amplitude-frequency characteristic of the response depends on the dimensions and location of inclusions in the material. A physical model of acousto-electromagnetic conversion in concrete is suggested. The amplitude-frequency characteristic is computed on the basis of an equivalent circuit. It is found that the computed and measured data agree, which supports the physical model. © 2001 MAIK "Nauka/Interperiodica".


It has been demonstrated that the electromagnetic (EM) response to impact acoustic excitation can be useful for the nondestructive strength testing of concrete, the response being evaluated from its amplitude-frequency characteristic (AFC) [1]. Furthermore, it has been found that the acousto-electromagnetic (AEM) conversion occurs in areas of adhesive contact between the aggregate and the binder [2]. However, this technique provides very inaccurate data in some cases. Presumably, this can be explained by the fact that the strength is evaluated from the frequency of the principal AFC maximum, although the response has a fairly wide spectrum. This study aims to assess the relationship between the AFC of the response and the parameters of internal EM sources.

Previous investigation has shown that the EM response is produced mainly by internal sources [3]. Nevertheless, it is yet to be understood what mechanism underlies AEM conversion in aggregate-binder materials. If the acoustic wave excited in the concrete changes the state of the double electric layer on an aggregate/binder interface, then the displacement current must be generating an electric signal in an external circuit. The AFC of the signal must depend on the location of the EM source in relation to the points of impact and detection, as well as on its size. In practice, we face the problem of interpreting the total response from many EM sources randomly distributed throughout the object. To simplify matters, we tested models made of sand-cement concrete with a few inclusions.

The measurements were carried out with an emission apparatus [4]. It produces impact excitation of acoustic waves in a tested object and digitizes the EM response.

Figure 1a shows a typical AFC for a model with a gravel grain serving as a single inclusion. Numerous peaks may be produced by inclusion faces, which differ in both their location relative to the faces of the model
and the conditions under which acoustic waves are excited and pass through the inclusion faces. With a plate inclusion, the AFC has only a few clear-cut resonant peaks (Fig. 1b). The number of peaks rises with


Fig. 1. Typical AFCs of concrete with a single inclusion in the form of (a) a grain of gravel or (b) a metallic plate.


Fig. 2. AFCs measured for different rotation angles of the SEs: (a) $0^{\circ}$ (vertical position), (b) $18^{\circ}$, (c) $36^{\circ}$, (d) $54^{\circ}$, (e) $72^{\circ}$, and $(f) 90^{\circ}$ (horizontal position).


Fig. 3. Testing setup: (1) an impact exciter, (2) a differential electric transducer, (3) a model under test, (4) inclusions, and (5) SEs.


Fig. 4. Lumped-parameter equivalent circuit.
the number of inclusions. The case of two metallic plates is exemplified in Fig. 2.

Thus, even with a single inclusion, the response at the detection site is the superposition of the electric
fields produced by elements of double electric layers on the surface of the inclusion, the elements differing in their orientation relative to both the direction of the acoustic wave and the sensing plane.

The EM response was detected with a differential capacitive transducer, which uses two metallic sensing elements (SEs) lying in a common plane to counter external interfering signals. The transducer has a fig-ure-of-eight radiation pattern. If the dipole moment of a source is directed as the principal axis of the transducer pattern, the signal is maximum. If the dipole moment is perpendicular to the principal axis, the signal is insignificant. It is therefore conceivable that sources with differently oriented dipole moments can be distinguished by rotating the transducer about its axis, which passes through the center of the radiation pattern. To test this conjecture, we carried out an experiment on a cement model of dimensions $100 \times 100 \times$ 100 mm with two parallel metallic inclusions $(40 \times$ $40 \times 1 \mathrm{~mm})$ situated around its center, as shown in Fig. 3. The transducer was rotated by steps of $18^{\circ}$ from the vertical $\left(0^{\circ}\right)$ to the horizontal $\left(90^{\circ}\right)$ position of the SEs as indicated by the arrow, and the AFC was measured after each step. The results are shown in Fig. 2. It is seen that some of the spectral components progressively decrease, whereas others progressively increase. As a result, the spectrum of the response changes considerably. These findings support the view that AEM conversion in composite materials is connected with changes in the dipole moments of elements of double electric layers on the surface of an EM source, the elements differing in their orientation relative to both the direction of the acoustic wave and the sensing plane.

Being induced by changes in the dipole moment of the EM source, the voltage across the SEs corresponds to the distribution of electric current. Consequently, the relationship between the voltage and the EM response can be modeled with a distributed-parameter electric circuit, which in turn can be replaced with a lumpedparameter circuit. This approach enables us to qualitatively understand how the signal from the SEs depends on the size of the source and its location relative to the SEs. Figure 4 shows a lumped-parameter circuit representing the source and the SEs. Capacitors $C 2$ and $C 4$ model the capacitive coupling between an SE and a surface of the double electric layer ( $C 4$ refers to the gap), whereas capacitors $C 3$ and C5 model that between the other SE and the same surface. Capacitor C6 represents the capacitive coupling between the latter SE and the layer surface of opposite charge. Resistors $R 1$ and $R 2$ ( $R 1=R 2=R$ ) refer to input transducer resistances; capacitor $C 0$, to the capacitance of the double electric layer; capacitors $C 1$ and $C 7$, to the capacitive coupling between the respective surfaces of the double electric layer and ground; and voltage source $E$, to the EM source. According to our views, the acoustic wave changes the thickness of the double electric layer, thus
producing an electric signal. Consequently,

$$
\begin{equation*}
E(\omega)=\frac{k \eta(\omega) \sigma d}{\varepsilon \varepsilon_{0}} \tag{1}
\end{equation*}
$$

where $\omega$ is the angular frequency of the oscillation, $\eta$ is the normal strain of the double electric layer, $\sigma$ is the surface charge density of the layer, $d$ is the layer thickness, $\varepsilon$ is the relative permittivity of the layer, $\varepsilon_{0}$ is the electric constant, and $I_{k}$ is the misalignment between the dipole moment and the transducer principal axis.

The circuit in Fig. 4 suggests a simplified mathematical formalism of AEM conversion. Let us write equations for the mesh currents $I_{k}$ :

$$
\begin{equation*}
\sum_{k=1}^{4} a_{i, k} I_{k}=b_{i} \quad(i=1,2,3,4) \tag{2}
\end{equation*}
$$

In matrix form,

$$
\begin{equation*}
M I=b, \tag{3}
\end{equation*}
$$

where

$$
M=\left|\begin{array}{llll}
a_{11} & a_{12} & a_{13} & a_{14}  \tag{4}\\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right|, \quad b=\left|\begin{array}{c}
E \\
0 \\
0 \\
E
\end{array}\right| .
$$

For the sake of simplicity, we neglect to indicate that the matrix entries, the currents, and the voltage are functions of $\omega$. The matrix entries are expressed as follows:

$$
\begin{gathered}
a_{11}=z_{0}+z_{3}+z_{6} ; \quad a_{12}=-z_{3} ; \quad a_{13}=-z_{6} ; \quad a_{14}=z_{0} ; \\
a_{21}=-z_{3} ; \quad a_{22}=z_{2}+z_{3}+z_{4}+z_{5}+2 R \\
a_{23}=-\left(z_{5}+R\right) ; \quad a_{24}=0 \\
a_{31}=-z_{6} ; \quad a_{32}=-\left(z_{5}+R\right) \\
a_{33}=z_{1}+z_{5}+z_{6} ; \quad a_{34}=z_{1} ; \\
a_{41}=z_{0} ; \quad a_{42}=0 ; \quad a_{43}=z_{1} ; \quad a_{44}=z_{0}+z_{1}+z_{7}
\end{gathered}
$$

Here, $z_{N}$ is the impedance of $C_{N}$ :

$$
\begin{equation*}
z N=\frac{1}{j \omega C_{N}}, \quad C_{N}=\frac{\varepsilon_{0} \varepsilon S_{N}}{d_{N}} \tag{5}
\end{equation*}
$$

where $\varepsilon$ is the relative permittivity of the concrete or air (the latter value being used with the capacitors representing the gap), $S_{N}$ is the effective area of the $N$ th capacitance, and $d_{N}$ is the separation between the surfaces that produce the $N$ th capacitance.

Although formula (5) ignores the fact that the electric field between the surfaces is nonuniform, it is adequate to roughly estimate the dependence of the displacement currents in the equivalent circuit on the distance of the double electric layer from the sensing face
of the tested model and on the layer area. The solution of equation (3) is

$$
\begin{equation*}
I=M^{-1} b \tag{7}
\end{equation*}
$$

The output voltage of the circuit (Fig. 4) is expressed as

$$
\begin{equation*}
U(\bar{\omega})=R\left[2 I_{2}(\bar{\omega})+I_{3}(\bar{\omega})\right] \tag{8}
\end{equation*}
$$

The above approach enables us to estimate the area of the double electric layer and its distance from the sensing face of the tested model. We measured the AFC of the electric signal for different values of the distance from the SEs to the model. The experiment was performed on concrete models containing a single plate. The models differed in the dimensions and the location of the plate. It follows from the above calculation that each model must offer a distinctive dependence of the AFC on the SE distance, which makes it possible to ascertain the relationship between the AFC and the parameters of the source (the distance from the surface, the dimensions, and the orientation relative to the direction of impact and to the SEs). This opens up new possibilities for more accurate algorithms to evaluate the strength and for novel techniques of flaw detection based on EM emission.

The testing was performed as follows. A model was placed on a metallic plate connected to a ground, and an acoustic wave was excited in it with the above-mentioned apparatus. The EM response was detected with a capacitive transducer situated in close proximity to the model. The transducer was fixed to a specially designed movable table, which was furnished with a micrometer screw to adjust the distance from the SEs to the model.

The AFC was measured at a given frequency. It has been found that a change in the area of the inclusion, its distance to the surface being the same, shifts the ampli-tude-SE distance characteristic, whereas a change in the distance from the inclusion to the surface alters the slope. It is possible to obtain intersecting characteristics by varying the two parameters of the inclusion. Figure 5a shows a measured characteristic for the frequency corresponding to the principal peak of the AFC $(12 \mathrm{kHz})$. The data were obtained for two models of dimensions $100 \times 100 \times 100 \mathrm{~mm}$. In model 1 , the inclusion has an area of $60 \mathrm{~mm}^{2}$ and is situated at a distance of 96 mm (curve 1 ). In model 2, the respective inclusion parameters are $120 \mathrm{~mm}^{2}$ and 80 mm (curve 2). With each point representing three amplitude measurements, the confidence intervals in Fig. 5a indicate that the changes in the behavior of the characteristic are statistically significant. Also notice that the change in the inclusion parameters both shifts the characteristic and affects its slope so that curves 1 and 2 intersect. Figure 5 b presents a computed characteristic. The computation was based on formulas (5), (7), and (8). Formula (5) was used with values of the distances from the inclusion to the sensing face of the model and to the ground plate (allowing for SE spacing), the separation between the
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Fig. 5. Amplitude-SE-distance characteristics: (a) measured and (b) computed data. The frequency corresponds to the principal peak of the AFC.

SEs and the model, and the area of the double electric layer. The matrix entries were computed as well. It is seen that the computed characteristics agree with the measured ones in qualitative terms. This supports our approach to AEM conversion.

Yet another experiment was carried out with a metallic inclusion connected to a ground so that $C 1$ and $C 7$ are eliminated from the circuit. It provided further evidence for the AEM mechanism suggested here and for the above formalism to ascertain the dependence of the EM response on the inclusion parameters. It has been found that the amplitude-SE distance characteristic changes its height and slope (Fig. 6).


Fig. 6. Amplitude-SE-distance characteristics for a model with a single metallic inclusion, which is (1) disconnected from or (2) connected to ground.

In summary, the results of the experiments on models made of sand-cement concrete with an inclusion suggest that the AFC of the EM response to an impact depends on the location and dimensions of the inclusion. This supports the view that the AEM conversion results from the oscillation excited in the double electric layer on the interface between dissimilar materials.

In conclusion, it seems worthwhile to investigate the structure of different types of concrete that contain a large number of randomly distributed EM sources (grains of the aggregate). Such investigation should employ statistical methods. This line of research could yield more reliable techniques for the nondestructive strength testing of composite materials on the basis of AEM conversion.
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#### Abstract

We performed a numerical simulation of phase transitions in gallium arsenide that are induced by the combined action of nanosecond laser pulses initiating melting and an additional neodymium-glass laser irradiation enabling the control of the interface velocity. In the case of counterpropagating laser beams, a strong temperature dependence of the absorption factor at $1.06 \mu \mathrm{~m}$ occurs. It causes a thermal wave, which separates from the melting front and, propagating towards the neodymium-glass laser beam, screens the melt. For copropagating laser beams, regimes with a nonmonotonic time dependence of the melt depth may exist. © 2001 MAIK "Nauka/Interperiodica".


One of the basic parameters that characterize the structure modification of thin semiconductor layers during heating and melting due to nanosecond laser pulses is the solid-liquid interface velocity $V$ at the stage of epitaxial growth. For example, $V$ specifies the nonequilibrium impurity distribution coefficient at the interface, ultimate concentration of electroactive impurity in the crystallized region [1], and concentration of point defects. Therefore, by varying the crystallization rate, one can control the properties of laser-modified semiconductors. Originally, $V$ was controlled by varying the initial substrate temperature [2]. It was calculated [3] that the crystallization rate of Si melted by nanosecond laser pulses could be decreased more than ten times by preheating the substrate to $1000^{\circ} \mathrm{C}$. However, high-temperature exposure of semiconductors is undesirable, specifically because of possible degradation of their electrical properties.

Another way to control the velocity $V$ is combined laser heating [4-8]. In this case, a nanosecond laser pulse is used to melt a submicron layer, whereas its crystallization rate is defined by the intensity of additional radiation propagating either in the same direction as the melting pulse $[4,5]$ or opposite to it [6-8]. As applied to this situation, the Stefan problem was solved analytically for GaAs [7]. However, an analytical solution can hardly include temperature dependences of GaAs physical parameters, such as the absorption $\alpha(T)$ of additional radiation with a wavelength $\lambda=1.06 \mu \mathrm{~m}$.

The aim of this work is numerical simulation of phase transitions induced in GaAs by the combined laser action. We studied the feasibility of controlling the interface velocity in gallium arsenide subjected to ruby laser pulses ( $\tau=70 \mathrm{~ns}$ and $h \nu>E_{g}$, where $E_{g}$ is the GaAs band gap), which are responsible for surface layer melting, and neodymium-glass laser radiation ( $h v<E_{g}$ ), which has an effect on the velocity $V$ through
a change in the temperature distribution over the crystal.

The melting and crystallization processes were simulated by the finite difference method. In a one-dimensional approximation, the GaAs temperature is described by the heat conduction equation

$$
\begin{gather*}
\rho(T)\left[c(T)+L_{m} \delta\left(T-T_{m}\right)\right] \frac{\partial T}{\partial t} \\
=\frac{\partial}{\partial x}\left[k(x) \frac{\partial T}{\partial x}\right]+S(x, t) \tag{1}
\end{gather*}
$$

with the boundary and initial conditions

$$
\left.\frac{\partial T}{\partial x}\right|_{x=0}=0,\left.\quad \frac{\partial T}{\partial x}\right|_{x=h}=0, \quad T(x, t=0)=T_{0} .
$$

Here, $\rho$ is the density, $c$ is the specific heat, $k$ is the heat conductivity coefficient, $L_{m}$ is the heat of fusion, $T_{m}$ is the fusion point, $T_{0}$ is the initial temperature, $h$ is the layer thickness, and $\delta(x)$ is the delta function.

A heat source $S(x, t)=S_{R}(x, t)+S_{N}(x, t)$ takes into account heat release due to laser radiation. We have

$$
\begin{equation*}
S_{R}(x, t)=(1-R) \alpha(x, t) \frac{W}{\tau_{i}} \exp \left(-\int_{0}^{x} \alpha(z, t) d z\right) \tag{2}
\end{equation*}
$$

for the ruby laser pulses and

$$
\begin{equation*}
S_{N}(x, t)=(1-R) \alpha(x, t) I_{0} \exp \left(-\int_{0}^{x} \alpha(z, t) d z\right) \tag{3'}
\end{equation*}
$$

for neodymium-glass laser radiation in the case of


Fig. 1. Melt lifetime in gallium arsenide for counterpropagating (solid curves) and copropagating (dashed curves) laser beams versus the energy density of the ruby laser. The intensities $I_{0}$ of the Nd-glass laser radiation are (1) 0 , (2) 300 , (3) 500 , and (4) $700 \mathrm{~kW} / \mathrm{cm}^{2}$; (5, 6) experimental curves for $I_{0}=0$ and (100) and (111) orientations, respectively.
copropagating laser beams or

$$
S_{N}(x, t)=(1-R) I_{0}\left\{\alpha ( x , t ) \operatorname { e x p } \left(-\int_{x}^{h} \alpha(z, t) d z\right.\right.
$$

$$
\begin{align*}
& +\alpha(x, t) R_{s l} \exp \left(-\int_{d}^{h} \alpha(z, t) d z-\int_{x}^{d} \alpha_{l}(z, t) d z\right)  \tag{3"}\\
+ & \left.\left.\left(1-R_{s l}\right) \alpha_{l}(x, t) \exp \left(-\int_{d}^{h} \alpha(z, t) d z-\int_{x}^{d} \alpha_{l}(z, t) d z\right)\right)\right\}
\end{align*}
$$

in the case of counterpropagating beams. The first two terms on the right side of ( $3^{\prime \prime}$ ) describe the absorption of the neodymium-glass laser pulses in the crystal, and the third term stands for absorption in the melt. Here, $R$ and $\alpha$ are the reflection and absorption factors, respectively; $R_{s l}$ is the reflection factor at the solid-liquid interface; $d=d(x, t)$ is the melting front position at a time $t ; W$ and $\tau_{i}$ are the energy density and the pulse duration of the ruby laser; $I_{0}$ is the intensity of neodymium-glass laser radiation; and subscript $l$ denotes the melted (liquid) phase.

The set of Eqs. (1)-(3) was solved by the succession sweep method using iterations. The ruby laser pulse shape was defined by the function $\sin ^{2}\left(\pi t / 2 \tau_{i}\right)$, where $\tau_{i}=70 \mathrm{~ns}$. We assumed that the GaAs wafer thickness considerably exceeded the thermal diffusion length within the pulse duration ( $30 \mu \mathrm{~m}$ ). Thermal and optical parameters used to solve the problem are listed in the table.

The dependences of the melt lifetime $\tau$ on the energy density of the ruby laser at different intensities of the Nd-glass laser radiation are presented in Fig. 1. The plot also shows the experimental curves $\tau(W)$ for

GaAs parameters used in solving the problem [9]

| Parameter | Crystalline GaAs | Melted GaAs |
| :--- | :---: | :---: |
| $\rho, \mathrm{g} / \mathrm{cm}^{3}$ | 5.317 | 5.317 |
| $c, \mathrm{~J} / \mathrm{g} \mathrm{K}$ | $0.303+5.0 \times 10^{-5} T$ | 0.379 |
| $L_{m}, \mathrm{~J} / \mathrm{g}$ | $730[10]$ |  |
| $k, \mathrm{~W} / \mathrm{cm} \mathrm{K}$ | $\frac{2271}{T^{1.463}}$ | $0.178[10]$ |
| $E_{g}(T), \mathrm{eV}$ | $1.575-5.0 \times 10^{-4} T$ |  |
| $\lambda=1.06 \mu \mathrm{~m}$ | 0.30 | 0.64 |
| $R$ | $10 \exp \left[149\left(-0.36+0.5 \times 10^{-3} T\right)\right]$, | $10^{6}$ |
| $\alpha, \mathrm{~cm}^{-1}$ | $T<812 \mathrm{~K}$ |  |
|  | $2.91 \times 10^{4} \exp \left[3.22\left(-0.77+0.5 \times 10^{-3} T\right)\right]$, | 0.64 |
| $\lambda=0.69 \mu \mathrm{~m}$ | $T<812 \mathrm{~K}$ | $10^{6}$ |
| $R$ | 0.33 |  |
| $\alpha, \mathrm{~cm}^{-1}$ | $2.91 \times 10^{4} \exp \left[3.22\left(-0.16+0.5 \times 10^{-3} T\right)\right]$, | $T<400 \mathrm{~K}$ |
|  | $3.48 \times 10^{4} \exp \left[1.71\left(-0.2+0.5 \times 10^{-3} \mathrm{~T}\right)\right]$, | $T<400 \mathrm{~K}$ |



Fig. 2. Time dependences of the melt thickness at $W=$ $1 \mathrm{~J} / \mathrm{cm}^{2}$ and $I_{0}=$ (1) 500 , (2) 1000 , and (3) $1500 \mathrm{~kW} / \mathrm{cm}^{2}$. Dotted line, $I_{0}=0$; counterpropagation and copropagation are indicated by solid and dashed curves, respectively.
the (100) and (111) crystallographic orientations of GaAs wafers. The curves were obtained without the additional irradiation ( $I_{0}=0$ ). Obviously, the results of numerical simulation are in good agreement with experimental data [11]. It is also seen that additional heating by the neodymium-glass laser leads to a considerable increase in the melt lifetime. Note that, for copropagating beams, $\Delta \tau$ is considerably larger than in the case of counterpropagation. For example, at $W=$ $1 \mathrm{~J} / \mathrm{cm}^{2}$ and $I_{0}=300 \mathrm{~kW} / \mathrm{cm}^{2}, \Delta \tau$ is about 400 and 190 ns, respectively. Still more pronounced quantitative and qualitative differences between these two conditions of laser action are observed in the time dependences $d=d(t)$ (Fig. 2). Unlike [7], our calculations do not predict the "stretch-out" of the melting front in GaAs for beam counterpropagation. Due to the strong temperature dependence of the absorption factor at $\lambda=$ $1.06 \mu \mathrm{~m}$ (at $T>600 \mathrm{~K}, \alpha$ drastically increases and approaches $\sim 10^{4} \mathrm{~cm}^{-1}$ at $T \geq 800 \mathrm{~K}$ ), the heated layer in front of the crystal-melt interface begins to absorb the radiation. A thermal wave forms (Fig. 3a, curves 1, 2), which then separates from the melting front and, propagating towards the Nd-glass laser beam, screens the melt (curves 3-5). Thus, the interface velocity drops, because additional heat release due to the absorption of the Nd-glass laser radiation smoothes out the temperature gradient.

In the case of copropagating laser beams, the interface movement can be nonmonotonic at a sufficiently high $I_{0}$ (Fig. 2; curves 2, 3). In the falling branch of the $d(t)$ curve (recrystallization), a temperature field with a quasi-stationary profile is produced (Fig. 3b, curves 1-3). If the intensity of the additional radiation is sufficient to compensate for heat removal from the interface into the crystal volume, crystallization stops after a time and


Fig. 3. Depth profiles of the temperature for (a) counterpropagation at $t=$ (1) 140 , (2) 290 , (3) 430, (4) 730, and (5) 1015 ns and (b) copropagation at $t=(1) 140$, (2) 290, (3) 1000 , (4) 2540 , and (5) $4040 \mathrm{~ns} . W=1 \mathrm{~J} / \mathrm{cm}^{2}$ and $I_{0}=$ $1000 \mathrm{~kW} / \mathrm{cm}^{2}$.
melting proceeds (Fig. 2, curves 2, 3). Under such conditions of laser heating, the melting front advances into the wafer and the surface temperature sharply grows (Fig. 3b, curves 4, 5).

In conclusion, in the case of counterpropagating laser beams, a strong temperature dependence of $\alpha$ at the fundamental absorption edge can give rise to a thermal wave that screens the phase transition region. For copropagating beams, the time dependence of the melt thickness may be nonmonotonic.
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#### Abstract

The influence of UV irradiation on temperature dependence of the integral intensity of luminescence $I_{\mathrm{lum}}(T)$ in porous silicon was studied. It was found that, if luminescence decays with temperature nonmonotonically, the peak of $I_{\mathrm{lum}}(T)$ shifts toward higher temperatures as the exciting radiation density increases. Under UV irradiation, the function $I_{\mathrm{lum}}(T)$ becomes monotonically decreasing. If the function $I_{\mathrm{lum}}(T)$ is initially monotonically decreasing, UV preirradiation changes the emission spectrum and accelerates temperature quenching of the red-orange emission band. The variation of the amplitude of the pulsed photoacoustic response with UV irradiation dose was studied. The dependence found is explained by the removal of foreign inclusions from the developed surface of porous silicon. An energy level diagram that makes it possible to explain the behavior of $I_{\text {lum }}(T)$ is suggested. It is noted that the shape of the function $I_{\text {lum }}(T)$ can be used as a test whereby the contributions from dissimilar oscillators to the red-orange emission band are estimated. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Luminescence from porous silicon features a number of anomalies. The room-temperature red-orange emission band with a high quantum yield [1] is the most dramatic example. There are also some other features related to changes in the basic parameters of emission bands in response to external factors. Out of them, the nonmonotonic variation of the integral intensity of the red-orange band with temperature is the subject of investigation in this paper.

As follows from [2-5], when the temperature rises from the helium to the room value, the function $I_{\text {lum }}(T)$ first increases and then flattens out; at $T>100 \mathrm{~K}$, temperature quenching of the band by a law other than the Arrhenius law is observed. There is no consensus of opinion among authors, for the most part, on the position of the $I_{\text {lum }}(T)$ peak. However, usual (exponential) temperature quenching of the band throughout the temperature range between 4 and 300 K was found in [6] and a continuous rise of the band intensity, in [7]. Analysis of works [2-7] and others suggests that there is a correlation between a porous silicon process and the shape of the $I_{\text {lum }}(T)$ curve.

In this paper, we studied the effect of pulsed UV irradiation on the shape of the $I_{\text {lum }}(T)$ function in porous silicon. The central idea was to elucidate the effect of a substance deposited on silicon fibers on the shape of the $I_{\text {lum }}(T)$ curve and gain new information on the nature of the basic emission band. The surface cleaning effi-
ciency of the porous silicon films was judged from the pulsed photoacoustic (PA) response.

## EXPERIMENTAL

Samples were irradiated by high-power UV pulses from a $\mathrm{Xe}-\mathrm{Cl}$ excimer laser built around an oscillator and a three-pass amplifier [8]. The radiation wavelength was 308 nm ; the pulse width, 25 ns ; and the pulse energy, 20 mJ . Irradiation was carried out in a chamber where the gas composition can be varied.

The photoluminescence (PL) spectra were excited by a mercury-discharge lamp or a $337-\mathrm{nm}$ pulsed nitrogen laser. The PL emission was detected by a grating spectrometer with a CCD chain (resolution 0.2 nm ). The temperature was varied and kept accurate to 1 K .

During irradiation by nanosecond pulses of the $\mathrm{Xe}-\mathrm{Cl}$ excimer laser, the pulsed PA response was detected by a wide-band oscilloscope provided with a high-sensitivity piezoelectric ceramic PA cell. (For more details, see [8].)

The porous silicon samples under study were prepared by the conventional technology [2] with anodizing current densities ranging from 5 to $80 \mathrm{~mA} / \mathrm{cm}^{2}$ and electrolytic etching times between 15 and 90 min . The aging time of the samples was between 1 h and 2 months. Ultimate cleaning techniques also differed. Initial $p$-type silicon wafers with a resistivity of $10 \Omega / \mathrm{cm}$ had the (111) orientation. In taking temperature dependences of the PL intensity and PA response,


Fig. 1. Luminescence spectra from porous silicon samples of the first type: (a) initial sample, (b) after preirradiation by 50 pulses of the excimer laser, and (c) after preirradiation by 150 pulses of the excimer laser. $T=(1) 5,(2) 70$, (3) 150 , (4) 200 , (5) 250 , and (6) 300 K .
emphasis was on two types of samples differing in preparation conditions and in visual appearance. The samples of the first type had high mechanical strength and the metallic luster typical of single-crystal silicon. The technology of their preparation was described in [2]. For these samples, the emission band peaked at 720 nm . The samples of the second type were chestnut brown and had low mechanical strength, which implies that a thin weak porous silicon film can be separated from the single-crystal silicon substrate. The free porous silicon films were obtained as described in [9]. For them, the emission band peaked at a wavelength of 610 nm for $T=4.2 \mathrm{~K}$.

## THE INFLUENCE OF UV IRRADIATION ON THE PL PROPERTIES OF POROUS SILICON

Let us examine temperature dependences of $I_{\text {lum }}(T)$ for the red-orange emission band in samples of both types. Note that the exciting radiation density affects the shape of the $I_{\mathrm{lum}}(T)$ curve [4]. This may be a reason


Fig. 2. The same as in Fig. 1 for the samples of the second type.
for the discrepancy in the peak positions of the $I_{\mathrm{lum}}(T)$ curve that were reported in [2-7]. Therefore, when considering the shape of the $I_{\mathrm{lum}}(T)$ dependence, one should indicate the exciting radiation density at which the PL spectra have been obtained. The spectra excited by the mercury-discharge lamp with an excitation density of $10^{19}$ photon/( $\left.\mathrm{cm}^{2} \mathrm{~s}\right)$ are shown in Figs. 1 and 2 for the samples of the first and second types, respectively. The temperature dependences of the PL spectra (curves 1-6) were obtained both for the as-prepared samples (Figs. 1a, 2a) and for those preirradiated by the excimer laser at various UV doses (Figs. 1b, 1c, 2b, 2c). In what follows, emphasis will be on (1) the nonmonotonic run of the $I_{\text {lum }}(T)$ curve for the samples of the first type, while the samples of the second type exhibit the usual (Arrhenius) temperature decay of the red-orange band; (2) the influence of UV irradiation, which changes the nonmonotonic $I_{\mathrm{lum}}(T)$ curve to a monotonically decreasing one as the temperature of the type-2 samples grows and accelerates temperature quenching of luminescence in these samples; and (3) the tempera-
ture-related distortion of the emission band for the type- 2 samples due to faster decay of its short-wave branch. The greater the irradiation dose, the more distinct the last feature. The difference in the rates of PL temperature quenching allows separation of the net band into two ( $L$ and $M$ ) bands. Note also that, because of faster decay of the $L$ band, the shapes of the PL spectra at room temperature become nearly identical for samples of both types (Figs. 1, 2; curves $\sigma$ ).

The PL integral intensity $I$ vs. the excitation power density $P$ (or lux-intensity characteristic) for the type1 samples is shown in Fig. 3. For the type-2 samples, the $I-P$ characteristics are the same. As is seen, the curves tend to saturation, which is typical of radiative recombination through impurity centers. Point $A$ in the initial linear region of the characteristic corresponds to low excitation levels, at which the temperature dependences of the emission bands for the samples of both types (Figs. 1, 2) were taken. The same temperature dependences were also taken at greater excitation densities (point $B$ ). For the type-1 samples, the temperature dependences of the PL integral intensity at the excitation densities corresponding to points $A$ and $B$ are shown in Fig. 4. At the elevated excitation density, the peak of the $I_{\text {lum }}(T)$ curve tends to higher temperatures.

## THE INFLUENCE OF UV IRRADIATION ON THE PULSED PA RESPONSE IN POROUS SILICON

The PA properties of the porous silicon samples of both types are similar in many respects. A typical oscillogram depicting the PA response of porous silicon irradiated by nanosecond pulses from the $\mathrm{Xe}-\mathrm{Cl}$ laser is shown in the insert at the top of Fig. 5. Let us look more closely at the parameters of the PA response. It is bipolar and shows oscillation due to a photoexcited compression-dilatation wave. The PA response (pulse) amplitude varies as the electromagnetic-acoustic conversion efficiency; and the duration of a PA pulse, as the time of acoustic wave propagation through the region of photoexcitation. The response structure is of the "acoustic ringing" type. Such a train of pulses arises from multiple reflections of the acoustic wave when it propagates through the acoustic line between a photoexcitation region and the piezoelectric sensor $[8,10]$.

Consider mechanisms of sound generation in porous silicon. In discussing the nature of the experimentally observed phenomenon-photogeneration of sound with giant volume [10, 11]-we have already mentioned some with them: thermoelastic, pseudostriction, and pulsation (when individual fragments of the porous silicon framework are thermally isolated). However, at the exciting irradiation densities used in this work, other mechanisms may appear. The dependences of the PA response amplitude on the number of laser pulses $n_{\text {pulse }}$ at various energy densities per pulse (Fig. 5) strengthen this supposition. A common property of the $u_{\text {PA r }}\left(n_{\text {pulse }}\right)$ curves for the samples of both types is an


Fig. 3. Lux-intensity characteristic for the samples of the first type at $T=300 \mathrm{~K}$.


Fig. 4. PL integral intensity vs. temperature for the samples of the first type. The exciting radiation density per pulse of the nitrogen laser is $(A) 1$ and $(B) 20 \mathrm{~kW} / \mathrm{cm}^{2}$.


Fig. 5. PA response amplitude vs. the number of excimer laser pulses for the samples of the second type. The energy density per pulse is $156, ~ \square 210, \triangle 280, \times 410$, and * $1950 \mathrm{~mJ} / \mathrm{cm}^{2}$. The insert shows a typical PA response from porous silicon irradiated by $\mathrm{Xe}-\mathrm{Cl}$ laser pulses.
abrupt decrease in the PA response intensity, followed by a plateau at $n_{\text {pulse }}>10$. However, for the type- 2 samples, an increase in the power density (starting with $1950 \mathrm{~mJ} / \mathrm{cm}^{2}$ ) at $n_{\text {pulse }}>40$ causes the value of $u_{\text {PA } r}$ to rise again.

The data in Fig. 5 can consistently be explained if we suppose that, when the samples are irradiated by high-power pulses of the $\mathrm{Xe}-\mathrm{Cl}$ excimer laser, the ablation of foreign inclusions out of the surface of the silicon fibers forming the porous silicon framework makes the major contribution to sound generation. In this case, the decrease in $u_{\text {PA r }}\left(n_{\text {pulse }}\right)$ reflects the degree of surface cleaning, which increases with the number of irradiation pulses. At power densities $>1950 \mathrm{~mJ} / \mathrm{cm}^{2}$ and $n_{\text {pulse }}>40$, a sound generation mechanism associated with the destruction of the porous silicon framework dominates. This explanation is independently supported by visual observations: the samples of the second type (chestnut brown) change in color and then show signs of destruction of their structure as $n_{\text {pulse }}$ grows. With regard for such an explanation of the dependence $u_{\mathrm{PA} \mathrm{r}}\left(n_{\text {pulse }}\right)$, it appears logical to assume that the $L$ component of the red-orange band for these samples is closely related to foreign inclusions surrounding the silicon fibers. This is attested to by a correlation between a decrease in the $L$ band intensity and a decrease in the PA response amplitude as the UV irradiation dose grows.

## RESULTS AND DISCUSSION

The experimental results on the effect of UV irradiation on the shape of the $I_{\mathrm{lum}}(T)$ curves for the type-1 and type-2 samples can consistently be explained within the following model. Let an element of the porous silicon structure have the form shown in the insert in Fig. 6; that is, nanometer silicon fiber 1 of vari-


Fig. 6. Energy diagrams accounting for the luminescence spectra in porous silicon samples of (a) the first and (b) the second type. $0-1$, absorbing transition; $1-2$, nonradiative transition; 2-4, transition giving rise to the $M$ band; and 5-6, transition giving rise to the $L$ band.
able thickness is covered first by $\mathrm{SiO}_{2}$ layer 2 and then by composite layer 3 containing, among others, etching products. Assume that the difference in structure between the samples is that the thickness of layer 3 in the samples of the first type (with metallic luster) is significantly smaller than in the chestnut brown samples of the second type. We will proceed from the sensitized model of luminescence in porous silicon, which implies that light absorption and light emission occur in different substances; that is, the underlying mechanism of luminescence is spatial transfer of the excitation energy from one substance to another [12]. Assume that light is largely absorbed in layer 3, covering silicon fiber 1 (Fig. 6, transition 0-1). Then, the electrons pass into the conduction band of silicon nanostructures through nonradiative quantum transition 1-2 (the energy position of this band is renormalized with respect to the bulk silicon due to the quantum size effect). Bearing in mind that porous silicon has a developed surface, we must allow for the presence of a set of traps 3. At helium temperature, the electrons are partly captured by these centers from the porous silicon conduction band (transition 2-3). The rest of the conduc-tion-band electrons radiatively recombine at positively charged defects (most likely at those localized near the porous silicon-silicon oxide interface), bringing about the $M$ band of certain intensity (transition 2-4). It is obvious that the electrons leave trap states 3 with an increase in the temperature. As a result, the population of the conduction band 2 and, hence, the $M$-band integral intensity grows. The peak integral intensity [the point where $I_{\text {lum }}(T)$ changes sign] corresponds to complete thermal delocalization of traps. Now, the fact that the position of the point where $I_{\text {lum }}(T)$ changes sign depends on the excitation intensity can easily be explained in terms of the proposed model: as the concentration of photoexcited electrons increases, so does the probability of deeper trap states being occupied. Subsequent temperature quenching of the $M$ band at higher temperatures (above the sign reversal point) should be associated with thermal destruction of state 4. Previous UF irradiation breaks down the centers responsible for the trap states. This is the reason why UV preirradiation changes the shape of the $I_{\mathrm{lum}}(T)$ curve for the samples of the first type.

Thus, we have outlined a model explaining the nonmonotonicity of the $I_{\text {lum }}(T)$ curve for the samples of the first type.

The same explanation is also valid when applied to the shape of the $I_{\text {lum }}(T)$ curve in the type-2 samples, but for the $M$ component of the red-orange emission line alone. The more intense $L$ component of the spectrum would be appropriately related to charge carrier recombination in outer envelope 3 covering the silicon fiber (transition 5-6). This follows from the changes in the PL spectrum, the shape of the dependence $I_{\mathrm{lum}}(T)$, and the PA response with the UV irradiation dose. A higher
rate of temperature decay of the $L$ band as compared with the $M$ band also supports this assumption.

Clearly, such an explanation for the shape of the $I_{\text {lum }}(T)$ curve is simplified. To gain a better understanding of processes responsible for the shape of $I_{\text {lum }}(T)$, we must have refined data for charge transfer through a partly disordered medium (in our case, through outer layer 3 covering silicon fiber 1 ) and for the effect of UV irradiation on the composition of layers passivating porous silicon (by hydrogen transfer between oscillators, final oxidation of silicon, etc.).

The above issues are of importance, because the shape of $I_{\text {lum }}(T)$ may serve as a test that would make it possible to separate the emission of siloxens and other etching products from that closely associated with silicon fibers (see the energy diagrams in Fig. 6).

## CONCLUSION

The effect of previous UV irradiation on the shape of the $I_{\text {lum }}(T)$ curve was studied for porous silicon irradiated under various conditions. In the case of samples with nonmonotonic temperature decay, the effect of the exciting irradiation intensity on the position of the point of sign reversal in the $I_{\mathrm{lum}}(T)$ curve was also investigated. It was confirmed that, with a rise in the excitation density, the point of reversal is shifted to higher temperatures. UV preirradiation of the samples with a nonmonotonic function $I_{\text {lum }}(T)$ makes it monotonically decreasing. For type-2 samples, which initially show a monotonically decreasing $I_{\mathrm{lum}}(T)$ curve, UV preirradiation changes the spectrum and accelerates temperature quenching of the red-orange band. The variation of the pulsed PA-response amplitude with the UV-irradiation dose was investigated. The analytical dependence deduced is explained in terms of cleaning the developed porous silicon surface from foreign inclusions
covering the silicon fibers. The energy diagram that helps in explaining the behavior of $I_{\text {lum }}(T)$ for porous silicon samples obtained under different conditions is suggested. The shape of the $I_{\text {lum }}(T)$ curve can serve as a test whereby the contributions from dissimilar oscillators to the red-orange emission band can be separated.
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#### Abstract

A general method of calculating the energy deposition by fission fragments in nuclear-pumped lasers is presented. A specific case of a cylindrical cell is considered. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Direct conversion of nuclear energy into coherent light has been studied extensively in Russia and the United States [1-3]. The basic principle of nuclear pumping lies in producing the recombinating nonequilibrium plasma under bombardment of the gas by ions (fission fragments or light ions). These ions are the products of neutron-induced nuclear reactions either in the gas (internal pumping) or in a thin layer of the material (active layer) deposited onto a substrate inside a laser cell (external pumping). In practice, the use of fission fragments as bombarding ions is of particular interest.

The energy deposition by bombarding ions has a crucial role in forming optical and energy characteristics of the laser light. The methods for calculating the energy deposition were first devised within the framework of radiation chemistry [4-9] and then for nuclearlaser problems [10-14]. A complete solution to the problem was obtained for active layers of infinite plane geometry [8, 14]. For practical purposes [15], it is of interest to consider active layers of finite plane (rectangular) or cylindrical geometry. The Monte Carlo [9] and quadrature [12] methods were applied to cylindrical layers. However, reasonable results were obtained only for the integrated energy deposition, whereas the calculation of optical inhomogeneities requires knowledge of the spatial energy deposition distribution. For rectangular layers, the energy deposition was not calculated.

In this work, we proposed a general quadrature method for calculating the energy deposition $[16,17]$ in layers of arbitrary geometry for a nonuniform density of the media.

## PHYSICAL PRINCIPLES OF THE PROPOSED METHOD

As a rule, the energy deposition is calculated under the following assumptions [4-14]: (i) isotropic separation of ions forming in an active layer, (ii) rectilinear
ion trajectories, and (iii) instantaneous slowing down of ions. Let us suppose that the ion spectrum exhibits energy homogeneity. For fission fragments, this assumption ensures a sufficient calculation accuracy [5, 9]. The "moderation law"-the dependence of the ion energy $E$ on the distance $l$-plays the key role in calculations of the energy deposition. This dependence is usually described by the empirical formula [4-14]

$$
\begin{equation*}
E(l)=E_{0}(1-L)^{n}, \quad L=\sum_{i} \frac{l_{i}}{R_{i}}, \tag{1}
\end{equation*}
$$

where $E_{0}$ is the initial ion energy, $l_{i}$ are the ion path lengths in the sequentially crossed media, $R_{i}$ is the ion path in the $i$ th medium, and $n$ is the parameter of the moderation law.

Formula (1) can be generalized to the case of media exhibiting nonuniform densities. To determine its applicability limits, let us consider the stopping power $S(E)=-d E /(N d l)$, where $N$ is the concentration of atoms in the medium. According to the experimental data [18, 19], the stopping power for a wide variety of media can be represented in multiplicative form with fair accuracy; that is,

$$
\begin{equation*}
S \approx \zeta_{s(E)}, \tag{2}
\end{equation*}
$$

where the function $s(E)$ and the parameter $\zeta$ depend on the ion and the medium, respectively.

For a homogeneous medium, we can write

$$
\begin{gathered}
\eta\left(E_{0}\right)-\eta(E)=\zeta N l, \quad \eta(E)=\int_{0}^{E} \frac{d E^{\prime}}{s\left(E^{\prime}\right)}, \\
R(E)=\frac{\eta\left(E_{0}\right)}{\zeta N} .
\end{gathered}
$$

If an ion crosses several media of variable density
$N_{i}=N_{i}(l)$, then

$$
\begin{gather*}
\eta\left(E_{0}\right)-\eta(E)=\sum_{i} \zeta_{i} \int_{l_{i}} N_{i}(l) d l \\
\eta(E)=\eta\left(E_{0}\right)(1-L), \quad L=\sum_{i} L_{i}, \\
L_{i}=\frac{\zeta_{i} \bar{N}_{i}}{\eta\left(E_{0}\right)} \int \frac{N_{i}(l)}{\bar{N}_{i}} d l=\frac{1}{\bar{R}_{i}} \int_{l_{i}} \frac{\rho_{i}(l)}{\bar{\rho}_{i}} d l=\int_{l_{i}} \frac{d l}{R_{i}(l)}  \tag{3}\\
\bar{R}_{i}=R_{i}\left(\bar{\rho}_{i}\right), \quad R_{i}(l)=\bar{R}_{i} \frac{\bar{\rho}_{i}}{\rho_{i}(l)},
\end{gather*}
$$

where $\bar{N}_{i}$ is the mean concentration of atoms in the $i$ th medium and $\rho_{i}(l)$ and $\bar{\rho}_{i}$ are the local and mean densities of the $i$ th medium, respectively. The total ion energy loss $(E=0)$ corresponds to $L=1$. Thus, the moderation law for the case of several inhomogeneous media can be represented as follows:

$$
\begin{gather*}
E(l)=E_{0} u(L), \quad u(L)=E_{0}^{-1} \eta^{\#}\left[\eta\left(E_{0}\right)(1-L)\right],  \tag{4}\\
L \leq 1, \quad u(L=1)=0
\end{gather*}
$$

where $\eta^{\#}$ is the inverse function with respect to $\eta$, so that $\eta^{\#}[\eta(E)]=E$.

For the dependence $S(E)=\zeta_{i} E^{p}$ and a uniform density, we obtain formula (1), so that $n=1 /(1-p)$ and $R=E_{0}^{1-p}\left[(1-p) \zeta_{i} N\right]^{-1}$. The linear moderation law ( $n=1, p=0$, and $S=$ const) can be applied to the light ions in the vicinity of the maximum stopping power. The exponents $n<1(p<0)$ have meaning only in the Bethe-Bloch velocity range. There are two traditions in characterizing fission fragments. One of them ("the law of $3 / 2$ " at $n=3 / 2, p=1 / 3$ ) $[7,12,20]$ is based on the experimental energy dependence of the fission-fragment path [21]. The other tradition ("quadratic law" at $n=2, p=1 / 2$ ) $[4,9]$ is confirmed by measurements of the energy spectrum of the fragments radiated by uranium layers [5]. Note that the "path" in formula (1) is the parameter responsible for the exactness of the moderation law. The measurable fission-fragment path is primarily determined by the final stage of moderation at which the stopping power is minimum. Hence, the "law of $3 / 2$ " can be used to calculate the concentration of the moderated fragments. However, the energy deposition is predominantly determined by the initial stage of moderation at which the stopping power is maximum. Therefore, it is expedient to calculate the energy deposition according to the quadratic law, because it is more appropriate for "the initial part of the track" [4]. The parameters $p=1 / 2(n=2)$ agree well with both the moderation theory and the experiments with different ions [18, 19, 22].

## MATHEMATICAL FORMULATION OF THE METHOD

Let us consider a cell (Fig. 1) in which the active layer occupies the volume $V_{A}$ spatially bounded by the surfaces $s_{1}$ and $s_{2}$. The active layer is covered with a protective coating (a region between the surfaces $s_{0}$ and $s_{2}$ ). The irradiated volume of the gas $V_{0}$ is bounded by the surfaces $s_{0}$ and $s_{3}$ ( $s_{3}$ contains the opposite wall and the cross sections of the side slots). We assume that a neutron flux is uniform in the active layer (or at least within the ion path). The number of nuclear reactions $N^{*}\left(\mathbf{r}_{A}\right)$ per unit volume of the active layer per unit time is proportional to the layer density $\rho_{1}\left(\mathbf{r}_{A}\right)$; that is,

$$
\begin{equation*}
N^{*}\left(\mathbf{r}_{A}\right)=\bar{N}^{*} \frac{\rho_{1}\left(\mathbf{r}_{A}\right)}{\bar{\rho}_{1}} \tag{5}
\end{equation*}
$$

where $\bar{N}^{*}$ and $\bar{\rho}_{1}$ are the $N^{*}\left(\mathbf{r}_{A}\right)$ and $\rho_{1}\left(\mathbf{r}_{A}\right)$ values averaged over the layer (within the ion path).

Within the initial approximations, we now consider isotropic monoenergetic ion sources with the initial ion energy $E_{0}$. Assume that the distribution of these sources over the active layer is given by Eq. (5). Then, the energy flux density produced by these sources at an arbitrary point $C$ (Fig. 1) can be represented as

$$
\begin{gather*}
\Phi\left(\mathbf{r}_{C}\right)=\int_{V_{A}} \varphi_{A}\left(\mathbf{r}_{C}\right) E(l) d V_{A}  \tag{6}\\
\varphi_{A}\left(\mathbf{r}_{C}\right)=\frac{N^{*}\left(\mathbf{r}_{A}\right) \mathbf{l}}{4 \pi l^{2}} \frac{l=l_{A C}=l_{1}+l_{2}+l_{0}}{l}
\end{gather*}
$$

Subscripts 0,1 , and 2 refer to the gas, the active layer, and the coating, respectively. The integration is performed within the path. Let $d S_{A}$ be an element of the area of the surface $s_{A}$ passing through the active layer and $\vartheta_{A}$ be an angle between the normal $\mathbf{n}_{A}$ to this surface and the vector $\mathbf{l}$. Then, $d V_{A}=\left(\mathbf{n}_{A} \cdot d \mathbf{l}_{1}\right) d S_{A}=$ $\cos \vartheta_{A} d l_{1} d S_{A}$. Let $d S_{C}$ be an element of the area of the surface $s_{C}$ passing through the point $C$ and $\vartheta_{C}$ be an angle between the normal $\mathbf{n}_{C}$ to this surface and the


Fig. 1. A nuclear-pumped laser cell of arbitrary geometry.
vector l. The energy flux transferred by ions through the surface $s_{C}$ is given by

$$
\begin{gather*}
\Psi\left(s_{C}\right)=\int_{s_{C}}\left(\mathbf{n}_{C} \Phi\left(\mathbf{r}_{C}\right)\right) d S_{C} \\
=\iint_{s_{C} V_{A}} \frac{N^{*}\left(\mathbf{r}_{A}\right)}{4 \pi l^{3}} E(l)\left(\mathbf{n}_{C} \mathbf{l}\right)\left(\mathbf{n}_{A} d \mathbf{l}_{1}\right) d S_{A} d S_{C}  \tag{7}\\
=\iint_{s_{C} V_{A}} N^{*}\left(\mathbf{r}_{A}\right) E(l) \cos \vartheta_{A} d l_{1} d S_{A} \frac{d \Omega_{A}}{4 \pi} \\
=\int_{s_{C} V_{A}} \int^{*}\left(\mathbf{r}_{A}\right) E(l) \cos \vartheta_{C} d l_{1} d S_{C} \frac{d \Omega_{C}}{4 \pi}
\end{gather*}
$$

where $d \Omega_{A}=\cos \vartheta_{C} d S_{C} / l^{2}$ and $d \Omega_{C}=\cos \vartheta_{A} d S_{A} / l^{2}$ are the elements of the solid angle in the coordinate frames with the origins at points $A$ and $C$, respectively. Both variants of formula (7) are equivalent.

The specific energy deposition (power absorbed by a unit volume) can be written as

$$
\begin{equation*}
F\left(\mathbf{r}_{C}\right)=-\operatorname{div} \Phi\left(\mathbf{r}_{C}\right)=\int_{V_{A}} N^{*}\left(\mathbf{r}_{A}\right)\left(-\frac{d E(l)}{d l}\right) d l_{1} \frac{d \Omega_{C}}{4 \pi} \tag{8}
\end{equation*}
$$

Formulas (7) and (8) (reported earlier in [16]) are applicable for any layer geometry and any moderation law. The stopping power defined by Eq. (2) suggests the moderation law (4) and allows integration over the layer thickness. With allowance made for Eqs. (3) and (5), we obtain

$$
\begin{equation*}
N^{*}\left(\mathbf{r}_{A}\right) d l_{1}=\bar{N}^{*} \bar{R}_{1} d L_{1} . \tag{9}
\end{equation*}
$$

Substituting this expression into Eq. (8) gives

$$
\begin{gather*}
F\left(\mathbf{r}_{C}\right)=\bar{N}^{*} E_{0} \frac{\bar{R}_{1}}{\bar{R}_{0}} \frac{\rho_{0}\left(\mathbf{r}_{C}\right)}{\bar{\rho}_{0}} j\left(\mathbf{r}_{C}\right),  \tag{10}\\
j\left(\mathbf{r}_{C}\right)=w_{C}\left(s_{2}\right)-w_{C}\left(s_{1}\right), \\
w_{C}\left(s_{A}\right)=\int_{s_{A}} \hat{u}\left(L_{A C}\right) \frac{d \Omega_{C}}{4 \pi}, \quad L_{A C}=L_{0}+L_{1}+L_{2} \tag{11}
\end{gather*}
$$

Here, we introduced the extended function to take into account the ion path length $(L \leq 1)$; that is,

$$
\hat{f}(x)=\left\{\begin{array}{l}
f(x), \quad x \leq 1 \\
0, \quad x>1
\end{array}\right.
$$

A similar formula for a uniform active layer and the moderation law (1) was given in [14] without derivation. The function $j\left(\mathbf{r}_{C}\right)$ contains all information regarding the active layer and the moderation law. This func-
tion reaches a maximum value (unity) in a hollow cavity surrounded by a thick (the thickness is greater than the ion path) active layer.

By substituting Eq. (9) into Eq. (7), we obtain the following expressions for the integrated energy deposition:

$$
\begin{gather*}
\Psi\left(s_{C}\right)=\bar{N}^{*} E_{0} \bar{R}_{1}\left[S_{2} W\left(s_{2}, s_{C}\right)-S_{1} W\left(s_{1}, s_{C}\right)\right]  \tag{12}\\
W\left(s_{A}, s_{C}\right)=\iint_{s_{C} s_{A}} \hat{U}\left(L_{A C}\right) \cos \vartheta_{A} \frac{d S_{A}}{S_{A}} \frac{d \Omega_{A}}{4 \pi} \\
=\iint_{s_{A} s_{C}} \hat{U}\left(L_{A C}\right) \cos \vartheta_{C} \frac{d S_{C}}{S_{A}} \frac{d \Omega_{C}}{4 \pi}  \tag{13}\\
U(L)=\int_{L}^{1} u\left(L^{\prime}\right) d L^{\prime}
\end{gather*}
$$

The variable $L_{A C}$ changes in such a way that the point $A(C)$ is fixed when integrating over $d \Omega_{A}\left(d \Omega_{C}\right)$ and the point $C(A)$ runs over the surface $s_{C}\left(s_{A}\right)$. The function $U(L)$ represents a portion of the energy transferred from a thick (the thickness is greater than the path) active layer by the distance $L$. For the moderation law (1), we have $U(L)=(1-L)^{n+1} /(n+1)$. In order to characterize the layer as a whole, we can use the coefficient $\varepsilon$ [9] equal to the ratio of the total power absorbed in the gas $Q_{0}$ to the power released in the bulk of the layer $Q_{1}=\bar{N}^{*} E_{0} V_{A}$. The active layer can be considered thin if its thickness $d_{1}$ is less than the longitudinal dimensions by several orders of magnitude. In this case, $S_{0}=S_{1}=S_{2}$ and $V_{A}=S_{1} d_{1}$. Then,

$$
\begin{gather*}
Q_{0}=\Psi\left(s_{0}\right)-\Psi\left(s_{3}\right)=\bar{N}^{*} E_{0} \bar{R}_{1} S_{1} J\left(s_{0}, s_{3}\right) \\
J\left(s_{0}, s_{3}\right)=W\left(s_{2}, s_{0}\right)-W\left(s_{1}, s_{0}\right)  \tag{14}\\
-W\left(s_{2}, s_{3}\right)+W\left(s_{1}, s_{3}\right) \\
\varepsilon=\frac{Q_{0}}{Q_{1}}=\frac{\bar{R}_{1} S_{1}}{V_{A}} J\left(s_{0}, s_{3}\right)=\frac{1}{D_{1}} J\left(s_{0}, s_{3}\right)  \tag{15}\\
D_{1}=\frac{d_{1}}{\bar{R}_{1}}
\end{gather*}
$$

Let us now assume that the surface of the energy inflow $s_{0}$ coincides with the surface of the energy outflow $s_{3}$ (as is the case in cylindrical active layers). Then, the separation of the inner surface of the laser cell into $s_{0}$ and $s_{3}$ means that $\Psi\left(s_{0}\right)$ and $\Psi\left(s_{3}\right)$ take into account the inflowing and outflowing energies, respectively. In a similar way, we calculate the energy deposition upon internal pumping when the gas contains a source of ions: $\mathrm{He}^{3}$ [10] or $\mathrm{UF}^{6}$ [11] (in the former case, the attenuation of the neutron flux should be taken into account). We also write expressions analogous to

Eqs. (5) and (9); that is, $N^{*}(\mathbf{r})=\bar{N}^{*} \rho_{0}(\mathbf{r}) / \bar{\rho}_{0}$ and $N^{*}(\mathbf{r}) d l_{1}=\bar{N} * \bar{R}_{0} d L_{0}$. The specific energy deposition (8) is given by

$$
F\left(\mathbf{r}_{C}\right)=\bar{N}^{*} E_{0} \frac{\rho_{0}\left(\mathbf{r}_{C}\right)}{\bar{\rho}_{0}} j\left(\mathbf{r}_{C}\right), \quad j\left(\mathbf{r}_{C}\right)=1-w_{C}\left(s_{0}\right)
$$

instead of Eqs. (10) and (11).
The function $w_{C}\left(s_{0}\right)$ is defined by Eq. (11), where $L_{A C}=L_{0}$ and the integration is performed over a closed surface $s_{0}$ bounding the gas volume. The absorbed power is given by $Q_{0}=Q_{1}-\Psi\left(s_{0}\right)$, where $Q_{1}=\bar{N}^{*} E_{0} V_{0}$ is the power released in the gas volume $V_{0}$ and $\Psi\left(s_{0}\right)$ is the energy carried away from the cell. From Eq. (7), we obtain expressions similar to Eqs. (12)-(15); that is,

$$
\begin{aligned}
& \Psi\left(s_{0}\right)=\bar{N}^{*} E_{0} \bar{R}_{0} S_{0}\left[W\left(s_{0}, s_{0}\right)-W\left(s_{0}, s_{3}\right)\right] \\
& \varepsilon=\frac{Q_{0}}{Q_{1}}=1-\frac{\bar{R}_{0} S_{0}}{V_{0}}\left[W\left(s_{0}, s_{0}\right)-W\left(s_{0}, s_{3}\right)\right] \\
& W\left(s_{0}, s_{0}\right)=\iint_{s_{C} s_{A}} U(0) \cos \vartheta_{A} \frac{d S_{A}}{S_{A}} \frac{d \Omega_{A}}{4 \pi} \\
& =U_{0} \int_{s_{C}} \cos \vartheta_{A} \frac{d \Omega_{A}}{4 \pi}=\frac{U_{0}}{4}, \quad U_{0}=U(0)
\end{aligned}
$$

For both internal and external pumping, the energy deposition is expressed via the same auxiliary functions $w_{C}\left(s_{A}\right)$ and $W\left(s_{A}, s_{C}\right)$, which are of crucial importance.

## A CELL OF INFINITE PLANE GEOMETRY

For a cell of infinite plane geometry when all the media exhibit plane-laminated density distributions depending only on the transverse coordinate $y, d \Omega_{C}=$ $d \Omega_{A}=2 \pi \sin \vartheta d \vartheta, L_{A C}=D_{A C} / \cos \vartheta$, and $\vartheta=\vartheta_{A}=\vartheta_{C}$ (angle between the vector $\mathbf{l}$ and the $y$ axis). Then, functions (11) and (13) for the specific and integrated energy depositions have the form

$$
\begin{gather*}
w_{C}\left(s_{A}\right)=\frac{1}{2} \int_{D_{A C}}^{1} \hat{u}\left(\frac{D_{A C}}{\cos \vartheta}\right) d(\cos \vartheta)  \tag{16}\\
=\frac{D_{A C}}{2} \int_{D_{A C}}^{1} \hat{u}(L) \frac{d L}{L^{2}}, \quad w\left(D_{A C}=0\right)=\frac{1}{2} \\
W\left(s_{A}, s_{C}\right)=\frac{1}{2} \int_{D_{A C}}^{1} \hat{U}\left(\frac{D_{A C}}{\cos \vartheta}\right) \cos \vartheta d(\cos \vartheta) \\
=\frac{D_{A C}^{2}}{2} \int_{D_{A C}}^{1} \hat{U}(L) \frac{d L}{L^{3}}=\frac{\hat{U}\left(D_{A C}\right)}{4}-\frac{D_{A C}}{2} \hat{w}\left(D_{A C}\right), \tag{17}
\end{gather*}
$$

$$
W\left(D_{A C}=0\right)=\frac{U(0)}{4}
$$

For details of the infinite plane geometry of homogeneous media, see [4-9, 13] and especially [8], in which the integrated and specific energy depositions are represented in the quadratures consistent with Eqs. (16) and (17). The integral $\psi_{k}(a, b)$ taken from [8] is related to Eq. (16) by the expressions $w(D)=$ $(1 / 2) D \psi_{k}(1, D), k=1 / n-1$, where $n$ is the parameter of the moderation law (1). The extension to the case of an inhomogeneous gas was performed in [14].

## A CELL OF LONGITUDINALLY UNIFORM GEOMETRY

Let us consider a cell of longitudinally uniform geometry (Fig. 2). The active layer is applied on the surface of the plates with a length much larger than $R_{0}$. The plates are either plane or bent around the optical $z$ axis so that the cross section of the cell is uniform along the $z$ axis. Such a configuration of the cell allows free passage of the laser beam and is generally accepted [16]. The density distribution of media is assumed to be longitudinally uniform.

Now, we consider a coordinate frame $(\lambda, \varphi, \theta)_{C}$ with the origin at point $C$ (Fig. 2). The $\lambda$ axis is directed along the projection of vector $l$ onto the cross section of the cell, $\varphi$ is the angle between the $\lambda$ axis and the normal $\mathbf{n}_{C}$ to the surface $s_{C}$ (the normal belongs to the same cross section), and $\theta$ is the angle between the $\lambda$ axis and vector $\mathbf{l}$. A similar coordinate frame is constructed at point $A$, so that $\theta_{A}=\theta_{C}, \cos \vartheta_{C}=\cos \theta \cos \varphi_{C}, \cos \vartheta_{A}=$ $\cos \theta \cos \varphi_{A}, d \Omega_{C}=\cos \theta d \theta d \varphi_{C}$, and $d \Omega_{A}=\cos \theta d \theta d \varphi_{A}$.


Fig. 2. A nuclear-pumped laser cell of longitudinally uniform geometry.

Then,

$$
\begin{gather*}
L_{i}=\frac{\Lambda_{i}}{\cos \theta}, \quad \Lambda_{i}=\frac{1}{\bar{\rho}_{i} \bar{R}_{i}} \int_{\lambda_{i}} \rho_{i}(\lambda, \varphi) d \lambda  \tag{18}\\
\lambda_{i}=l_{i} \cos \theta
\end{gather*}
$$

and the energy deposition functions (11) and (13) have the form [16]

$$
\begin{gather*}
w_{C}\left(s_{A}\right)=\frac{1}{2 \pi} \int_{\varphi} \hat{v}\left(\Lambda_{A C}\right) d \varphi_{C} \\
v(\Lambda)=\int_{0}^{\arccos \Lambda} \hat{u}\left(\frac{\Lambda}{\cos \theta}\right) \cos \theta d \theta  \tag{19}\\
W\left(s_{A}, s_{C}\right)=\frac{1}{2 \pi \sigma_{A}} \iint_{\sigma \varphi} \hat{V}\left(\Lambda_{A C}\right) \cos \varphi d \varphi d \sigma  \tag{20}\\
V(\Lambda)=\int_{0}^{\arccos \Lambda} \hat{U}\left(\frac{\Lambda}{\cos \theta}\right) \cos ^{2} \theta d \theta
\end{gather*}
$$

Here, for the near $\left(s_{2}\right)$ and far $\left(s_{1}\right)$ surfaces of the active layer, we have $\Lambda_{A C}=\Lambda_{0}+\Lambda_{2}$ and $\left(s_{1}\right)-\Lambda_{A C}=\Lambda_{0}+\Lambda_{1}+$ $\Lambda_{2}$, respectively. The integration over $d S_{C}\left(d S_{A}\right)$ implies the change in the variable $\sigma$ along the cross section of the surface $s_{C}\left(s_{A}\right)$. The quantity $\sigma_{A}$ represents the length of the active layer in the cross section of the surface $s_{A}$ (measured along the arc $\sigma$ ). The functions $v(\Lambda)$ and $V(\Lambda)$ are independent of the cross section and the density profile. In particular, for the linear moderation


Fig. 3. A nuclear-pumped laser cell of cylindrical geometry.
law $u(L)=1-L$, we obtain

$$
v(\Lambda)=\sqrt{1-\Lambda^{2}}-\Lambda \arccos \Lambda
$$

$$
V(\Lambda)=\frac{1}{4}\left[\left(1+2 \Lambda^{2}\right) \arccos \Lambda-3 \Lambda \sqrt{1-\Lambda^{2}}\right] .
$$

For the quadratic moderation law $u(L)=(1-L)^{2}$, we have

$$
\begin{gather*}
v(L)=\sqrt{1-\Lambda^{2}}  \tag{21}\\
-2 \Lambda \arccos \Lambda+\Lambda^{2} \operatorname{Arth}\left(\sqrt{1-\Lambda^{2}}\right)
\end{gather*}
$$

$$
\begin{align*}
V(\Lambda)= & \frac{1}{6}\left[\left(1+6 \Lambda^{2}\right) \arccos \Lambda-5 \Lambda \sqrt{1-\Lambda^{2}}\right.  \tag{22}\\
& \left.-2 \Lambda^{3} \operatorname{Arth}\left(\sqrt{1-\Lambda^{2}}\right)\right]
\end{align*}
$$

## A CYLINDRICAL CELL

Let us consider a cylindrical layer bounded by the coaxial cylindrical surfaces of radii $r_{1}$ and $r_{2}$ (Fig. 3). The thickness of the layer is $d_{1}=r_{1}-r_{2} \ll r_{2}$. The gas is bounded by the cylindrical surface of radius $r_{0}$. Such a configuration represents a particular case of the longitudinally uniform geometry. To calculate specific energy deposition, we can use formulas (10), (19), and (21) and the quantities $\Lambda_{i}$ determined by expressions (18). For homogeneous media, we can write

$$
\begin{gathered}
\Lambda_{1}=\frac{\sqrt{r_{1}^{2}-r_{C}^{2} \sin ^{2} \varphi}-\sqrt{r_{2}^{2}-r_{C}^{2} \sin ^{2} \varphi}}{R_{1}} \\
\Lambda_{2}=\frac{\sqrt{r_{2}^{2}-r_{C}^{2} \sin ^{2} \varphi}-\sqrt{r_{0}^{2}-r_{C}^{2} \sin ^{2} \varphi}}{R_{2}} \\
\Lambda_{0}=\frac{D_{0}}{2}\left(\sqrt{1-\Delta_{C}^{2} \sin ^{2} \varphi}-\Delta_{C} \cos \varphi\right) \\
D_{0}=\frac{2 r_{0}}{R_{0}}, \quad \Delta_{C}=\frac{r_{C}}{r_{0}}
\end{gathered}
$$

Here, $\varphi \equiv \varphi_{C}$. For $\pi / 2<|\varphi| \leq \pi$, it is more convenient to use the angle $\psi=\pi-\varphi, \cos \psi=-\cos \varphi$. We restrict our consideration to uncoated layers, so that $r_{2}=r_{0}$ and $\Lambda_{2}=0$. In this case,

$$
\begin{gathered}
\Lambda_{1}=2 D_{1} \frac{1+c / 2}{Z} \\
Z=\sqrt{(1+c)^{2}-\Delta_{C}^{2} \sin ^{2} \varphi}+\sqrt{1-\Delta_{C}^{2} \sin ^{2} \varphi} \\
D_{1}=\frac{d_{1}}{R_{1}}, \quad c=\frac{d_{1}}{r_{0}}
\end{gathered}
$$

The function $j\left(\Delta_{C}\right)$ is determined by three parameters $D_{0}, D_{1}$, and $c \ll 1$. In practice, $c \sim 10^{-4}$, and, there-
fore, we can neglect the dependence on this parameter because of its smallness. Then,

$$
\begin{equation*}
\Lambda_{1} \approx D_{1}\left(1-\Delta_{C}^{2} \sin ^{2} \varphi\right)^{-1 / 2} \tag{23}
\end{equation*}
$$

Specifically, at the axis ( $\Delta_{C}=0$ ), $\Lambda_{1}=D_{1}$ and $\Lambda_{0}=$ $D_{0} / 2$; at the wall $\left(\Delta_{C}=1\right), \Lambda_{1} \approx D_{1} /|\cos \varphi|$ (as in the case of the infinite plane geometry); and $\Lambda_{0}=0$ at $|\varphi| \leq \pi / 2$ and $\Lambda_{0}=D_{0} \cos \psi$ at $\pi / 2<|\varphi| \leq \pi$. For the quadratic moderation law and $D_{0}=1$, the energy deposition at the wall is $j\left(\Delta_{C}=1\right)=(2.5+G) / \pi-1 / 2 \approx 0.587$, where $G=0.916 \ldots$ is the Catalan constant.

The integrated energy deposition is determined from formulas (12), (20), and (22). Similarly to Eq. (14), the power absorbed in the bulk of the gas bounded by the cylindrical surface $s_{C}$ of radius $r_{C}$ (coaxial to the active layer) is given by

$$
\begin{gather*}
Q_{C}=\bar{N}^{*} E_{0} \bar{R}_{1} S_{1} J\left(r_{C}\right), \\
J\left(r_{C}\right)=W\left(s_{2}, s_{C}\right)-W\left(s_{1}, s_{C}\right) \\
-W\left(s_{2}, s_{C}^{\prime}\right)+W\left(s_{1}, s_{C}^{\prime}\right),  \tag{24}\\
W\left(s_{A}, s_{C}\right)=W\left(r_{A}, r_{C}\right)=\int_{0}^{\pi / 2} \hat{V}\left(\lambda_{A C}\right) \cos \varphi_{A} \frac{d \varphi_{A}}{\pi} .
\end{gather*}
$$

Here, we used a coordinate frame centered at point $A$, for which we can write (Fig. 3)

$$
\begin{gathered}
\Lambda_{1}=\frac{r_{1} \cos \varphi_{A}-\sqrt{r_{2}^{2}-r_{1}^{2} \sin ^{2} \varphi_{A}}}{R_{1}}, \\
\Lambda_{2}=\frac{\sqrt{r_{2}^{2}-r_{A}^{2} \sin ^{2} \varphi_{A}}-\sqrt{r_{0}^{2}-r_{A}^{2} \sin ^{2} \varphi_{A}}}{R_{2}}, \\
\Lambda_{0}=\frac{\sqrt{r_{0}^{2}-r_{A}^{2} \sin ^{2} \varphi_{A}} \mp \sqrt{r_{C}^{2}-r_{A}^{2} \sin ^{2} \varphi_{A}}}{R_{0}} .
\end{gathered}
$$

Here, $r_{A}=r_{1}\left(r_{2}\right)$ at the surface $s_{1}\left(s_{2}\right)$; the minus and plus signs in the expression for $\Lambda_{0}$ correspond to the functions $W\left(s_{i}, s_{C}\right)$ and $W\left(s_{i}, s_{C}^{\prime}\right)$ that characterize the inward and outward energy flows, respectively. To determine the efficiency $\varepsilon$, we assume that $r_{C}=r_{0}$. Then, similarly to Eqs. (15), we obtain

$$
\begin{equation*}
\varepsilon=\frac{J\left(r_{0}\right)}{D_{1}} \tag{25}
\end{equation*}
$$

$J\left(r_{0}\right)=W\left(r_{2}, r_{0}\right)-W\left(r_{1}, r_{0}\right)-W\left(r_{2}, r_{0}^{\prime}\right)+W\left(r_{1}, r_{0}^{\prime}\right)$.
Here, for uncoated layers ( $r_{2}=r_{0}$ ), we have $\Lambda_{0}=$ $D_{0} \cos \varphi_{A}$ and $\Lambda_{1} \approx D_{1} / \cos \varphi_{A}$ similarly to relationship (23). For the quadratic moderation law, $W\left(r_{0}, r_{0}\right)=1 / 12$. If $D_{1} \geq 1$ and $D_{0}=1$, we obtain $J\left(r_{0}\right)=(77+18 G) /(72 \pi)-$ $1 / 3 \approx 0.07997$, where $G$ is the Catalan constant.

Let us compare the proposed method with the currently available techniques. Kazazyan et al. [9] were the first to calculate the efficiency of the cylindrical active layers by the Monte Carlo method. These authors used the quadratic moderation law in the calculations. Their data (taken from the plots in [9]) and the results of our calculations by formulas (24) and (25) are presented in the table. The insignificant discrepancies between our results and the data obtained in [9] are within the accuracy of digitizing the graphical data from [9].

In [9], the authors made the first attempt to calculate the distribution of the energy deposition from a cylindrical layer with respect to the radius by dividing the gas volume into cylindrical layers and calculating the integrated energy deposition for each layer by the same method. However, one can hardly obtain a continuous profile of the energy deposition (which is necessary for calculating the optical inhomogeneities) from these histograms.

Chung and Prelas [12] applied the quadrature method to calculate the energy deposition for cylindrical layers. They calculated the energy flux density and then approximated it by a polynomial of the sixth order. The specific energy deposition was determined by differentiating this polynomial. However, the high accuracy of the approximation does not ensure acceptable accuracy of the derivative of the approximated function. Note that the energy flux density was calculated in [12] by using the triple quadrature, even though the problem can be reduced to the double quadrature [see the transformation of Eqs. (7) and (8) into Eqs. (10)(13) with the use of Eq. (9)].

Figure 4 compares the results obtained in [12] for a cell with $\mathrm{CO}_{2}$ irradiated by an $\mathrm{UO}_{2}$ layer and the results of calculations by the proposed method using the parameters taken from [12]. Unfortunately, the numerical value of the uranium enrichment factor is not given in [12] (although this factor enters into formulas used in [12]). In our calculations, its value is taken equal to


Fig. 4. Specific energy deposition in a cylindrical cell at a unit neutron flux density: (solid lines) calculations by Eqs. (10), (19), and (21); (dashed lines) the data taken from [12]; (squares) heavy fragments $\left(D_{1}=0.35, D_{0}=1.3\right)$; and (rhombs) light fragments $\left(D_{1}=0.25, D_{0}=1.0\right)$.

Efficiency $\varepsilon$ (in \%) for uncoated cylindrical layers

| $D_{0}$ | $D_{1}=0.3$ |  | $D_{1}=0.5$ |  | $D_{1}=1.0$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Data taken <br> from [9] | Calculation by <br> Eqs. (24) and (25) | Data taken <br> from [9] | Calculation by <br> Eqs. (24) and (25) | Data taken <br> from [9] | Calculation by <br> Eqs. (24) and (25) |
| 0.1 | 5.36 | 5.34 | 4.14 | 4.03 | 2.14 | 2.20 |
| 0.2 | 10.0 | 9.64 | 7.29 | 7.20 | 3.61 | 3.88 |
| 0.3 | 13.4 | 13.06 | 10.0 | 9.66 | 5.00 | 5.15 |
| 0.4 | 15.7 | 15.75 | 11.4 | 11.51 | 6.21 | 6.09 |
| 0.5 | 17.5 | 17.80 | 12.9 | 12.87 | 6.60 | 6.76 |
| 0.6 | 19.3 | 19.30 | 13.9 | 13.81 | 7.14 | 7.24 |
| 0.7 | 20.0 | 20.36 | 14.3 | 14.46 | 7.60 | 7.56 |
| 0.8 | 21.0 | 21.07 | 14.8 | 14.88 | 7.86 | 7.77 |
| 0.9 | 21.5 | 21.52 | 15.1 | 15.15 | 7.93 | 7.91 |
| 1.0 | 22.0 | 21.82 | 15.5 | 15.33 | 8.00 | 8.00 |
| 1.2 | 22.5 | 22.18 | 15.7 | 15.55 | 8.07 | 8.11 |
| 1.4 | 22.8 | 22.39 | 15.8 | 15.68 | 8.14 | 8.17 |
| 1.6 | 22.9 | 22.52 | 16.0 | 15.75 | 8.14 | 8.21 |
| 1.8 | 22.9 | 22.61 | 16.1 | 15.81 | 8.21 | 8.24 |
| 2.0 | 22.9 | 22.68 | 16.1 | 15.85 | 8.21 | 8.25 |

$90 \%$. The calculations in [12] were performed with the moderation law (1) at $n=1.45$. However, this is not the main reason for the discrepancies in the results of the calculations. The use of the method proposed in [12] involves difficulties in calculating the energy deposition in the vicinity of the wall (the authors of [12] did not take into account sharp bending of the energy deposition profile) and near the axis (where the energy flux is small and differentiating with respect to radius can present problems). Note also that the derivative of the profile given in [12] is not equal to zero at the axis.

## CONCLUSION

We proposed a general quadrature method for calculating the energy deposition in nuclear-pumped lasers. This method can be used (in contrast with the existing techniques) for both external and internal pumping for any moderation law in inhomogeneous media. For a cell of longitudinally uniform geometry (the universally accepted laser configuration) and a uniform density of the media, the method makes it possible to express the specific and integrated energy depositions in the double and triple quadratures, respectively. In the case of the quadratic moderation law, these quadratures are reduced to the single and double ones, respectively. For a cylindrical cell, both integrated and specific energy depositions are reduced to the double quadratures (and to single quadratures for the quadratic moderation law). Earlier, the specific energy deposition for cylindrical geometry of the layer was calculated by
numerical differentiation of the energy flux density expressed in triple quadratures.
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#### Abstract

Consequences derived from the results of the theory of systems of parabolic equations were used in the analysis of the behavior of thermal switching waves and their propagation velocity in a cooled composite superconductor at different coverages by a nonconductive coating. The value of the minimum normal zone propagation current was also studied, taking into account the local nonlinearity of the specific resistance of the composite. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Evaluation of the velocity $v$ of a switching wave (NS-boundary) which breaks the superconducting properties of a current-carrying unit is the central problem of applied superconductivity [1]. This problem is of particular significance for composite superconductors (superconductors with a normal matrix) with a nonconducting coating. As shown in [2], the presence of even minor coverages can result in an essential change of the character of the thermal processes in a composite superconductor. When evaluating $v$ in [2], the electrical and physical parameters of the matrix were assumed to be temperature-independent and, therefore, the one-dimensional non-steady-state heat conductivity equation with a heat source $Q(T)$ and heat sink $W(T)$ could be made dimensionless and the problem was reduced to the known problem [3]. However, the general nonlinear heat transfer equation allows no global dimensionless complexes.

The present study is devoted to the evaluation of the range of propagation velocities of the thermal switching waves, taking into account local nonlinearity of the specific resistance $\rho_{0}(T)$ of the normal conductive matrix in the vicinity of the temperature of the transition of the superconducting core. In evaluating the velocities of the switching waves, the consequences deduced from fundamental results of the theory of wave propagation for the systems of parabolic equations were utilized [4]. According to [4], the character of the thermal waves (or the systems of waves) and of their propagation velocities can be qualitatively and quantitatively analyzed if a source-sink function $F=$ $Q-W$ is specified. The qualitative agreement of the results with those obtained for the case $\rho_{0}(T) \equiv \operatorname{const}$ [2] clearly demonstrates the validity of the approach used.

Consider an infinite cooled superconductor in a normally conducting matrix, whose surface is covered with a nonconductive coat. Suppose that the boundary
surfaces of the sample are planar and the contact heat resistance between the coating and the composite is zero $[2,3]$. Then, the temperature variation in the longitudinal direction can be described by an equation in dimensionless variables [2]:

$$
\begin{gather*}
\left(1+c \frac{\Delta_{i}}{\Delta_{k}}\right) \frac{\partial \Theta}{\partial \tau} \\
=\left(1+\lambda \frac{\Delta_{i}}{\Delta_{k}}\right) \frac{\partial^{2} \Theta}{\partial x^{2}}-\frac{\Theta}{\alpha+\beta}+i^{2} r(\Theta), \tag{1}
\end{gather*}
$$

where $c=c_{i} / c_{k}, \lambda=\lambda_{i} / \lambda_{k}, \Delta_{i, k}=d_{i, k} / L_{k}, \alpha=$ $I_{c}^{2} \rho_{0} / h p S\left(T_{c b}-T_{0}\right), \beta=\Delta_{i} \Delta_{k} / \lambda$, and $I_{c}$ and $T_{c b}$ are the critical parameters of the superconductor [2]; $\rho_{0}$ is the specific resistance of the normally conducting matrix; $h$ is the heat dissipation coefficient; $p$ is the perimeter cooled; $S$ is the cross-sectional area; $i=I / I_{c}$ ( $I$ is the transport current); $c_{k}, c_{i}$ are the heat capacities of the composite and the coating; $\lambda_{k}, \lambda_{i}$ are the heat conductivity coefficients; and $d_{k}, d_{i}$ are transversal dimensions of the composite and the coating.

Further,

$$
\Theta=\left(T-T_{0}\right) /\left(T_{c b}-T_{0}\right),
$$

where $T_{0}$ is the reservoir temperature, $\tau=\lambda_{k} t /\left(c_{k} L_{k}^{2}\right)$, $t$ is time, $x=s / L_{k}$, and $L_{k}=\left[\lambda_{k} S^{2}\left(T_{c b}-T_{0}\right) / I_{c}^{3} \rho_{0}\right]^{1 / 2}$.

For the function $r(\Theta)$, we adopt the conventional model of stepwise heat release [1-3]

$$
r(\Theta)=\left\{\begin{array}{cc}
1, & \Theta>1  \tag{2}\\
(\Theta-1+i) / i, & 1-i \leq \Theta \leq 1 \\
0, & \Theta<1-i
\end{array}\right\} .
$$

## DETERMINATION OF $N$-ZONE PROPAGATION <br> VELOCITIES AT CONSTANT SPECIFIC RESISTANCE OF THE MATRIX <br> USING THE STEPWISE HEAT RELEASE MODEL

Let us denote

$$
\begin{equation*}
F(\Theta, \alpha, \beta, i)=-\frac{\Theta}{\alpha+\beta}+i^{2} r(\Theta) \tag{3}
\end{equation*}
$$

and determine zeros of this function, since it is known [4] that, according to the character of the considered wave systems and the behavior of the solutions at infinite time, all sources $F(\Theta, \cdot)$ can be grouped into three types depending on the behavior of the function $F(\Theta)$ in the vicinity of zeros $F(\Theta)=0$. The roots of this equation represent steady states (stable and unstable) of the dynamic system. Thus, a new feature here is the dependence of steady states (points) not only on the current density $i$ (in the fixed current regime), but also on additional parameters $\alpha$ and $\beta$ (see definition). This certainly makes the dynamics of the system more diverse. Using Eq. (2) and the definition for $F(\Theta)$, it is not difficult to identify the following steady states: the point $\Theta_{1}=0$ is a steady state at $0<\Theta<1-i$, at $1-i<\Theta \leq 1$, we have

$$
\Theta_{2}=(\alpha i-1) /(\alpha i(1-i)) .
$$

In particular, at $\alpha \gg 1$ and/or $i \gg 1, \Theta_{2}=(1-i)^{-1}$. So, at $i \longrightarrow+0$ due to inequality $\Theta<1-i$, the composite switches to the superconducting state $r(\Theta) \equiv 0$ [1]; at $\Theta>1$, we obtain

$$
\theta_{3}=(\alpha+\beta) i^{2},
$$

particularly, $\Theta_{3}=\alpha i^{2}$ at $\alpha \gg \beta$, which agrees with the known result [1] for the uncoated superconductors.

Consider the case when the function $F(\Theta)$ at some values of the parameters $\alpha, \beta$, and $i$ takes the form shown in Fig. 1. It is obvious that $F(\Theta)<0$ at $\Theta \in(0, a)$ and $F(\Theta)>0$ at $\Theta \in(0,1)$, where

$$
a=\frac{1-i}{1-[i(\alpha+\beta)]},
$$

and hence, in the presence of the parameters, the tran-


Fig. 1. Kolmogorov's graphical solution (1937), in which evolution of the temperature profile (in the normal phase) tends to a simple wave at infinite time.
sition point of the superconductor to the $N$-state is formally shifted towards higher temperatures.

For the sources in Fig. 1, the considered problem has a unique solution, which is a wave propagating with a velocity $v>0$, if the inequality

$$
\int_{\Theta}^{1} F(\Theta) d \Theta>0
$$

holds [3] for all $\Theta \in(0,1)$. Simple calculation shows that this is possible if

$$
\Theta>\frac{2(i-1)}{1-[(\alpha+\beta) i]}=\Theta^{*}
$$

i.e., at $i>1$, a traveling wave characterizing the $N$-zone propagation appears, which is an obvious occurrence.

In the range $\left(\Theta^{*}, 1\right)$, the function $F$ has the form shown in Fig. 2 and meets the following conditions:

$$
\begin{gathered}
F(0)=F(1), \\
F^{\prime}(0)>0 \quad \text { at } \quad 0<u<1, \\
F^{\prime}(0)=\kappa>0, \\
F^{\prime}(u)<\kappa \quad \text { at } \quad 0<u \leq 1,
\end{gathered}
$$

where $u \longrightarrow\left(\Theta-\Theta^{*}\right)\left(1-\Theta^{*}\right)$; i.e., we normalized the temperature range (by substituting $\Theta \longrightarrow \Theta-\Theta^{*}$ to shift the left boundary to zero and stretch the range by a factor $1-\Theta^{*}$ ).

In such a temperature range, a unique normal zone propagation velocity exists [3]:

$$
\lambda_{0}=2 \sqrt{\frac{k \kappa}{C^{2}}}
$$

where $C$ denotes the general coefficient in Eq. (1).
To simplify the mathematics, we suppose that the following inequalities are satisfied:

$$
c \frac{\Delta_{i}}{\Delta_{k}} \ll 1 \quad \text { and } \quad \lambda \frac{\Delta_{i}}{\Delta_{k}} \ll 1 ;
$$

i.e., the influence of the coating on the temperature field is assumed to be negligible. In particular, at a minimum current of the normal zone propagation $i_{p}$, the velocity is equal to zero $[1,3]$ and the inequality $[1,4]$

$$
2 \sqrt{F^{\prime}(0, \alpha, \beta, i)} \leq v \ll 1 .
$$

at currents far in excess of $i_{p}$ can be interpreted as a necessary, but not a sufficient, condition for the superconductivity break-up. Let us write this inequality in the form

$$
-(\alpha+\beta)^{-1}+i \ll 1
$$

and, assuming the right side to be equal to zero, determine the minimum current density for normal zone
propagation

$$
i_{p}=\frac{I_{c}^{2} \rho_{0}}{h_{p} S\left(T_{c b}-T_{0}\right)}+\frac{\Delta_{i} \Delta_{k}}{\lambda}
$$

This formula can be used for approximate calculations of the current densities $i>i_{p}$ at sufficiently large (and fixed) values of $\beta>0$. The general necessary condition has the form

$$
F^{\prime}(0, \alpha, \beta, 1) \ll 1
$$

In specific calculations, we can use a curve of allowed parameters for the superconductivity break-up

$$
F^{\prime}(0, \alpha, \beta, i)=0
$$

which in the most trivial case is reduced to the determination of the emergence of the normal phase due to heat release (see definition of $r(\Theta)$ ).

Returning to the general case, for $F(u)$, the point $\Theta=\Theta^{*}$ is stable, while the point $\Theta=1$ is unstable. Then, there should be a constant $v_{*}$ such that the $(0,1)$ wave exists only if $v>V_{*}$, where the quantity $V_{*}$ (minimum velocity) satisfies inequalities [3]

$$
\begin{gathered}
2 \sqrt{\kappa} \leq v_{*} \leq 2 \sqrt{\gamma} \\
\gamma=\sup \frac{F(u)}{u}, \quad 0<u<1
\end{gathered}
$$

where sup denotes an exact upper limit of the maximum value of the function in the specified range, whose maximum is in general not necessarily attained.

In particular, if the condition $F^{\prime}(u)<\kappa, 0<u<1$ is satisfied, we obtain $\kappa=\gamma$, which is a unique traveling wave propagating at a velocity of $2 \sqrt{F^{\prime}(0, \alpha, \beta, i)}$ (see the substitution above of the unknown functions). Note that this scenario occurs in the range $\left(\Theta^{*}, 1\right)$.

For the range $(0,1)$, following [3], we assume that $F(u) \leq 0$ at a sufficiently small $u$, which is in the vicinity of the point $i=1$ and $F(u) \geq 0$ at $u$ close enough to unity. If waves $\left(0, \Theta^{*}\right)$ and $\left[\Theta^{*}, 1\right](S$ and $N$ waves, respectively) are propagating at velocities $v_{s}<v_{n}$, then a [switching] wave $(0,1)$ exists that propagates with a velocity $v_{s}<v<v_{n}^{2}$.

In particular, for bistable superconductors (for which there is typically no $S$ wave, although it could be induced under a special heat removal regime), a unique velocity exists (at $t \longrightarrow \infty$ ) that coincides with the minimum velocity, while it is known that a multistable superconductor (for example, because of the coolant boiling crisis) can be found in one of three stable states with different temperatures $T_{1}<T_{3}<T_{5}$ (see, for example, [4]). Then, from the formal results of [3, 5], it immediately follows that in the temperature range $T_{2}<T<T_{4}$, the end points of which are unstable steady-state points while the point $T_{3}$ is stable, three switching waves exist: one in the range $T_{2}<T<T_{3}$,
which at $t \longrightarrow \infty$ transforms into a wave of constant amplitude [4]; and a wave in the range $T_{3}<T<T_{4}$, which (after some time has elapsed) acquires the temperature $T_{3}$, and the steady-state solution $T=T_{3}$ is stable (therefore, these waves collapse). A similar case has been considered in $[1,4]$, except that there is no filmlike boiling of the coolant at point $T=T_{5}$ [4] in our case. Thus, using the terminology of [4], there are two hot (normal) phases and, since the superconductor cools at $T=T_{3}$ in the bubble boiling regime [3], these phases naturally assume this temperature value at $t \longrightarrow \infty$.

Each of the hot phases moves with its own velocity $v_{N_{1}}<v_{N_{2}}$, where $v_{N}$ is the velocity of the normal wave in the multistable state [3]. In this case, according to the theorem in [3, theorem 3, p. 338], there exists a wave that propagates with a velocity of $v_{N_{1}}<v_{N}<v_{N_{2}}$ and is, in fact, a $\left(T_{2}, T_{4}\right)$-wave. Such a wave can exist only if $v>V_{*}$, where the quantity $V_{*}$ (minimum velocity of the $\left(T_{2}, T_{3}\right)$-wave) satisfies inequalities

$$
2 \sqrt{F^{\prime}\left(T_{2}\right)} \leq v_{*} \leq \sqrt{\gamma(T)}
$$

and the maximum value of the function $\gamma(T)$ (see above) is chosen in the range $T_{2}<T<T_{4}$. It will be shown below (in a rather rough approximation) that this maximum is attained at a point $\Theta=\Theta_{3}$. Hereafter, it will be assumed that the upper bound of the velocity is reached only in multistable conductors. All this, including the terminology, follows from the results obtained in [3, p. 338].

To simplify the mathematics we consider the particular case of $\Delta_{i} \ll 1$. Then, the minimum wave propagation velocity is

$$
v_{\min }=2 \sqrt{-\frac{1}{\alpha+\beta}+i}
$$

In particular, with dimensional variables it will be

$$
v_{\mathrm{dim}}=2 \frac{\lambda_{k}}{c_{l} L_{k}} \sqrt{-\frac{1}{\alpha+\beta}+i}
$$

By way of comparison, for $\Delta_{k}=1$ and $\Delta_{i} \sim 5 \times 10^{-2}$, and $\lambda=10^{-3}$, simple calculations show that $v \simeq 0.5$ (this is in exact correspondence with the plot presented in


Fig. 2. The steady-state points of the bistable system of a composite superconductor occurring as a result of thermal isolation of the normal matrix with strong temperature dependence $\rho_{n}(T)$. ( $S^{-}$is the region of enhanced heat removal.)
[2, Fig. 2] for $i=0.85$ ); for other parameters the comparison results are similar (here, calculations have been made for the dimensionless velocity). Also, at $\alpha \longrightarrow \infty$ an expected coincidence with the results of [2] is obtained, as well at the velocity values $0<v<1$ and in the range $10^{-1}<\Delta_{i}<10^{-3}$. Finally,

$$
\frac{F(\Theta)}{\Theta}=-\frac{1}{\alpha+\beta}+i+\left[\frac{i(i-1)}{\Theta}\right],
$$

with the maximum at a point $\Theta_{*}^{2}=\alpha i(i-1)$, which can be easily calculated:

$$
\begin{aligned}
& v_{\max }^{2}=2-\frac{1}{\alpha+\beta}+i-\frac{i(i-1)}{\Theta}_{\Theta=\Theta_{*}} \\
& \quad=2-\frac{1}{\alpha+\beta}+i-\frac{1}{\sqrt{\alpha}} \sqrt{i(i-1)} .
\end{aligned}
$$

So, a rough calculation shows that at $i \gtrdot 1$ (actually, $i>1$ is sufficient), the maximum is reached at a point $\Theta=\alpha i^{2}-\alpha i=\alpha i^{2}=\Theta^{3}$. Then,

$$
\begin{aligned}
V_{\max } & =2 \sqrt{-\frac{1}{\alpha+\beta}+i-\frac{i-1}{\alpha+\beta}} \\
& =2 \sqrt{i\left[1-(\alpha+\beta)^{-1}\right]} .
\end{aligned}
$$

It is easily seen that $\alpha+\beta>1$; so at $\beta=0$, we have $v_{\max }=0$ and the resistive state, in which the heat release does not break superconductivity, does not exist, which agrees with the result of [2, p. 13]:

$$
v_{\max }=2 \sqrt{-\frac{1}{\alpha+\beta}}+i+\frac{i-1}{\alpha i} \quad \text { at } \quad \Theta=\Theta_{*} .
$$

So, at $\alpha \longrightarrow \infty$, the maximum and minimum velocities coincide. Using the notations of [1], this formula can be written in the form

$$
\begin{equation*}
v_{\max }=2 \sqrt{-\frac{1}{\alpha_{e}}+i-\frac{i-1}{\alpha i}} \tag{4}
\end{equation*}
$$

It is to be recalled that in [2], the following relationship has been obtained:

$$
\begin{gather*}
V=\frac{\sqrt{1+\Lambda \Delta_{i} / \Delta_{k}}}{1+C \Delta_{i} / \Delta_{k}}\left[\frac{\alpha_{e} i^{2}+i-2}{\alpha_{e}\left(\alpha_{e} i^{2}-1\right)}\right.  \tag{5}\\
\left.+\sqrt{\frac{\alpha_{e}-1}{\alpha_{e}}}\left(2-2 \sqrt{\frac{1-i}{1-i_{s}}}-\frac{i-i_{s}}{1-i_{s}}\right)\right]
\end{gather*}
$$

where $\alpha_{e}=\alpha+\beta, i_{s}=\left(\sqrt{1+8 \alpha_{e}}-1\right) / 2 \alpha_{e}$.
So, at $\alpha_{e} \longrightarrow \infty$, the first terms of formulas (4) and (5) are close by an order of magnitude, the second term is of the same order as $(i)$, and the third is on the order of $(i-1)$. Therefore, a qualitative agreement of representations (4) and (5), respectively, can be assumed in an asymptotic limit; that is, for the parameters $\alpha$ and/or $\beta \gg 1$.

## $N$-ZONE PROPAGATION VELOCITY DETERMINATION

It should be noted that the above mentioned results are valid under an assumption that the specific resistance $\rho_{0}(\cdot)$ is constant. If this is not the case, then it is necessary to use the relationship

$$
\begin{gathered}
\rho(T)=\rho_{0}(T) \\
\times\left\{\begin{array}{cc}
1, & T>T_{c b}, \\
\left(T-T_{c}\right) /\left(T_{c b}-T_{c}\right), & T_{c} \leq T \leq T_{c b}, \\
0, & T<T_{c}=T_{c b}-\left(T_{c b}-T_{0}\right) I / I_{c},
\end{array}\right\}
\end{gathered}
$$

and, correspondingly, consider the equation

$$
C_{e} \frac{\partial T}{\partial t}=\lambda_{e} \frac{\partial^{2} T}{\partial x^{2}}-\frac{h_{e} p}{S}\left(T-T_{0}\right)+\frac{I^{2}}{S^{2}} \rho(T)
$$

the coefficients in which we determine below after [2]. Unfortunately, the general nonlinear equation does not allow the use of global dimensionless complexes. However, it can be made dimensionless in the same manner as the previous equation, in the vicinity of the each fixed point of the image

$$
f(T)=-\frac{h_{e} p}{S}\left(T-T_{0}\right)+\frac{I^{2}}{S^{2}} \rho(T)
$$

so that in the vicinity, fixed points in a system of dimensionless spatial-temporal variables will exist, which in the vicinity of the set is invariant with respect to the ( $T_{\text {fix }}$ )-zeros of the function $f(T)$.

Since the averaged $C_{e}$ values are constant [1], then without restricting the generality, we can assume $C_{e}=1$ without qualitatively affecting the results stated below, and make the substitution $\hat{T} \longrightarrow T+T_{0}$ (the upper angle will be omitted in what follows).

Let us begin with the case $h_{e} p / S \ll 1$, where it will suffice to have only the source $f(T)=\frac{I^{2}}{S^{2}} \rho(T)$. It is convenient to assume formally that $\rho_{0}\left(T_{c b}\right)=0$, so as not to introduce a new function $\rho(T)=\rho(T)-\rho_{0}\left(T_{c b}\right)$. This will make the result obtained accurate to within a constant. It is also evident (not formally) that $\rho\left(T_{c}\right)=0$. Then, the source $f(T)$ will obviously satisfy the following conditions:

$$
\begin{gathered}
f\left(T_{c}\right)=f\left(T_{c b}\right)=0 \\
f(T)>0 \quad \text { at } \quad T_{c}<T \ll T_{c b} \\
f^{\prime}\left(T_{c}\right)=\frac{I^{2}}{S^{2}} \rho^{\prime}\left(T_{c}\right)=\alpha>0
\end{gathered}
$$

Finally, assume that $f^{\prime}(T)<\alpha$ for all $T_{c} \leq T \leq T_{c b}$ and introduce the notation $T=T_{c}+\Theta\left(T_{c b}-T_{c}\right)$. Then, the
last constraint can be written in more detail in the form of the inequality

$$
\rho_{0}^{\prime}(T) \frac{T-T_{c}}{T_{c b}-T_{c}}+\frac{\rho_{0}(T)}{T_{c b}-T_{c}}<\alpha=\frac{I^{2}}{S^{2}} \rho_{0}^{\prime}\left(T_{c}\right)
$$

which up to a constant (this constant can be easily determined as the solution of the differential equation, i.e., as the largest of the possible constants evaluating the solution of the differential inequality) can be represented as

$$
\begin{aligned}
& \frac{d \rho(T(\Theta))}{d \Theta}=\frac{d \rho}{d T} \frac{d T}{d \Theta} \leq \frac{d T}{d \Theta} \frac{\rho(T)}{T-T_{c}} \\
& =\frac{T_{c b}-T_{c}}{T-T_{c}} \rho(T)=\frac{1}{\Theta} \rho(T(\Theta))
\end{aligned}
$$

Denoting $\rho(T(\Theta))=\tilde{\rho}(\Theta)$ and integrating the differential inequality

$$
\frac{d \tilde{\rho}}{\tilde{\rho}}<\frac{d \Theta}{\Theta}
$$

in a range from $\Theta_{c}$ to $\Theta$, where $\Theta_{c}$ is a dimensionless critical temperature, we obtain that the above requirement $f^{\prime}(T)<\alpha$ is merely a restriction on the growth rate of the function

$$
\tilde{\rho}_{0}(\Theta)<\frac{\tilde{\rho}_{0}\left(\Theta_{c}\right)}{\Theta_{c}} \Theta=\operatorname{const} \Theta
$$

i.e., the rate of growth with temperature of the nonlinear specific resistance of the matrix should be not higher than the linear.

Note that since (formally) $\Theta_{c}=0$ at $T=T_{c}$ (see above) and the function considered, $\rho_{0}(T)$, is not the same as the function $\rho(T)$ (see above representation for $\rho(T)$ ) possessing the property $\rho\left(T_{c}\right)=0$, in contrast to the quantity $\rho_{0}\left(T_{c}\right)$, which in general is not necessarily equal to zero, then the obtained inequality in the vicinity of the critical temperature appears to be fine. To evaluate the growth rate of the function $\rho_{0}\left(T_{c}\right)$, we need to calculate the limit

$$
\lim _{T \rightarrow T_{c}} \frac{\rho_{0}\left(T_{c}\right)}{T_{c}}
$$

which can exist only if $\rho_{0}\left(T_{c}\right) \longrightarrow 0$ at $T \longrightarrow T_{c}$. Then, if the conditions of applicability of the L'Hospital theorem are satisfied, this limit is equal to $\rho_{0}^{\prime}\left(T_{c}\right)$ and the estimation obtained above acquires a clear qualitative sense. Then, according to [3], the unique limiting velocity of the normal zone propagation is

$$
v_{p}=2 \sqrt{\lambda_{e}\left(I^{2} / S^{2}\right) \rho_{0}^{\prime}\left(T_{c}\right)}=2 \frac{I}{S} \sqrt{\lambda_{e} \rho_{0}^{\prime}\left(T_{c}\right)}
$$

Taking into account that $\lambda_{e}=\lambda_{k} d_{k} / d+\lambda_{i} d_{i} / d$, where $d=d_{k}+d_{i}$, and the quantities $C_{e}$ and $\rho_{e}$ are defined as in [1], we obtain a qualitative agreement with the plot
in [2] of the normal zone propagation velocity versus the coating thickness $\Delta_{i}$. However, the slope of the plots should be corrected by the factor $\rho_{0}\left(T_{c}\right)$ (compare with the results of [2]).

Thus, the $N$-zone propagation velocity decreases with the increase of the composite cross-sectional area $S$ and is the smaller variation of the resistance of the superconducting composite.

## HEAT RELEASE IN A COMPOSITE WITH A LOCALLY NONLINEAR SPECIFIC RESISTANCE NEAR THE CRITICAL TEMPERATURE

Finally, to account for the influence of the heat dissipation coefficient, it is necessary to carry out the procedure considered in the beginning. It is obvious that at $T<T_{c}$, because of $T>T_{0}$, the inequality $f(\Theta) \ll 0$ is satisfied at fairly small $T>0$. The function $f(T)$ for the chosen $\rho(T)$ by definition (see above) has three fixed points, which can be determined from the equations

$$
\begin{gathered}
-\frac{h_{e} p}{S}\left(T-T_{0}\right)+\frac{I^{2}}{S^{2}} \rho(t)=0 \quad \text { at } \quad T>T_{c b} \\
\frac{h_{e} p}{S}\left(T-T_{0}\right)=0 \quad \text { at } \quad T<T_{c b}
\end{gathered}
$$

these being the basic points. Lastly,
$-\frac{h_{e} p}{S}(T)+\frac{I^{2}}{S^{2}} \rho_{0}(T) \frac{T-T_{c}}{T_{c b}-T_{c}}=0 \quad$ at $\quad T_{c} \leq T \leq T_{c b}$.
This point determines the position of the normal zone front. Then, the minimum propagation velocity of the N -zone is

$$
v_{\min }=2 \sqrt{-\frac{h_{e} p}{S}+2 \frac{I^{2}}{S^{2}} \rho_{e}^{\prime}\left(T_{c}\right)}
$$

and the maximum velocity is

$$
\begin{gathered}
V_{\max }=2 \sqrt{\sup _{0<T<T_{3}} \frac{f(T)}{T}} \\
=2 \sqrt{\sup _{0<T<T_{3}}\left\{-\frac{h_{e} p}{S}+\frac{I^{2}}{S^{2}} \frac{\rho_{e}(T)}{T}\right\}},
\end{gathered}
$$

provided that the upper limit sup is attained. A simple analysis shows that the derivative

$$
\left(\frac{f(T)}{T}\right)^{\prime}=\left(\frac{I^{2}}{S^{2}} \frac{\rho_{e}(T)}{T}\right)^{\prime}-\frac{h_{e} p}{S}\left(1-\frac{T_{0}}{T}\right)^{\prime}
$$

is equal to zero if the function $\rho_{e}(T)$ represents a solution of the differential equation

$$
\begin{equation*}
\frac{I^{2}}{S^{2}} \rho^{\prime}(T)-\frac{I^{2}}{S^{2}} \rho(T)-\frac{h p T_{0}}{S}=0 \tag{6}
\end{equation*}
$$

which it is convenient to write in the form

$$
\frac{I^{2} \rho^{\prime}(T)}{h p S T_{0}}-\alpha(T)-1=0
$$

where by definition

$$
\alpha(T)=\frac{I^{2} \rho(T)}{h p S T_{0}}
$$

Then, it is readily seen that this equation takes the form

$$
\alpha^{\prime}(T)-\alpha(T)-1=0
$$

Note that at $\rho_{0}(T)=$ const, the quantity $\alpha$ is a dimensionless Stakly parameter [2]; however, in such a general form, we do not even have a representation of $\rho(T)$ through the function $\rho_{0}(T)$. Therefore, we will proceed in the same way as above and introduce the formally dimensionless temperature using the a priori parameters $T_{c}$ and $T_{c b}$, so that it is not necessary to single out the quantity $\rho_{0}(T)$ as was done in [2] (see above). As a result, we obtain a chain of inequalities

$$
\frac{d \alpha(T(\Theta))}{d \Theta}=\frac{d \alpha}{d T} \frac{d T}{d \Theta} \leq \frac{d T}{d \Theta} \frac{\alpha(T)}{T-T_{c}}=\frac{1}{\Theta} \alpha(T(\Theta))
$$

(to be solved to within unity) and, therefore,

$$
\frac{\tilde{\alpha}}{\tilde{\alpha}_{c}}<e^{\Theta}-e^{\Theta_{c}}=e^{\Theta}-1
$$

In distinction from the previous estimation obtained by solving the differential inequality under the condition that $h_{c} p\left(T-T_{0}\right) / S \ll 1$, here this restriction is removed. Therefore, the rate of growth of the function $\rho(T)$ can be exponential instead of linear.

If the function $\tilde{\alpha}(\Theta)$ is specified (and, hence, the function $\rho(T)$ as well), the points at which the quantity $f(\Theta) / \Theta$ is extremal are determined in a given range as solutions of the functional equation

$$
\tilde{\alpha}(\Theta)=\tilde{\alpha}_{c}(\Theta)\left(e^{\Theta}-1\right)
$$

where $\tilde{\alpha}_{c}(\Theta)=\tilde{\alpha}\left(\Theta_{c}\right), \Theta_{c}=\left(T_{c}-T_{0}\right) /\left(T_{c b}-T_{0}\right)$. In the general case, there can be several such points $\Theta=\Theta_{*}$, and if $\Theta$ is one of them, then a maximum of $f(\Theta) / \Theta$ will be attained if the inequality $\alpha^{\prime \prime}(\Theta)<0$ is satisfied. It is evident that a minimum of three terms is required in a series expansion of the function $e^{\Theta}$. Then

$$
\alpha(\Theta)=\Theta+\frac{\Theta^{2}}{2}+\frac{\Theta^{3}}{3}
$$

Hence, $\alpha^{\prime \prime}=1+\Theta$ and the maximum is attained if the inequality $1+\Theta<0$ is satisfied. Taking into account (see the introduction) that $1-i \leq \Theta \leq 1$ (that is, $2-i \leq$ $1+\Theta \leq 2$ and, therefore, $2-i \leq 1+\Theta<0$ ), we find that $i \geq 2$ or (using notation of [2]) $I>2 I_{c}$.

Thus, the allowed range of the normal zone propagation velocities is determined by the inequalities

$$
v_{\min }<v<\frac{f\left(\Theta_{*}\right)}{\Theta_{*}}
$$

The approximation $\rho_{0}(T)=$ const leads to a value of $\Theta_{*}$ that is given (to within unity) by the equation $e^{\Theta}-$ $1=\Theta$. It is also easy to see that the following inequality should be true (see above):

$$
\rho_{0}(T)>=\frac{h_{e}}{\lambda_{e}} \frac{p S}{I^{2}},
$$

that is, the N -zone propagation in the composite begins starting from current densities

$$
i^{2}>\frac{1}{\rho_{0}^{\prime}\left(T_{c}\right)} \frac{p S}{I_{c}^{2}} \frac{h_{e}}{\lambda_{e}}
$$

or at $i^{2}>\lambda_{e} / \alpha$, where

$$
\alpha=1 /\left[\alpha+\rho_{0}^{\prime}\left(T_{c}\right)\right] T_{c}^{2} / h_{e} p S\left(T_{c}-T_{0}\right)
$$

where it is assumed that $T_{c}=T_{c b}$; at $\alpha \leq 1$, we obtain $i=$ $i_{p}=1 / \alpha$. At the same time, the last formula takes into account a finer mechanism of the superconductivity break-up.

This formula gives approximately the same [qualitative] dependence of the N -zone velocity on current density as in [2, Fig. 1], except that in this case, the term $h_{e} p S$ characterizing heat removal through the cross-sectional area $S$ takes into account (and determines) variation with the transport current of the slope of curve $V=$ $V(I)$. Note that the maximal velocity no longer depends on the heat conductivity coefficient $\lambda_{e}$. Finally, since the model problem is primordial, these simple estimates are adequate in a qualitative study.

Note that formally, the estimation of the normal zone propagation velocity is a trivial consequence of the fundamental results obtained in [4], which provide the lower bound, and of the well-known results of the theory of wave propagation for systems of parabolic equations (Wolpert et al.), which give the upper bound of the velocity.

The outlined results have been motivated by study [2], in which the influence of a nonconductive coating on the velocity of irreversible propagation of the normal zone along a cooled composite superconductor has been established. In comparison with the known results, the results obtained in this study take into account heat transfer in the classic model of stepwise heat release. It has been shown that the heat transfer coefficient depends on the transversal dimensions of the composite and the coating and an estimate has been made of the allowed range of the normal zone propagation velocities.

Obviously, at $\Theta<1-i$ (see formula (2)), the function $F(\Theta)=-\Theta /(\alpha+\beta)+i^{2} r(\Theta)$ is negative and since


Fig. 3. Initial excitation of the heat domain at $a \sim 0$; evolution of the heat domain in the vicinity of the resistive transition temperature at $a \sim 1 / 2$; the shape of the heat domain at $a=\Theta_{2} / \Theta_{3} \sim 0$, where $\Theta_{2}=\left(\lambda_{i}-1\right) /\left(\lambda_{i}(a-i)\right)$ and $\Theta_{3}=$ $(\lambda \in \beta) i^{2}$.
the equation $F(\Theta)=0$ has three roots $\Theta_{1}=0, \Theta_{2}$, and $\Theta_{3}$, it can be readily seen that the continuity of this function should have the form as in Fig. 1 and, therefore, can be approximated by $f(e)=e(1-e)(e-a)$, where $0<a<1$ and $e=\Theta / \Theta_{3}$ (this is simply normalization for the range $(0,1))$. Here, $e=\Theta_{2} / \Theta_{3}$.

It is known (see, for example, $[6,7]$ ) that in his study of wave solutions of the heat conductivity equation, Hauksley constructed a solution of the type

$$
e(x)=[1+\exp (-x / \sqrt{2})]^{-1}
$$

which is shown in Fig. 3. In particular, at $a=1 / 2$ and $v=0$ (that is, at $\Theta_{2}=\Theta_{3} / 2$ ), a reflected solution of the form ( $1-e$ ) appears simultaneously with the family of periodic solutions, which can be presented as elliptic
functions [6, 7]. Hauksley's solution propagates with a velocity of $v=\sqrt{2}(1 / 2-a)$. McKean [7, p. 146] gave a detailed picture of the behavior of the solutions at $0<a<1 / 2$. Hauksley's solution exits point $(0,0)$ and approaches point $(1,0)$ in the phase plane $e=T$ and $e^{\prime}=T^{\prime}$, and, in essence, represents a classical heat domain, whose dynamics in superconductors was investigated in detail in a number of studies $[1,4,8]$.
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#### Abstract

Optical nonuniformities in the nuclear-pumped gas lasers are calculated. The nonuniformities are formed due to inhomogeneous energy deposition by the fission fragments from thin plane uranium layers that irradiate the laser active gas. The results of calculations agree with experimental data. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Direct conversion of nuclear energy into coherent light is being actively studied in Russia and the United States [1-3]. The basic principle of the nuclear pumping is based on creating a nonuniform recombination plasma by irradiating the working gas by ions produced in nuclear reactions. The nonuniform energy deposition by ions lead to gas nonuniformities, which worsen the optical quality of laser light, transverse (with respect to the optical axis) nonuniformities being the most dangerous. Experimental studies of the optical nonuniformities in laser cells irradiated by fission fragments from thin uranium layers (plane or cylindrical) were reported in [4]. The transverse profile of the gas density in cylindrical cells was numerically calculated in [5, 6]. A series of one-dimensional analytical models [7-11] of the gas dynamics in nuclear-pumped lasers have been developed either neglecting [7-10] or incorporating [11] the heat flux onto the wall. However, the calculation of optical nonuniformities in experiments using cells with plane layers [4] is rather difficult because of the gas leakage from the laser active region to a large buffer volume. The results of the phenomenological calculations of the gas density in such cells [12] have not been compared yet with the experimental data [4]. This study is aimed at calculating (based on the model
of [11] generalized to the case of a cell with a buffer volume) optical nonuniformities in the experiments using cells with plane layers [4].

## EXPERIMENTAL

In experiment [4], a laser cell (Fig. 1) was a tube with a length of $l_{1}=230 \mathrm{~cm}$ and a diameter of $\phi_{1}=$ 8 cm . Uranium layers were deposited on two plane plates (with the length $l_{0}=200 \mathrm{~cm}$ and width $b=6 \mathrm{~cm}$ ) placed inside the tube at a distance of $d_{0}=2 \mathrm{~cm}$ from each other. The laser active volume (the gas volume between the plates) was $V_{0}=b l_{0} d_{0}=2.4 \times 10^{3} \mathrm{~cm}^{3}$. The ratio of the active volume to the total gas volume $V_{G}$ was $\beta=V_{0} / V_{G}=0.24$. The cell was filled with inert gas (He or Ar) at various initial pressures $P_{0}$ (see table).

The average (over the plate area) thickness of the uranium layer ( $90 \%$-enriched oxide-protoxide mixture) was $d_{1} \approx 4.1 \mu \mathrm{~m}$ (or $3.2 \mathrm{mg} / \mathrm{cm}^{2}$ ). The reduced thickness of the layer was $D_{1}=d_{1} / R_{1} \approx 0.43$, where $R_{1} \approx 9.6 \mu \mathrm{~m}$ was the range of fission fragments inside the layer. The mean fluence of thermal neutrons in the layer attained $0.7 \times 10^{13} \mathrm{~cm}^{-2}$ per pulse. The table shows the mean number $N^{*}$ of fissions in a unit volume of the layer per pulse.


Fig. 1. Schematic of a plane cell of a nuclear-pumped laser.

Calculation parameters ( $D_{1}=0.43, d_{0}=2 \mathrm{~cm}, \beta=0.24$ )

| Gas | $P_{0}, \mathrm{~atm}$ | $N^{*}, 10^{14} \mathrm{~cm}^{-3}$ | $R_{0}, \mathrm{~cm}$ | $D_{0}$ | $\bar{f}_{0}$ | $f(0,0,0)$ | $f_{1}$ | $\Theta \times 0.9$ | $\chi, \mathrm{~cm}^{2} / \mathrm{s}$ | $C, 10^{-5}$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| He | $2.0(\\|)$ | 0.66 | 5.5 | 0.36 | 0.34 | 0.94 | 1.50 | 0.31 | 0.86 | 6.37 |
| He | $2.0(\perp)$ | 0.70 | 5.5 | 0.36 | 0.34 | 0.94 | 1.50 | 0.33 | 0.86 | 6.37 |
| He | 5.0 | 0.69 | 2.2 | 0.91 | 0.164 | 0.47 | 2.79 | 0.157 | 0.34 | 15.9 |
| Ar | 0.25 | 0.66 | 10.4 | 0.192 | 0.45 | 1.04 | 1.26 | 1.75 | 0.8 | 6.5 |
| Ar | 0.5 | 0.67 | 5.2 | 0.38 | 0.33 | 0.93 | 1.53 | 1.29 | 0.4 | 12.9 |

Note: For He at 2 atm , the measurements were carried out for two cases. In the first case $(\|)$, the longitudinal density profile (density distribution along the plate) was measured. In the second case $(\perp)$, the transverse (with respect to the plates) density profile and the parabolic coefficient of the refractive index were measured.

The time profile of the neutron pulse was approximated by the function [13]

$$
\begin{gather*}
\psi(t)=A \psi_{0}(t), \quad \psi_{0}(t)=\cosh ^{-2}\left[\frac{a\left(t-t_{1}\right)}{\tau^{*}}\right], \\
\tau^{*}=\left\{\begin{array}{ll}
\tau_{0}, & t<t_{1}, \\
\tau_{1}, & t>t_{1},
\end{array} \quad A=\frac{a}{\tau_{0}+\tau_{1}},\right. \tag{1}
\end{gather*}
$$

where $t_{1}=7.6 \mathrm{~ms}$ corresponds to the pulse maximum, $\tau_{0}=3.30 \mathrm{~ms}, \tau_{1}=2.45 \mathrm{~ms}$, and $a=2 \operatorname{Arch} \sqrt{2}=1.763$.

In this case, we have

$$
\begin{gather*}
\Psi(t)=\int_{-\infty}^{t} \psi\left(t^{\prime}\right) d t^{\prime}  \tag{2}\\
=\left\{\tau_{0}+\tau^{*} \tanh \left[\frac{a\left(t-t_{1}\right)}{\tau^{*}}\right]\right\}\left(\tau_{0}+\tau_{1}\right)^{-1} .
\end{gather*}
$$

Formally, we can assume that the pulse starts at $t=-\infty\left(\Psi(0) \approx 3 \times 10^{-4} \ll \Psi(\infty)=1\right)$. Figure 2 compares the $\psi_{0}(t)$ function with the exact profile.

Optical nonuniformities were measured with a Mach-Zehnder interferometer at the $\mathrm{He}-\mathrm{Ne}$ laser wavelength ( 633 nm ) with a resolution of $50 \mu \mathrm{~s}$. In the measurements, the optical nonuniformities were averaged over the cell length. Therefore, below, all the quantities in the active region are assumed to be averaged over the cell length. Special consideration will be given to the nonirradiated end regions.

## ENERGY DEPOSITION BY FISSION FRAGMENTS

A method for calculating energy deposition by the fission fragments in nuclear-pumped lasers with rectangular uranium layers was proposed in [14, 15]. The method is based on the following commonly accepted
approximations [16, 17]: the neutron flux is uniform, separation of fission fragments is isotropic, the fragment trajectories are straight, and the spectrum of fragments is monoenergetic. The calculations employ the quadratic stopping law [16, 17]: the fragment energy $E$ depends on the path length $l$ as $E=E_{0}(1-l / R)^{2}$, where $E_{0}$ is the initial energy of the fragment and $R$ is the range of fission fragments. According to [14], the energy $\delta E^{*}$ absorbed in a unit volume $\delta V$ per unit time $\delta t$ is equal to

$$
\frac{\delta E^{*}}{\delta V \delta t}=\frac{\rho(\mathbf{r}, t)}{\rho_{0}} Q(\mathbf{r}, t)
$$

$$
\begin{gather*}
Q(\mathbf{r}, t)=\frac{\Theta P_{0}}{\gamma-1} \psi(t) f(\mathbf{r}, t), \quad f(\mathbf{r}, t)=\frac{j(\mathbf{r}, t)}{\bar{j}_{0}},  \tag{3}\\
\Theta=(\gamma-1) \frac{2 E_{0}}{P_{0}} \frac{R_{1}}{R_{0}} N^{*} \bar{j}_{0}, \quad \gamma=\frac{c_{p}}{c_{p}}=\frac{5}{3}, \tag{4}
\end{gather*}
$$

where $\rho(\mathbf{r}, t)$ is the gas density; $\rho_{0}$ is the initial gas density; $P_{0}$ is the initial pressure; $c_{p}$ and $c_{V}$ are the heat capacities at constant pressure and constant volume, respectively; $R_{1}$ and $R_{0}$ are the fragment ranges in the layer and in the unperturbed gas, respectively; $j(\mathbf{r}, t)$ is the energy deposition function, which depends on the configuration of the layers and the gas density; and $\bar{j}_{0}$ is the energy deposition function averaged over the volume $V_{0}$ for the unperturbed gas.

The parameter $\Theta$ is the ratio of the energy absorbed in the volume $V_{0}$ per pulse (calculated for the unperturbed gas) to the gas internal energy. In [11], this parameter was introduced to characterize the thermodynamics of energy deposition. This parameter is approximately equal to the relative increase in the mean temperature of the gas. Since the range of fission fragments and the pressure contribute to $\Theta$ as the product $P_{0} R_{0}$ and $R_{0} \propto 1 / P_{0}$, we can use the ratio $R_{1} / R_{0}$ taken at a pressure of 1 atm . In this case, the value of the expres-$\operatorname{sion}(\gamma-1) E_{0} / P_{0}$ (also taken at a pressure of 1 atm$)$ is equal to $1.77 \times 10^{-10} \mathrm{~cm}^{3}$ at $E_{0}=168 \mathrm{MeV}$.

For a long plane plate $\left(l_{0} \gg R_{0}\right)$ and uniform gas density, we have

$$
\begin{gather*}
j_{1}(x, y)=\omega\left(H_{0}, \varphi_{L}\right)+\omega\left(H_{0}, \varphi_{R}\right) \\
-\omega\left(H_{0}+D_{1}, \varphi_{L}\right)-\omega\left(H_{0}+D_{1}, \varphi_{R}\right),  \tag{5}\\
\omega(D, \varphi)=\int_{0}^{\varphi} \hat{v}\left(\frac{D}{\cos \varphi}\right) \frac{d \varphi}{2 \pi} \\
v(\Lambda)=\sqrt{1-\Lambda^{2}}-2 \Lambda \arccos \Lambda+\Lambda^{2} \operatorname{Arth}\left(\sqrt{1-\Lambda^{2}}\right), \\
\hat{v}(\Lambda)=\left\{\begin{array}{c}
v(\Lambda), \quad \Lambda \leq 1 \\
0, \quad \Lambda>1
\end{array}\right.  \tag{6}\\
\varphi_{L}=\arctan \frac{b / 2+x}{h_{0}}, \quad \varphi_{R}=\arctan \frac{b / 2-x}{h_{0}}, \\
H_{0}=\frac{h_{0}}{R_{0}}=\frac{D_{0}}{2}+Y, \quad h_{0}=\frac{d_{0}}{2}+y, \\
D_{0}=\frac{d_{0}}{R_{0}}, \quad Y=\frac{y}{R_{0}}, \quad D_{1}=\frac{d_{1}}{R_{1}}
\end{gather*}
$$

Here, $h_{0}$ is the distance from the bottom plate and the origin of the $x$ and $y$ coordinates are counted from the cell axis (Fig. 1). The energy deposition function for the upper plate can be obtained by substituting $h_{0}$ with $d_{0}-$ $h_{0}$ in expression (5). Then, both functions must be summed up. For a wide plate with $b \gg R_{0}$, which corresponds to infinite plane geometry, we have $\omega(D, \arccos D)=\omega_{\infty}(D) \equiv\left(1-D^{2}+2 D \ln D\right) / 4$ [15].

The parabolic approximation of the energy deposition in the vicinity of the medial plane $(y=0)$ is of special interest for optical applications

$$
\begin{gather*}
j(x, y)=j(x, 0)+\frac{1}{2} Y^{2} j^{\prime \prime}(x, 0), \quad y \ll \frac{d_{0}}{2}, \\
j^{\prime \prime}(x, 0)=2 \omega^{\prime \prime}\left(D_{0} / 2, \varphi_{L}\right)+2 \omega^{\prime \prime}\left(D_{0} / 2, \varphi_{R}\right) \\
-2 \omega^{\prime \prime}\left(D_{0} / 2+D_{1}, \varphi_{L}\right)-2 \omega^{\prime \prime}\left(D_{0} / 2+D_{1}, \varphi_{R}\right)  \tag{7}\\
\omega^{\prime \prime}(D, \varphi)=\int_{0}^{\varphi} \hat{v}^{\prime \prime}\left(\frac{D}{\cos \varphi}\right) \frac{d \varphi}{2 \pi \cos ^{2} \varphi} \\
v^{\prime \prime}(\Lambda)=2 \operatorname{Arth}\left(\sqrt{1-\Lambda^{2}}\right)
\end{gather*}
$$

For infinite plane geometry, we have $2 \omega_{\infty}^{\prime \prime}(D)=$ $1 / D-1$.

## FORMATION OF OPTICAL NONUNIFORMITIES

It is typical of the gas dynamics in nuclear-pumped lasers that the gas pressure is almost uniform across the cell [4-11] and heat conduction plays a significant role
only in a narrow wall region where the beam refraction is large $[4,5]$. Indeed, for the cell width $d_{0} \sim 2 \mathrm{~cm}$, the relaxation time of the transverse pressure gradients $\tau_{P} \sim$ $d_{0} / u_{s} \sim 0.01 \mathrm{~ms}$ (where $u_{s} \sim 10^{5} \mathrm{~cm} / \mathrm{s}$ is the speed of sound) is much less than the pulse duration $\tau^{*} \sim 1 \mathrm{~ms}$. The characteristic length of heat diffusion can be estimated as

$$
\begin{equation*}
\lambda \cong \sqrt{\chi \tau} \tag{8}
\end{equation*}
$$

where $\chi \sim 1 \mathrm{~cm}^{2} / \mathrm{s}$ is the thermal diffusivity [18]. For the time equal to the pulse duration $\tau^{*}$, this length is $\lambda \sim 0.03 \mathrm{~cm} \ll d_{0}$.

The heat conduction manifests itself only in the vicinity of the cell wall (which is cooler than the gas) where a thermal boundary layer develops [5]. The transverse Reynolds number is $\operatorname{Re}=d_{0} u / \eta \sim 10^{3} \gg 1$ (where $u \sim d_{0} / \tau^{*}$ is the transverse gas velocity and $\eta \sim$ $1 \mathrm{~cm}^{2} / \mathrm{s}$ is the kinematic viscosity). In the vicinity of the wall, the transverse velocity vanishes regardless of the viscosity force. Therefore, the effect of viscosity on the transverse motion is negligible.

Thus, for the main part of the cell, the gas is assumed to be ideal, non-heat-conducting, and nonviscous, and the pressure is assumed to be uniform ( $P=$ $P(t)$ ). Then the problem is reduced to thermodynamics [11]: the energy $\Delta E^{*}$ absorbed by a small gas volume $v$ is spent on the increase in its internal energy $E_{T}=$ $P v(\gamma-1)$ and the expansion work $P \Delta v$. Therefore, we have

$$
(\gamma-1) \Delta E^{*}=\gamma P \Delta v+v \Delta P
$$

With allowance for mass conservation $\left(\rho v=\rho_{0} v_{0}\right)$, we arrive at the basic equation [11]

$$
\begin{gather*}
(\gamma-1) \frac{\delta E^{*}}{\delta V \delta t}=\frac{d P}{d t}-\frac{\gamma P}{\rho} \frac{d \rho}{d t}  \tag{9}\\
\frac{\delta E^{*}}{\delta V \sigma t}=\frac{\rho(\mathbf{r}, t)}{\rho_{0}} Q(\mathbf{r}, t)
\end{gather*}
$$

This equation can also be derived in the zero-order approximation by expanding the gas dynamics equations for an ideal, non-heat-conducting, and nonviscous gas in powers in the Mach number [7]. At the energy deposition given by expression (3) (nonadiabat equation) and for arbitrary motion, a formal solution to Eq. (9) has the form [11]

$$
\begin{gather*}
\frac{\rho_{0}}{\rho(\mathbf{r}, t)}=\left(\frac{P_{0}}{P(t)}\right)^{1 / \gamma}\left\{1+\frac{\Gamma}{P_{0}} \int_{t_{0}}^{t}\left(\frac{P_{0}}{P\left(t^{\prime}\right)}\right)^{\Gamma} Q\left(\mathbf{r}\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}\right\}_{(1}  \tag{10}\\
\Gamma=\frac{\gamma-1}{\gamma}
\end{gather*}
$$

The gas pressure is determined by the energy deposition averaged over the cell volume (minus the heat
flux onto the cell wall) $[8,19]$

$$
\begin{gather*}
P(t)=P^{*}(t)-p(t), \quad \frac{d P^{*}}{d t}=(\gamma-1)\left\langle\frac{\delta E^{*}}{\delta V \delta t}\right\rangle_{V} \\
\frac{d p}{d t}=\frac{\gamma-1}{V_{G}} \oint_{S_{V}} \mathbf{q} d \mathbf{S} \tag{11}
\end{gather*}
$$

where $\mathbf{q}=-k \nabla T$ is the heat flux onto the wall, $k$ is the thermal conductivity, and $T$ is the gas temperature. As the heat removal region is small, we can assume that $p \ll P^{*}$.

The changes in the gas density are determined by the energy deposition, which, in turn, depends on the density profile. For the case of infinite plane geometry and transverse gas motion, the energy deposition function at a given Lagrangian coordinate does not depend on the density redistribution [7, 15]. In the general case (especially, in the presence of gas leakage into the buffer volume), the change in the density implies the recalculation of the energy deposition. In this study, the gas dynamics is calculated in two stages. In the first approximation, the gas inside the laser active volume $V_{0}$ (including the effluent gas elements) is characterized by the energy deposition function for the unperturbed gas $f(x(t), y(t), t)=f_{0}\left(x_{0}, y_{0}\right), x_{0}=x(0), y_{0}=y(0)$. The energy deposition outside the volume $V_{0}$ is negligibly small. With neglect of the heat flux onto the wall ( $p=$ 0 ), from Eqs. (3), (10), and (11), we obtain

$$
\left.\begin{array}{c}
P(t) \approx P^{*}(t) \equiv P_{0}(1+\beta \Theta \Psi(t)), \quad \beta=V_{0} / V_{G} \\
=\left(\frac{\rho_{0}}{\rho(x, y, t)}\right. \\
P^{*}(t)
\end{array}\right)^{1 / \gamma}\left\{1+\left[\left(\frac{P^{*}(t)}{P_{0}}\right)^{1 / \gamma}-1\right] \frac{f_{0}\left(x_{0}, y_{0}\right)}{\beta}\right\},
$$

where $T(x, y, t)$ is the gas temperature and $T_{0}=T(x, y, 0)$.
At low energy depositions $(\Theta \ll 1)$, we have

$$
\begin{gather*}
\frac{\rho(x, y, t)}{\rho_{0}} \approx 1-\frac{\Theta}{\gamma}\left[f_{0}\left(x_{0}, y_{0}\right)-\beta\right] \Psi(t), \\
\frac{T(x, y, t)}{T_{0}} \approx 1+\frac{\Theta}{\gamma}\left[f_{0}\left(x_{0}, y_{0}\right)+(\gamma-1) \beta\right] \Psi(t) . \tag{15}
\end{gather*}
$$

Since the gas mass is conserved within a twodimensional problem, we can write

$$
\begin{equation*}
\rho_{0} d v_{0}=\rho(x, y, t) d v(x, y, t) \tag{16}
\end{equation*}
$$



Fig. 2. Calculated (solid line) and measured (dashed line) time profiles of the neutron pulse.
where $d v_{0}$ and $d v$ are the initial and current values of the gas element volume.

According to Eqs. (13) and (16), the total volume of the irradiated gas $V_{A}(t)$ is given by

$$
\begin{gather*}
V_{A}(t)=\int_{V_{0}} \frac{\rho_{0}}{\rho(x, y, t)} d v_{0}=\frac{V_{0}}{\Sigma(t)}  \tag{17}\\
\frac{1}{\Sigma(t)}=\left(\frac{P_{0}}{P^{*}(t)}\right)^{1 / \gamma}\left\{1+\frac{1}{\beta}\left[\left(\frac{P^{*}(t)}{P_{0}}\right)^{1 / \gamma}-1\right]\right\}
\end{gather*}
$$

where $V_{A}(0) \equiv V_{0}$. In the nonirradiated region, where $f(x, y)=0$, the gas volume changes adiabatically $\left(V_{B}(t)=V_{B}(0)\left(P_{0} / P^{*}(t)\right)^{1 \gamma}\right.$, whereas the total gas volume remains constant $\left(V_{A}(t)+V_{B}(t)=V_{G}\right)$. Therefore, the mean gas density in the bulk of the active volume is given by

$$
\begin{equation*}
\langle\rho\rangle_{A}(t)=\rho_{0} \frac{V_{0}}{V_{A}(t)}=\rho_{0} \Sigma(t) \tag{18}
\end{equation*}
$$

Figure 3 demonstrates the time evolution of $\Sigma(t)$. The calculation parameters are shown in the table. A correction factor of 0.9 for the quantity $\Theta$ is related to the nonuniformity of the layers [19].

In the second-order approximation, the energy deposition function is still related to the initial coordinates $\left(f(x(t), y(t))=f\left(x_{0}, y_{0}, t\right)\right.$; however, the gas density is taken from Eq. (18). This means that in relationships (6), the range $R_{0}$ is divided (and the quantities $Y, D_{0}$, and $H_{0}$ are multiplied) by $\Sigma(t)$. Thus, the redistribution of the gas density is taken into account only on the average.

Let us estimate the heat flux on to the wall considering it as a perturbation. According to estimate (8), the increase in the gas temperature near the wall by $\delta T\left(t^{\prime}\right)$ leads to an increase in the heat flux onto the wall (the temperature of the wall is assumed to be constant


Fig. 3. Mean gas density in the active volume versus time. Numerals indicate the gas pressure (in atm).
and equal to $T_{0}$ )

$$
\delta q(t) \cong k \frac{\delta T\left(t^{\prime}\right)}{\lambda\left(t, t^{\prime}\right)}, \quad \lambda\left(t, t^{\prime}\right)=\sqrt{\chi\left(t-t^{\prime}\right)}, \quad \chi=\frac{k}{\rho_{0} c_{P}} .
$$

Integration over the pulse yields the intensity of the heat flux onto the wall

$$
\begin{align*}
& \left.q(t) \cong k \int_{t_{0}}^{t} \frac{d T_{1}}{d t}\right|_{i^{\prime}} \frac{d t^{\prime}}{\sqrt{\chi\left(t-t^{\prime}\right)}}  \tag{19}\\
& =\frac{\gamma P_{0}}{\gamma-1} \int_{t_{0}}^{t} \frac{d}{d t}\left(\frac{T_{1}}{T_{0}}\right)_{t^{\prime}} \sqrt{\frac{\chi}{t-t^{\prime}}} d t^{\prime}
\end{align*}
$$

where $T_{1}(t)$ is the gas temperature near the wall neglecting the heat flux [see Eq. (14)]. Since the thickness of the boundary layer is small, the energy deposition function in the layer $f_{0}\left(x_{0}, y_{0}\right)$ can be replaced by its value on the wall $f_{1}=\left\langle f_{0}\left(x_{0}, d_{0} / 2\right)\right\rangle$ averaged over the surface of the active layer (in the buffer volume, we have $f_{1}=0$ ). The quantities $k$ and $\chi$ are assumed to be constant.

Then, we have

$$
\begin{gathered}
\frac{d T_{1 A}}{d t}=T_{0}\left[f_{1}+\Gamma\left(\beta-f_{1}\right)\left(\frac{P_{0}}{P^{*}(t)}\right)^{1 / \gamma}\right] \Theta \psi(t) \\
\frac{d T_{1 B}}{d t}=T_{0}\left(\frac{P_{0}}{P^{*}(t)}\right)^{1 / \gamma} \beta \Gamma \Theta \psi(t)
\end{gathered}
$$

in the active and buffer volumes, respectively. With neglect of the heat flux onto the cell ends and mounting rings, the total heat flux onto the wall is equal to

$$
\begin{gather*}
\oint_{S_{V}} \mathbf{q} d \mathbf{S} \approx q_{A} S_{A}+q_{B}\left(S_{A}+S_{B}\right)  \tag{20}\\
\frac{S_{A}}{V_{G}}=\beta \frac{S_{A}}{V_{0}}=\frac{2 \beta}{d_{0}}, \quad \frac{S_{B}}{V_{G}}=\beta \frac{S_{B}}{V_{0}}=\beta \frac{\pi \phi}{b d_{0}} \frac{l_{1}}{l_{0}}
\end{gather*}
$$

where $S_{A}=2 b l_{0}$ is the area of the active layer surface (and the outer substrate surface) and $S_{B} \approx \pi \phi l_{1}$ is the area of the buffer volume surface.

From Eqs. (11), (19), and (20) we have

$$
\begin{gather*}
\frac{d p}{d t} \approx \frac{2 \beta \gamma P_{0}}{d_{0}} \int_{t_{0}}^{t}\left\{\frac{d}{d t}\left(\frac{T_{1 A}}{T_{0}}\right)_{t^{\prime}}+\left(1+\frac{\pi \phi}{2 b} \frac{l_{1}}{l_{0}}\right) \frac{d}{d t}\left(\frac{T_{1 B}}{T_{0}}\right)_{t^{\prime}}\right\} \\
\times \sqrt{\frac{\chi}{t-t^{\prime}}} d t^{\prime}=\beta \xi \Theta P_{0} \int_{t_{0}}^{t} G\left(t^{\prime}\right) \frac{\psi\left(t^{\prime}\right) d t}{\sqrt{t-t^{\prime}}}, \\
\xi=\frac{2 \gamma}{d_{0}} \sqrt{x},  \tag{21}\\
G(T)=f_{1}+\Gamma\left(\frac{P_{0}}{P^{*}(t)}\right)^{1 / \gamma}\left[\beta-f_{1}+\beta\left(1+\frac{\pi \phi}{2 b} \frac{l_{1}}{l_{0}}\right)\right], \\
p(t)=2 \beta \xi \Theta P_{0} \int_{t_{0}}^{t} G\left(t^{\prime}\right) \sqrt{t-t^{\prime}} \psi\left(t^{\prime}\right) d t^{\prime} .
\end{gather*}
$$

Substituting the varying energy deposition $f\left(x_{0}, y_{0}, t\right)$ and pressure into Eq. (10), we arrive at

$$
\begin{gathered}
\frac{\rho_{A}(x, y, t)}{\rho_{0}}=\left(\frac{P(t)}{P_{0}}\right)^{1 / \gamma}\left\{1+\frac{\Theta}{\gamma} \int_{t_{0}}^{t}\left(\frac{P_{0}}{P\left(t^{\prime}\right)}\right)^{\Gamma}\right. \\
\left.\times \frac{j\left(x_{0}, y_{0}, t^{\prime}\right)}{j_{0}} \psi\left(t^{\prime}\right) d t^{\prime}\right\}^{-1}, \quad \frac{\rho_{B}(t)}{\rho_{0}}=\left(\frac{P(t)}{P_{0}}\right)^{1 / \gamma}
\end{gathered}
$$

in the active and buffer volumes, respectively. Note that the dependences $x=x\left(x_{0}, y_{0}, t\right)$ and $y=y\left(x_{0}, y_{0}, t\right)$ need to be additionally specified. The density averaged over the entire cell length is given by

$$
\begin{equation*}
\left\langle\frac{\rho(x, y, t)}{\rho_{0}}\right\rangle=\frac{l_{0}}{l_{1}} \frac{\rho_{A}(x, y, t)}{\rho_{0}}+\frac{l_{1}-l_{0}}{l_{1}} \frac{\rho_{B}(t)}{\rho_{0}} . \tag{22}
\end{equation*}
$$

Figure 4 compares the results of calculations of the relative density determined by Eq. (22) at the cell axis $\left(x=x_{0}=0, y=y_{0}=0\right)$ with the experimental data. The calculations were performed both with allowance for the heat flux onto the wall and neglecting the heat flux $\left(P(t)=P^{*}(t)-p(t)\right.$ or $P(t)=P^{*}(t)$, respectively). It is seen that there is reasonable agreement between the results of calculations and the experimental data. Since the buffer volume is relatively large, the pressure variations are rather small (the maximum variation is onethird for the case of argon at a pressure of 0.25 atm ) and the correction related to the heat flux onto the wall appears to be insignificant. Figure 5 shows the longitudinal profiles of the relative density at the medial plane $(y=0)$ at different instants for helium at a pressure of 2 atm . In the calculations, two models of the longitudinal gas motion were employed: the model of the gas at rest $\left(x=x_{0}\right)$ and the model of the uniform longitudinal
expansion $x\left(x_{0}, t\right)=x_{0} / \Sigma(t)$. The second model describes the shape of the density profile well. The disagreement in the absolute values is rather large, although the results of the other experiment (Fig. 4) with helium at a pressure of 2 atm correlate well with the results of the calculations.

Let us briefly consider alternative gas-dynamic models. One-dimensional models [7-11] can not be used to analyze the experimental data [4]. In these models, the gas density is maximum at the axis (where the energy deposition is minimum) and monotonously increases with time, whereas the experimental data [4] show a decrease in the gas density at the axis (Fig. 4). This can be easily explained using Eq. (15). If $f(0,0,0)<$ $\beta<1$, the gas density at the axis increases, whereas if $\beta<f(0,0,0)$ (large buffer volumes), the gas density at the axis decreases. If $\beta=1$, Eqs. (12)-(15) can be reduced to the models presented in [7, 11].

To overcome the limitations of the models [7, 8] Torczynski and Neal [20] introduced rapidly cooled regions (narrow slits) in the bulk of the cell volume. These regions were described phenomenologically and the equations of the gas dynamics were solved numerically. However, one can hardly assume that the large buffer volumes exhibit large heat fluxes onto the wall. Prikhod'ko and Sizov [12] proposed a calculation scheme in which (in our notations)

$$
\begin{gathered}
\frac{T(x, y, t)}{T_{0}}=1+\Xi(t) \frac{\rho(x, y, t)}{\rho_{0}} f_{0}(x, y), \\
x=x_{0}, \quad y=y_{0}
\end{gathered}
$$

the coefficient $\Xi(t)$ was determined by the condition of gas mass conservation in the cell, and the heat flux onto the wall was not taken into account.

At small energy depositions and with allowance for Eq. (12), we obtain

$$
\begin{gathered}
\frac{\rho(x, y, t)}{\rho_{0}}=1-\left[\Xi(t) f_{0}(x, y)-\beta \Theta \Psi(t)\right], \\
\Xi(t)=\Theta \Psi(t), \quad \Xi(t) \ll 1 .
\end{gathered}
$$

Being similar to Eq. (15), this expression overestimates the relative increase in the gas density by the factor $\gamma \approx 1.7$.

## PARABOLIC COEFFICIENT OF THE REFRACTIVE INDEX

Experiments [4] show that in the major part of the cell (except for the wall region), the refractive index is given by

$$
\begin{equation*}
n(y, t)=n(y, t)-\alpha(t) y^{2} . \tag{23}
\end{equation*}
$$

The parabolic coefficient $\alpha(t)$ is important for practical calculations of the beam trajectories and the stability of the laser cavity. The density dependence of


Fig. 4. Relative density at the cell axis versus time: experimental data [4] (dotted line) and results of calculations neglecting the heat flux onto the wall (light line) and with allowance for the heat flux (heavy line). Numerals indicate the gas pressure (in atm).
the gas refractive index is given by $n=1+C\left(\rho / \rho_{0}\right)$ (the values of the constant $C$ are given in the table). Taking into account Eqs. (22) and (23) and the expansion of the energy deposition function (7), we can represent the length-averaged parabolic coefficient at the cell axis as

$$
\begin{align*}
& \langle\alpha(t)\rangle=-\left\langle\frac{\partial^{2} n(x, y, t)}{2 \partial y^{2}}\right\rangle=-\frac{C}{2} \frac{\partial^{2}}{\partial y^{2}}\left\langle\frac{\rho(x, y, t)}{\rho_{0}}\right\rangle  \tag{24}\\
& =-\frac{l_{0}}{2 l_{1}} C \frac{\partial^{2}}{\partial y^{2}}\left(\frac{\rho_{A}(x, y, t)}{\rho_{0}}\right), \\
& \frac{\partial^{2}}{\partial y^{2}}\left(\frac{\rho_{A}(x, y, t)}{\rho_{0}}\right)_{y=0}=g^{2}(x, 0, t) \frac{\partial^{2}}{\partial y_{0}^{2}}\left(\frac{\rho_{A}(x, y, t)}{\rho_{0}}\right)_{y_{0}=0}, \\
& g(x, y, t)=\frac{\partial y_{0}}{\partial y},  \tag{25}\\
& \frac{\partial^{2}}{\partial y_{0}^{2}}\left(\frac{\rho_{A}(x, y, t)}{\rho_{0}}\right)_{y=0}=-\left(\frac{P(t)}{P_{0}}\right)^{1 / \gamma} \\
& \times\left\{1+\frac{\Theta}{\gamma} \int_{t_{0}}^{t}\left(\frac{P_{0}}{P\left(t^{\prime}\right)}\right)^{\Gamma} \frac{j\left(x_{0}, y_{0}, t^{\prime}\right)}{\bar{j}_{0}} \psi\left(t^{\prime}\right) d t^{\prime}\right\}^{-2}  \tag{26}\\
& \times \frac{\Theta}{\gamma} \int_{t_{0}}^{t}\left(\frac{P_{0}}{P\left(t^{\prime}\right)}\right)^{\Gamma}\left[\frac{\Sigma\left(t^{\prime}\right)}{R_{0}}\right]^{2} j^{\prime \prime}\left(x_{0}, 0, t^{\prime}\right) ~\left(\bar{j}_{0}\right) \psi\left(t^{\prime}\right) d t^{\prime} .
\end{align*}
$$



Fig. 5. Relative density at the medial plane $(y=0)$ versus $x$ for He at 2 atm : experimental data [4] (dotted line) and the results of calculations neglecting the heat flux onto the wall for the gas at rest (light line), with allowance for the heat flux for the gas at rest (heavy line), and with allowance for the heat flux in the model of a uniform longitudinal expansion (dashed line). Numerals indicate time in milliseconds.


Fig. 6. Parabolic coefficient of the refractive index at the cell axis versus time: experimental data [4] (dotted line) and results of calculations for the gas at rest (heavy line), the model of uniform longitudinal expansion (light line), and the gas at rest with the energy deposition for infinite plane geometry neglecting the heat flux onto the wall (dashed line). Numerals indicate the gas pressure (in atm).

It is necessary to define the relationship between the coordinates $y=y\left(x_{0}, y_{0}, t\right)$. Let us consider three versions of this relationship. If the gas is at rest, we have $y=y_{0}$ and $g(x, y, t)=g_{0}=1$. In the case of only trans-
verse motion, we have $\rho_{0} d y_{0}=\rho_{A}(x, y, t) d y$ and $g(x, y, t)=$ $g_{1}(x, y, t)=\rho_{A}(x, y, t) / \rho_{0}$. Neglecting changes in the energy deposition and the heat flux onto the wall and based on Eqs. (13) and (25), we obtain

$$
\begin{gathered}
\frac{\partial^{2}}{\partial y^{2}}\left(\frac{\rho_{A}(x, y, t)}{\rho_{0}}\right)_{y=0} \\
=\frac{1-\left(P_{0} / P^{*}(t)\right)^{1 / \gamma}}{\left\{f(x, 0,0) / \beta+\left(P_{0} / P^{*}(t)\right)^{1 / \gamma}[1-f(x, 0,0) / \beta]\right\}^{4}} \\
\times \frac{j^{\prime \prime}(x, 0,0)}{\bar{j}_{0} R_{0}^{2} \beta} .
\end{gathered}
$$

For infinite plane geometry and $\beta=1$, this result reduces to the known result of [8].

In the approximation of the uniform longitudinal expansion, we substitute $d v=d x d y, d v_{0}=d x_{0} d y_{0}$, and $d x=d x_{0} / \Sigma(t)$ in Eq. (16) to obtain $g(x, y, t)=g_{2}(x, y, t)=$ $\rho_{A}(x, y, t) /\left(\rho_{0} \Sigma(t)\right)$.

For low energy depositions and neglecting the heat flux onto the wall, we have

$$
\begin{gather*}
\frac{\partial^{2}}{\partial y^{2}}\left(\frac{\rho_{A}(x, y, t)}{\rho_{0}}\right)_{y=0} \approx-\frac{\Theta}{\gamma} \Psi(t) \frac{j^{\prime \prime}(x, 0,0)}{\bar{j}_{0} R_{0}^{2}},  \tag{27}\\
g(x, y, t)=1, \quad \Theta \ll 1
\end{gather*}
$$

Figure 6 compares the results of calculations of the parabolic coefficient with the experimental data [4]. The calculations for the gas at rest and uniform longitudinal expansion yield close results (almost coinciding for He at 2 atm ), which means that the longitudinal expansion and transverse compression balance each other. The calculations carried out in the approximation of the transverse gas motion and the calculations by formula (27) yield only qualitative agreement with the experimental data for He , for which $(\Theta \ll 1)$, but not for Ar , for which $\Theta>1$ (the results of calculations for argon are not shown). The results of calculations with neglect of the heat flux onto the wall differ from the presented curves to the same extent as in Fig. 4. Figure 6 also shows the results of calculations employing the energy deposition function for infinite plane geometry (with neglect of the heat flux). The effect of the finite width of the plates with uranium layers is rather small for He (almost undetectable for He at 5 atm ), whereas for Ar it is more important than the heat flux onto the wall and two-dimensional gas motion.

The agreement with the experimental data is good in the most important cases ( He at 2 atm and Ar at 0.5 atm ), bad in the case of Ar at 0.25 atm , and very bad for He at 5 atm . Note that we did not take into account the gas motion along the optical axis; this may play a specific role in the latter case, which differs from the others only by the small range. It is also possible that the quadratic stopping law (a good model for calculating the energy deposition $[16,17])$ employed in the cal-
culations of the energy deposition at large $D_{0}$ does not allow for accurate calculations of the parabolic coefficient. The latter is determined by the second derivative of the energy deposition distribution, which makes it very sensitive to the character of the stopping law.
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#### Abstract

The reflection frequency response and bistability characteristic of a ferromagnetic resonator are studied experimentally and theoretically. The resonator is a $25-\mu \mathrm{m}$-thick rectangular ytrium-iron-garnet film with perpendicular magnetization. A technique to construct the bistability characteristic of the resonator from its measured response to a pulsed signal is suggested. It is demonstrated that the microwave bistability results from the intrinsic nonlinearity of ferromagnetic resonance. It is found that the bistability characteristic can adequately be described on the basis of a dispersive-bistability model. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Intense electromagnetic radiation applied to a passive resonant system produces a variety of nonlinear phenomena. Among them is bistability [1]. A bistable system has two stable states differing in the level of absorption (reflection). As a rule, bistability stems from the fact that the resonant frequency or absorption coefficient depends on radiation power.

At microwave frequencies, bistability may attend nonlinear ferromagnetic resonance (FMR) in ferrites experiencing an external magnetic field. It was first detected in the form of a foldover in ferrite resonators; with a high radiation power, the line shape of FMR absorption becomes distorted so that the resonator offers two different levels of absorption for the same field [2]. Ferrite resonators also exhibit conventional bistability, i.e., a double-valued characteristic of reflected versus incident power for a given radiation frequency in the presence of a magnetostatic field [3]. Careful investigations into the nonlinear characteristics of ferrite-film resonators [4] confirmed that both effects have the same nature and may result from either the intrinsic nonlinearity of FMR [5, 6] or the heating of the sample by absorbed radiation [7, 8].

The bistability of ferrite resonators has been explored under quasistationary conditions only: in all measurements, the magnetic field or radiation power was varied slowly compared with the typical values of magnetic relaxation time with a continuous or pulsed microwave signal being applied to the sample. It seems interesting to examine the response of a bistable resonator to a short microwave pulse. This line of research would enable one to directly measure typical values of the switching time and to ascertain the mechanism of the nonlinearity underlying the bistable behavior. Such
an investigation seems to be important to possible applications as well.

Accordingly, this study addresses the nonlinear response of a bistable ferrite resonator to a short, highpower microwave pulse.

## RESONATOR CONFIGURATION AND EXPERIMENTAL SETUP

The ferromagnetic resonator was a $25-\mu \mathrm{m}$-thick yttrium-iron-garnet (YIG) film covering an area of $1 \times$ $4 \mathrm{~mm}^{2}$, with a saturation magnetization of $4 \pi M_{0}=$ 1750 Gs and a uniform FMR linewidth of $\Delta H \approx 0.6 \mathrm{Oe}$. The film was grown on a $0.6-\mathrm{mm}$ gadolinium-galliumgarnet substrate by liquid-phase epitaxy. The signal was coupled into the resonator via a microstrip line $100 \mu \mathrm{~m}$ wide and 4 mm long on a polycor substrate. The microstrip was placed near the center of the resonator and was parallel to the longer resonator side. An $80-\mu \mathrm{m}$ teflon interlayer was inserted between the microstrip and the YIG film so as to limit the coupling coefficient. The structure was situated in a uniform magnetostatic field of strength $H_{0}=3200$ Oe perpendicular to the film. The field was produced by a permanent magnet. The microwave signal was transmitted to the microstrip via a ferrite circulator, and the signal reflected from the resonator was measured. Under con-tinuous-wave conditions, the reflection frequency response was recorded in the range of $4-5 \mathrm{GHz}$ for different fixed levels of incident power by an R2-78 network analyzer, and the sweep time was 60 s . Under pulsed conditions, the resonator received microwave pulses with smooth envelopes, a fixed center frequency in the range of $4-5 \mathrm{GHz}$, a maximum peak power of 300 mW , a half-height width of about $27 \mu \mathrm{~s}$, and a pulse spacing of 50 ms . Reflected microwave pulses were
detected with a calibrated diode. Their envelopes were recorded with a Wiltron digital oscilloscope and were stored in 512-point data files.

## REFLECTION FREQUENCY RESPONSE

Figure 1a shows the reflection frequency response of the resonator as the reflection $\operatorname{loss} L=10 \log \left(P_{\text {ref }} / P\right)$ versus the signal frequency $f$, where $P$ is the incident power and $P_{\text {ref }}$ is the reflected power. Obtained at a low incident power, the curve has a single dip indicating strong absorption. Centered at $f_{0}=4400 \mathrm{MHz}$, the dip has a depth of about 12 dB and a width of $2 \Delta f=$ 4.4 MHz for a 3-dB level of reflected power. The frequency response retains its shape if the incident power is varied from -60 to -10 dBm . This indicates that the system is linear at low powers. Note that all of the figures are drawn with regard for nonresonant loss in the connectors and the circulator and that the values of $P$ and $P_{\text {ref }}$ refer to the resonator input. In Fig. 1a, the circles depict a computed resonator line (see below).

As $P$ is increased from -10 to +20 dBm , the response first develops asymmetric distortion and then becomes hysteretic (Fig. 1b). Concurrently, the resonant frequency $f_{\mathrm{r}}$ goes up and the absorption coefficient at $f_{\mathrm{r}}$ goes down. The resonant frequency corresponds to the maximum absorption when the input frequency is raised.

Based on measured data similar to those presented in Fig. 1b, we computed the resonant-frequency shift $f_{r}-f_{0}$ and the absorption coefficient $A=P_{a} / P$ at this frequency versus the absorbed power $P_{a}$. Figure 2 demonstrates that, if $P_{a}$ is raised from 0 to 13 mW , the dependence is virtually linear and the proportionality coefficient is $B=1.18 \mathrm{MHz} / \mathrm{mW}$. The maximum shift in $f_{r}$ was 30 MHz measured at $P_{a}=40 \mathrm{~mW}$. With $P_{a}$ raised from 0 to 40 mW , the absorption coefficient monotonically decreases from $A_{0}=0.95$ to 0.72 .

## PULSED CONDITIONS

Quasi-monochromatic microwave pulses were applied to the resonator under pulsed conditions. Their peak power was high enough to produce appreciable nonlinear effects. The pulse shape is shown by the dashed line curve in Fig. 3. If the pulse carrier frequency $f$ is less than the low-power resonator frequency $f_{0}$, reflected pulses have the same shape as incident ones. Otherwise, reflected pulses are distorted with distinctive dips, which affect both edges and occur at different levels. This is shown by the solid curve in Fig. 3. If the frequency detuning $\delta f=f-f_{0}$ is small, the dips arise at low powers. Their positions go toward the top of the pulse with increasing $\delta f$.

The bistability characteristic (the $P_{\text {ref }}-P$ relationship) can easily be constructed from the recorded envelopes of incident and reflected pulses. Figure 4 shows


Fig. 1. Reflection frequency response of the resonator for an incident power of (a) -20 or (b) +10 dBm . The solid curves refer to the experiment and the circles refer to the computation. The arrows indicate the directions in which the signal frequency is varied.


Fig. 2. Resonant-frequency shift and the absorption coefficient at $f_{r}$ vs. absorbed power. The marks refer to the experiment and the solid curve refers to a linear approximation of the experimental data.
the instantaneous reflected power $P_{\text {ref }}$ against the instantaneous incident power $P$ for different input carrier frequencies. The curves are plotted from data similar to those in Fig. 3.

With $P$ increased from zero (which corresponds to the leading edge of the incident pulse), the reflected power first grows linearly, then falls abruptly at $P=P_{1}$, and finally grows again. With $P$ decreased from the


Fig. 3. Envelopes of incident (broken curve) and reflected (solid curve) pulses for $\delta f=18 \mathrm{MHz}$. The insets show magnified dips, which indicate switching.


Fig. 4. Bistability characteristic for $\delta f=$ (a) 15 , (b) 20 , or (c) 23 MHz . The arrows indicate the directions in which the input power is varied.
maximum value to zero (which corresponds to the trailing edge of the incident pulse), the reflected power first decreases smoothly, then rises abruptly at $P=P_{2}$, and finally decreases again in a linear fashion following the curve of growing input power. With $P_{2}<P<P_{1}$, bistability occurs and two values of reflected power are pos-
sible with the same input power, with the actual one determined by the previous conditions. With increasing initial detuning of the signal frequency, the bistability loop widens and moves toward higher input powers (Fig. 4). The maximum loop width is $10 \log \left(P_{1} / P_{2}\right)_{\max }=$ 12 dB , and the maximum loop height is 10 dB . These values correspond to the depth of the dip in the reflection frequency response at low powers.

The time to switch between stable states can be directly measured from the response of the bistable resonator to a driving pulse. The insets in Fig. 3 demonstrate that the switch-on time (at $P_{1}$ ) is almost the same as the switch-off time (at $P_{2}$ ), which is equal to $\tau \approx 3 \mu \mathrm{~s}$. The switching times monotonically decrease by a factor of about 2 with increasing the absolute value of frequency detuning and the incident power for the moment of switching. The measured switching times are the same order of magnitude as the YIG magneticrelaxation time $\tau=1 /(\gamma \Delta H) \approx 0.5 \mu \mathrm{~s}(\gamma=2.8 \mathrm{MHz} / \mathrm{Oe})$. On the other hand, they are much less than typical values of thermal-relaxation time for ferrite-film structures, which may be tens or hundreds of milliseconds [9]. These findings indicate that the bistability of the resonator results from the intrinsic nonlinearity of FMR, not from the heating of the YIG film by absorbed microwave power.

## DISCUSSION

To describe the bistable behavior of the resonator, we adapted a model of dispersive optical bistability [10]. Its FMR version is based on the resonator characteristics for linear conditions (low incident powers) and on the $f_{0}-P_{a}$ relationship.

The frequency response of the resonator is determined by nonuniform magnetostatic oscillations excited in the ferrite. For a rectangular ferrite film of width $a$, length $b$, and thickness $d$, the frequency of the fundamental mode is approximately expressed as

$$
\begin{align*}
f_{0}= & \gamma\left(H_{0}-4 \pi M_{z}\right)+\gamma 4 \pi M_{z}\left(\frac{d}{a}+\frac{d}{b}\right) \\
& +\gamma 4 \pi M_{z} \frac{\pi d}{4} \sqrt{\left(\frac{1}{a}\right)^{2}+\left(\frac{1}{b}\right)^{2}} . \tag{1}
\end{align*}
$$

Here, the first term equals the frequency of uniform FMR in an infinite ferrite film and the magnetization is perpendicular to the film. Also, $H_{0}$ is the strength of an external magnetostatic field; $M_{z}$ is the time-independent magnetization component, which is parallel to the field and perpendicular to the film; and $\gamma$ is the absolute value of the gyromagnetic ratio. If the power is so low that the magnetization precesses at a small angle with the $z$-axis, then $M_{z}$ equals the saturation magnetization $M_{0}$ of the ferrite. The second term in (1) is a first-order correction due to demagnetization. The third term allows for the sinusoidal amplitude distribution of the
high-frequency magnetization along the sides of the film. With measured parameter values, formula (1) yields $f_{0}=4312 \mathrm{MHz}$, which differs from the measured value by as little as $2 \%$. The difference results from the crystalline anisotropy of the ferrite and the nonuniformity of its magnetic field. We ignored these factors, because they are unimportant in the context of this study.

With low powers, the absorption line shape of an FMR resonator is described by the well-known Lorentzian expression

$$
\begin{equation*}
P_{a}(f)=P \frac{A_{0}}{1+\left\{\left(f-f_{0}\right) / \Delta f\right\}^{2}} . \tag{2}
\end{equation*}
$$

Accordingly, reflection loss as a function of frequency is $L(f)=10 \log \left\{P_{\text {ref }}(f) / P\right)$, where $P_{\text {reff }}(f)=P-$ $P_{a}(f)$, with $P_{a}(f)$ given by (2). In Fig. 1a, the circles refer to the absorption line computed for $f_{0}=$ 4400 MHz , the resonance linewidth $\Delta f=2.2 \mathrm{MHz}$, and the absorption coefficient $A_{0}=0.95$. In what follows, we use the parameter values that provide the best agreement between the computed and measured data for low powers.

Now, let us take a close look at Fig. 2. As already mentioned, the shift in $f_{r}$ with increasing signal power results from the intrinsic nonlinearity of FMR. We will show that this also follows from formula (1). Since the first term dominates in (1), we infer that the resonant frequency must be rising if $M_{z}$ decreases. The conservation of the magnetization magnitude $M_{0}$ implies $M_{z}=$ $M_{0}-2 m^{2} / M_{0}$ to a first approximation. With the squared magnitude $m_{2}$ of the high-frequency magnetization proportional to $P_{a}$, we see that formula (1) implies the linear growth of $f_{r}$ with $P_{a}$. Let us express the dependence of $f_{r}$ on $P_{a}$ as

$$
\begin{equation*}
f_{r}=f_{0}+B P_{a}, \tag{3}
\end{equation*}
$$

where $B=1.18 \mathrm{MHz} / \mathrm{mW}$, according to the experiment.
Inserting (3) into (2), we obtain a cubic equation that relates the incident power $P$ to the absorbed power $P_{a}$ :

$$
\begin{equation*}
P=\frac{P_{a}}{A_{0}}\left[1+\left(\frac{\delta f-B P_{a}}{\Delta f}\right)^{2}\right], \tag{4}
\end{equation*}
$$

where $\delta f=f-f_{0}$ is the initial detuning of the signal frequency.

Using (4), we can draw $P_{a}-P$ curves for a given signal frequency $f$. Figure 5 presents typical examples of such curves, which are computed by the above approach with measured parameter values. Broken line 1 represents the linear relationship $P_{a}=A_{0} P$ for linear resonator conditions $(B=0)$ and $\delta f=0\left(f=f_{0}\right)$. Curve 2 refers to nonlinear resonator conditions and $\delta f=10 \mathrm{MHz}$. Notice the unstable segment between points $b$ and $c$, where $P_{a}$ decreases with increasing $P$. As


Fig. 5. Computed graphs of absorbed $(1,2)$ and reflected (3) power vs. incident power.
$P$ is raised from zero, $P_{a}$ first rises smoothly until point $b$ is reached (at $P=P_{1}$ ), then jumps to point $d$, and finally continues to rise in a smooth manner. As $P$ is lowered from its maximum value, $P_{a}$ first smoothly decreases until point $c$ is reached (at $P=P_{2}$ ), then drops to point $a$, and finally continues to decrease in a smooth manner. Thus, the resonator behaves in a bistable fashion if $P$ is varied between $P_{2}$ and $P_{1}$. With the same $P$, it may offer higher or lower absorption depending on the previous conditions.

Curve 3 in Fig. 5 depicts the dependence of $P_{\text {ref }}$ on $P$. It is seen that $P_{\text {ref }}$ drops at $P=P_{1}$ and jumps at $P=$ $P_{2}$, which totally agrees with the experiment in qualitative terms (Fig. 4).

The model enables one to compute the powers at which the resonator switches from one stable state to the other. It follows from Fig. 5 that $\partial P / \partial P_{a}=0$ at switching points $b$ and $c$. Differentiating the right-hand side of (4) and setting the result equal to zero, we obtain two values of absorbed power at the switching points:

$$
\begin{equation*}
P_{a}^{1,2}=\frac{2 \delta f \pm \sqrt{\delta f^{2}-3 \Delta f^{2}}}{3 B} \tag{5}
\end{equation*}
$$

Inserting them into (4), we find $P_{1}$ and $P_{2}$.
Expression (5), the zero-loop condition $P_{a 1}=P_{a 2}$, and equation (4) suggest the following analytic conditions for bistability

$$
\begin{equation*}
\delta f>\delta f_{\mathrm{th}}=\sqrt{3} \Delta f, \quad P>P_{\mathrm{th}}=\frac{8}{3 \sqrt{3}} \frac{\Delta f}{A_{0} B} . \tag{6}
\end{equation*}
$$

Thus, we arrive at two conclusions: (1) an FMR resonator with the Lorentzian line shape becomes bistable only if the signal-frequency detuning exceeds a certain threshold. (2) For the threshold power $P_{\mathrm{th}}$ to be low, the


Fig. 6. The upper $\left(P_{1}\right)$ and the lower $\left(P_{2}\right)$ bistability limit vs. $\delta f$. The marks refer to the experiment and the broken curve refers to the computation.
resonator must have a small linewidth, an absorption coefficient approaching unity, and considerable nonlinearity.

In our experiment, the minimum values of $\delta f$ and $P$, at which bistability arises, were about 7 MHz and 5 mW , respectively. They are fairly close to the computed values $\delta f_{\text {th }}=3.8 \mathrm{MHz}$ and $P_{\mathrm{th}}=3.02 \mathrm{~mW}$, which are obtained from (6) with parameter values corresponding to the experimental data.

Figure 6 depicts the dependences of $P_{1}$ and $P_{2}$ on the initial frequency detuning $\delta f$. The solid lines refer to the measurements, whereas the dashed ones refer to the computation by the above approach. It is seen that the latter agree with the former in qualitative terms. Specifically, the observed bistability loop is between the computed values of $P_{2}$ and $P_{1}$ for any $\delta f$, although its width is smaller than the predicted one.

Presumably, the discrepancies between the computed and the measured data stem from the parametric excitation of spin waves in the ferrite. As is known, if the amplitude of magnetization precession exceeds a certain threshold, transfer from uniform precession to exchange spin waves results [11]. This causes the saturation of FMR absorption and resonance line broadening. In our experiment, FMR saturation manifested itself in a considerable decrease in the absorption coefficient with increasing power (Fig. 2). Furthermore, the maximum frequency shift observed, by 30 MHz , implies $\theta=\arccos \left(M_{z} / M\right) \approx 5.5^{\circ}$. The latter value is well above the limit angle at which the parametric excitation of spin waves arises in the ferrite, $\theta_{c} \approx 1^{\circ}$.

## CONCLUSIONS

We conducted an experimental investigation into the microwave bistability of a ferromagnetic resonator. The resonator was a $25-\mu \mathrm{m}$-thick rectangular YIG film with
a perpendicular magnetic field. Measuring the response to a pulsed signal, we obtained resonator bistability characteristics for low powers and different detunings of the driving frequency from the resonant one. The time of switching between the stable states was a few microseconds. It has been found that the bistability results from the intrinsic nonlinearity of FMR, the latter being caused by an increase in the angle at which the magnetization precesses. A comparative review of the measured and the computed characteristics has demonstrated that the performance of the resonator at high signal powers can be described in general terms by a phenomenological model of dispersive bistability. To provide a detailed description, the theory should allow for the parametric excitation of spin waves in the ferrite at high signal powers.

In practical terms, bistable resonators constructed in FMR films could find application in microwave solidstate devices for signal forming and processing, such as limiters or amplitude modulators. They could also be part of microwave logic with microwave control.
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#### Abstract

A chain of closely spaced oscillators is studied theoretically. The oscillators are interrelated electric dipoles whose moments may vary within a wide range. An expression for the oscillator interaction potential is suggested. On the basis of this potential, a one-dimensional nonlinear equation of motion is derived with allowance made for dissipation and external driving. A numerical investigation is carried out and various nonlinear phenomena are revealed in the chain. Among them are the size effect and ultrasensitivity, i.e., a giant response of the chain to extremely weak periodic perturbations. The findings are compared with previously obtained experimental results on naturally occurring objects with similar structure. It is inferred that the model is realistic. © 2001 MAIK "Nauka/Interperiodica".


## INTRODUCTION

This paper deals with a system of closely spaced oscillating electric dipoles with variable and interrelated dipole moments in the presence of dissipation and perturbation. It is a challenging problem to ascertain the behavior of the system even in a one-dimensional case. In practical terms, this model may provide valuable insight into remarkable phenomena in some types of heterogeneous condensed media that has been exposed to an electromagnetic field of an ultralow frequency (ULF) below $10^{3} \mathrm{~Hz}$. The medium consists of a nonconducting or semiconducting continuous phase and inclusions with liquid or quasi-liquid conducting sheaths. Such structures are usually formed in almost any insulator during a phase transition. They permanently exist in powders and water-saturated rock. They are also basically similar to certain systems of cells in organisms. A realistic model of such media should take into account the close spacing of the oscillators and the variation in their dipole moments. Otherwise, many interesting phenomena may be overlooked.

Among these phenomena is the ultrasensitivity of crystalline hydrates to ULF under strong compression. This recently detected effect manifests itself in the giant mechanical response to an extremely weak electric field in a very narrow ULF range where the field strength is lower than the electric breakdown threshold by a factor of about $10^{3}[1]$. Furthermore, the frequency range shifts if the medium is heated [2]. The effect is preceded by giant bursts of dielectric susceptibility at ULFs, which apparently result from the formation of short-lived heterogeneous structures, including nonconducting microinclusions with thin liquid sheaths containing mobile ions. Susceptibility bursts in such media experiencing ULF fields have been reported by
many researchers (see the references in [3]). The phenomenon stems mainly from the accumulation of extremely large amounts of polarization charges (free anions or cations) at the poles of the microinclusions so that the dipole moments of the oscillators change considerably. However, in contrast to dielectric-loss spectra, the reported shapes of ULF permittivity have no narrow or wide peaks at any moment of growth. They are smooth curves obeying the Debye-spectrum dispersion relation. The point is that the dipole-dipole interaction in the chain has been neglected when dealing with inhomogeneous media in ULF fields because of computational difficulties. Accordingly, attempts to relate the giant susceptibility bursts at ULFs to the giant mechanical response resulted in rather academic models of gas breakdown in microcracks of crystallinehydrate plates under compression. The models imply that a ULF peak may arise in the input-power spectral density, which leads to a singularity in the ultrasensitivity spectrum [3]. The peak would be noticeable if the charge relaxation time $\tau$ of the sheaths was about $10^{-2} \mathrm{~s}$ and the particle size was in the micrometer range. In reality, $\tau=1 / \Omega \sim 10^{-5} \mathrm{~s}$, where $\Omega \sim 5 \times 10^{4} \mathrm{~Hz}$ is the frequency corresponding to the maximum in dielectric loss. Furthermore, the models state that a ULF peak arises only if each physical property of the gas in microcracks is within a very narrow range. The above considerations have led us to the conclusion that a chain of closely spaced oscillating dipoles with variable moments should be used as a physical model of ultrasensitivity. In particular, this approach could help one understand why the phenomenon is confined to a narrow ULF range, at least at the onset of excitation.

It is interesting to note that the model examined here can also be applied to the recently detected excitation


Fig. 1. Configuration of the dipole-oscillator chain with spacing $a$. Each oscillator represents a particle of diameter $2 r$ with a sheath containing oscillating charges. The sheath thickness may be $\sim 30-300 \AA$.
and synchronization of short-term ULF electric oscillations, predominantly at $25-45 \mathrm{~Hz}$, in many macroscopic biological systems when two similar objects approach each other very closely [4-6]. These unusual effects were interpreted in terms of olfactory phenomena [4-6]. By contrast, we associate them with the excitation of electric oscillators in cells. The level of excitation must depend on the effective oscillator sizes, which increase as the objects approach each other.

To explain the above phenomena, a one-dimensional chain of closely spaced oscillating electric dipoles is considered, with $a$ and $2 r$ standing for the average dipole spacing and the charge spacing of a dipole, respectively (Fig. 1). Based on this model, the total potential of the interaction between the oscillators should be determined and the system behavior under the action of an ULF electric field should be investigated. Recall that well-known models based on oscillator chains with nonlinear coupling typically imply that the dipole moments are constant and $a \gg 2 r[7,8]$. Although this approach works well with certain quasi-one-dimensional chains, it fails when applied to various systems where dipole charges vary by one to four orders of magnitude, depending on the oscillator spacing, oscillator natural frequencies, etc. Accordingly, this study follows the course outlined in this section. Also, we compare the computed behavior of the chain with experimental data.

## MODEL DESCRIPTION

The model is illustrated in Fig. 1. The potential energy will be calculated for the case of $a \gg 2 r$, where $a$ is the average oscillator spacing and $r$ is the oscillator radius with variable dipole moments. Thus, neighboring oscillators may be in contact. Furthermore, we assume that the polarization level may be very sensitive to both the frequencies and the strengths of local and external fields. Dipole-dipole interaction will be treated in the Coulomb approximation. For the respective oscillators, let $\varphi_{n-1}, \varphi_{n}$, and $\varphi_{n+1}$ denote the deflection angles of the dipole axes from the unstable-equilib-
rium positions (Fig. 1). Then, the potential energy of the oscillator system has the general form

$$
\begin{align*}
U_{\mathrm{int}}= & \frac{1}{4 \pi \varepsilon \varepsilon_{0}} \sum_{n}\left\{\left(\frac{Q_{n-1}^{+} Q_{n}^{+} \mathbf{R}_{n-1, n}^{++}}{\left(R_{n-1, n}^{++}\right)^{2}}+\frac{Q_{n-1}^{-} Q_{n}^{-} \mathbf{R}_{n-1, n}^{--}}{\left(R_{n-1, n}^{--}\right)^{2}}\right.\right. \\
& \left.-\frac{Q_{n-1}^{-} Q_{n}^{+} \mathbf{R}_{n-1, n}^{-+}}{\left(R_{n-1, n}^{-+}\right)^{2}}-\frac{Q_{n-1}^{+} Q_{n}^{-} \mathbf{R}_{n-1, n}^{+-}}{\left(R_{n-1, n}^{+-}\right)^{2}}\right) \\
& +\left(\frac{Q_{n}^{+} Q_{n+1}^{+} \mathbf{R}_{n, n+1}^{++}}{\left(R_{n, n+1}^{++}\right)^{2}}+\frac{Q_{n}^{-} Q_{n+1}^{-} \mathbf{R}_{n, n+1}^{--}}{\left(R_{n, n+1}^{--}\right)^{2}}\right.  \tag{1}\\
& \left.\left.-\frac{Q_{n}^{-} Q_{n+1}^{+} \mathbf{R}_{n, n+1}^{-+}}{\left(R_{n, n+1}^{-+}\right)^{2}}-\frac{Q_{n}^{+} Q_{n+1}^{-} \mathbf{R}_{n, n+1}^{+-}}{\left(R_{n, n+1}^{+-}\right)^{2}}\right)\right\} .
\end{align*}
$$

Here, the distances between the charges of the $(n-1)$ th dipole and those of the $n$th dipole are expressed as

$$
\begin{gather*}
R_{n-1, n}^{++}=\left[\left(a-r\left(\sin \varphi_{n-1}-\sin \varphi_{n}\right)\right)^{2}\right. \\
\left.+\left(r\left(\cos \varphi_{n-1}-\cos \varphi_{n}\right)\right)^{2}\right]^{1 / 2} \\
=\left[a^{2}+4 r \sin \left(\frac{\varphi_{n}-\varphi_{n-1}}{2}\right)\right.  \tag{2}\\
\left.\times\left(r \sin \left(\frac{\varphi_{n}-\varphi_{n-1}}{2}\right)+a \cos \left(\frac{\varphi_{n}+\varphi_{n-1}}{2}\right)\right)\right]^{1 / 2}, \\
R_{n-1, n}^{--}=\left[\left(a+r\left(\sin \varphi_{n-1}-\sin \varphi_{n}\right)\right)^{2}\right. \\
\left.+\left(r\left(\cos \varphi_{n-1}-\cos \varphi_{n}\right)\right)^{2}\right]^{1 / 2} \\
=\left[a^{2}+4 r \sin \left(\frac{\varphi_{n}-\varphi_{n-1}}{2}\right)\right.  \tag{3}\\
\left.\times\left(r \sin \left(\frac{\varphi_{n}-\varphi_{n-1}}{2}\right)-a \cos \left(\frac{\varphi_{n}+\varphi_{n-1}}{2}\right)\right)\right]^{1 / 2},
\end{gather*}
$$

$$
\begin{gather*}
R_{n-1, n}^{-+}=\left[\left(a+r\left(\sin \varphi_{n-1}+\sin \varphi_{n}\right)\right)^{2}\right. \\
\left.+\left(r\left(\cos \varphi_{n-1}+\cos \varphi_{n}\right)\right)^{2}\right]^{1 / 2} \\
=\left[a^{2}+4 r \cos \left(\frac{\varphi_{n}-\varphi_{n-1}}{2}\right)\right.  \tag{4}\\
\left.\times\left(r \cos \left(\frac{\varphi_{n}-\varphi_{n-1}}{2}\right)+a \sin \left(\frac{\varphi_{n}+\varphi_{n-1}}{2}\right)\right)\right]^{1 / 2}, \\
R_{n-1, n}^{+-}=\left[\left(a-r\left(\sin \varphi_{n-1}+\sin \varphi_{n}\right)\right)^{2}\right. \\
\left.+\left(r\left(\cos \varphi_{n-1}+\cos \varphi_{n}\right)\right)^{2}\right]^{1 / 2} \\
=\left[a^{2}+4 r \cos \left(\frac{\varphi_{n}-\varphi_{n-1}}{2}\right)\right.  \tag{5}\\
\left.\times\left(r \cos \left(\frac{\varphi_{n}-\varphi_{n-1}}{2}\right)-a \sin \left(\frac{\varphi_{n}+\varphi_{n-1}}{2}\right)\right)\right]^{1 / 2} . \tag{7}
\end{gather*}
$$

In (1), $\mathbf{R}_{n-1, n}^{++} ; \mathbf{R}_{n-1, n}^{--} ; \mathbf{R}_{n-1, n}^{-+} ; \mathbf{R}_{n-1, n}^{+-} ; \mathbf{R}_{n, n+1}^{++}$; $\mathbf{R}_{n, n+1}^{--} ; \mathbf{R}_{n, n+1}^{-+}$; and $\mathbf{R}_{n, n+1}^{+-}$denote the radius vectors between the respective charges in the chain. The respective distances $R_{n, n+1}^{++} ; R_{n, n+1}^{--} ; R_{n, n+1}^{-+} ;$and $R_{n, n+1}^{+-}$between the charges $Q_{n}^{+}, Q_{n}^{-}, Q_{n+1}^{+}$, and $Q_{n+1}^{-}$ in dipoles $n+1$ and $n$ obey formulas that can be derived from (2)-(5) by replacing $n$ with $n+1$ and $n-1$ with $n$. Finally, $\varepsilon$ is the relative permittivity of the medium and $\varepsilon_{0}$ is the permittivity of free space. It is convenient to recast (1) as

$$
\begin{align*}
U_{\mathrm{int}}= & \frac{1}{4 \pi \varepsilon \varepsilon_{0}} \sum_{n}\left\{Q _ { n } ^ { + } \left(\frac{Q_{n-1}^{+} \mathbf{R}_{n-1, n}^{++}}{\left(R_{n-1, n}^{++}\right)^{2}}+\frac{Q_{n+1}^{+} \mathbf{R}_{n, n+1}^{++}}{\left(R_{n, n+1}^{++}\right)^{2}}\right.\right.  \tag{8}\\
& +Q_{n}^{-}\left(\frac{Q_{n-1}^{-} \mathbf{R}_{n-1, n}^{--}}{\left(R_{n-1, n}^{--}\right)^{2}}+\frac{Q_{n+1}^{-} \mathbf{R}_{n, n+1}^{--}}{\left(R_{n, n+1}^{--}\right)^{2}}\right)  \tag{6}\\
& -Q_{n}^{+}\left(\frac{Q_{n+1}^{-} \mathbf{R}_{n, n+1}^{-+}}{\left(R_{n, n+1}^{-+}\right)^{2}}+\frac{Q_{n-1}^{-} \mathbf{R}_{n-1, n}^{-+}}{\left(R_{n-1, n}^{-+}\right)^{2}}\right) \\
& \left.-Q_{n}^{-}\left(\frac{Q_{n+1}^{+} \mathbf{R}_{n, n+1}^{+-}}{\left(R_{n, n+1}^{+-}\right)^{2}}-\frac{Q_{n-1}^{+} \mathbf{R}_{n, n+1}^{+-}}{\left(R_{n, n+1}^{+-}\right)^{2}}\right)\right\}
\end{align*}
$$

Now, let us take into account that the charge of dipole $n$ depends on external and local electric fields, the latter being produced by the moving charges of dipoles $n-1$ and $n+1$. Assume that the other dipoles act on dipole $n$ only indirectly via the chain as a result of shielding. We neglect other physical and chemical processes in the oscillators and around them that may affect polarization (for details, see [9-11]). The contribution of external and local fields to the polarization of
any of the charges $Q_{n}^{+}, Q_{n}^{-}, Q_{n-1}^{+}$, and $Q_{n-1}^{-}$is assumed to obey the superposition principle, allowing for the frequency dependence. For any oscillator, the frequencies of the positive and the negative charges are considered to be the same. For each oscillator, let the dependence of the polarization on the frequencies of the local and the external field, $\omega_{n}$ and $\Omega$, respectively, obey the Debye dispersion law $[9,10]$. Since $\left|Q_{n}^{+}\right|=$ $\left|Q_{n}^{-}\right|$, the respective dipole charges of the $(n-1)$ th, $n$ th, and $(n+1)$ th oscillators are expressed as

$$
\begin{align*}
& Q_{n}^{+}=\beta\left(\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n, n-1}^{++}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n-1}\right)^{2}\right)\left(R_{n, n-1}^{++}\right)^{3}}\right. \\
& +\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n, n+1}^{++}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n+1}\right)^{2}\right)\left(R_{n, n+1}^{++}\right)^{3}} \\
& -\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n, n-1}^{+-}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n-1}\right)^{2}\right)\left(R_{n, n-1}^{+-}\right)^{3}} \\
& \left.-\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n, n+1}^{+-}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n+1}\right)^{2}\right)\left(R_{n, n+1}^{+-}\right)^{3}}+\frac{E_{n}^{\mathrm{ext}}}{1+(\tau \Omega)^{2}}\right), \\
& Q_{n-1}^{+}=\beta\left(\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n-1, n-2}^{++}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n-2}\right)^{2}\right)\left(R_{n-1, n-2}^{++}\right)^{3}}\right. \\
& +\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n-1, n}^{++}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n}\right)^{2}\right)\left(R_{n-1, n}^{++}\right)^{3}} \\
& -\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n-1, n-2}^{+-}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n-2}\right)^{2}\right)\left(R_{n-1, n-2}^{+-}\right)^{3}} \\
& \left.-\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n-1, n}^{+-}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n}\right)^{2}\right)\left(R_{n-1, n}^{+-}\right)^{3}}+\frac{E_{n-1}^{\mathrm{ext}}}{1+(\tau \Omega)^{2}}\right), \\
& Q_{n+1}^{+}=\beta\left(\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n+1, n}^{++}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n}\right)^{2}\right)\left(R_{n+1, n}^{++}\right)^{3}}\right. \\
& +\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n+1, n+2}^{++}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n+2}\right)^{2}\right)\left(R_{n+1, n+2}^{++}\right)^{3}}  \tag{9}\\
& -\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n+1, n}^{+-}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n}\right)^{2}\right)\left(R_{n+1, n}^{+-}\right)^{3}} \\
& \left.-\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right) \mathbf{R}_{n+1, n+2}^{+-}}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \omega_{n+2}\right)^{2}\right)\left(R_{n+1, n+2}^{+-}\right)^{3}}+\frac{E_{n+1}^{\mathrm{ext}}}{1+(\tau \Omega)^{2}}\right),
\end{align*}
$$

where $\tau$ is the relaxation time of bound charges in sheaths and $\varepsilon_{s}$ and $\varepsilon_{\infty}$ are the maximum SLF (static) and the minimum high-frequency (optical) values of the permittivity, respectively.

The coefficient $c_{0}$ is the number of elementary dipole charges $e$ that change the permittivity of the system by unity during polarization. Let the chain be subjected to a uniform harmonic external field directed along the chain axis. In the vicinity of an $n$th oscillator, the field is expressed as

$$
\begin{equation*}
E_{n}^{\mathrm{ext}}=2 \varepsilon^{-1} E \sin (2 \pi \Omega t) \cos \left(\varphi_{n}\right) \tag{10}
\end{equation*}
$$

Similar expressions describe the field near oscillators $n-1$ and $n+1$. To evaluate $E_{n}, E_{n-1}$, and $E_{n+1}$ we assume that the charge of dipole $n$ or $n-1$ tends to $Q_{\infty}=$ $c_{0} e \varepsilon_{\infty}$ for $\omega_{n} \longrightarrow \infty$ and to $Q_{0}=c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right)$ for $\omega_{n} \longrightarrow 0$. Also, we assume that $c_{0}=$ const for each oscillator in the chain. The coefficient $\beta$ corresponds to the dipole charge that is induced in a field of unit strength. In other words, $\beta$ specifies the polarization susceptibility of an oscillator. It is similar to the dielectric susceptibility, which represents the relationship between the polarization and the field strength in a macroscopic dielectric body. To a first approximation, we regard $\beta$ as a constant here. In reality, it may depend on many other parameters.

Let us assume that the variables $\varphi_{n}$ are nearly identical for neighboring dipoles at the same point in time. Accordingly, if we perform the change $n a \longrightarrow x$ and $\varphi_{n}(t) \longrightarrow \varphi(x, t)$ in the continuum approximation $\varphi_{n}-$ $\varphi_{n-1} \sim \delta$, then $U_{\text {int }}$ can be expanded in terms of a small parameter as

$$
\begin{equation*}
\varphi_{n-1}-\varphi_{n} \sim \varphi_{n}-\varphi_{n+1} \sim a \frac{\partial \varphi}{\partial x} \tag{11}
\end{equation*}
$$

In view of (1)-(11) and the accompanying comments, we obtain an expression for $U_{\mathrm{int}}$ by passing to the limit for $a \longrightarrow 2 r+\Delta$ in the expansion to secondorder terms. In the continuum approximation, it can be written as

$$
\begin{gather*}
U_{\mathrm{int}}=\frac{1}{4 \pi \varepsilon \varepsilon_{0}} \int \frac{d x}{a} \beta^{2} V_{1}(x, t) V_{2}(x, t) \\
\times\left\{-\left[P(t) \cos (\varphi)+B(x, t) V_{3}(x, t)\right]\right. \\
-B(x, t)\left[P(t) \cos (\varphi) V_{4}(x, t)+V_{3}(x, t) V_{5}(x, t)\right] \frac{\partial \varphi}{\partial x}(  \tag{12}\\
-B(x, t)\left[5 P(t) \cos (\varphi)\left\{V_{6}(x, t)+V_{7}(x, t)\right\}\right. \\
\left.\left.+9 V_{3}(x, t) V_{7}(x, t)\right] \frac{\partial^{2} \varphi}{\partial x^{2}}\right\}
\end{gather*}
$$

with

$$
\begin{gather*}
P(t)=\frac{2 E \sin (2 \pi \Omega t)}{\varepsilon\left(1+(\tau \Omega)^{2}\right)},  \tag{13}\\
B(x, t)=\frac{c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right)}{4 \pi \varepsilon \varepsilon_{0}\left(1+\left(\tau \varphi_{t}\right)^{2}\right)},  \tag{14}\\
S_{1}(x, t)=a^{2}+4 r^{2}-4 r a \sin (\varphi),  \tag{15}\\
S_{2}(x, t)=a^{2}+4 r^{2}+4 r a \sin (\varphi),  \tag{16}\\
=P(t) \cos (\varphi)+B(x, t)\left[S_{1}^{-1}(x, t)-S_{2}^{-1}(x, t)\right], \\
V_{2}(x, t)=S_{1}^{-1 / 2}(x, t)+S_{2}^{-1 / 2}(x, t),  \tag{17}\\
V_{3}(x, t)=S_{1}^{-1}(x, t)+S_{2}^{-1}(x, t),  \tag{18}\\
V_{4}(x, t)=4 r a^{2} \cos (\varphi)\left[S_{1}^{-2}(x, t)+S_{2}^{-2}(x, t)\right],  \tag{19}\\
V_{5}(x, t)=-r a^{2} \cos ^{2}(\varphi) B(x, t) S_{1}^{-1}(x, t),  \tag{20}\\
V_{6}(x, t)=2 r a^{3} \sin (\varphi) S_{2}^{-2}(x, t)  \tag{21}\\
+4 r^{2} a^{4} \cos ^{2}(\varphi) S_{2}^{-3}(x, t),  \tag{22}\\
V_{7}(x, t)=-2 r a^{3} \sin (\varphi) S_{1}^{-2}(x, t) \\
+4 r^{2} a^{4} \cos ^{2}(\varphi) S_{1}^{-3}(x, t)
\end{gather*}
$$

When deriving (12), formula (6) was used, because in the limit of $a \longrightarrow 2 r+\Delta$, the first two summands in parentheses become negligible compared to the remainder. For the same reason, each of the formulas (7)-(9) was used without the first two summands that account for the interaction between like charges of neighboring dipoles. Obviously, this simplification is justified by the existence of potential wells at $\varphi_{n}=\pi / 2+$ $n \pi$, which become deeper as opposite charges of neighboring dipoles grow owing to polarization.

Let $c_{n}$ denote the number of uncompensated charged particles (such as cations or anions) in the sheath of an $n$th oscillator so that the total mass of the charged particles at the ends of the $n$th dipole is $M_{n}=c_{n} m$, each particle having mass $m$. Then the kinetic energy of the chain is given by

$$
\begin{equation*}
T_{k}=\frac{1}{2} \sum_{n} J_{n} \varphi_{n}^{2} \tag{24}
\end{equation*}
$$

Here, $J_{n}=c_{n} m r^{2}$ is the moment of inertia. Furthermore, in view of (7)

$$
\begin{equation*}
c_{n}=Q_{n}^{+} / e \tag{25}
\end{equation*}
$$

In the continuum approximation, expansion to the
second-order terms yields

$$
\begin{align*}
& T_{k}=\beta \frac{m r^{2}}{e} \int \frac{d x}{a}\left\{V_{1}(x, t)+B(t) V_{8}(x, t) \frac{\partial \varphi}{\partial x}\right.  \tag{26}\\
&\left.+B(t) V_{9}(x, t) \frac{\partial^{2} \varphi}{\partial x^{2}}\right\}\left(\frac{\partial \varphi}{\partial t}\right)^{2}
\end{align*}
$$

with

$$
\begin{align*}
V_{8}(x, t) & =6 r a^{2} \cos (\varphi) S_{1}^{-2}(x, t)  \tag{27}\\
V_{9}(x, t) & =-5 r a^{3} \sin (\varphi) S_{1}^{-2}(x, t)  \tag{28}\\
+36 r^{2} & a^{4} \cos ^{2}(\varphi) S_{1}^{-3}(x, t)
\end{align*}
$$

Now, we assume that the dissipative forces are linear functions of charge angular velocities. Then, with $\xi_{n}$ denoting the dissipation parameter, the dissipation function has the form

$$
\begin{equation*}
D=\frac{1}{2} \sum_{n} c_{n} \xi_{n} r^{2} \dot{\varphi}_{n}^{2} \tag{29}
\end{equation*}
$$

The above reasoning for the kinetic energy, including formulas (25) and (7), can be also applied to the dissipation function. In the continuum approximation, expansion to the second-order terms yields

$$
\begin{align*}
D=\beta & \frac{\xi r^{2}}{e} \int \frac{d x}{a}\left\{V_{1}(x, t)+B(t) V_{8}(x, t) \frac{\partial \varphi}{\partial x}\right.  \tag{30}\\
& \left.+B(t) V_{9}(x, t) \frac{\partial^{2} \varphi}{\partial x^{2}}\right\}\left(\frac{\partial \varphi}{\partial t}\right)^{2}
\end{align*}
$$

The force with which the external field acts on the chain can be expressed as

$$
\begin{equation*}
F_{n}=2 \varepsilon^{-1} E \sin (2 \pi \Omega t) \sum_{n} Q_{n} \cos \left(\varphi_{n}\right) \tag{31}
\end{equation*}
$$

where $Q_{n}$ additively depends on local and external fields, according to (7). Let us expand $F$ into a series. By analogy with (26) and (30), the continuum approximation yields

$$
\begin{gather*}
F(x, t)=2 \varepsilon^{-1} E \sin (2 \pi \Omega t) \int \frac{d x}{a} \cos (\varphi)\left\{V_{1}(x, t)\right. \\
\left.+B(x, t) \frac{\partial \varphi}{\partial x}\left(V_{8}(x, t)+V_{9}(x, t)\left(\frac{\partial \varphi}{\partial x}\right)\right)\right\} \tag{32}
\end{gather*}
$$

It follows from expressions (11) and (30) that the effective force applied to the chain is proportional to the squared amplitude of the external ac field. Now, let us write the Euler-Lagrange equation with regards for
dissipation (30) and pertubation

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\partial L}{\partial \varphi_{t}}\right)+\frac{\partial}{\partial x}\left(\frac{\partial L}{\partial \varphi_{x}}\right)-\frac{\partial L}{\partial \varphi}=-\frac{\partial D}{\partial \varphi_{t}}+F(x, t) \tag{33}
\end{equation*}
$$

Here, the Lagrangian

$$
\begin{equation*}
L=T_{k}-U_{\mathrm{int}} \tag{34}
\end{equation*}
$$

involves formulas (26) and (12) for the potential and kinetic energies, respectively. In the continuum approximation, Eq. (33) can be transformed into the following nonlinear motion equation written in natural units:

$$
\begin{align*}
& W_{1} \frac{\partial^{2} \varphi}{\partial t^{2}}+W_{2}+X_{1} \frac{\partial^{2} \varphi}{\partial x^{2}}+X_{2}  \tag{35}\\
& -\Gamma_{1} \sin (\varphi)+\operatorname{Dis} \frac{\partial \varphi}{\partial t}=F
\end{align*}
$$

When deriving equation (35), for each differentiation, we neglected the terms with $1 / a$ raised to the minimum power. This simplification is based on the assumption that $a \ll 1$ in natural units. Introducing the notation

$$
\varphi_{t}=\frac{\partial \varphi}{\partial t}, \quad \varphi_{x}=\frac{\partial \varphi}{\partial x}, \quad \varphi_{x, t}=\frac{\partial^{2} \varphi}{\partial x \partial t}, \quad \varphi_{x, x}=\frac{\partial^{2} \varphi}{\partial x^{2}}
$$

we write expressions for the functions appearing in (35) as

$$
\begin{gather*}
W_{1}(x, t)=2 M V_{1}(x, t)+2 V_{2}(x, t) V_{11}(x, t) \\
\times\left[V_{1}(x, t) V_{3}(x, t)+V_{10}(x, t)\left(\frac{\partial \varphi}{\partial x}\right)^{2}\right]  \tag{36}\\
W_{2}(x, t)=2 M \frac{\partial}{\partial t} V_{1}(x, t) \frac{\partial \varphi}{\partial t}+2 \beta^{2} V_{2}(x, t) \frac{\partial}{\partial t} B(x, t) \\
\times\left\{V_{3}(x, t) \frac{\partial}{\partial t} V_{1}(x, t)+V_{1}(x, t) \frac{\partial}{\partial t} V_{3}(x, t)\right.  \tag{37}\\
\left.\quad+\frac{\partial}{\partial t} V_{10}(x, t)\left(\frac{\partial \varphi}{\partial x}\right)^{2}+2 V_{10}(x, t)\left(\frac{\partial \varphi}{\partial x}\right) \frac{\partial^{2} \varphi}{\partial t \partial x}\right\}
\end{gather*}
$$

where

$$
\begin{gather*}
V_{10}(x, t) \\
=5 P(t) \cos (\varphi)\left[V_{6}(x, t)+V_{7}(x, t)\right]+9 V_{3}(x, t) V_{7}(x, t), \\
V_{11}(x, t)=\frac{2 A C \tau^{2}}{\left(1+\tau^{2} \varphi_{t}^{2}\right)^{2}}\left\{\frac{4 \tau^{2} \varphi_{t}^{2}}{1+\tau^{2} \varphi_{t}^{2}}-1\right\},  \tag{39}\\
A=c_{0} e\left(\varepsilon_{s}-\varepsilon_{\infty}\right), \quad M=\frac{m r^{2}}{2 e}, \quad C=\frac{1}{4 \pi \varepsilon \varepsilon_{0}} . \tag{40}
\end{gather*}
$$

Also, we have

$$
\begin{gather*}
\Gamma_{1}(x, t)=M \sin ^{-1}(\varphi)\left[V_{13}(x, t)\right. \\
\left.+48 r^{2} a^{3} M B(x, t) \cos ^{2}(\varphi) S_{1}^{-3}(x, t) \varphi_{x}\right]\left(\frac{\partial \varphi}{\partial t}\right)^{2}  \tag{41}\\
+12 \sin ^{-1}(\varphi) \beta^{2} V_{1}(x, t) V_{12}(x, t)[P(t) \cos (\varphi) \\
\left.+B(x, t) V_{3}(x, t)\right], \quad \Gamma_{2}(x, t)=0,
\end{gather*}
$$

where

$$
\begin{gather*}
V_{12}(x, t)=2 \operatorname{racos}(\varphi)\left[S_{1}^{-3 / 2}(x, t)-S_{2}^{-3 / 2}(x, t)\right],  \tag{42}\\
V_{13}(x, t)=-P(t) \sin (\varphi) \\
+4 r a A C \cos (\varphi)\left[S_{1}^{-2}(x, t)-S_{2}^{-2}(x, t)\right] . \tag{43}
\end{gather*}
$$

In addition,

$$
\begin{gather*}
X_{1}(x, t)=2 M B(x, t) V_{9}(x, t) \varphi_{t}^{2} \\
+2 \beta^{2} P(t) V_{2}(x, t)\left\{5 \operatorname { c o s } ( \varphi ) \left[V_{6}(x, t)\right.\right.  \tag{44}\\
\left.\left.+V_{7}(x, t)\right]+9 V_{3}(x, t) V_{7}(x, t)\right\} \\
X_{2}(x, t)=M B(x, t) \frac{\partial}{\partial x} V_{8}(x, t) \varphi_{t}^{2} \\
+2 M B(x, t) \frac{\partial}{\partial x} V_{9}(x, t) \varphi_{t}^{2} \varphi_{x}+A \beta^{2} V_{2}(x, t) \\
\times\left\{2 V_{5}(x, t) \frac{\partial}{\partial x} V_{3}(x, t)+2 V_{3}(x, t) \frac{\partial}{\partial x} V_{5}(x, t)\right.  \tag{45}\\
\times\left\{V_{7}(x, t) \frac{\partial}{\partial x} V_{3}(x, t)+V_{3}(x, t) \frac{\partial}{\partial x} V_{7}(x, t)\right\} \varphi_{x} .
\end{gather*}
$$

Finally,

$$
\begin{gather*}
\operatorname{Dis}(x, t)=2 \beta \Psi\left\{V_{1}(x, t)\right. \\
+B(x, t)\left[V_{8}(x, t) \varphi_{x}+V_{9}(x, t) \varphi_{x}^{2}\right]  \tag{46}\\
\left.-B(x, t)\left(1+\tau^{2} \varphi_{t}^{2}\right)^{-1} V_{8}(x, t) \tau^{2} \varphi_{x} \varphi_{t}^{2}\right\}
\end{gather*}
$$

with

$$
\begin{equation*}
\Psi=\frac{\xi r^{2}}{2 e} \tag{47}
\end{equation*}
$$

and

$$
\begin{align*}
& F(x, t)=2 \varepsilon^{-1} E \beta \sin (2 \pi \Omega t) \cos (\varphi)\left[V_{1}(x, t)\right. \\
& \left.\quad+B(x, t) V_{8}(x, t) \varphi_{x}+B(x, t) V_{9}(x, t) \varphi_{x}^{2}\right] \tag{48}
\end{align*}
$$

It is convenient to recast equation (35) in a form
similar to the sine-Gordon (SG) equation:

$$
\begin{equation*}
\frac{\partial^{2} \varphi}{\partial t^{2}}+v_{0}^{2} \frac{\partial^{2} \varphi}{\partial x^{2}}-\Theta_{0}^{2} \sin (\varphi)-\eta \frac{\partial \varphi}{\partial t}=\gamma(x, t) \tag{49}
\end{equation*}
$$

Here,

$$
\begin{equation*}
v_{0}=\sqrt{X_{1}(x, t) / W_{1}(x, t)} \tag{50}
\end{equation*}
$$

is an analog of the maximum velocity at which a perturbation propagates into the chain. Also,

$$
\begin{equation*}
\Theta_{0}=\sqrt{\Gamma_{1}(x, t) / W_{1}(x, t)} \tag{51}
\end{equation*}
$$

is an analog of the plasma frequency. In Eq. (49), the level of dissipation is represented by

$$
\begin{equation*}
\eta=\operatorname{Dis}(x, t) / W_{1}(x, t) \tag{52}
\end{equation*}
$$

and the perturbation, by

$$
\begin{gather*}
\gamma(x, t) \\
=\left[F(x, t)-W_{2}(x, t)-X_{2}(x, t)\right] / W_{1}(x, t) \tag{53}
\end{gather*}
$$

With $l$ denoting the length of the chain, we introduce the boundary condition

$$
\begin{equation*}
\varphi(0, t)=\varphi(l, t)=0 \tag{54}
\end{equation*}
$$

Physically, condition (54) may correspond to an interphase boundary which is impermeable to the perturbations under consideration.

## ESTIMATIONS FOR THE COEFFICIENTS <br> IN EQUATION (49)

Let us find the values for the coefficients in Eq. (49) so that the chain can most closely simulate the behavior of naturally occurring objects, such as disperse systems or long chains of living cells. To this end, let us estimate the number of uncompensated elementary charges in the thin liquid sheaths which determine the spherical shape of each oscillator (Fig. 1). We assume that a particle of the majority carrier has a charge $e \sim 1.6 \times$ $10^{-19} \mathrm{C}$ and a mass $m \sim 1.6 \times 10^{-27} \mathrm{~kg}$ (its effective mass may be much larger). For example, such a carrier may be an $\mathrm{H}^{+}$ion, since its mobility is much higher than that of $\mathrm{OH}^{-}$or other anions and cations. Let $r \sim 10^{-6}-10^{-3} \mathrm{~m}$ and $a \sim 3 \times 10^{-6}-3 \times 10^{-3} \mathrm{~m}$. The sheath thickness $d$ may be set at about $10^{-9}-10^{-8} \mathrm{~m}$ [11]. We assume that at least $\chi_{1} \sim 1 \%$ of water in the sheaths is dissociated and that $\chi_{2} \sim 1 \%$ of the anions and cations constitute the uncompensated charges. Then, the density of elementary charges that may be involved in polarization is estimated at

$$
\begin{gather*}
c_{1}=\chi_{1} \chi_{2} 4 \pi\left[\{r+d\}^{3}-r^{3}\right] \rho_{\mathrm{H}_{2} \mathrm{O}}(3 m)^{-1} \\
\sim 10^{11}-10^{14} \text { charge } / \mathrm{mm}^{3} \tag{55}
\end{gather*}
$$

where $\rho \sim 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$ is the water density and $m_{\mathrm{H}_{2} \mathrm{O}} \approx$ $3 \times 10^{-27} \mathrm{~kg}$ is the mass of a water molecule.

Thus, we see that the above estimate of $c_{1}$ agrees with the well-known value of $\sim 10^{11}$ charge $/ \mathrm{mm}^{3}$ [11]. Correspondingly, $Q^{+}=c_{1} e$ is $\sim 10^{-12}-10^{-9} \mathrm{C}\left(Q^{+}=c_{1} e\right)$. Strictly speaking, the parameters should depend on the thermodynamic and local properties of the medium.

We select the value of $c_{1}$ such that the uncompensated charge $Q$ is no larger than $10^{-12}-10^{-9} \mathrm{C}$ when the polarization is at its maximum. The relaxation time is defined as $\tau_{1}=r^{2} / 2 D$, where $D$ is the volume diffusion coefficient of charges in the sheaths. The relaxation time is evaluated from the frequency $\omega=1 / \tau_{1}$, which corresponds to the highest dielectric loss. In the context of this study, $\omega \approx 6.29 \times 10^{4} \mathrm{rad} / \mathrm{s}$, so that $\tau_{1} \approx 1.6 \times 10^{-5} \mathrm{~s}$.

Finally, consider the case of a disperse system. For the $n$th dipole, the fraction of its kinetic energy (apart from thermal fluctuations) that is converted into heat is proportional to the dielectric-loss tangent $\tan \delta_{n} \approx \omega_{n} \tau$, where $\omega_{n}$ is the natural frequency of the dipole [11]. Accordingly, all other things being the same, formulas (26) and (30) imply that

$$
\begin{equation*}
\frac{1}{2} \omega_{n} \tau m r^{2}\left(\frac{\partial \varphi}{\partial t}\right)^{2} \approx \frac{1}{2} \xi_{n} r^{2}\left(\frac{\partial \varphi}{\partial t}\right)^{2} \tag{56}
\end{equation*}
$$

Hence, we obtain the estimate


Fig. 2. Evolution of polarization-level spectrum under the action of an extremely weak harmonic ULF electric field.


Fig. 3. Polarization level vs. drive frequency and relaxation time.


Fig. 4. Polarization level vs. time and chain length for an extremely small drive amplitude.
in polarization. This number is determined from a continuum version of formula (7), namely,

$$
\begin{align*}
Q(x, t)= & \beta\left\{V_{1}(x, t)+B(x, t) V_{8}(x, t) \frac{\partial \varphi}{\partial x}\right. \\
& \left.+B(x, t) V_{9}(x, t) \frac{\partial^{2} \varphi}{\partial x^{2}}\right\} \tag{57}
\end{align*}
$$

after the spectrum $\varphi_{t}(\Omega, t)$ has been computed.
Let us examine the behavior of the chain under the action of a ULF field. It can be seen that the polariza-tion-level spectrum has a resonance-excitation portion if $t<1 \mathrm{~s}$. For $t>1 \mathrm{~s}$, this portion gradually changes into that of the dispersion law Debye characteristic. In the
first stage, we observe main-resonance peaks and satellite resonances for $t>10^{-3} \mathrm{~s}$. With $r \longrightarrow 1 \mathrm{~s}$, they all shift to the region of $\Omega<10 \mathrm{~Hz}$. Such frequencies are called ultralow frequencies (ULFs). The dispersion properties of the chain at ULFs become apparent if the Z-axis is transformed to a logarithmic scale. In the final stage, the characteristic does not follow the Debye law in the strict sense. Instead, we can see a plateau disturbed at certain harmonics and occasionally disrupted by subharmonic bursts. Indeed, the evolution of the polarization-level spectrum depends on the parameters related to the driving, the oscillators, etc. Nevertheless, the pattern retains the distinctive features of Fig. 2 even when computed for other values of $l$ and $\tau_{1}$. Figure 3 shows this phenomenon in relation to the polarization level as a function of $\Omega$ and $\tau_{1}$. We note that a decrease in $\tau_{1}$ corresponds to an increase in the temperature of the chain. It can be seen that the frequencies of both the main and the satellite resonances are virtually fixed when $\tau_{1}$ is varied within a wide range: $\tau_{1} \approx 10^{-5}-10^{-2} \mathrm{~s}$. A slight frequency shift occurs only when the chain is cooled in the region of $\tau>10^{-2} \mathrm{~s}$. On the other hand, the region occupied by the satellite resonances extends to higher frequencies as the temperature is raised.

Remarkably, in the realistic model under consideration, the chain exhibits the dependence of the polarization level on the chain length. Figure 4 illustrates how this size effect changes with time for $\Omega \sim 31 \mathrm{~Hz}$ and $E$ as low as $10^{-8} \mathrm{~V} / \mathrm{cm}$. In particular, the effect indicates that the chain may possess an ultrasensitivity to ULF. On the other hand, ultrasensitivity arises only if the chain length exceeds a certain threshold. Specifically, ultrasensitivity is impossible if $l$ is smaller than 1 cm but is appreciable for $l \sim 5-10 \mathrm{~cm}$, with $r \sim 10^{-6} \mathrm{~m}$ and $a \sim 2.1 \times 10^{-6} \mathrm{~m}$ (Fig. 4). In the latter case, the polarization level increases by a factor of $10^{9}$. Furthermore, it was found that the polarization level of a long chain exposed to an extremely weak field may be as large as that of a short chain $\left(l<10^{-3} \mathrm{~m}\right)$ subjected to a strong field (Fig. 5). However, it takes a certain time for the response to develop after a harmonic field is applied with the delay increasing with $\eta$. The above behavior can be detected in spite of the considerable changes in the pattern when any of the parameters are varied.

The nonlinear nature of the above effects is demonstrated in Figs. 6a and 7a. They show the polarization level (Fig. 6a) and phase velocity (Fig. 7a) as functions of the coordinate and time. Figure 6b clearly shows that soliton-like excitations develop at both ends of the chain, with $l=1 \mathrm{~m}$ and $t>0.2 \mathrm{~s}$. If $t<0.1 \mathrm{~s}$ when the chain responds resonantly, then the polarization level oscillates fairly regularly throughout the chain exposed to an external field with $\Omega \sim 31 \mathrm{~Hz}$ (Fig. 6a). Afterward, these oscillations become more and more chaotic, starting from the chain ends. If $t>0.2 \mathrm{~s}$, the chaos gives way to distinct periodic positive bursts. This obviously suggests that soliton-like standing waves develop synchronously in the chain. Arising at the ends, they gradually


Fig. 5. Polarization level vs. (a) time and (b) length for $\Omega \sim$ 31 Hz . The solid and the dashed lines refer to $E=10^{-6}$ and $10^{5} \mathrm{~V} / \mathrm{m}$, respectively.
extend to the entire chain. Clearly, any two neighboring dipoles occupied by any of the solitons oscillate in antiphase (since opposite charges of the dipoles prefer a positive-to-negative oscillation pattern). This growing oscillation seems to end in the rotation of the dipoles in opposite directions. The chain thus acquires a special type of dynamics whereby the charges of a dipole move throughout the sheath. Specifically, the rate of polarization bursts is lower than the pump frequency by a factor of about 6 (Fig. 6a). This is also confirmed by the power spectra in Figs. 6b and 7b, which correspond to the spa-tial-temporal distributions in Figs. 6a and 7a, respectively. For example, if the chain is subjected to an extremely weak harmonic field with $\Omega=31 \mathrm{~Hz}$, it exhibits polarization bursts at the fundamental frequency $f \sim 5 \mathrm{~Hz}$ and its subharmonics $2 f$ and $3 f$. It was found that subharmonics at other frequencies may also appear and disappear as a result of bifurcations with respect to certain parameters. Figure 7a demonstrates that with $c_{0}>10^{1}$ and $\Omega=31 \mathrm{~Hz}$, the power spectrum corresponding to the phase velocity as a function of time is continuous if averaged over the entire chain. It can be seen that the spectral curve has an oscillatory shape only if $c_{0}<10^{\circ}$ (Fig. 7c).


Fig. 6. (a) Polarization level vs. time and the coordinate, and (b) the corresponding power spectrum after averaging over the chain. The data were obtained for an extremely small drive amplitude and $\Omega \sim 31 \mathrm{~Hz}$.

## DISCUSSION

It follows from the above results that a resonance response to a harmonic perturbation at any ULF develops during three to five periods. Afterward, the chain is in a chaotic state for three to seven periods (depending on parameters). Finally, its behavior changes to correspond to the Debye dispersion law. By this moment, the chain develops soliton-like wave packets, which are confined to its ends or occupy the entire chain. These features testify to the nonlinearity of the system dynamics, which obeys an SG-like equation. In simulating the oscillator coupling, the complicated and evidently nonlinear fashion in which the polarization level of any oscillator depends on those of its neighbors was taken into account, as well as the frequencies with which concentrated charges oscillate in them. The interaction between the oscillators was treated in the Coulomb approximation, allowing for the fact that the intercharge spacings vary with time. Indeed, if the parameters of the basic equations were varied, we could find many more trajectories, main and satellite resonances, and chaotic-region widths. Furthermore, we could observe domains in the distributions of the polarization level and sign throughout the chain. A deeper insight into the phenomena described by the


Fig. 7. (a) Phase velocity vs. time and the coordinate and (b, c) the corresponding power spectra after averaging over the chain. The curves in panels (b) and (c) were computed for $c_{0}>10^{1}$ or $c_{0}<10^{0}$, respectively. The chain is driven at an extremely small field amplitude and $\Omega \sim 31 \mathrm{~Hz}$. The other parameter values are specified in the text.
model could be gained from its two- or three-dimensional versions. Also, quite a different pattern may be obtained if we allowed for the magnetic field of the oscillating dipoles. At higher driving frequencies, the magnetic field must scatter a fraction of the concentrated charges in the region where solitons are formed. This factor may reduce the polarization level at medium frequencies.

The size effect and ultrasensitivity in the chain are direct consequences of the strongly nonlinear coupling between the dipoles. Their moments change considerably, primarily due to the fact that $c_{1}$ varies from 0 to about $c_{1} \approx c_{0}\left(\varepsilon_{s}-\varepsilon_{\infty}\right)$. In the context of this study, the maximum value of $c_{1}$ may be on the order of $10^{11}$. It is worth noting that if a storm wave on a sea had the same number of water molecules in its crest, then the height of the wave, $h \approx c_{1} \times d_{\mathrm{mol}}$ (with $d_{\mathrm{mol}} \approx 3 \times 10^{-10} \mathrm{~m}$ ), would be as large as 30 m . Since the depth and size of a basin govern the amplitude of waves in it [13], it is tempting to view the problem from the standpoint of the theory of deep-water waves [14]. Accordingly, the number of elementary polarization charges concentrated at the dipole ends corresponds to the height of the water column involved in wave motion and the standing solitons resulting from ultrasensitivity correspond to storm waves. However, there is an important difference between the two patterns. It consists of the condition of specular reflection imposed on the chain boundaries. Consequently, there is no dissipation at the boundaries, so storm electromagnetic waves may arise even at a chain length of about 1 cm . With increasing oscillator spacing and diameter, the threshold length may reach 1 m . Nevertheless, it is likely to equal several tens of centimeters at most for actual objects.

As indirect experimental evidence for our theoretical results, we cite the giant response of strongly compressed crystalline hydrates to an extremely weak electric field in the frequency range of $20-40 \mathrm{~Hz}[1-3]$. This effect seems to cause the pronounced loss of mechanical strength (by a factor of 1.5-2) observed in some compressed crystal hydrates. Clearly, the ultrasensitivity spectrum of a substance can be determined from the dip in the ULF spectrum of the threshold of mechanical strength. The beauty of using this approach to design high-sensitivity ULF transducers consists of the following. We believe that ultrasensitivity is possible when crystalline hydrates experience short-term phase transitions involving partial dehydration produced by considerably nonuniform compression at a high pressure (over 5 kbar ) or temperature [1-3]. Under such conditions, crystalline hydrates are basically heterogeneous media that can be regarded as one-dimensional seas of nonlinear electromagnetic oscillators (ideally, the oscillators can be regarded as grains with double electric layers.) On the one hand, the short duration of the phase transitions allows one to ascertain the ultrasensitivity spectrum in the initial stage of excitation. On the other hand, we believe that the model furnished with realistic parameter values, such as those used above, can provide an estimate of the average dehydration time under highly nonuniform compression. The phase transition is sufficiently long for resonance electromagnetic excitation to develop with threshold parameter values allowing efficient detection of ULF ultrasensitivity from the mechanical response (impaired mechanical stability). If the threshold condi-
tions of a pronounced response are aroused only by the moment when the state of the excited system entered the dispersion portion of the polarization characteristic, then supersensitivity would occur in the entire ULF region. Since the latter was never observed, we can infer that the oscillation ceased growing as early as the resonance stage. For systems with a narrow resonancelike peak, ULF ultrasensitivity is most likely to occur at $20<\Omega<40 \mathrm{~Hz}$, according to experiments [1-3]. Figure 2 demonstrates that this frequency range corresponds to an excitation time of about $0.1-0.2 \mathrm{~s}$. Thus, we see that the attempts to attribute the ULF ultrasensitivity of the heterogeneous media (in the above-mentioned frequency range) to the Debye frequency dispersion only [1-3] were based on the highly overstated relaxation times for disperse systems ( $\tau \sim 10^{-2}-10^{-1} \mathrm{~s}$ ). The reason is that the early models relying on these values predict that ultrasensitivity peaks will lie fairly close to the ULFs at which the excitation threshold of the Bridgman effect decreases. In reality, experiments with certain model objects yield $\tau \sim 10^{-5} \mathrm{~s}$ at normal temperature [3]. Furthermore, the early models seem to be unable to adequately explain the shift of the ultrasensitivity spectral peak in the ULF region for crystalline hydrates under strong nonuniform compression, the effect of which was first reported in [2]. By contrast, the model suggested in this study attributes the slight shift of the peaks to higher frequencies as the temperature of crystalline hydrates is raised to the fact that the delay is decreased below the threshold of electromagnetic storm as early as in the resonance stage. The numerical analysis showed that the decrease results neither from an increase in the number of elementary charges in the oscillators under heating nor from changes in the dissipation of oscillation energy, oscillator diameter or spacing, etc. We believe that a shorter time of phase transitions in the crystalline hydrates under strong compression and heating leads to a shorter resonance-excitation time, which in turn produces the shift to higher frequencies.

It is worth noting that ultrasensitivity was also theoretically discovered in an overdamped Kramers oscillator subjected to a weak time-dependent signals with parametric noise [15]. Furthermore, high sensitivity to weak constant perturbation and noise was studied in the context of a chiral selective chemical reaction [16]. By contrast, the ultrasensitivity examined here is induced by a weak alternating signal and the response level depends on chain length, excitation time, and other parameters. However, the effect does not result from a radical change in the asymptotic behavior of the system (the crossover) in response to a noise-induced perturbation of a parameter appearing in the model equations. Instead, it is caused by nonlinear effects producing giant narrow peaks of charge density in the chain. Consequently, no crossover boundary conditions are required to test our model in experiments.

Perhaps the ULF ultrasensitivity due to the size effect can explain, to some extent, the synchronous electromagnetic oscillations at frequencies from 25 to 35 Hz that were recently discovered in biological systems ranging from neurons to macroscopic organisms [4-6]. For example, ULF oscillations were observed in such objects as apples or mushrooms when they are situated very closely apart or are in contact [4-6]. In my opinion, this increases the effective size of cellularoscillator chains. Admittedly, this is arguable, since the ultrasensitivity may well be triggered by chemical reactions involved in sensory or reflex olfactory processes [4-6]. Nevertheless, it should be pointed out that the resonance during the excitation in living objects occurs in the range of $25-35 \mathrm{~Hz}$ and lasts only a few milliseconds, after which the system passes to a state that has some features of a dispersion plateau. Such behavior is in accord with our numerical results for the model presented here.

Finally, let us estimate the local electric field $E_{\text {int }}$ between the sheaths of two neighboring oscillators. Existing for a limited period, the field arises when the dipoles intensely oscillate under local focusing during an electromagnetic storm. The formula $E=$ $Q^{2}\left(4 \varepsilon \varepsilon_{0} \pi r^{2} q_{0}\right)^{-1}$ yields $E_{\text {int }} \sim 10^{7}-10^{11} \mathrm{~V} / \mathrm{cm}$, with the dipole charge $Q$ set to its maximum value for the stated conditions, $Q \sim 10^{-12}-10^{-9} \mathrm{C}$. Such charge storms can cause microscopic breakdown at numerous sites together with shock waves and explosion-like phenomena. This effect is possible in various materials subjected to relatively weak ULF electric fields [1-3].

## CONCLUSION

We examined the behavior of a chain of closely spaced dipole oscillators ( $a \geq 2 r+\Delta$ ) with interrelated and variable dipole moments. To this end, a potential was determined for the dipoles. On the basis of this potential, the Euler-Lagrange equation was solved and a corresponding one-dimensional nonlinear-motion equation was derived. The latter was then transformed to a modified SG equation with dissipation.

The numerical analysis of the above equations suggests that the chain may feature strongly nonlinear dynamics. It was demonstrated that if an SLF harmonic field is applied to the chain, the latter first experiences a resonance type of excitation, then passes to chaos, and finally enters a state with the Debye dispersion. During the first stage, the resonance frequency shifts to still lower frequencies and may reach a fraction of a hertz. We also found some other interesting features typical of many systems with nonlinear coupling, such as the emergence of resonance frequencies by heating in the first stage and the formation of soliton-like objects in the third one.

Remarkably, the computation has revealed the size effect in the chain. This implies that the model may possess ultrasensitivity to extremely weak periodic sig-
nals. We believe that such phenomena were observed in experiments with disperse substances exposed to a ULF electric field [1-6]. Apparently, the first experimental evidence for the size effect was the ultrasensitivity of crystalline hydrates in an appropriate disperse phase, with the particle size lying in the millimeter range [1-3]. With those media, ultrasensitivity arises if the amplitude of the perturbing signal is smaller than the electric-breakdown value by a factor of 1000 .

Admittedly, we had to neglect many features of naturally occurring oscillator systems with variable dipole moments. Nevertheless, the model has demonstrated some effects that were previously observed in physical experiments. We therefore believe that our approach can be used to predict some new phenomena.
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## APPENDIX

To numerically solve Eq. (49), we use an appropriate finite-difference method (see, e.g., [17, 18]). Using the mesh function $\varphi_{n, i}=\varphi(i h, n k)$ for $\varphi(x, t)$, we obtain the following approximate formulas:

$$
\begin{gather*}
\varphi_{t}=\left(\varphi_{n+1, i}-\varphi_{n-1, i}\right) / 2 k+O\left(k^{2}\right),  \tag{A1}\\
\varphi_{t t}=\left(\varphi_{n+1, i}-2 \varphi_{n, i}+\varphi_{n-1, i}\right) / k^{2}+O\left(k^{2}\right),  \tag{A2}\\
\varphi_{x x}=\left(\varphi_{n+1, i+1}-2 \varphi_{n+1, i}+\varphi_{n+1, i-1}+\varphi_{n-1, i+1}\right. \\
\left.-2 \varphi_{n-1, i}+\varphi_{n-1, i-1}\right) / 2 h^{2}+O\left(h^{2}+k^{2}\right) . \tag{A3}
\end{gather*}
$$

Inserting (A1)-(A3) into Eq. (49) and neglecting the $O\left(k^{2}\right)$ and $O\left(h^{2}\right)$ terms, we arrive at

$$
\begin{aligned}
& \quad a_{1}\left(\varphi_{n+1, i+1}+\varphi_{n+1, i-1}+\varphi_{n-1, i+1}+\varphi_{n-1, i-1}\right) \\
& +a_{3} \varphi_{n+1, i}+a_{2} \varphi_{n-1, i}+a_{4} \varphi_{n, i}=\Theta_{0}^{2} \sin \left(\varphi_{n, i}\right)-\gamma ;(\mathrm{A} 4) \\
& \quad i=1,2, \ldots, I ; \quad n=0,1, \ldots, N,
\end{aligned}
$$

where

$$
\begin{gather*}
a_{1}=v_{0}^{2} / 2 h^{2} ; \quad a_{3}=\left(v_{0}^{2} / h^{2}+1 / k^{2}+\eta / 2 k\right) ;  \tag{A5}\\
a_{2}=\left(\eta / 2 k-v_{0}^{2} / h^{2}+1 / k^{2}\right) ; \quad a_{4}=-2 / k^{2} .
\end{gather*}
$$

Here, the parameters $v_{0}, \Theta_{0}, \eta$, and $\gamma$ are determined from (50)-(53), respectively, with $x=i h$ and $t=n k$. The
computational procedure for Eq. (A4) with $k=h$ is robust only if the step $h$ is less than 0.1 [12]. If, e.g., $I \sim 1000$ and $N \sim 1000$ with $h \sim 0.001 \mathrm{~m}$ and $k=0.001 \mathrm{~s}$, then $l=I h=1 \mathrm{~m}$ and $t=N k=1 \mathrm{~s}$, where $l$ is the chain length and $t$ is the observation time.
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[^0]:    ${ }^{1}$ This corresponds to a time interval on the order of $\sim 1 / \varepsilon$ (see below).

[^1]:    ${ }^{1}$ The effect of the $\mathrm{MR}_{3}$ on the concentration dependences of the parameters is hard to include, because this region is extremely narrow.

