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Abstract—The structural perfection of nanocrystalsin alloys of different chemical composition is studied by
x-ray diffraction and high-resolution electron microscopy. In all the alloys studied, crystallization of the amor-
phous phase produces a nanocrystalline structure. The nanocrystal size depends on the chemical composition
of the alloy and varies in aluminum-based aloys from 5 nm in AlggNisY ¢ to 12 nm in Alg,Ni;Ce;Si 4. Nanoc-
rystalsin nickel-based alloysvary in sizefrom 15 to 25 nm. Al nanocrystals are predominantly defect-free, with
microtwins observed only in some nanocrystals. The halfwidth of the diffraction linesis proportional to sec®,
which implies the small grain size provides the major contribution to the broadening. Nanocrystals in nickel
alloys contain numerous twins, stacking faults, and dislocations. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

A nanocrystalline structure that forms during crys-
tallization of an amorphous phase attracts considerable
interest both from the viewpoint of the possibility of
developing novel materials with promising physical
chemical properties and as an unusual material in
which the structural constituents do not exceed a few
tens of nanometers in size [1, 2]. In most cases, the
nanocrystalline structure is two-phase and consists of
nanoparticles of a crystalline phase embedded in an
amorphous host [3]. In some cases, however, the nanoc-
rystalline structure may also be made up of nanoparti-
cles of different crystalline phases [4]. The degree of
structural perfection of nanocrystalsis one of the most
important characteristics of nanocrystalline materials.
It is known, for instance, that light nanocrystaline
aloys have a high strength [5, 6]. Aluminum-based
alloys containing 6-15% of atransition metal (Feor Ni)
and a few percent of a rare-earth metal may feature a
yield strength as high as 1.6 GPa [7] while having, at
the sametime, agood plasticity. To properly understand
the processes involved in the plastic deformation of
such materials, one has to know the specific features of
their structure (the fraction of nanocrystals, their
mutual arrangement) and the possibility of deforma
tion, i.e., the degree of perfection of the nanocrystals. It
isimportant to comparethis characteristic of perfection
in alloys of different mechanical properties and estab-
lish the relation connecting the structure with the prop-
erties of the material. This paper reports on a study of
the perfection of nanocrystalsin aluminum- and nickel-
based alloys.

2. EXPERIMENTAL

Al-Ni-Re (Re =Y, Ce, Yb) and Ni-Mo-B amor-
phous alloys were prepared in the form of ribbons by
melt quenching on a rapidly rotating wheel. The cool-
ing rate was ~10° K/s, and the ribbons thus obtained
were 3 mm wide and ~30 pm thick. X-ray measure-
ments were performed on a Siemens D-500 diffracto-
meter with CuK, radiation. The microstructure was
studied with a high-resolution JEM-4000EX €lectron
microscope at an accel erating voltage 400 kV. A direct
image of the nanocrystal lattice was obtained by
recording a series of images made with different defo-
cusing, followed by computer processing. In this paper,
we present photomicrographs obtained at an optimum
defocusing & = —46 nm corresponding to the Scherzer

focus (& D—1.2Cij2 AY2 where C, is the spherical-aber-
ration constant equal to 1 mm and A is the electron
wavelength). The foils for the electron microscopy
studieswere prepared by ion milling. The alloy compo-
sition was determined by x-ray spectral analysis.

3. RESULTS AND DISCUSSION

The as-prepared samples were amorphous. The cor-
responding x-ray and electron diffraction patterns
exhibit only broad maxima, with no peaks due to crys-
talline phases present. The high-resolution images of
the structure of the as-prepared aloy feature only the
mazy contrast typical of an amorphous structure. Fol-
lowing controlled crystallization, a nanocrystalline
structure formed in all the aloys.

When heated, all the samples crystallized by the pri-
mary mechanism. In aluminum-based aloys, fcc Al
crystals precipitate. At the end of the first crystaliza-
tion stage, the structure of the Al-Ni—Re alloys consists
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Fig. 1. Diffraction pattern of the AlggNigY g nanocrystalline
dloy.
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Fig. 2. Halfwidth of thereflections of (1) theAlggNigY g, (2)
AlggNiqgY 5, and (3) AlgoNiq1CesSi, nanocrystalline alloys
plotted vs. sech.

of fcc Al nanocrystals dispersed randomly throughout
the amorphous host, whose size depends on the chemi-
ca aloy composition and varies from 5 nm in
AlgNisY 10 12 nmin Alg,Ni;;Ce;Si,.

Figure 1 presents atypical x-ray diffraction pattern
of an aluminum-based nanocrystalline alloy. The pat-
tern is seen to contain both broad lines due to fcc Al
nanocrystals and a diffuse halo originating from the
amorphous phase.

The width of the diffraction line may depend on a
number of factors. Among them are the small size of the
crystals, the presence of various defects, and inhomo-
geneities in the chemical composition.

The broadening due to the small grain size is
described by the Selyakov—Scherrer expression [8]

L = A(1/cosB)/A(26),
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where L is the grain size, A is the wavelength of the
radiation used, 8 isthereflection angle, and A(26) isthe
halfwidth of the corresponding reflection. The half-
width of the diffraction lines is usually denoted by B;
this notation will be employed in the graphs below. As
the halfwidth of diffraction reflections in nanocrystal-
line materialsislarge, one can neglect the instrumental
broadening.

The broadening proportional to 1/cos6 (i.e., to secB)
can also be caused by stacking faults in the material.
For instance, astacking fault in an fcc structure changes
the ...ABCABC... sequence of the {111} planes to
...ABCACABC... . The broadening caused by stacking
faults is similar to that originating from small particle
size, but its magnitude depends on the defect concentra-
tion and interference indices; i.e., stacking faults can
produce crystallographic anisotropy in the calculated
grain size, even if the true particle dimensions areinde-
pendent of crystallographic direction.

If crystals contain randomly distributed disloca-
tions, the displacement of atoms from lattice sites is
determined by the superposition of displacements due
to each dislocation and, therefore, the action of dislo-
cation fields can be treated phenomenologically as a
local change in the interplanar distance [9]. The dif-
fraction line broadening 2A(26) (or B) can be written
inthis case as

2A(20) = 4(Ad,/d,)tan®,

where Ad,, is the average maximum change in the dis-
tance between the hki planes and d, is the interplanar
distance in aperfect crystal. Thus, the broadening orig-
inating from a random dislocation distribution is pro-
portional to tané.

By analyzing the angular dependence of the broad-
ening, one can reveal the factor responsible for the
major contribution to it; indeed, if the broadening is
proportional to sech, it iscaused by the small crystallite
size, but if it is proportional to tan8, the broadening
originates from dislocations and their clusters, which
generate long-range distortion fields.

Part of the reflections presented in Fig. 1 is due to
the superposition of reflections from the crystalline
phase and from nanocrystals; therefore, one should first
separate them. For this purpose, special computer codes
were used which permit background correction,
smoothening, and deconvolution of overlapping max-
ima, as well as determination of the halfwidth of the
maxima. The shape of adiffuse maximum was fitted by
aGaussian hexp(—ax?), thefitting of the calculationsto
experimental data being preformed in both parameters
hand a.

Figure 2 plots the dependence of the halfwidth B of
diffraction reflections on sec® for a sample of the
AlgNigY g aloy (curve 1) whose diffraction pattern is
shown in Fig. 1. Similar curves for other aluminum-
based alloys are also presented in Fig. 2.
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All three dependences can be fitted with good accu-
racy by straight lines, with thevariance Z(y—v;)? (y, are
the experimental values, and y are obtained in calcula-
tions) not exceeding 0.005; the variance is 0.0008 for
AlggNigYs, 0.0035 for AlggNipY, and 0.001 for
AlgNi;;Ce;Si,. At the same time, the similar depen-
dence of the halfwidth of diffraction peaks on tan® is
obviously not linear (Fig. 3). An attempt to fit it with a
linear function yields a substantially larger variance
(0.045).

Thus, analysis of the angular dependences of dif-
fraction reflections alows one to conclude that the
broadening of diffraction lines in auminum-based
nanocrystalline alloys is dominated by the small grain
size. This conclusion also correlates with the data
obtained by high-resolution electron microscopy. The
corresponding studies show the nanocrystals in alumi-
num-based aloys to be predominantly defect-free.
Microtwins are observed only in rare cases. A typical
image of nanocrystalsin such astructureisdisplayedin
Fig. 4.

The nanocrystalline structure was also studied in
nickel-based alloys. The studies were performed on
three aloys of the following compositions:
(NizoM030)90B10, (Ni7gM030)esBs, @and (NigsM035)g0B10-
The as-prepared alloys were amorphous; indeed, dif-
fraction studies did not reveal any indication of crystal-
line phases and only diffuse maxima typical of an
amorphous structure were observed. Heating amor-
phousalloysgivesriseto their crystallization. Thecrys-
tallization proceeds by the primary mechanism. By this
mechanism, the amorphous matrix produces crystals
(in our case, of a nickel-based solid solution) whose
composition differs from that of the original alloy. The
composition of the matrix changes after the precipita-
tion of the primary crystals. The lattice parameters of
the fcc solid-solution grains of the alloys under study
were changed depending on the time the alloys were
maintained isothermally at 600°C. After a6 h annealing
at 600°C, the average size of the nanocrystals was
13nm for (Ni;gMO030)goB1o and (NigsM035)g0B1o and
17 nm for (Ni;gM0g)esBs. A typical x-ray diffraction
pattern for a nickel-based nanocrystalline alloy is dis-
playedin Fig. 5. It closely resembles the pattern shown
in Fig. 1, which gives one grounds to assume that the
angular dependences of the diffraction peak halfwidth
would also be the same. Figure 6 presents the depen-
dence of the diffraction maximum halfwidth on seco
for the (NiggM035)9oB 1, aloy obtained for two anneal
times, 5 and 144 h. The average nanocrystal size after
annealingfor 144 his17 nmfor (Ni;oM050)goB 10, 19 NM
for (Ni;gM03p)gsBs, and 27 nm for (NiggM035)g0B1o- A
high-resolution image of such a microstructure is pre-
sented in Fig. 7. The particle on theright reveals numer-
ous stacking faults.

It appears natural that asthe thermal treatment dura-
tion increases, the size of the nanocrystals should also
dlightly increase and the halfwidth of the diffraction
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Fig. 6. Angular dependences of the halfwidth of diffraction
maxima of the (NigsM035)ggB1g aloy annealed at 600°C

for (1, 3) 5and (2, 4) 144 h.

Fig. 7. High-resolution image of the microstructure of the
(NigsM03s)goB10 alloy.

maxima should decrease. It is seen, however, that none
of therelations presented is linear; in other words, both
the small size of the nanocrystals and the dislocations
contribute to the line broadening. The high-resolution
electron microscope image also exhibits numerous
defects. Hence, both x-ray diffraction and electron
microscopy indicate the presence of numerous twins,
stacking faults, and dislocations in nanocrystals in the
Ni-Mo-B dloys.
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A guestion naturally arises as to the reason for such
differences in the nanocrystal structure. We consider
two main factors which can account for these differ-
ences.

(1) Size factor. As already mentioned, aluminum
nanocrystals do not exceed 10 nm in size, whereas the
size of the Ni(Mo) particlesis about 20 nm. When dis-
locations form (by the Frank—Read or another mecha-
nism), the dislocation loop size is about 10°b (b is the
Burgers vector) [10]. The magnitude of the Burgers
vector isb = a/2[110] = 0.349 nm for Al and 0.2501 nm
for Ni. We thus see that whilein Ni(Mo) nanocrystals a
loop can still exist (because the nanocrystals are 70—
110b in size), the presence of loops=30binsizein alu-
minum nanocrystalsis not likely.

(2) The formation of stacking faults depends on
their energy. The stacking fault energy for aluminumis
135 erg cm?; for nickel, 240 erg cm=2[11]. One should,
however, bear in mind that nanocrystals in Al-Ni—Re
aloys are actually Al precipitates [12], but in Ni-Mo—
B alloys, they contain about 17 at. % Mo [3]. Asfollows
from [13], when fcc materials are alloyed, the stacking
fault energy decreases with increasing electron concen-
tration. For instance, in copper and silver alloys, the
stacking fault energy decreases by about ten times, with
an increase in the electron concentration of 20% [13,
14]. Adding 17 at. % Mo to nickel alloysalso increases
the electron concentration by about 20%. Therefore, if
we assume that the dependence of stacking fault energy
in nickel alloys on electron concentration is similar to
that for other fcc aloys, we can expect a substantial
decrease (by a few times) in this energy in the above
alloys. In these conditions, the energy of the Ni(Mo)
stacking faultswill be lower than that of the Al stacking
faults and, hence, the probability of stacking fault for-
mation in these alloys will be higher.

Both these factors can account for the differencesin
the structure of nanocrystals observed experimentally
in our work, namely, the perfect structure of the Al
nanocrystals and defects in the Ni(Mo) nanocrystals.

Thus, our study shows that nanocrystalsin alloys of
the Al-Ni—Re systems (Re =Y, Ce, Y b) have a substan-
tially better structural perfection than those in the
nickel-based alloy.
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Abstract—The hyperfine interactions of 11°Sn impurity atoms in samarium at temperatures from 5to 70K are
investigated by Mossbauer spectroscopy. The distributions P of magnetic hyperfine fields By,; for tin atoms at
sites of the hexagonal [P,,(By)] and cubic [P(B,,)] samarium sublattices are determined from the experimen-
tal absorption spectra. lon ordering in pairs of magnetic centers located in layers of the cubic sublattice is
observed by Mésshauer spectroscopy for the first time. Each magnetic center involves ordered ions at the near-
est neighbor sites of the tin atom replacing the samarium ion at the hexagonal lttice site. The quadrupol e cou-
pling constant €°g,Q = 0.59 + 0.12 mmV/s is determined for tin atoms at the hexagonal sublattice sites of samar-
ium. The quadrupol e interaction of tin atomsin heavy rare-earth metals (from Tb to Er) with ahexagonal close-
packed structure is discussed. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Hyperfine interactions of nonmagnetic impurity
atomsin rare-earth metals have long since attracted the
particular attention of physicists. In heavy rare-earth
metals (from Gd to Er), the hyperfine interactions have
been investigated by Mdssbauer spectroscopy for tin
atoms[1-8] and by perturbed-angul ar-correlation spec-
troscopy for cadmium atoms [9, 10]. However, similar
studies of hyperfine interactionsin light rare-earth met-
als have been hampered by the fact that these metals
exhibit a complex loca magnetic structure. Some
insight into these difficulties can be gained, for exam-
ple, from the results of M@ssbauer measurements for
tin in neodymium [11]. Samarium has arelatively sim-
ple magnetic structure [12]. Thefirst investigationsinto
hyperfine interactions of tin and cadmium atoms in
samarium revealed a few magnetic hyperfine fields
By (Sn) at Sn nuclel in the hexagonal sublattice at low
temperatures [13] and only onefield B,; at Cd nuclei in
the same sublattice over the entire range of magnetic
ordering [14]. With the aim of resolving this contradic-
tion, we undertook the present investigation. Earlier,
Reiman and Rozantsev [15] determined the magnetic
hyperfine field By,; (Sn) in samarium and used the result
obtained to analyze the dependence of thefield By,; (Sn)
in rare-earth metals on the projections of the spin and
the orbital angular momentum of rare-earth ions and
the radial dependence of the partial contributions of
these ionsto the field B,; (Sn).

Samarium has a rhomobohedral crystal lattice that
consists of nine layerswith cubic (c) and hexagonal (h)
symmetries of the environment (chhchh...). For brevity,
hereafter, the sites located in the ¢ and h layers will be
referred to as the ¢ and h sites, respectively. Samarium
is an antiferromagnet with two Néel temperatures:
Tyn1 = 106 K and Ty, = 13.8 K. At temperatures below

Tn1, the magnetic moments of samarium ions in the
hexagonal sublattice are collinearly ordered with
respect to the hexagonal axis c. These moments of
samarium ions areferromagnetically ordered in pairs of
adjacent h layers and antiferromagnetically aternatein
pairs of h layers separated by the c layer. At tempera-
tures below Ty,, samarium ions in the c layers are
ordered to form an Al-type antiferromagnetic structure
composed of pairs of adjacent ferromagnetic rows
aligned parallel to the a, axis. Pairs of these rows with
oppositely aligned moments of the samarium ions alter-
nate along the a; axis (+ + — — ...). The magnetic
moments of samarium ions at the ¢ and h sites are col-
linear to the ¢ axis. The magnetic structure of the h lay-
ersisretained at temperatures below 14 K.

In rare-earth metals and their compounds, the local-
ity of the magnetic hyperfine field B,; at nonmagnetic
atoms and the additivity of the contributions from indi-
vidual rare-earth ions (at the nearest neighbor sites of
these nonmagnetic atoms) to thefield B,,; [16, 17] make
it possible to predict changes in the field B,; at atin
atom with variations in the local magnetic structure in
the neighborhood of this atom. The contributions of the
ferromagnetically ordered ions of a particular rare-
earth element to the hyperfine field B,; have the same
sign, and their total contribution is proportional to the
number of these ions, because the sign of the contribu-
tion of arare-earth ion correlates with the direction of
itsspin [15, 17]. The contributions of the antiferromag-
netically ordered ions to the field B,; are of opposite
sign. In this case, the total contribution is equal to the
difference between the contributions of the ions with
oppositely aligned moments and depends on the effec-
tive number of the ions inducing this field. The contri-
bution of an individual rare-earth ion to the field By,
consists of the spin and orbital contributions, which are
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proportional to the projections of the spin and the
orbital momentum of this ion [15, 17]. The contribu-
tions of samarium ions located at sites with different
symmetries of the environment to the hyperfine field
B,; are proportional to the projections of the sums of
the spins and the orbital momenta of theions at the rel-
evant sites. Each of the sitesin the samarium lattice has
12 nearest neighbor sites, of which six sites are located
in the same layer as the site under consideration, three
sites occupy one of the two adjacent layers, and three
sites occupy the other adjacent layer.

Let us analyze how the ordering of samarium ions
affects the magnetic hyperfine field B,; at tin atoms
whose environment retains the local magnetic structure
of pure samarium. In what follows, the magnetic hyper-
fine field B, for tin atoms at the h sites will be desig-
nated as By (9). In the temperature range from Ty, to
Taa, thefield By (9) for tin atoms at the h sitesis deter-
mined by samarium ions with paralel magnetic
moments at the nine nearest neighbor h sites of each tin
atom, because the samarium ions of two adjacent h lay-
ersare ordered ferromagnetically. The M 6ssbauer spec-
trum should exhibit amagneti c sextet attributed to these
tin atoms and a paramagnetic line of tin atoms at the ¢
sites. Thisline transformsinto a sextet as the samarium
ions in the c layers are ordered. Note that the field By;
at tin atoms in the aforementioned layers is effectively
determined by two samarium ions with parallel mag-
netic moments at the nearest neighbor c siteswhich are
occupied by four samarium ions with the same direc-
tion of the magnetic moments and two samarium ions
with opposite moments. The contributions of the
samarium ions of two adjacent h layers (on opposite
sides of the c layer) to the field B,; at these tin atoms
cancel each other due to antiferromagnetic ordering of
theions.

In the case when the samarium ions are ordered at
the ¢ sites, the magnetic hyperfine field B, (9) should
split into four components. Each of these components
is induced either by nine ferromagnetically ordered
ions at the nearest neighbor h sites of the tin atom and
threeions with parallel moments or, effectively, by one
ion at the nearest neighbor ¢ site. In the h layers, tin
atoms occupy equally probable positions in which the
net moments of the ions at the nearest neighbor c and h
sites are parallel and antiparallél to each other, respec-
tively, whereas the moments of three ions at the nearest
neighbor c sitesare parall el to each other or the moment
of one of thesethreeionsis antiparallel to the moments
of the two other ions. The Mdssbauer spectra should
exhibit four sextetswith identical intensitiesrather than
one sextet.

If the samarium ion at the h site isreplaced by atin
atom, the interactions between each of the threeions at
the nearest neighbor ¢ sites of this atom and the antifer-
romagnetically ordered ions of the two adjacent h lay-
ers do not cancel each other. The resultant interaction
with ions of these layersis equivaent to the interaction
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with one orderedion at the h sitefree of atin atom. This
interaction, together with the interaction of ionsin the
c layer, should bring about their ordering at tempera-
tures above Typ.

The aim of the present work was to determine the
magnetic-hyperfine-field distributions for tin atoms at
sites of the cubic [P.(B;)] and hexagonal [Py(Bis)]
samarium sublattices and the hyperfine parameters of
tin atoms in samarium.

2. EXPERIMENTAL TECHNIQUE
AND RESULTS

The samples were prepared by melting samarium
(purity, 99.7%) with a calculated content of 1.5 at. %

119Gn in an induction furnace in an argon atmosphere.

The absorption Mossbauer spectra of °Sn in
samarium were measured in the temperature range 5—
70 K on aspectrometer operating in a constant-accel er-
ation mode. The spectrometer was equipped with a
CaSnO, resonance detector. The samples under investi-
gation were cooled in a helium-flow cryostat. A radio-
active source in the form of CaSnO; was used at room
temperature.

Figure 1 shows typical experimental M &ssbauer
spectra. All the spectra were processed with the aim to
determine the distributions P(B,;) in the form of histo-
grams. Thedistribution function P(By,; ) was determined
by minimizing the x? functional according to the
FUMILI program. The calculated M ésshauer spectrum
was represented as a convolution of the distribution
P(By) = Po(By) + Pn(By) and an elementary magnetic
sextet with a Lorentzian linewidth of 1 mm/s. Apart
from the components of the distribution, we varied the
guadrupole shifts A, and A, and the isomer shift.
Selected histograms are displayed in Fig. 2. In these
histograms, one interval corresponds to two scale divi-
sions in the spectrum. The distributions P, and P,, are
shifted with respect to each other, because their edges
overlap at 5 K. For each of the histograms P, and P;,, the
relative intengity is taken equal to unity. The widths of
discrete components (including those falling in two
adjacent intervals), asarule, do not exceed the width of
one interval of the histogram. The distribution P, con-
tains up to nine components P;, which are numbered in
order of increasing magnetic hyperfine field B (i). The
component P, corresponds to hyperfine fields B,y <
0.35T.

The most intense component of the distribution P,
at 70K (Fig. 2) isassigned to the expected field B, (9),
which is induced by nine ferromagnetically ordered
ions at the nearest neighbor h sites of thetin atom. This
component is designated as P,. The components P are
numbered in order of increasing hyperfine fields

Bri(i) < By (9), and the components P; are numbered
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Fig. 1. The absorption Mdssbauer spectra of 119 impurity atoms in samarium at temperatures from 50 to 5 K. For the M 6ssbauer
spectrum measured at 5 K, solid lines represent (1) the spectrum corresponding to the distribution P(By,¢) for Sn atoms at sites of
the cubic samarium sublattice, (2) the spectrum corresponding to the distribution Py,(Bn¢) for Sn atoms at sites of the hexagonal

samarium sublattice, and (3) the overall spectrum.

in order of decreasing hyperfine field Bp(i) = By (9).
The components of the distribution P, at temperatures

from 15 to 50 K are divided into two types reasoning
from the constancy of the sum of the intensities of all

the components P; (0.35 + 0.01), including the P
component. At 50 K, the separation of the P; compo-
nents from the P, component is reflected in its shape.
For both sublattices of samarium, the *°Sn isomer
shifts coincide and are equal to 1.95 + 0.05 mm/s at
5K. The quadrupole shifts are as follows. A. <
0.08 mm/sand A, = 0.15 + 0.03 mm/s. These quantities
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correspond to both the quadrupole coupling constant
for tin atoms at the h sites of samarium (e°q,Q = 0.59 +
0.12 mm/s, where g is the electric-field gradient at the
119Gn nucleus and Q is the quadrupole moment of the
1195n nucleus) and the upper limit of its magnitude for
tin atoms at the c sites (|e’qQ| < 0.3 mm/s) in the case
when the hyperfine field B,;(Sn) is aligned parallel to
the hexagonal axisc.

The distribution P, even at 70 K includes at least
four components. The number of componentsincreases
to 12 with a decrease in the temperature to 35 K. A fur-
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ther decrease in the temperature is accompanied by
redistribution of the intensities among the components.

3. DISCUSSION

The replacement of samarium by tin (up to 1.5 at. %)
leaves the Ty ; temperature unchanged and, most likely,
does not affect the ordering of ionsin the h layers. This
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assumption underlies the subsequent discussion. How-
ever, the above replacement contributes to ion ordering
at the c sites. At temperatures above Ty, this ordering
manifestsitself in the form of components at B, (i) # 0
in the P, histograms and as additiona components
(apart from the expected component Pg) in the P, histo-
grams (Fig. 2).
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Parameters for pairs of Sn impurity atoms in the same and
adjacent h layers

i R, a n; i ri, a n;
1 1 6 1 1/./3 3
2 2/./3 3
2 J3 6 3 J713 6
4 J13/3 6
3 2 6 5 4.3 3
6 J19/3 6
4 J7 12 7 5/./3 3
8 21713 6
5 3 6

Note: R, stands for the distances between the sites occupied by Sn
atoms, r; isthe distance between the centers of the nearest neigh-
bor ¢ gtes of the Sn atoms (for pairs of Sn atomsin the same h
layer, ri = R), nj is the number of sites located in alayer a the
distance R, from any sitein the same or adjacent h layer, andi is
the number of the atomic pair in order of increasing distances R,
andr; (R andr; aregiven in terms of the lattice parameter a).

An increase in the number of components of the P,
distribution with a decrease in the temperature to 35 K
and the constancy of the intensities of the extreme com-
ponents in the temperature range from 50 to 35 K
(Fig. 2) suggest that the change in both the number and
the hyperfine field B,; of the componentsin this distri-
bution accounts for the ordering of samarium ions in
the vicinity of the pairs of tin atoms whose nearest
neighbor c sites are located in the same c layer. The
interaction of samarium ions at the c sites near the tin
atoms of these pairs is responsible for ion ordering at
higher temperatures compared to those of ion ordering
in the vicinity of widely spaced atoms.

Since the ¢ layer contains the nearest neighbor sites
of tin atoms of the two h layers adjacent to this c layer,
it isnecessary to consider the pairs of tin atoms located
not only in the same layer but also in the neighboring h
layers on opposite sides of the c layer adjacent to these
h layers. Let us assume that R; is the distance between
the sites occupied by tin atoms of apair. The pairs of the
nearest neighbor tin atoms in the same and adjacent h
layers are characterized by the distances between the
centers of the nearest neighbor c sites of these atoms,
i.e., by the distances R, and r;, respectively. These cen-
ters coincide with the projections of the h sites (occu-
pied by the tin atoms) onto the c layer. Hence, the dis-
tance between the centers of the nearest neighbor ¢ sites
of thetin atomslocated in the same layer isequal to the
distance between the h sites occupied by these atoms.
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For these distances, we used the same designation (for
pairsin the adjacent h layers, r; is the projection of the
distance R between the sites occupied by the atoms of
aparticular pair onto the c layer).

The probability that two atomslocated at sites of the
same h layer or at sites of the adjacent h layers (on
opposite sides of the c layer) are separated by adistance
R isproportional to the number n; of siteslocated at this
distance from an arbitrary sitein the same or adjacent h
layer. This probability increases with an increase in the
concentration of atomsinthehlayer and decreaseswith
an increase in the distance R at a fixed number n,. The
shortest distances R, and r; and the corresponding num-
bersn, are listed in the table.

Reasoning from the concentration of tin atoms
(1.5 at. %) introduced into the sample and their bino-
mial distribution inthe hlayers, we cal culated the prob-
abilities of finding these atoms at a distance R from
each other, i.e., in the pairs characterized by the inter-
atomic distances R (in the same h layers) and r; (in the
adjacent h layers). We took into account the atomic
pairs in which the distances between the centers of the
nearest neighbor c sites of tin atoms were less than the
distance from each of these centers to a similar center
of any other tin atom in the same c layer. The probabil-
ity of finding tin atomsin the pairs characterized by the
distance R, is equal to 0.080. The probabilities of find-
ing tin atomsin the pairs characterized by the distances
R satisfy the following ratio:

W(Ry) : W(R,) : W(R) - W(Ry) : W(Rs)
=1:0.86:0.76: 1.15: 0.50.

The probability of finding tin atomsin the pairs charac-
terized by the distancer; is equal to 0.033. Theratio of
the probabilities of finding tin atoms in the pairs char-
acterized by the distances r; has the form
W(ry) : WArp) - W(rg) - WAr ) - WArs) - WArg) - WAr;) - W(rg)
=0.61:0.53:1:0.70:0.33:0.60:0.22: 0.38.
A comparison of the probabilities of finding tin

atomsin pairs and the intensities of the components of
the P, distribution at 35 K (and 50 K) enables us to

assign the components P; —P; to the tin atoms in the

pairs with R,—Rs and the components P; , P, , and P;
to the tin atoms in the pairs with r5, r,, and rg, respec-
tively. We failed to revea discrete components that
could be attributed to the tin atoms in the pairs with r,
r,, and rs at 50 and 35 K, even though the probabilities
of finding tin atoms in these pairs correspond to com-
ponent intensities that are sufficiently high for observa-
tion. At 35 K, the uncertaintiesin the component inten-

sities are equal to 20% for the P; and P, components;
30% for the P; and P; components; and 50, 60, and
75% for the P3, P, , and P; components, respectively.
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The ordering of samarium ionsin the c layer near a
pair of tin atoms depends not only on the distance
between these atoms but also on the mutual arrange-
ment of their nearest neighbor ¢ sites (located at verti-
ces of equilateral triangles). In particular, the nearest
neighbor c sites of the tin atoms in the pairswith ry, ry,
rs, and r, form figures with two mutually perpendicular
axes of symmetry in their plane. One axis passes
through the centers of the nearest neighbor c sites of the
atoms linked by the r; segment in the pair. The other
axis passes through the midpoint of the r; segment. The
latter axis is the boundary between the c sites that are
located at a shorter distance from one or the other atom
in the pair. The magnetic moments of samarium ions at
the sites of this boundary can be ordered only along the
normal to the c axis owing to the mutual compensation
for their interaction with ions lying in the ¢ layer on
opposite sides of the boundary dueto antiferromagnetic
ordering of the magnetic moments of the ionsin the h
layers adjacent to the atoms of the pair. Since the mag-
netic moments of samarium ions at the other c sites, as
in pure samarium, are collinearly ordered with respect
to the c axis, it is clear that the occurrence of this
boundary brings about a weakening of the interaction
between the ions located on opposite sides of the
boundary and, hence, affects theion ordering.

Among the tin atoms in the adjacent h layers, only
the atomsin the pairswith r, and r, have common near-
est neighbor c sites. For an ion at this site, the interac-
tions with antiferromagnetically ordered ions of these
layers cancel each other. Each tin atom in the pair with
r, (or r,) has two (or one) common nearest neighbor ¢
sites. The line passing through these sites forms a
boundary between the atoms of each pair such that the
magnetic moments of the ions at the sites of thisbound-
ary can be ordered only aong the normal to the c axis.
Consequently, at three nearest neighbor c sites of each
tin atom in the pairs with r; (or r,), the magnetic
moments of only one (or two) samarium ion can be col-
linearly ordered with respect to the ¢ axis. The temper-
ature of ion ordering and the hyperfine field B; at the
tin atoms should substantially depend on the number of
these ions, because their contribution to the field domi-
nates over the contribution from the ions with magnetic
moments perpendicular to the ¢ axis. The separation of
the components associated with tin atoms in the pairs
with r; and r, can be complicated, because the hyper-
fine fields By at these atoms, in at least a certain tem-
peraturerange, can be closeto thefields By of the other
components of the distribution Py,

Among the tin atoms in the same h layer, only the
atomsforming the pairswith R, have acommon nearest
neighbor c site. For a samarium ion at this site, the
interaction with antiferromagnetically ordered ions of
two adjacent h layers is equivalent to the interaction
with two ions at its nearest neighbor h sitesin the layer
without atoms of the pair. Thisinteraction and the min-

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

2002

1013

imum distances between the nearest neighbor c sites of
thetin atomsin the pairswith R; suggest that samarium
ions at these sites can be ordered at a higher tempera-
ture compared to that of ion ordering near the atomsin
other pairs.

For the P,, distribution at 70 K (Fig. 2), only the P;
component is characterized by the relatively low inten-
sity expected for tin atomsin the pairswith R;. Only for
this component does the intensity remain constant in
the temperature range from 70 to 5 K and is the hyper-

fine field By (1) minimum among the fields B of the
components in the distribution Py. It is this hyperfine
field By at thetin atomsin the pairs with r, that can be
lessthan thefields B,; at other atoms at the h sites, i.e.,

can correspond to the field By (1). To accomplish this,
the maximum contribution of three ions at the nearest
neighbor c sites of the tin atom and the contribution of
only eight ions at its nine nearest neighbor h sites (with
the other atom of the pair) to the hyperfine field By
should have opposite signs; i.e., the magnetic moments
of three ions at the nearest neighbor c sites of the tin
atom should be antiparallel to the moments of the ions
at the nearest neighbor h sites of the atom. The mini-
mum field By,; automatically provides a constant inten-
sity of the component corresponding to this field with
variations in the temperature. Therefore, the constant

intensity of the P; component with a minimum field

Br (1) can be considered a consequence of antiparallel

ordering of the magnetic moments of samarium ions at
the nearest neighbor sites of the tin atoms in the pairs
with R;.

The hyperfinefields B,; of the componentsin the P,
and P, distributions at 5 K allow us to judge the contri-
butions of ions at the nearest neighbor sites of the rele-
vant tin atoms. It can be assumed that the hyperfine
fields B, (7) and B,; (8) areinduced by five and six ions
with parallel magnetic moments at the nearest neighbor
c Sites of the tin atoms in the c layer. The hyperfine

fields By (1) and By, (2) represent the sum and the dif-
ference of the contributions from nine ions at the near-
est neighbor h sites and three ions with parallel
moments at the nearest neighbor c¢ sites of the sametin
atoms. These inferences follow from the fact that the
hyperfine fields By, (1) = 20.8+ 0.2 T, By, (2) = 9.1 +
0.2T, and B (8) = 12.0 £ 0.2 T satisfy the relationship

B (8) = By (1) — Bry (2) and By (7)/Bys (8) = 5/6. Note

that By (9) = [ By (1) + B (2)]/2=15.0+ 0.2 T can be

regarded as an estimate of the magnetic hyperfine field
induced by nine samarium ions at the nearest neighbor
h sites of the tin atoms at 5 K. At this temperature, the

hyperfine fields By, (6) and B, (5) correspond to the
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difference and the sum of the contributions from nine
samarium ions at the nearest neighbor h sites and one
ion at three nearest neighbor c sites of the same tin
atoms.

Thetota contributions of samarium ions at the near-
est neighbor ¢ and h sites of the tin atoms to the hyper-

finefields By (i) and By, (i) have opposite and identical
signs, respectively. The correspondence between the
extreme components of the P,, distribution (P; , P; and

P, P;) and the atoms of pairsin the same and adjacent

h layersindicates that there is a correl ation between the
location of the pair of atomsin the samelayer (or intwo
adjacent layers) and the relative signs of the total con-
tributions from samarium ions at the nearest neighbor ¢
and h sites of thetin atomsto the hyperfine fields By (i).
For at least the shortest interatomic distances in the
pairs, the total contributions of samarium ions at the
nearest neighbor ¢ and h sites of the tin atoms in the
pairs in the same and adjacent h layers to the fields
B, (i) have opposite and identical signs, respectively.
For collinear moments of all the samarium ions at the
nearest neighbor sites of the tin atoms, thisimplies that
the net moments of the samarium ions at the nearest
neighbor ¢ and h sites of the tin atoms are antiparallel
and parallel, respectively. Thedistribution P;, at temper-
aturesfrom 15to 50 K isasymmetric with respect to the

sums of the intensities of al the components P; and

P (0.35 + 0.01). This suggests that, at temperatures

above 35 K, the aforementioned assignment of the P,
componentsto the pairs of thetin atomsin the same and
adjacent h layers can hold for larger valuesof R and r;,
because the number of tin atomsin the pairslocated in
the same h layersistwice aslarge asthat in the adjacent
h layers.

Thus, ion ordering in pairs of magnetic centers
located in the c layers of samarium was observed for the
first time. Each magnetic center involves ions at three
nearest neighbor c sites of the tin atom located at the h
site. These ions are ordered at temperatures above Ty,
due to the disturbance of their interaction with antifer-
romagnetically ordered (below Ty,) ions of two adja-
cent h layers on opposite sides of the ¢ layer with apair
of magnetic centers. For tin atoms involved in pairs of
the same h layers, the hyperfine field B,; is determined
by the difference between the total contributions of
samarium ions at the nearest neighbor ¢ and h sites of
the tin atoms (for at least the shortest interatomic dis-
tances).

Precision measurements of the Mdsshauer spectra
of tinin samarium in the temperature range of magnetic
ordering make it possible to determine the temperature
dependences of the hyperfinefields B,; at thetin atoms
located at different distances from each other in the
same and adjacent h layers. These dependences can
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give amore accurate account of the ordering of samar-
ium ions at the nearest neighbor c sites of the tin atoms.

The above interpretation of the distribution P(By,;)
alows for the difference in the number of hyperfine
fields B,; observed by the different methods at Sn and
Cd atoms in samarium. This difference is explained by
different concentrations of nonmagnetic probing atoms
used in the measurements. In the case when the hyper-
fine interactions are investigated by perturbed-angul ar-
correlation spectroscopy, the concentration of these
atomsis at least one order of magnitude (or, more fre-
guently, several orders of magnitude) less than that
used in Mossbauer measurements. Consequently, the
number of pairswith short interatomic distancesisalso
smaller in the former case. Forker and Fraise [14] did
not reveal cadmium atomsin pairs with short distances
between nonmagnetic impurity atoms. These authors
determined the temperature dependence of the hyper-
fine field B,; for cadmium atoms located at large dis-
tances from the other nonmagnetic impurity atoms.

All heavy rare-earth metals (from gadolinium to
erbium) have a hexagonal close-packed structure. The
lattice parameter a decreases from 0.3636 nm for gad-
olinium to 0.3560 nm for erbium. The lattice parameter
ratio c/a varies from 1.590 to 1.570, respectively.
For samarium, these parameters are as follows: a =
0.3663 nm and 2c¢/9a = 1.595 [18]. Sincethe changesin
the lattice parameters and their ratios are insignificant,
it can be expected that, in heavy rare-earth metals and
the hexagonal samarium sublattice, the electric-field
gradients g, at nonmagnetic impurity atoms will be
closeto each other. Thisassumptionisconfirmed by the
experimental data for cadmium atoms in these rare-
earth metals, according to which the electric-field gra-
dient g, changes only by afactor of 1.4 [10, 14].

The shifts observed in the sextet components of the
MOssbauer spectra for tin in terbium [4], dysprosium
[3, 4], holmium [5, 6], and erbium [6-8] indicate that
Sn nuclel are involved not only in the magnetodipole
interaction but also in the electric quadrupole interac-
tion. The signs of the quadrupol e shiftsin these spectra
are in agreement with those expected from both the
determined sign of the electric-field gradient g, at tin
atoms in samarium and the available data on magnetic
structures of rare-earth metals at |ow temperatures[18].
The quadrupole shifts of the sextet components, which
were roughly estimated from the known Mdsshauer
spectra, proved to be of the same order of magnitude as
those expected in the case of identical electric-field gra-
dients g, at tin atomsin the rare-earth metal s under con-
sideration and samarium.

The Mdsshauer spectra of tin in dysprosium [3, 4],
holmium [5], and erbium [6-8] have been interpreted in
terms of two fields whose strengths are related through
the expression By, (X) J0.75By; . It should be noted that,
in either case, a lower field corresponds to a weaker
sextet with an intensity of several times less than the
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intensity of the principal sextet. These lower fields
result from misinterpretation. When processing Mdss-
bauer spectra whose components could not be unre-
solved even at low temperatures, the quadrupol e shifts
of the sextet lines and their broadening due to the
widths of the distributions P(B,;) were disregarded.
These spectrawere fitted using two sextets in which all
thelines had the same width. Asaresult, the sextet with
quadrupole shifts of the components was decomposed
into two sextets without quadrupole shifts but with dif-
ferent isomer shifts. The location and intensity of the
principal sextet were determined from the extremelines
of the measured sextet. The parameters of theweak sex-
tet were derived using the second and fifth lines remain-
ing after the separation of the intense sextet. Certainly,
this procedure led to the aforementioned ratio between
the two fields. The isomer shifts of the two resultant
sextets for tin in holmium and erbium at low tempera-
tures differed by 0.5-1 mm/s[5-8].
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Abstract—Theelectrical resistivity and thermal conductivity of two polycrystallineY bInCu, samples prepared
by different techniques at the loffe Physicotechnical Institute, RAS (St. Petersburg, Russia), and the Goethe
University (Frankfurt-am-Main, Germany) are studied within the temperature range 4.2-300 K. At T, ~ 75—
78 K, these samples exhibited an isostructural phase transition from a state with an integer valence (at T>T,)
to astate with an intermediate valence (at T< T,) of theYbions. Itisshownthatat T< T, ; i.e, in the temper-
ature range where Y bInCu, is assumed to be alight heavy-fermion compound, the Lorenz number behaves as
it should in a classical heavy-fermion system. At T > T, where YbInCu, is a semimetal, the Lorenz number
has a value characteristic of standard metals. © 2002 MAIK “ Nauka/Interperiodica” .

In the last decade, the physical properties of
YbInCu, have received increasing interest from
researchersin theleading laboratories of the USA, Ger-
many, and Japan.!

At T, ~40-80K and atmospheric pressure, Y binCu,
undergoes an isostructural phase transition from a
Curie-Weiss paramagnet with localized magnetic
moments (at T>T,) to aPauli paramagnet with a non-
magnetic Fermi-liquid state and intermediate valence
of theYbions(at T<T,).

At the phasetransition, the'Y b valence changesfrom
3(T>T)to29(T<T).

The high- and low-temperature phases are a semi-
metal and metal, with the Yb 4f electrons weakly and
strongly hybridized with the conduction electrons,
respectively. At T< T, YbInCu, possesses a high den-
sity of states at the Fermi level, afeature characteristic
of heavy-fermion systems and compounds with inter-
mediate rare-earth ion valence. The parameter y (the
coefficient of thelinear-in-temperaturetermin the elec-
tronic specific heat) for the low-temperature phase is
~50 mI¥mol K? [4-6], which indicates a large carrier
effective mass. The YbInCu, system is classed among
light heavy-fermion systems[2, 7].

YbInCu, crystalizes in an AuBes; cubic lattice
(C15b structure, space group FZme(Ti) [8)).

1 References to numerous publications dealing with Ybl nCuy, can
be found in [1-3].

We measured the total thermal conductivity K, and
the electrical resistivity p of two polycrystalline sam-
ples of YbInCu, within the temperature range 4.2—
300 K on a setup similar to the one employed in [9].

The sampleswere prepared at the | offe Physi cotech-
nical Institute (St. Petersburg, Russia) and at the Goethe
University (Frankfurt-am-Main, Germany) by different
techniques [10-14]. YbInCu, was rf melted in sealed
tantalum crucibles. However, the starting materials
used in the synthesisin the two laboratories differed in
purity. In what follows, we shall label the sample pre-
pared in St. Petersburg by 1P and the one made in
Frankfurt-an-Main by 2F.2

The samples were subjected to x-ray diffraction
characterization on a DRON-2 setup (CuK, radiation)
and found to be single-phase with an AuBe;-type struc-
ture and the | attice constant a equal to 7.133(4) A (sam-
ple 1P) and 7.139(5) A (sample 2F).

The Yb-In-Cu system is homogeneous within a
fairly broad range of compositions. It can be presented
as YbIn, _,Cu, ., [11, 12, 15]. The composition of a
sample depends substantially on the method by which
it was prepared. Within the homogeneity region, the
phase transition temperature T varies from 40 to 70—
80 K. T,=40K correspondsto theY blnCu, stoichiom-
etry. The YblnygCu,, composition with the highest
melting temperature has T, ~ 70-80 K. For the
Ybin, _,Cu,,, samples prepared by the techniques

2 The experimental data on k. and p of sample 2F were used ear-
lierin[3].
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employed in St. Petersburg and Frankfurt-am-Main, the
melt startsto solidify with theformation of crystals cor-
responding to the transition at T, ~ 70 K [11, 12].
According to [16],3 our samples with a = 7.133-
7.139 A were close in composition to Y blnggCuy ;7.
Thethermal conductivity of Y blnCu, was studied in [3,
176]‘(éI however, no detailed analysis of the data was
made.

The main purpose of this work was to study the
behavior of the Lorenz number (L) of the light heavy-
fermion systemYbInCu, for T< T,. Wewere interested
in whether this behavior would exhibit features charac-
teristic of classical heavy-fermion systems [18, 19].
Earlier, we found L to behave in a manner typical of
such systems in the light heavy-fermion system
Yblng7Ag03Cu, [20].

Figures 1 and 2 display our experimental results on
Kiot(T) @and p(T) obtained on'Y bln, g;Cu, ;7 Samples 1P
and 2F at temperatures extending from 300 to 4 K.
Measurements performed in the reverse run (4 to
300 K) reveded a highly hysteretic behavior of p(T)
[23] and k,(T) & T > T,,, which is due to defects asso-
ciated with the lattice stresses forming as the tempera-
ture passes through T, .

Despite the difference in the starting material purity
and in the techniques employed in the preparation of
samples 1P and 2F, their K,(T) and p(T) dependences
were found to be sufficiently similar. The average value
of T, estimated from these dependences is ~75-78 K
for both samples. We made an attempt to estimate the
composition of samples 1P and 2F using the data on
T,(X) obtained in [22] for the YbIn,_,Cu,., system
(Fig. 2b). It was again found that samples 1P and 2F are
close in composition to YblnygCu,,7. To simplify
exposition of the experimental material, we shal
assume that, on the average, the samples studied by us
have the same composition, athough, as seen from
Figs. 1 and 2 (aswell as from Figs. 3, 4), these samples
differ dlightly in the magnitude of Ky, Ky, (the lattice
component of thermal conductivity), and p. This differ-
ence can be apparently assigned to the fact that the sam-
ples do differ in composition (though very dightly) and
probably contain different amounts of residual impurities.

According to Hall effect measurements|2, 24], both
phases(at T>T,and T < T,) have afairly high carrier
concentration, such that K., should have both lattice
and electronic (K,) components:5

Kiot = Ke+Kph' (1)

SHeet al. [16] presented the dependence of a on x measured for
Yblng _yCuy 4 .

4 We will devote a separate paper to the study and discussion of the
behavior of K (T) In the direct and reverse measurement runs.

5 Because YbInCu, is asemimetal at T > T, one could also expect
the bipolar thermal conductivity Ky, to contribute to Ky at cer-
tain band parameters of this materia [21, 25], but, as follows
from [3], the component Ky, in Ky Of YbINCuy at T < 300 K is
negligible.
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According to the classical theory of the thermal con-
ductivity of solids, K, should obey the Wiedemann—
Franz law

K, = LT/p. @)

At T = ©/3 (O isthe Debye temperature) and very low
temperatures in pure metals, as well as at low and high
temperatures in dirty metals, we have L = L, [26],
where L, is the Sommerfeld value of the Lorenz num-
ber (Ly = 2.45 x 10 W Q/K?). TheY bln, 5;Cu, ;7 sam-
ples belong neither to very pure metals nor to semimet-
als, and, thus, one may accept, as the first approxima-
tion, L = L, throughout the temperature range (4—
300 K) studied by us.

Figure 3a plots the K, (T) relation calculated from
Egs. (1) and (2) under the assumption of L = L,. Asis
evident from this figure, as well as from Fig. 4, within
the temperature interval ~120-300 K, K, follows a
power law: Ky, ~ T%?8 for sample 1P and Ky, ~ T34 for
sample 2F. As the temperature is lowered, K, passes
through a minimum, then reaches a maximum, and
finally falls off to zero.

What could be the explanation for this behavior of
Kpn? First, we consider the data obtained for T> T, . At
these temperatures, our compound is not a heavy-fer-
mion system but rather a semimetal; therefore, using
thevalueL = Lyincalculationsof K isfully valid. How-
ever, the reasons for the growth of K, with increasing
temperature remain unclear. This behavior of K,,(T) is
characteristic of amorphous or heavily defected materi-
as. In our case, defects can form in YblnygCu, 7
through copper substituting for indium [11] (we
stressed this point when analyzing data on K (T) for
Y blny7AdysCu, [20]). Such defects should affect the
behavior of kg, (T) noticeably for both T > T, and
T<T,.

A growth of K, with temperature was also observed
to occur in anumber of other compounds which can be
classed among heavy-fermion systems (light
Ybling-Ag,sCu, [20], moderate YbAQCu, [27] and
UInCug [28], and classical CeAl; [29]) (Fig. 5). It
appears highly unlikely that in all the above com-
pounds, the increase in K,,,(T) is associated only with a
high defect concentration.® It is possible that this
behavior of K,(T) is characteristic of a certain class of
heavy-fermion systems.

Now, we consider the behavior of k,,(T) for T<T,.
It is important to understand the reason for such a

®1n[28, 29], the growth of K, as ~T"is explained in terms of the
theoretical model developed in [30]. We believe, however, that
this interpretation is unsatisfactory, because, as shown in [30],
Kph ~ T (in our case, Ky ~ T9%) and the relation proposed in [30]
isvalid only at very low temperatures (T < ©/20), whereas in our
experiment, the effect is observed at substantially higher temper-
atures (up to 300 K).
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strong increase in K, more specifically, whether it
stems from a real growth of k,, inherent in this com-
pound or originates from our having wrongly taken into
account the quantity L when calculating K. from
Eg. (2). One cannot exclude the possibility that L,
rather than being equal to L,, varies in a complicated
way with temperature. The soundness of the latter con-
jectureis argued for by the following observations.

(1) To explain the sharp growth of K, a T>T,, one
has to assume that a mechanism causing strong phonon
scattering becomes operative at this temperature. We
have not found thus far areasonable explanation for the
nature of such amechanism. At T < T,, the valence of
the Yb ion changes from 3 to 2.9, the Yb ionic radius
increases, and the lattice becomes looser and, hence,
more defected, which should entail adecreasein K, (T)
rather than its growth.

(2) According to the elementary theory of thermal
conductivity, we have

Kpn OCVI, 3

where C, v, and | are the specific heat, sound velocity,
and phonon mean free path, respectively. InY bInCu,, C
[5] and v [10] vary abruptly within a narrow tempera-
tureinterval around T,. The quantities C and v decrease
smoothly at T < T, and increase assmoothly at T>T,;
i.e., if one excludes the narrow interval near the phase
transition (around T,), one observes a smooth variation
of C(T) and v(T) throughout the temperature range
studied by us.” Thisisnaturally only an indirect indica-
tion of the absence of a bell-shaped behavior of K,,(T)
plotted in Fig. 3 for sasmples 1P and 2F inthe T< T,
range.

(3) YbIny,Ag, sCu, undergoes agradual phase tran-
sition (without an abrupt change in p, a, and other
parameters at T,) which is similar in nature to the one
observed in'YbInCu,. Assuming L = L, throughout the
temperature range studied, we isolated Kp,(T) from
Kiot(T) using Egs. (1) and (2) and found that, at T< T,
Kpn(T) of this compound follows a bell-shaped pattern
similar to the one obtained for K,(T) of Yblngg;Cu, 47
(Fig. 3). In[20], we explained this behavior of K, (T) as
being due to our having incorrectly taken the Lorenz
number into account in K, it was found that the Lorenz
number varies in a complex way with temperature and
issubstantialy larger than L. It is possible that we also
have a similar situation in'Y blng gsCu, 17.

Thus, the above arguments suggest that Kk, rather
than K, is most likely responsible in our case for the
strong increase in thermal conductivity at T<T,.

Now, we consider the behavior of L inYbln,gCu, 15
aT<T,.

7 Unfortunately, we have not been able to directly estimate the
character of | variation within the temperature range covered.
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Fig. 5. Temperature dependence of Ky, for Yblng g3Cuy 17
samples (1) 1P and (2) 2F, (3) Ybling7Agg3Cuy [20], (4)
YbAgCu,[27], (5) UInCus [28], and (6) CeAl3[29]. For all
curves, the dashed lines plot th, which was derived by

extrapolating the high-temperature data by the power laws
found for each compound. Ty and Ty are, respectively, the
Kondo and Néel temperatures.

As dready mentioned more than once,
Y blng g3Cu, 17 transfers to the state corresponding to a
light heavy-fermion system at T < T,. The behavior of
the Lorenz number in a classical heavy-fermion system
differs substantially both in magnitude and in the tem-
perature dependence from that in both pure and dirty
metals. According to [18, 19], L,/L, for this system
increases from unity (at T ~ 0), then passes through a
maximum and falls off down to 0.648, and then grows
again to reach unity at T ~ Ty (T isthe Kondo temper-
ature).

To find L,/Ly(T) for T < T,, we shall assume that
Kpn ~ T" (where n, as pointed out earlier, is 0.28 and
0.34 for samples 1P and 2F, respectively) throughout
the temperature range covered by us (4-300 K). To do
this, we extrapolate K,,(T) using this relation from the
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regionT>T,toT<T, (Fig. 4 th inFigs. 3and 4 and
dashed linesin Fig. 5)8 and apply the relation

(4)

for the range 4-50 K to determine L,/Ly(T) (we
excluded the temperatureinterval around T,) from con-
sideration. The results of this calculation are plotted in
Fig. 6.

We readily see from Fig. 6 that the behavior of
L,/Lo(T) in samples 1P and 2F fits the above theoretical
pattern of the behavior of the Lorenz number in a
heavy-fermion system [18].

We may thus conclude that the Lorenz number
behaves similarly in a classical and a light heavy-fer-
mion system.

For comparison, Fig. 6 presents datafor L,/Ly(T) of
Y bing-Ag, 3sCu, [20] and our refined datafor Y bAgCu,
from [27]. In [27], we determined the ratio L,/Ly(T)
using a dightly different technique. By contrast, here

we have applied to Y bAgCu, the method of th (T) and

_ 0
Ke = Kot — Kph

8 That th of theYblng g3Cuy, 17 Samples can behavein thisway at

low temperatures follows indirectly from the data published in
[28, 29], which testify that k,n(T) for Ybing gsCuy 17 behaves

exactly asit doesin CeAls and UInCus (Fig. 5).
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L, /Lo(T) determination (Fig. 5) proposed in this work
and, as it seems, have obtained more accurate informa-
tion on the behavior of the Lorenz number in this com-
pound. Note, however, the specific features in the
behavior of L,/Ly(T) in YbAQCu, which still remain
unclear. We come up against a paradox. Indeed, in light
heavy-fermion systems, such as YbInCu, and
Y blny7Ag, 5Cu,, Whose parameter y = 50 mJ/mol K2,
L,/Ly(T) behaves as it should in classical heavy-fer-
mion systems (with y = 400 mJmol K?). At the same
time, in moderately heavy-fermion systems with y ~
200-250 mJmol K2, to which YbAgCu, belongs, the
L,/Lo(T) ratio (determined in the temperature range 4—
300 K) exhibits only a dlight deviation from unity (in
theregion T < Ty).
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Abstract—It is shown that the time evolution of x-ray diffraction patterns of a deformed Pd—Ta alloy after its
saturation with hydrogen can be determined by the multiwell energy profile of the states of the system. Within
the Lorenz synergetic approach, a phenomenological model is proposed in which the evolution of the alloy
structure is represented as a random walk of the nonergodic system from one internal-energy minimum to
another. In this case, the order parameter isthe fraction of stateswith minimum energy occupied by the system,
the conjugate field is associated with the Edwards entropy, and the control parameter isthe internal energy. The
evolution of the Pd-Ta—H alloy structure isinterpreted as that of a complex nonergodic system in terms of ther-

modynamics. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Considerable recent attention has been focused on
complex nonergodic systems, such as spin and struc-
tural glasses, disordered heteropolymers, granular
media, and transport flows (see review [1]). The main
feature of such systemsisthat their phase space is sep-
arated into isolated domains, each of which corre-
sponds to a metastable thermodynamic state, and the
number of these domains N, is much larger than the
total number of (quasi)particles N and exponentially
increases as the latter tends to infinity: Ny = exp(sN),
where s is the so-called Edwards entropy per particle
(complexity) [2, 3]. In contrast to the Boltzmann mea-
sure, which characterizes the disorder in a given statis-
tical ensemble, the Edwards entropy characterizes the
disorder in the distribution of states of a nonergodic
system over internal-energy minima, each of which
corresponds to a statistical ensemble. In complex sys-
tems, statistical ensembles play therole of particlesand
the distribution over these ensembles is characterized
by the effective temperature T and entropy s (intro-
duced by Edwards[3]). For example, at T = 0, the com-
plex system corresponds to a granular medium charac-
terized by aflat distribution over all energy minima.

The Edwards systems have an exponentially large
number of energy minimaN, > 1, in contrast to ergodic
systems, for which N, = 1. Itisof interest to consider an
intermediate case where the number of energy minima
Ny is not exponentially large but exceeds unity.

In this paper, it will be shown that this is the case
with deformed Pd-Ta alloys saturated electrolytically
with hydrogen. When heavily deformed, a solid can be
so far from its equilibrium state that self-organization
effects become significant and dissipative structures
arise [4, 5]. In ametal saturated with hydrogen, strong

internal stresses are produced by hydrogen atoms and
the state of the system can become nonequilibriumasin
the case under an external load. Investigations of
annealed Pd-W-H [6] and deformed Pd-Sm-H, Pd—
Er—H, Pd-Mo—H, and Pd-Ta—H aloys[7-13] revealed
that these alloys can undergo nonmonotonic nonregul ar
transformations. The main features of the behavior of
such systems have been explained in terms of syner-
getic models [6, 10]. However, these models cannot
adequately describe the evolution of the Pd-Ta—H alloy
structure (see aso [12]). We deal with this problem in
the present paper.

2. EXPERIMENTAL DATA

The experimental technique is described in detail in
[9-12]; here, we only point out that a deformed Pd-Ta
(7 at. % Ta) aloy was first saturated with hydrogen
electrolytically (current density 40 mA/cn?) for
15 min. After relaxation for 176 h, the sample was sat-
urated once again for the same time at 80 mA/cm?. An
x-ray diffraction study was carried out using a comput-
erized diffractometer (CuK,, doublet component); the
(220) and (311) diffraction maxima were analyzed and
their deconvolution was performed using the Origin
computer code and assuming that the components are
Lorentzian-shaped [14, 15].

The x-ray diffraction study reveaed that, after the
deformed Pd-Ta alloy was saturated with hydrogen, a
regular shift in the position of diffraction maxima
occurred, which indicated that the crystal lattice
expanded and then anisotropically contracted. During
the relaxation, stochastic changes were observed in the
positions, widths, and symmetry of diffraction maxima;
their shape aso varied in a random fashion, with sev-
eral peaks appearing and disappearing. Figure 1 shows

1063-7834/02/4406-1022%$22.00 © 2002 MAIK “Nauka/ Interperiodica’



EVOLUTION OF THE Pd-Ta-H ALLOY STRUCTURE

TR R P,
35h (b)
a V‘Ab’:ﬁ L1
5
S| 6h (c)

67 68 69
28, deg

1023

28h f)
30.5h (© -
33h (h)
735h ()

#/QM
N

148 h

s N

23 deg

Fig. 1. Time variations in position and shape of the (220) diffraction line after the second saturation. | isthe initial state. Vertical
lines indicate the position corresponding to theinitial state (after the first saturation and subsequent relaxation for 173 h).

diffraction curves and their deconvolutions for the
(220) maximum at different instants of time after the
second sample saturation. It isclearly seen that thereis
a complex structure of diffraction peaks which vary
nonmonotonically in time. The parameters of the dif-
fraction curves are listed in the table.

Since ahomogeneous phase is represented by abell-
shaped diffraction peak, one can conclude that thistype
of diffraction pattern variation is a consequence of
interconversions of several phases associated with
redistribution of Pd, Ta, and H atoms among different
regions of the system. A characteristic feature of these
structural changes is that they can be repeated but are
not periodic. On the other hand, different widths of the
deconvoluted components and their nonmonotonic
variations with time imply that these processes are
accompanied by a nonmonotonic evolution of the
defect structure and of the elastic fields produced by
thisstructure. The presence of long-rangefields, aswell
as the marked difference in the binding energy of
hydrogen to the perfect and defect lattices of palladium
[16], causes the state of the system under study to be

PHYSICS OF THE SOLID STATE Vol. 44 No. 6
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highly nonequilibrium [5]. According to the theory of
the glasslike state [1], the phase space of a nonequilib-
rium system is characterized by a complex energy pro-
file in this case. This energy profile is dictated by the
initial defect structure and the atom distribution in the
aloy, which are a result of a prior mechanical treat-
ment, saturation with hydrogen, and subsequent relax-
ation. The difference in time variation between the
regions producing the (220) and (311) coherent-scatter-
ing maxima and differing in orientation relative to the
sample surface is indicative of energy transfer from
some degrees of freedom to others, which can giverise
to diffusion-flow turbulence [12].

3. THEORETICAL MODEL

The nonmonotonic structural  transformations
described above can be explained if one assumes that
the saturation of adeformed Pd-Taalloy with hydrogen
produces a set of metastable states corresponding to
different phases and defect structures. In this case, the
migration of the system from one internal-energy min-
imum to another, corresponding to the states mentioned
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Time dependence of the number of peaks of the (220) diffrac-
tion maximum

Elapsed time Number |Reativenumber| Pand
from saturation, h| of peaks N of peaksn of Fig. 1

1.0 4 0.8 a

35 2 0.4 b

6.0 4 0.8 c
11.0 2 0.4 d
255 5 1 e
28.0 1 0.2 f
305 4 0.8 g
33.0 2 0.4 h
735 4 0.8 i
97.0 2 0.4 i
148 2 04 k

above, will lead to the stochastic structural transforma-
tions observed experimentally.

The essential point is that the structural evolution is
nonmonotonic but is not periodic. The variations in
structure bear a resemblance to the behavior of a
strange attractor, which can be described in terms of the
Lorenz model [17]. Using this model, we have
explained [6] the nonmonotonic behavior of a two-
phase Pd—Er—H alloy. The parameters of the system
were taken to be the volume fraction of the Er-rich
phase, concentration of Er atomsin this phase, and con-
centration of erbium-atom traps in the matrix.

Such parametrization cannot be realized in a mul-
tiphase Pd-Ta—H aloy, where the situation is much
more complex. At first glance, it would be reasonable
not to describe the behavior of many phases but,
instead, to introduce parameters averaged over these
phases or to consider only the dominant phase sepa
rately. In this case, however, one does not take into
account an essential feature of the evolution of a mul-
tiphase Pd-Ta—H aloy, namely, the fact that not only
the relationship among the volumes of the coexisting
phases and their composition but also their number vary
inthealloy with time. Therefore, sel ection of the proper
parameters is of importance in order for a synergetic
model to describe the stochastic behavior of the Pd-Ta—
H system.

According to the Ruelle-Takens theorem [18], such
a system exhibits a nontrivial behavior when the num-
ber of the degrees of freedom characterized by the
parameters of the system is not less than three. The
behavior of a system in phase transitions is controlled
by a hydrodynamic mode, with its amplitude being an
order parameter whose magnitude is determined by the
thermostat. The characteristic feature of a self-organiz-
ing (synergetic) system isthat both the influence of the
thermostat on the sel ected subsystem and the backward
action of the subsystem on the thermostat are of funda-
mental importance. The backward action can be both

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

AVDYUKHINA et al.

direct and indirect. The former action is determined by
the conjugate field, while the latter depends on the con-
trol parameter. For example, in a synergetic model for
alloy ordering, the order parameter is the usua long-
order parameter, the conjugate field corresponds to the
differencein the chemical potentia of the alloy compo-
nents, and the control parameter is the difference in the
unit-cell site occupation number of atoms of different
species [19]. The usua dissipative regime of a phase
transition is realized when the relaxation times of the
order parameter and of the conjugate field are much
longer than that of the control parameter. In the opposite
extreme, the transition to the strange-attractor regime,
rather than to an ordered state, occurs in the system
when the steady-state value of the control parameter
becomes larger than a certain critical value [20].

We will explain the nonmonotonic variation in the
phase composition of a Pd-Ta-H aloy under the
assumption that its saturation with hydrogen leads to
the formation of a complex internal-energy profile of
the states of the system with a great number of minima
separated by energy barriers (multivalley structure).
This alows us to explain the critical slowing-down of
the structural transformation in systems of the Pd-H
type [21]. This slowing-down is due to the hierarchic
structure of the energy profile: the deep minimaare ser-
rated, having profiles with a set of shallower minima,
which, in turn, have profiles with still shallower min-
ima, and so on. In its time evolution, the system has to
occupy the shallowest minima first, then deeper ones,
then still degper ones, and so on, down to the deepest
minimum, which determines the behavior of the system
asawhole.

Inour case, it will suffice to consider only one class
of minimawhich differ in depth only dightly. The min-
ima are numbered by index a, running the values 1, 2,
..., Np, and the evolution of the system is described by
the time-dependent probability distribution p, over
these minima. The dependence of p, on time t can be
found by solving the Fokker—Planck equation, whichis
avery complicated problem [22]. However, asaprelim-
inary, it will suffice to find integral quantities which
characterize the distribution p, and the thermodynamic
behavior of the system as a whole. Such quantities are
(a) the number N of internal-energy minima occupied
by the system at a given instant of time (this number
characterizes the halfwidth of the spread of probabili-
tiesp,); (b) the entropy, characterizing the spread of the
system over the minima,

= _Z palnpa; (1)

and (c) the specific internal energy e, at aminimum a,
from which the total specific energy can be found as

€= Pacu )
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The order parameter is defined asthe ratio n = N/N,
of the number N of internal-energy minimaoccupied by
the system to the total number of minimaN,. Then, the
specific Edwards entropy s = SN,, which characterizes
the disorder in the distribution over the minimaa, isthe
conjugate field and the internal-energy density e is a
control parameter.

In order to describe the evolution of the system phe-
nomenologically, one should relate the rates dn/dt,
ds/dt, and de/dt of changes in the basic parameters to
the parameters n, s, and e themselves. The Lorenz
model has the advantage that it corresponds to the sim-
plest Hamiltonian in the corresponding microscopic
representation [5]. The linear Lorenz eguation has the
form

- = —— 105 (3)

where thefirst term on the right-hand side describesthe
Debye relaxation of n(t) to the value n = 0 with charac-
teristic time 1,, and the second term (with positive coef-
ficient g,) is an increase in the number of internal-
energy minima occupied by the system, which is
accompanied by an increase in the entropy s that char-
acterizes the spread over these minima.

The equations for the rates ds/dt and de/dt, in con-
trast to Eq. (3), contain nonlinear terms which describe
the backward action of the selected subsystem on the
thermostat mentioned above (i.e., the feedback). The
change in the entropy is described by the equation

+gsne, (4)

where thefirst term on the right-hand side describes the
Debye relaxation to the value s = 0 characterized by the
relaxation time 1. In accordance with the second law of
thermodynamics, the nonlinear term with positive coef-
ficient g, isthe increase in entropy s due to the system
spreading over less deep minimaof theinterna energy.

Finally, the equation for the rate of change in the
internal energy is

de _ e-—¢&

dt Te

Here, we have taken into account that the Debye relax-
ation with characteristic timet, leads not to azero value
of the internal energy e but rather to a finite value g,
determined by the position of the system in the phase
diagram and by the prior treatment of the alloy. The
nonlinear term with positive coefficient g, describes
negative feedback, which means that a redistribution
over the internal-energy minima must lead to a
decreased total energy e because the system goes over
to deeper minima. It should be noted that the nonlinear
terms are of fundamental importance; the behavior of
the self-organizing system is a compromise between
their competing effects: the positive feedback in Eq. (4)

—QgeSN. (%)
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is due to coupling between the relative number of min-
iman and internal energy e and causes the entropy sto
increase, whereas the negative feedback in Eq. (5) is
dueto correlation between the number of miniman and
entropy s and tends to decrease the internal energy e.

In general, the set of differential equations (3)—5)
cannot be solved analytically. These equations can be
conveniently expressed in terms of dimensionless vari-
ablesn, s, e, and t, which are normalized to the respec-
tive quantities

12 12 Ny

Ny = (Ts9s)" (Tele) g, (6)

€n = (T0n) (18 T
Asaresult, Egs. (3)—5) take the simple form

&= n+s, @)
ds _
ra = —S+ne, (8
de _
ea = (E-€)-sn, 9

where we have also introduced the dimensionless
parameters
Te

p=le g=%

T n T n em (10)

Inthe adiabatic regimert, 8 < 1, one can employ the
slaving principle, which asserts that the conjugate field
s(t) and control parameter e(t) follow the order param-
eter n(t) in their variations [18]. In this case, the left-
hand sides of Egs. (8) and (9) can be taken equa to
zero, which gives

s = En o= E

1+n? 1+n?
These equationsimply that, in accordance with the sec-
ond law of thermodynamics, the Edwards entropy
monotonically increases and the internal energy
decreases with increasing number of phases. Eliminat-
ing the variable n between Egs. (11), we obtainasimple
relation between the entropy and internal energy,

(11)

s = Je(E-e). (12)
Using the relation defining the temperature
_de
T= 3 (13)
we arrive at the expression
- o_EoE_
= -H > a1 (14)

It follows from Eq. (14) that in the internal-energy
range E/2 < e < E, the Edwards temperature T is nega-
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tive and the system becomes self-organizing. Indeed,
according to the definition of Eq. (13), if T <0, any
increasein theinternal energy de > 0 leadsto adecrease
in entropy 8s< 0, i.e., to ordering.

By substituting thefirst of Egs. (11) into Eq. (7), the
Lorenz equations are reduced to the Landau—K halatni-
kov equation

on _ oW

ot~ on’

where the role of the free energy is played by the syn-
ergetic potential

(15)

1> E 2

w 5N 2In(1+n ).
If the internal energy E acquired by the system during
its prior treatment is small, then the function W(n) has
aminimum at n = 0 and increases monotonically; that
is, a multiphase state is synergetically unfavorable. As
the energy increases and exceeds the critical value E =
1, the minimum of the synergetic potential W(n) is
shifted to the point

Ny = JE—1. (17)

In this case, a dissipative relaxation process in which
the number of phases in the system varies and becomes
equal to ny # 0 is favorable; the Edwards temperature
given by Eq. (14) has a steady-state value

_ JE-1
To

T 1-E/2

which is negative for supercritical energy valuesE > 1
and decreases monotonically with increasing interna
energy acquired by the system during its prior treat-
ment.

In the above-described adiabatic regime 1, 6 < 1,
the dissipative system monotonicaly goes over to a
nonergodic steady state. In this paper, however, our
interest is in describing the nonmonotonic behavior;
therefore, we should assume that the characteristic-
timeratiost and 6 are not small. Inthiscase, the Lorenz
equations cannot be solved analyticaly. However, an
analysis performed in [20] revealed that the regime of a
strange attractor of a self-organizing system (character-
istic of the experimental situation in question) is real-
ized in the case of © > T > 1. Therefore, the interna -
energy relaxation time must be longer than the relax-
ation times of the entropy and of the number of minima
occupied by the system. This condition is likely to be
satisfied in the experiment discussed above [12].

In addition to the inequality for the relaxation times
indicated above, the condition E > 1 must be satisfied
for astrange attractor to occur [20]. Therefore, stochas-
tic changes in structure caused by redistribution of the
states of the system over the energy minima corre-
sponding to different phases will occur only under the
condition that the internal energy €, acquired by the

(16)

(18)
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system during its prior treatment exceeds the critical
value e, given by the next to last expression in Eq. (6).
From this expression, it follows that the systems char-
acterized by large positive linear (g,,) and nonlinear (gy)
coupling constants and by long relaxation times t,, and
T, are proneto stochastic behavior.

The analysis performed above reveaed that a sto-
chastic structural transformation is a compromise
between the competing effects of the order parameter
on the conjugate field and on the control parameter of
the sdlf-organizing system. In the case of the mul-
tiphase Pd-Ta—H alloy considered above, the last two
parameters are the specific entropy s and internal
energy e and the competition between them is due to
the thermodynamic identity

f = e-Ts, (29

where T is the effective Edwards temperature. This
identity is derived from the definition of the Edwards
temperature given by Eq. (13) and from the definition
of its conjugate (entropy)

of

S 3T (20)
Recently, one of the present authors (A.l.O.) showed
[23] that these definitions [and, therefore, Eg. (19)] fol-
low from asimple field model in which the behavior of
a sdf-organizing system is described by three two-
component fields: the order parameter, conjugate field,
and control parameter. The first components of these
fields are reduced to the quantities considered above,
namely, to the relative number of occupied minima n,
the entropy s, and the internal energy e of the noner-
godic system. The second components are generalized
fluxes conjugate to the quantities indicated above: the
probability density flux g characterizing the redistribu-
tion over the internal-energy minima; the thermody-
namic force —Jf, which is the negative of the free-
energy gradient; and the negative of the temperature
gradient —JT. Changes in these components become
essential when the system isin a nonsteady state (such
as the state of a multiphase Pd-Ta—H alloy exhibiting
nonmonotonic behavior). Thereisreason to believe that
the synergetic model proposed in this paper isavariant
of the thermodynamic theory of highly nonequilibrium
systems, which is far from being complete [24, 25].

As shown above, the kinematic condition for the
system to exhibit honmonotonic behavior is that the
relaxation times of the internal energy and temperature
gradient exceed those of the entropy and free-energy
gradient, as well as the relaxation times for the number
of minimaoccupied by the system and for the conjugate
probability flux. This condition explains the anoma-
lously long periods of time over which the system
exhibits stochastic behavior. The dynamic condition is
that an increase in entropy produce a noticeable
increase in the growth rate of the number of minima
occupied by the system and, on the other hand, that the

2002



EVOLUTION OF THE Pd-Ta-H ALLOY STRUCTURE

decreasein theinternal energy due to the redistribution
of the system over these minima give rise to a signifi-
cant increasein the entropy itself. Thiscondition can be
satisfied in the case of large values of the parameters g,
and g, that is, in the case where the barriers separating
the energy minimaare low and the internal-energy pro-
fileisnot “hard.” Finaly, the thermodynamic condition
is that the system be far from the equilibrium state,
which can be realized by subjecting the system to prior
treatment, such as quenching, irradiation, or heavy
deformation. In the case of the Pd-Ta—H alloy under
study, the treatment employed was prior deformation
and saturation with hydrogen, which produced elastic
stresses as high as roughly 10% of the characteristic
elastic modulus. Therefore, one can assume that the
internal energy e,, acquired by the system during this
treatment is also high.

In closing, we note that the critical slowing-down of
the structural transformation observed in the Pd—H sys-
tem [21] may also be expected to occur in a Pd-Ta—H
alloy. Our preliminary data obtained after repeated
hydrogenation lend support to this conjecture. This
means that when the number of repeated hydrogena
tions is large, the multivalley structure of the energy
profile (with minimaof equal depth) istransformed into
a multilevel hierarchical structure, which leads to the
slowing-down of the aloy evolution reported in [21].

Another remark should be made with reference to
the deformed multiphase Pd—-Mo—H alloy, which aso
undergoes nonmonotonic structural transformations
similar to those considered above [26]. Here, as in the
Pd-Ta—H alloy, aregular shift in the position of diffrac-
tion maxima occurred immediately after saturation
with hydrogen, which is indicative of expansion and
subsequent anisotropic contraction of the crystal lat-
tice. Thereafter, stochastic changesin the number, posi-
tion, width, and intensity of the components of diffrac-
tion maxima were observed. Therefore, it can be con-
cluded that the nonregular behavior of a highly
nonequilibrium multiphase system is inherent in struc-
tural transformations of alloys saturated with hydrogen.
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Abstract—The ability of a neutral diamagnetic twofold-coordinated silicon atom with two paired electrons
(=Si: silylene center) in SIO, to capture charge carriers is investigated by the ab initio density-functional
method. It isfound that this defect isaholetrap in SIO,. Hole trapping brings about the formation of paramag-
netic twofold-coordinated silicon atoms with an unpaired electron =Si-. According to this prediction, the
silylene center and the silicon—silicon bond can be responsible for the accumulation of the positive charge in
metal—oxide—semiconductor structures under ionizing radiation. © 2002 MAIK “ Nauka/| nterperiodica” .

The understanding of the trap nature in amorphous
SO, isakey factor in the development of reliable radi-
ation-resistant metal—oxide—semiconductor devices.
Considerable theoretical and experimental efforts have
been made to investigate the atomic structure of intrin-
sic defects in SIO, [1-3]. Four of the most important
neutral intrinsic defects in SiO, have been studied to
date. These are the =Si—-Si= bond or the oxygen
vacancy [2-4], the nonbridging oxygen =SiO- [1, 4-6],
the superoxide radical =SiO0- [6], and the twofold-
coordinated silicon atom with two unpaired electrons
(silylene center) =Si: [7, 8].

Here, symbols (-) and (-) denote the chemical bond
and an unpaired electron, respectively. At present, the
optical (absorption and luminescence) and magnetic
(electron paramagnetic resonance) properties of these
defects have been investigated in sufficient detail. How-
ever, the ability to localize (or to capture) electrons and
holes has been analyzed only for the Si—Si bond. It was
shown that the Si—Si bond can capture a hole through
the reaction =S-Si= + hole — =Si*-Si= with the for-
mation of a positively charged paramagnetic E' center
[3,9, 10]. Inthe present work, we investigate the ability
of the twofold-coordinated silicon atom in SiO, to cap-
ture electrons and holes.

Skuja [7] experimentally observed the absorption
band at an energy of 5.0 eV (B, absorption band) for
SiO,. Excitation into this band leads to the excitation of
luminescence with energies of 2.7 eV (blue band) and
4.4 eV (ultraviolet band). According to [7, 8], the B,
absorption band of SiO, can be assigned to the silylene

center. However, some authors also attributed the B,
absorption band to the Si-Si bond [7, 11].

A blue band at 2.7 eV was observed for a SiO, ther-
mal layer on Si [12], B*-, P*-, and Ar*-implanted SO,
thermal layers [13, 14], chemically deposited SO,
[15], and an oxide prepared by oxygen implantation
into Si [16]. The 2.7-eV blue band was also observed in
the luminescence spectrum of the SiO,N, silicon oxyni-
tride[17]. The origin of thisband in all the above cases
can be associated with the silylene center.

We carried out ab initio calculations in the frame-
work of the density-functional theory (DFT) according
to the Amsterdam Density Functional (ADF) program
[18]. All the calculations were performed in the cluster
approximation. The structure of SiO, was simulated
using fragments of crystalline a-quartz. Dangling
bonds at the cluster boundary were saturated with
hydrogen. In order to simulate the bulk of SiO, and the
=Si: defect, we used the Si;0;6H;, and Si;OgHg Clus-
ters, respectively.

The Kohn—Sham molecular orbitals were con-
structed using Slater atomic orbitals. The basis set
involved the double-zeta basis set with 3d polarization
functions for all the silicon atoms, which corresponds
to the basis set |11 in the ADF terminology [18]. The
location of all the Si and O atoms was optimized using
a gradient-corrected DFT potential that included the
form for the exchange term [19] and the form for elec-
tron correlation [20]. The positions of hydrogen atoms
were fixed. The energy gain due to charge carrier trap-
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ping on a defect was determined from the following
formulas:

AE® = (Epuk + Eae) — (Epui + Eger), )
AE" = (Egu + Ene) — (Epux + Eder)- )

Here, Egycs Epuc, and Epy, arethe energiesof neutral,
negatively charged, and positively charged clusters
which simulatethebulk and ES , Eyy , and E¢ arethe
energies of neutral, negatively charged, and positively
charged clusters which simulate the defect. In the case

of negative AE" (AE®), the capture of a hole (electron)
is energetically favorable.

With the aim of verifying the reliability of the clus-
ter model used for the simulation of the electronic
structure of the SIO, bulk, theoretical x-ray emission
spectra, namely, the Si K, Si L, 3, and O K spectra, were
calculated and compared with the experimental data.
The calculated discrete spectrum was broadened using
aLorentzian curve (0.5 eV in width) in order to obtain
a continuous spectrum.

As follows from the results of calculations, better
agreement with the experiment can be achieved with
theinclusion of Si 3d polarization functionsin the basis
set. The calculations also demonstrated that the contri-
bution of crosstransitions must be taken into account in
the case of the Si L,, 3 spectrum, even though these tran-
sitions can be ignored for the S K and O K emission
spectra. The figure shows the results of the calculations
in comparison with experimental data for the Si K, Si
L, 3, and O K spectra of thermally grown SiO, on sili-
con [21]. By and large, the calculated and experimental
spectraare in good agreement.

In order to answer the question as to whether the
silylene center in SIO, can capture an electron and (or)
a hole, we calculated the binding energy for negatively
and positively charged clusters. The results obtained
indicate that electron trapping on the =Si: defect is
energetically unfavorable. For holetrapping, the energy
gainisequal to—3.2 eV. Moreover, the calculations pre-
dict that the silylene center can capture a hole in SO,
through the reaction =S + h — =Si-. According to
our prediction, the capture of a hole by a neutral dia-
magnetic silylene center leads to the formation of the
positively charged paramagnetic atom of twofold-coor-
dinated silicon with an unpaired electron =Si-.

However, our model ignores the long-range Cou-
lomb polarization induced in the lattice by a positively
charged defect. The correction to the energy gain AE"
for lattice polarization can be estimated in the frame-
work of the classical Born model in the following way.
Under the assumption that the charge of atrapped car-
rier is distributed within a sphere of radius R, the total
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Experimental (thick line) and theoretically calculated (thin
line) x-ray emission Si K, Si L, 3, and O K spectraof SiO,.

energy of electron polarization of the lattice can be esti-
mated from the relationship

E, = -[0%/(8TR)][e5' €], 3)

where g, is the permittivity of free space and €, is the
permittivity of the medium. From relationships (1) and
(2), we obtain the following expression for the correc-
tion to the energy gain AE™

E, = ~(a"/8M)[Res — Roud [€0 —€21. (4

Here, 2R, ~ 5.5 A and 2R, ~ 8 A correspond to the
sizes of the defect and bulk clusters used in our calcu-
lations. For SIO,, we accept €, ~ 2.25¢, and obtain
AE, =-0.45 eV. This estimate shows that the correction
to the energy gain for lattice polarization is relatively
small compared with the energy gain dueto local elec-
tronic and atomic relaxation.

It is generally believed that the accumulation of the
positive charge in metal—oxide—-semiconductor devices
is associated with hole trapping on aneutral Si—Si bond
with the formation of the positively charged E' center
[3, 9, 10]. However, the experiments have reveded a
continuous distribution of hole traps in SIO, in the
energy range from 1.1to 2.2 eV with two well-resolved
peaks at E; ~ 1.2 €V and E; ~ 1.9 eV [22]. This two-
peak structure can be dueto the presence of traps of two
types. Our calculated values (~1 and ~3.2 €V) were
obtained for the trapping energies of the S—Si bond and
the silylene center, respectively. Taking into account the
error in our theoretical caculations, we assume that
these values correspond qualitatively to these two
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experimental peaks. The verification of this hypothesis
callsfor further experimental investigation.

We assume that the silylene center in SO, and the
Si—Si bond can be responsible for the accumulation of
the positive charge in metal—oxide—semiconductor
structures under ionizing radiation and injection of hot
holes. According to the data obtained, hole trapping on
the silylene center leads to the formation of the para-
magnetic =Si- center. This effect can be revealed in
experiments on electron paramagnetic resonance.
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Abstract—The thermal conductivity k (within the range 4-300 K) and electrical conductivity o (from 80 to
300 K) of polycrystalline SmsS, with the lattice parameter a = 8.505 A (with aslight off-stoichiometry toward
Sm,S;) are measured. For T > 95 K, charge transfer is shown to occur, as in stoichiometric SmzS, samples, by
the hopping mechanism (o ~ exp(-AE/KT) with AE ~ 0.13 eV). At low temperatures [up to the maximum in the
|attice thermal conductivity Kpn(T)], Kpn ~ T2%; intherange 20-50 K, Ky, ~ T2 and for T> 95 K, where the
hopping charge-transfer mechanism setsin, Ky, ~ T3 and anoticeable residual thermal resistivity is observed.
It is concluded that in compounds with inhomogeneous intermediate rare-earthion valence, to which SmzS,
belongs, electron hopping from Sm?* (ion with a larger radius) to Sm®* (ion with a smaller radius) and back
generates local stressesin the crystal lattice which bring about a change in the thermal conductivity scaling of
Kpn from T2 to T=93 and the formation of an appreciable residual thermal resistivity. © 2002 MAIK

“ Nauka/Interperiodica” .

Researchers in many laboratories of the world have
till not lost interest in the behavior of thermal conduc-
tivity in systems with mixed (intermediate) valence
(MV) [1-3]. The MV phenomenon is accounted for by
the rare-earth (RE) ions in these compounds.

All intermediate-valence materials can be divided
into three groups according to the crystallographic
positions the RE ions occupy, aswell asto the nature of
their electronic relations [2].

The first two of these groups (1a and 1b) combine
compounds whose RE ions sit at crystallographically
equivalent sitesin the lattice. In materials of group 1a,
the 4f electronstransfer between RE-ion configurations
with different average numbers of f electrons at the
center, i.e., with different valence [transition between
the 4f" and 4f"-1 + (sd)]. The frequency of these tran-
sitions does not depend on temperature and is~10% Hz.
These materias are called compounds with homoge-
neous MV.

Materials of group 1b exhibit electron hopping
between cations in different valence states with a tem-
perature-dependent frequency from zero to ~10'* Hz (at
300 K). Such systems are referred to as materials with
inhomogeneous MV.

Finally, the third group comprises compounds in
which cations in different valence states occupy
inequivalent crystallographic lattice sites, with no elec-

tron hopping between them. Such systems bear the
name of materials with static MV.

Materials with homogeneous MV are exemplified
by SmBg;, SmS (under hydrostatic pressure), and
Sm, _,Ln,S (Ln = Gd, Y, etc.); those with inhomoge-
neous MV, by SmzX, (X=S, Se, Te), etc., and static MV
compounds, by Eu;O,, etc.

Let us see how the homogeneous, inhomogeneous,
and static MV's become manifest in the total thermal
conductivity Ku(T) = Ky + K Of @ compound (where
Kpn @nd K, are the lattice and electronic components of
the thermal conductivity, respectively).

The literature does not mention anything unusual in
the behavior of K, in materials with homogeneousMV;
they exhibit only some featuresin Kk (a nontypical tem-
perature dependence and magnitude of the Lorenz
number) [1]. Systems with static MV behave as usual
classic crystaline materials and do not reveal any fea-
turesin K, and K, associated with the MV of their RE
ions.

There are practically no publications on the thermal
conductivity of materials with inhomogeneous MV.
The purpose of this work was to study whether or not
electron hopping between ions with different valence
affects Ky,

1063-7834/02/4406-1031$22.00 © 2002 MAIK “Nauka/Interperiodica’
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Fig. 1. (a) Dependence of the lattice constant of SmsS,
(SM,S; 333) onx[5]. (1) Thea=8.505 A value corresponds
to the sample studied. (b) Temperature dependence of Ko =

Kph Of SMg 99551 333

8
10%/T, K™!

Fig. 2. logo vs. 10T plot for the Smg 99551 333 Sample

studied. (1, 2) Direct (300-80 K) and reverse temperature
runs, respectively, and (3) data for SmsS, (a = 8.5396 A)
from[3].

For the subject of our study, we chose Sm,;S,, acom-
pound that crystallizesin the ThyP, cubic structure. The
divalent (Sm?*) and trivalent (Sm3*) samarium ions are
statistically distributed over the equivaent lattice sites

inal:2ratio(Sm* Smy'S.). Sm,S, isan n-type semi-
conductor with a fairly high carrier concentration and
low electrical conductivity, which grows exponentially

with temperature (with an activation energy ~0.13 eV)
due to the hopping mechanism of charge transfer.
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Because of ¢ being small, the magnitude of k, of
Sm,S, isnegligible; thus, what we measurein an exper-
iment is Kot = K

The polycrystalline Sm;S, sample was prepared (as
in [4]) by rf melting in a tantalum crucible which was
placed in a sealed molybdenum container. X-ray dif-
fraction analysis showed the sample to be single-phase
with a well-defined crystal structure and a lattice con-
stant a = 8.505 A. According to [5], this value of a cor-
responds not to the stoichiometric formula SmgS,
(SMS, 333) but rather to a composition shifted sightly
toward Sm,S;; asaresult, our sampleturned out to have
the composition Smy go5S; 333 (Fig. 1a).

The measurements of Ky, = K, (Within the range 4~
300 K) and of o (from 80 to 300 K) were carried out on
asetup similar to that used in [6].

Figures 1b and 2 present experimental temperature
dependences of K and ¢ for Smg g9sS; 333 The datafor
Kot Obtained in the range 80-3000 K agree fairly well
with our earlier measurements of K in SmgS, [7]. The
electrical conductivity o of SmyggsS; 333 Jrows expo-
nentially in the range from 110 to 300 K: o ~
exp(—AE/KT), with AE ~ 0.13 eV (Fig. 2). The temper-
ature interval within which o shows activated behavior
and the magnitude of the activation energy coincide
fairly well with those obtained on stoichiometric sam-
ples of Sm;S, [2, 3] (seethe o(T) curvein Fig. 2 relat-
ing to one of the Sm;S, samples studied in [3]). This
showsthat charge transfer in Smg ggsS; 333, @ in stoichi-
ometric SmsS,, occurs by the hopping mechanism.

Figure 3 presents a log-log plot of K (T), and
Fig. 4a shows the temperature dependences of the ther-
mal resistivity Wy, = 1/Kpy, for Smg ggsS; 333-

Consider again Fig. 1b. It would seem that the
dependence of thermal conductivity on temperature
should not have any anomalies, because Kg(T) is a
smooth curve. It was found, however, that the K,,(T)
relation plotted in the coordinates of Figs. 3 and 4adoes
exhibit anumber of interesting features.

As is evident from Fig. 3, in the low-temperature
domain [up to the maximum in K,(T)], Ky, ~ T26, asis
the case with most of the crystalline materials, and for
temperatures from 20 to 50 K, Ky, ~ T2 whichisa
behavior likewise characteristic of sufficiently perfect
solids, for which theory suggests K, ~ T . Asthe tem-
peratureisraised still further (T > To), Ky, ~ T3, which
is afeature characteristic of heavily defected materials.
It thus appears that for T = T, a new, fairly efficient
phonon scattering mechanism becomes operative. This
conclusion is also borne out by the datain Fig. 4. It is
well known that the residual thermal resistivity of per-

fect solids W, = 0 and, conversely, defected materials

exhibit a fairly high residual thermal resistivity
(Fig. 4b).
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Fig. 3. Temperature dependence of Kph for the
Sm(,.99581_333 Sample studied.

The above isillustrated by the experimental W(T)
relation for an SmygesS; 333 Sample. The behavior of
W, in the range 22-55 K remains, however, puzzling.

It is unclear why W, tends to zero, i.e., Wy, =0 (as
though the crystal becomes perfect at low tempera-
tures), although one could expect afinite residual ther-
mal resistivity due to the presence of Sm vacanciesin
the sample, because Smg g95S; 333 1S NOt a stoichiometric
composition but is shifted toward Sm,S;.

At T =T, (Fig. 4b), asaready mentioned, some new
mechanism of phonon scattering startsto operate. What
could its nature be?

The results displayed in Fig. 2 for SmgggsS; 333 and
an anaysis of published data permit one to conclude
that the new phonon scattering mechanism becomes
active after the charge transfer by hopping has become
a dominant process.

PHYSICS OF THE SOLID STATE Vol. 44 No. 6
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Fig. 4. (a) Temperature dependence of the lattice thermal
resistivity (Wyh = 1/Kpp) of the Smg gg5S; 333 sample stud-

ied, and (b) schematic of the temperature dependence of
thermal resistivity of (1) adefect-free sampleand (2) asam-
ple with defects. Wgh isthe residual thermal resistivity for
adefected sample, and © is the Debye temperature.

Theionic radius of Sm?* is considerably larger than
that of Sm3*. Electron hopping from Sm?* to Sm3*
changes their ionic radii, and this results in alocal lat-
tice rearrangement generating stresses (compressive
and tensile) around these ions. The lattice breathes, as
it were, and cannot apparently relax completely in one
electron hopping cycle. The local stresses thus created
possibly act as additional phonon scatterers; this
accounts for the formation of the noticeable thermal
resistivity.

One may thus conclude that electron hopping from
Sm?* to Sm** in compounds with inhomogeneous MV,
to which Sm;S, belongs, generates local stressesin the
lattice, resulting in a change of the temperature depen-
dence from K, ~ T2 t0 Ky, ~ T3 and in an apprecia-
ble thermal resistivity.
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Abstract—The effect of the isotopic composition of a semiconductor compound on its energy band structure
is considered. Therole of the changesin the | attice unit-cell volume and of the renormalization of the electron—
phonon interaction that are caused by isotopic-composition variationsis discussed. A universal relation describ-
ing the dependence of the energy bands on isotopic composition and temperatureis derived for monatomic crys-
talsin the virtual-crystal approximation. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Considerable recent attention has been given to the
study of the properties of chemically pure and structur-
aly perfect semiconductor single crystals of different
isotopic content. There has been a great deal of work
devoted to the study of classical, commercially impor-
tant monatomic semiconductors such as diamond, sili-
con, and germanium. That work was favored by the
availability of fabricated, virtually defect-free bulk iso-
tope-rich single crystals of *2C, 13C, %8S, and "°Ge and
8Ge, aswell asof crystalswith an isotopic composition
different from the natural abundanceratio (see, e.g., [1-
5]). We note that diamond crystals of different isotope
composition have been grown in a laboratory of the
General Electric Company (USA) and that germanium
crystals are the result of joint efforts of research groups
at the Molecular-Physics Institute of the Russian
Research Center Kurchatov Institute (Russia) and at the
Lawrence National Laboratory (Berkeley, USA). Sili-
con crystals of high isotopic content are the result of
collaborations of Russian, German, and Japanese
researchers.

Theeffects of avariation in theisotopic composition
of acompound can belinear in the isotopic-mass differ-
ence (first-order effects) or proportional to the mean
square fluctuation in the atomic mass (second-order
effects). Thefirst-order effects can reveal themselvesin
static and thermodynamic properties. Strong first- and
second-order effects should be observed in the behavior
of the kinetic parameters and optical spectra (see, e.g.,
[6-8]).

Asalfirst approximation, one can describe harmonic
phonon modes in terms of the virtual-crystal model. In
this case, a real lattice with randomly distributed iso-
topes is replaced by alattice without isotopic disorder,
but with the atomic masses of the compound constitu-

ents replaced by their mean values MO= MY =

zckMik , Where k specifies atomsin the unit cell and ¢

is the concentration of the ith isotope of the given ele-
ment. It is also assumed that the relative mean square
fluctuation in the atomic mass G, = (M2~ [M[3)/IM(3
issmall. In the virtual-crystal model, the isotopic effect
can take place directly or through anharmonic phonon—
phonon and el ectron—phonon interactions.

In this paper, we consider the effect of the isotopic
composition on the structure and position of energy
bands in a semiconductor within the virtual-crystal
model in the quasi-harmonic approximation.

It iswell known that the temperature dependence of
the energy bands and of the optical characteristics of a
crystal is due to two basic effects. First, the E, ; bands
depend on the unit-cell volume of the crystal, which
varies because of thermal expansion of the lattice, and,
second, the energy E, ; varies with increasing tempera-
ture T because of e ectron—phonon interaction (EPI).
Dueto EPI, the contribution from the elastic channel is
renormalized, because the true amplitude of electron—
ion interaction contains the dynamic Debye-Waller
(DW) factor in addition to the static component. The
contributions from inelastic intraband and interband
EPI processes are also renormalized [9, 10].

Therefore, when the isotopic composition is varied
and the phonon spectrum is distorted, the energy bands
should also be markedly affected. The effect of theiso-
topic composition on the energy bands (isotope shift in
energy) is due to a change in the unit-cell volume and
to the EPI renormalization (the corresponding contribu-

1063-7834/02/4406-1035%$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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tions will be designated by indices DQ and EP, respec-
tively). At some temperature T, we can write

PEn _ B0 _ En | OED
Q)MDM QN\/IDtot Q’MDDQ QN\/IDEP

It should be noted that in recent years, the effect of
the isotopic composition on the electronic band struc-
ture has been studied experimentally in considerable
detail by Cardona and coworkers (the relevant refer-
ences are cited in Section 4). As for theoretical papers
on the subject under discussion, the present author
knows of only three such publications. In[11], calcula-
tions were carried out for carbon and germanium using
the NLPP method for electrons and the bond charge
model for phonons; the changes in the renormalized
interband transition energies produced by a change in
the isotopic composition and associated with the term
(OE/OM)gp were found. In [12, 13], the contributions
from both terms (0E/0M)p, and (OE/OM)p Were cal cu-
lated for Ge, GaAs, and ZnSe using the NLPP and
LCAO methods; the phonon modes were described in
terms of the bond charge model, as well asin the shell
model and the rigid-ion model.

In this paper, we show that there are universal rela-
tions that relate interband transition parameters for
monatomic crystals of different isotope composition at
any temperature. These relations allow one to find the
parameters of isotope-enriched crystals when data for
crystals of natural isotope composition is given.

In Section 2, we summarize the published results of
studies of the influence of the temperature and isotopic
composition on the energy band structure. The effects
of both volume changes and EPI are considered. A uni-
versal relation describing the dependence of the energy
bands of monatomic crystals on isotopic composition
and temperature is derived in Section 3. This relation
has a simple form, because in such crystals, the polar-
ization vectors of phonon modes are independent of the
atomic mass and the mass dependence of the phonon
frequencies is w)(l) ~ M2, In the case of polyatomic
crystals, the situation is much more complicated,
because the isotope shiftsin frequency are proportional
to the sguare of the magnitude of the corresponding
polarization vector (see Appendix), which, in turn,
depends on the atomic masses. This case will be ana-
lyzed separately. In Section 4, we discuss the data
(obtained by linear and nonlinear spectroscopy meth-
ods) on the effect of the composition on the isotopic
energy shifts of direct and indirect interband electron
transitions and on the position of critical points in the
optical spectra.

PHYSICS OF THE SOLID STATE Vol. 44 No. 6
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2. THE DEPENDENCE OF THE ENERGY BANDS
ON THE ISOTOPE COMPOSITION
AND TEMPERATURE

2.1. Volume Changes

L et usfind the renormalization of the energy band E
due to the change in the lattice unit-cell volume associ-
ated with phonon spectrum distortions that are pro-
duced by variationsin the isotope composition. For this
purpose, we calculate the derivative of the energy with
respect to the atomic mass of a compound constituent
for afixed value of temperature. We have (seealso [14])

NoEQ  _ g1 @It (1)
oM, T TOLoR, g,
where Q is the unit-cell volume of the crystal, B =
-V/(0P/0V) isthe bulk modulus, and (OE/0P),, charac-
terizes the pressure dependence of the energy band. We

note that the bulk modulus B and the coefficient
(0E/0P),, usually depend on T only dightly.

In the quasi-harmonic approximation,

Q(T) = Qwélzv(l)e(l), @

where Q, isthe unit-cell volume of the “frozen” (static)
lattice; theindex | ={q, j} specifiesvibrational modes,
with g and j being the quasi-momentum and polariza-
tion index of a phonon mode, respectively; y(l) is the
partial Griineisen constant for the Ith vibrational mode
(these constants account for the fact that the depen-
dences of mode freguencies wy(I) on the unit-cell vol-
ume are different); and (1) isthe contribution from this
mode to the thermal energy. We have

1)/
y() = _%, e(I)zﬁooC(I)[n(l)+%] (©)

where n(l) is the Bose-Einstein factor. We note that the
frequencies w,(l) are functions of the volume, temper-
ature, and atomic masses.

The derivative (0E/OMK)pq given by Eq. (1) is posi-
tive definite as a rule, because the unit-cell volume Q
usually decreases with increasing isotope mass.

Given the quantity (0E/0 M'C‘)DQ, one can directly
calculate the difference in the energy band of crystals

with atomic masses M% and MY + AMK from the for-
mula

(OE”)(AMY) = AEP2(M*+ AMY) — AEP2(MY)
_ 09EnQ AMK (4)

I TVISI

From Egs. (1) and (4), it follows that the energy in the
band increases with increasing isotope mass because
the crystal volume decreases.
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It should be noted that for monatomic semiconduc-
tors C, Si, and Ge, the quantities involved in Eq. (4)
have been investigated in detail. The values of coeffi-
cients such as (0E/0P); can be found in [10]. Asfor the
quantity (8InQ/MK),,, its behavior in a wide range of
parameter values was investigated theoretically within
microscopical models, e.g., in [15-18].

From the abovediscussion, it followsthat the energy
renormalization due to the change in the unit-cell vol-
umeis given by

9 QT)-Q,
OoPp L, Qg

AE’S 0-B

- _E.n ®
= —Da—PDVZV(l)e(l)-
|

Thisformulafor AE s isused in Section 3when deriv-
ing auniversal relation for the electronic energy bands.

2.2. The Debye-Waller Factor and Inelastic
Electron—Phonon Scattering

In this subsection, we summarize the published
results of investigations of the influence of the temper-
ature and isotope composition on EPI and on the energy
band renormalization caused by this interaction. In the
virtual-crystal approximation, this energy renormaliza-
tion was calculated in [9]. In fact, Allen and Heine [9]
laid the foundation for the theory of the temperature
dependence of the electronic band structure. They cal-
culated the energy bands E; ,(T) in the adiabatic
approximation using second-order perturbation theory
in the atomic displacements.

We assume the crystalline potential V(r, u) to bethe
sum of the potentials V, of individual ions. The position
of anioninthe lattice is determined by the equilibrium

position vector of theunit cell R and, within thiscell,

by index k. We write Vi = V. (r —Rﬁ?’—umk), where
VeCtors u,,, are dynamic atomic displacements. The

potentials Vi can be expanded in apower seriesin dis-
placements u,,.. Then, we find the states of electrons
moving in the potential V(r, u = 0) of the frozen lattice.
The corresponding one-electron energy eigenvalues
€,(f) and eigenfunctions |f, n[of the Kohn-Sham type
are specified by the quasi-momentum f and band
index n. The spin index will be dropped for the sake of
simplicity.

It is generally agreed that such one-electron states
describe long-lived excitations. Although the concept
of quasiparticles is substantiated only when their
energy is close to the Fermi energy, experiment sug-
gests that the limits of applicability of this concept are
wider.
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Let us consider how the electronic structure is
affected by the linear and quadratic terms (in dynamic
atomic displacements) H, and H,, respectively, that are
present in the electron—ion interaction Hamiltonian. By
definition, we have

ov
Hiw = Hi+H; = Z(le()‘}u%,k
m, k m (6)
+3 A7 us (Ul +
Zm,kz;m.aRg?)“aRgf?B m. ke e

whereV, =V (r — R?n ) and a and 3 are Cartesian coor-
dinates.

In the adiabatic approximation [to the order of
~(m,/M)¥2], one can consider the atomic displacements
to be classical quantities when calculating the renor-
malized spectrum. In this case, using the time-indepen-
dent perturbation theory, the energy renormalization of
aparticlein the state |f, n[dcan be written as

AEEH({Up @) = O, n[H; + Hf, 0

5 |, n'[HyJf, n)? (7)
2 e —e(f) +in

Next, we perform thermal ensemble averaging [.. Cof
Eq. (7) over small dynamic therma atomic displace-
ments, which allows one to directly find the tempera-
ture dependence of the energy bands, i.e., to go over
from E; ,({un i) to E; (T). In the harmonic approxi-
mation to atomic oscillations [9], we obtain

Er.o(T) = &(f) + AEf (T),

EP Dw SE (8)
Ein(T) = AECY(T) + AET(T),

where
AEE(TY = 357/ n| OV | nl e o
f, n 2% ’ aRET?)GaRET?)B ’ m, k¥m,
<f,n "’\({; f',n'><f', n a\(/o‘;'ﬁf,n>
oR? AR
m m (
D D N B () FU

x [qu, kuﬁq', k

It will be recalled that the dynamic atomic displace-
ment operator is defined as

h
um,k = —————e
; 2NMo(1) (10)

o) _igr©
x [ (k|1 b, + €™ (k|l)e " br],
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where w;(l) and e(k|l) are the frequency and polariza-
tion vector of phonon mode | ={qj}, respectively, and
by and by arethe annihilation and creation operators of
aquasiparticle, respectively.

There are two terms on the right-hand side of
Eq. (9). Thefirst of them describes the renormalization
through the Debye-Waller factor, i.e., due to elastic
scattering in which an electron in the state |f, nClcreates
and destroys a phonon of wave vector q and polariza-
tion j. We denote the corresponding correction to the
electronic energy spectrum of the crystal with frozen

atomic displacements as AE{ . The second term

describes the second-order contribution to electron—
phonon interaction from inelastic processes (including
interband and intraband transitions). The correspond-

ing correction AE, to the electronic energy spectrum
is a complex quantity; its real part gives the changein
the effective electron mass, and the imaginary part
determines the electron lifetime.

Thus, EQ. (9) can be represented in the form
Ero(T) = AEY + AEY, +il . (12)

Pick et al. [19] have derived the so-called acoustic
sum rule for metals and insulators in the long-wave-
length limit; this sum rule is a consequence of the elec-
trical neutrality condition of the system. Based on this
sum rule, one can redefine the first term in Eq. (9),
which represents the renormalization through the DW
factor [9-11]. Using Eg. (10) for the dynamic atomic
displacements, one can thus obtain the following
expression instead of Eq. (9) [12, 20]:

EP 0E; , 0E; , 0
AFn(T) = Z%an(q 5 )ow L3 7
(12)
*thea )+ 3
OE,
L’”(q’j)}ow
_ 1 QX (f, n,n',0j,K)Qg(f, ', n; 0j,k")
SN2 XOERGET (13

1 C . C . 1 C 1 . C 1 .
| reb-aiebkiai) + —cei(k|-aie(kai)]

6Ef,n
[an(q, j)i|SE
1 Qq(f, n,n', qj, K)Qg(f, n,n"; qj, k')
N2 NOETRET) 14
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J2MEME
Here, the quantity Q is

Q(f,n,n"; qj,k)

= A D1/2
E]m[] 0'n |[|Vk|f n_j

wheref' =f + q + G, with G being a reciprocal lattice
vector.

The difference in the energy bands of crystals with

atomic masses M¥ and MY + AMK that is associated
with EPI can be written as

—qj)es(k'|aj).

(15

AET (AMY) = AEFP(MK+ AMY) —AEF(MY)

%——DAM

oM
L

(16)

We note that the derivative (0EE"/0 ME)T, v IS positive.

The energy renormalization due to EPI decreases with
increasing atomic mass. In fact, crystal vibrations
become frozen out as the atomic mass increases. The
interband transition energies are increased in this case.

Thus, we have investigated the renormalization of
the electronic energy spectrum due to EPI at a fixed
crystal volume. Based on Egs. (8), (9), and (12)—14),
one can analyze the influence of the isotope composi-
tion on the energy bands through EPI over awide tem-
perature range.

3. A UNIVERSAL RELATION DESCRIBING
THE EFFECT OF THE ISOTOPE COMPOSITION
ON THE ENERGY BANDS: MONATOMIC
CRYSTALS

We consider the isotope-composition dependence of
the energy bands E; ,, of acrystal composed of atoms of
the same element. It will be shown that in the virtual-
crystal approximation, this dependence is described by
asimplerelation.

The basic equation determining the eigenfrequen-
cies and polarization vectors of the vibrational modes
I ={qgj} of amonatomic crystal of an arbitrary isotopic
composition (specified by index ¢) has the form

W (Nes(kI) = 5 OGa(kk|a)el (k). (17)
k', o'

Here, ®;,. (KK |q) isthe dynamic matrix of the crystal
and a and o' specify the Cartesian coordinate axes. The
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matrix & hasthe form

C 1 1 : 1
q)aa'(kk |q) = M—q)aa'(kk |q)
(18)

= 2o S G (mk, mK)exp(ia(RY ~REY).

Here, by (mk, m'k) is the matrix of second-order force
constants and N is the number of unit cells. We note that

the matrix @ isi ndependent of the mean atomic massM_..
In the case of a monatomic crystal, as shown in the

appendix, the frequencies of vibrational modes are sub-
ject to therelation

dinwi(l) MAM[? AM [
“dinM, =1+ ODDM O'm, 20 (19)
from which it follows that
w.() = w(h)M¥2. (20)

By definition, w(l) isindependent of M.
Substituting Egs. (20) and (18) into Eq. (17) yields

w2 ()€l (k) = z&ga'(kk'|q)e§-(k'|l). (21)
k', a'

Itisimmediately obviousfrom Eq. (21) that, in contrast

to the frequencies, the polarization vectors e; (k|l) are

independent of the atomic mass for a specified isotope
composition of the crystal.

We will designate the parameters of the crystal of a
certain isotope composition by index ¢, and in the case
of an arbitrary isotope composition, by index c, as
before. Let us consider the changes in the energy bands
caused by isotope composition variations and associ-
ated with the altered volume and EPI.

First, we consider the energy band renormalization
associated with the change in the unit-cell volume and
described by Eq. (5). Differentiating y(I) with respect
to M. and using Eq. (19), one can verify that y(l) isinde-
pendent of M. Therefore, in the sum over | in Eq. (5),
only the following quantity depends on the mean
atomic mass of the crystal at T < T [through the fre-

quency wx(1)]:
c(l)[
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Next, we consider the contribution associated with EPI
and described by Egs. (12)—(14). In this case, the quan-
tity dependent on the mean atomic mass M. is

1 (), 1
Mw(l)[ OkgT O 2}

v 0[]

Thus, for an arbitrary phonon spectrum, the energy
band renormalizations associated with the unit-cell vol-
ume and EPI have the same dependence on the mean
atomic mass. Using Eq. (20), wefind

XO(,T) = IMo/MXD(1, T,

T = T,MJM,.

X2, T) =
(23)

(24)

Therefore, the changes in the energy bands caused by
isotope composition variations are described by the
universal relation

AERD(T) = /M /MAE(T).
The quantity 'y , (inversely proportional to the elec-
tron lifetime) involved in Eq. (11) is aso described by

auniversal relation similar to Eq. (25).

Inthe practically important case of very low temper-
atures, as follows from Egs. (22) and (23), the atomic-
mass dependences of the energy and decay constant of
an electron in the state (f, n) are given by

(25)

S

We recall that €,(f) is the energy of an electron in the
frozen lattice. This energy and the constants C, and C,
are independent of the atomic mass.

It should be noted that in the classical limit of high
temperatures, the electronic energy spectrum does not
depend on the isotope composition, as followsimmedi-
ately from Egs. (22)—25).

Universal relations are useful in analyzing the
experimental dependences of crystal parameters on the
isotope composition. Given data for crystals of the nat-
ural isotope composition ¢, = C,4, One can predict the
values of the parameters for isotope-enriched crystals
and compare them with the respective experimental
values.

The universal relations derived above are simplein
structure and take place in monatomic crystals, because
the polarization vectors are independent of the atomic
mass and the frequencies vary as o)1) ~ M2, In poly-
atomic crystals, the situation is more complicated,
because the isotopic frequency shifts are proportional
to the sguare of the magnitudes of the corresponding
polarization vectors (see Appendix) and the polariza-
tion vectors themselves also depend on the atomic

ER(T=0) = g(f)+—=, ()= (26)
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mass. The case of polyatomic crystals calls for special
investigation.

In some papers (see, e.9., [10, 21, 22]), the temper-
ature and atomic-mass dependences of the energy
bands E; were described introducing a mean phonon
frequency ¥, and a mean Bose-Einstein factor n, and
the following formula was used:

1/2
£, = £/-B A (2n, + 1),
C

(27)
wheren, = 1/[exp(9./T) — 1], E isthe nonrenormalized
energy gap, and B; is a constant. By definition, 9, =
9 et (M/M)¥2. The €electron damping constant due to
EPI was determined in much the sasmeway. At T > Tp,
we have

E(T>Tp) = E?—zsi%, (28)

where E; is independent of the atomic mass. There-
fore, the constant B; can be determined from the depen-

dence of E; on T at high temperatures. We note that
Eqg. (27) isan analog of the empirical Varshni formula.

In connection with Eq. (27), we will make a few
remarks with reference to the results of the studies pre-
sented in [12, 13], where the energy gap E, in germa-
nium was calculated as a function of isotope composi-
tion using the NL PP and LCAO methods. (The calcula
tions made in [13] using the LCAO method seem to be
more accurate. In particular, the derivative (OE,/0T),,
which determines the temperature dependence of the
energy gap, was calculated to an appropriate degree of
accuracy.) The isotopic energy gap shifts due to the
change in the DW factor (elastic processes) and to EPI
(inelastic processes) were calculated, and the role of
optical and acoustic phonon modes was analyzed. It
was shown that the isotopic energy shifts due to elastic
processes and to EPI are of the same order of magni-
tude. The influence of the acoustic and optical phonon
modes on EPI was aso found to be almost the same;
acoustic phonons affect the energy spectrum through
elastic scattering; optical phonons, through inelastic
processes. We note that, according to [18], the value of

the derivative (0InQ/0 M'é )p @nd, therefore, the energy
shift due to the change in volume are determined in
large measure by optical phonon modes.

A comparison was also made between the isotopic
energy shifts due to the change in volume and to EPI;
they are of the same order of magnitude for E; and E,
bands. In the case of critical points of the E; type, the
EPI mechanism is dominant.

Thus, it can be concluded that Eq. (27) is a very
rough and, in general, inadequate approximation of the
dependence of energy bands on isotope composition
and temperature.
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4. DISCUSSION
OF THE EXPERIMENTAL DATA

To date, precise measurements have been made
which provide reliable data on the energies of the inter-
band transitions and critical points of optical spectra of
monatomic semiconductors.

The effect of the isotope composition on the optical
properties of semiconducting germanium was first
investigated in [23]. Only two sets of samples were
investigated: isotope-enriched, >’Ge crystals (84%
%Ge, 15% "“Ge, and less than 0.2% of each of the other
isotopes) and a crystal of natural isotope composition.
The near-gap photoluminescence spectra were mea-
sured in their short-wavelength region, and the trans-
mission spectra were recorded in the region of direct
exciton transitions at T = 1.7 K. Excitonic absorption
spectrawere also measured in the region of direct near-
gap optical transitions. From these experimental data,
theisotopic shifts of the band gap AE, were found at the
I and L points of the Brillouin zone.

The luminescence spectraof diamond crystalsin the
frequency region of indirect interband transitions of the
E, type were measured in [24] (see also [25]). In [24],
measurements at liquid-nitrogen temperatures were
also made only on two sets of samples, namely, on
those enriched with 1*C and those of the natural isotope
composition (98.9% *2C, 1.1% *3C). The shiftsin posi-
tion of the peaks corresponding to free excitons of all
three types (A, B, C) were determined in the lumines-
cence spectra. A shift was also observed in the position
of the peaks that correspond to excitons localized on
neutral boron impurities.

The role of the change in volume and of EPI was
considered qualitatively in [23, 24], and it was found
that the isotopic energy shifts are basically due to EPI.

Further, in [14], the energies of direct transitions
Eo(Ts — '7) and of indirect transitions E4(Is — Lg)
and their isotope-composition dependences were deter-
mined for Ge at liquid-helium temperatures using the
modulation spectroscopy method. The measurements
were made on four isotope-enriched samples of germa-
nium ("°Ge, "2°Ge, "*°Ge, >6Ge) and on asample of the
natural isotope composition. The energy E, was deter-
mined from measured spectra of photomodulated
reflectance. The energy of indirect transitions E, was
found from data on photoluminescence spectra and
measurements of the el ectric-field-modulated transmis-
sion coefficient. According to the results presented in
[14], the isotope-composition dependences of the elec-
tronic-spectrum parameters corresponding to the tran-
sition energies E, and E, can be closely approximated

by therelation E = E,, + B/ /M with B < 0.

In [26], the behavior of the critical points of the E;

typewasinvestigated for samples of °Ge, ">¢Ge, and of
the natural isotope composition. The dielectric function
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€, was measured using an ellipsometric technique. We
notethat, according to energy band calculationsfor ger-
manium, the critical E; points (of the type of a2D min-
imum and a saddle point) on the curve of theimaginary
part of the dielectric constant are located in the range
1.8-22.6 meV. The structure and magnitude of €, inthis
energy range are mainly determined by the doublet Ay—
/\; transitions. The energy ranges of other transitions
overlap, and their contributions cannot be separated.

Asinthe case considered above, the isotope-compo-
sition dependence of E; can be described by therelation

E, = E; + B/./M with B < 0. A similar relation also
takes place for the line widths ' (M).

In [14, 26], the contributions due to the change in
volume and EPI to the empirical parameter B were eval-
uated. The former contribution was determined from
the experimental data on (1/V)(dV/dM) and hydrostatic
deformation potential V, using the relation AE [
Vy(LV)(AVIAM). The contribution from EPI was esti-
mated as the difference between the experimental value
of B and the contribution due to the volume change. It
was found that the isotopic shiftsin the energies E, and
E, of optica transitions associated with the volume
change and EPI are of the same order of magnitude,
while the isotopic shifts of the critical points E; are
mainly dueto EPI.

Thus, the theory isin reasonable agreement with the
experimental data for diamond and germanium and,
therefore, there are situations in which the universal
relationsare valid. Theinfluence of spin—orbit coupling
and the possible specific role of the d band are dis-
cussed briefly in the following section.

5. CONCLUSION

In this paper, we investigated the effect of the iso-
tope composition of a crystal on the energy bands E; ,
within the virtual-crystal model in the quasi-harmonic
approximation. The role of the change in the unit-cell
volume of the lattice and of the EPI renormalization
produced by a change in the isotope composition (i.e.,
the role of the elastic and inelastic channels, respec-
tively) was discussed. For monatomic crystals, a uni-
versal relation describing the dependence of E; , on the
isotope composition and temperature was derived. A
comparison was made with the experimental data on
the interband transition energies and the critical points
in optical spectra.

The actual electronic energy spectra are signifi-
cantly affected by spin—orbit coupling (except in the
case of crystals such as diamond composed of atoms of
light elements). Spin—orbit coupling leads to doublet
splitting of p and d states at certain points of the Bril-
louin zone. Since this coupling takes place intheregion
of the atom core, the spin—orbit coupling constant A
should be determined, in principle, by core electron
states, which, generally speaking, are affected by the
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crystal potential only slightly. It is agreed that the val-
uesof Ainafreeatom andinanaominacrysta differ
by roughly ten percent. The character of changesin the
coupling constant A in an atom due to the isotopic
energy shift iswell known [27]. However, according to
the experimental data presented in [26], the isotope
effect for A in acrystal is much more profound than in
a free atom. Furthermore, the coupling constant A has
been found to be strongly temperature-dependent in
GaSh and a-Sn crystals (see referencesin [26]). There-
fore, the question concerning the role of spin—orbit cou-
pling calls for specia investigation.

It should be noted that in monatomic semiconductor
crystals, the structure and magnitude of the density of
states of the upper valence bands and lower conduction
bands are mainly determined by s and p states dightly
hybridized with d states (in germanium, the typical dif-
ference in energy between the p and d states of the
valence bandsisroughly 20 eV). Therefore, the d orbit-
alsare certain to be of minor importancein optical tran-
sitionsin these crystals. However, in some compounds,
such as CuCl(Br) and CdS, the difference in energy
between the atomic p and d statesis of the order of 1 eV
[28, 29]. In this case, the hybridization between the p
and d orbitals is of considerable importance and the
upper valence bands are significantly affected by thed
states. In such compounds, the influence of achangein
the isotope composition can be described as follows
[28]. In the matrix element V4 responsible for the
hybridization between the p and d states, the cation
(copper) pseudopotential is dominant, while the contri-
bution from the anion pseudopotential is negligible
[28]. An increase in the cation atomic mass causes the
DW factor exp(-W) to decrease because exp(-W) O
[1-(1/2)WP[G?]. At the same time, the magnitudes of
the effective cation pseudopotential and of the matrix
element V4 are increased. In this case, the interband
transition energy E, decreases; i.e., we have 0E/OM,, <
0. As a conseguence, the contribution to the energy
band renormalization from EPI (which is of opposite
sign, 0E/OM. > 0) ispartly or even completely canceled.
A change in the anion atomic mass affects the matrix
element V4 only slightly; the isotope shift in energy is
mainly determined, as before, by EPI and, hence,
OE/OM. > 0. The guestion concerning the role of
hybridization between p and d states aso cals for
detailed investigation in this case.

The dependences of the electronic energy spectrum
on temperature and i sotope composition are of the same
origin. Knowledge of the behavior of the isotope shifts
in energy is of importance, because it provides addi-
tional insight into the origin of the electronic structure.
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APPENDIX

We consider the isotope shift in frequency of a
vibrational mode in a crystal whose unit cell contains
atoms of different elements. The elements are assigned
variable mean atomic masses, and the atomic masses of
the isotopes of the same element are assumed to differ
little in value. We consider the effects linear in the iso-
tope mass difference. In this approximation, the point
symmetry group of the crystal lattice remains
unchanged and so does its vibration spectrum; there-
fore, the degeneracy isnot lifted. In actuality, in acrys-
tal lattice with isotopic disorder, there arefields of static
atomic displacements due to zero-point oscillations
which vary with atomic mass. In the presence of these
fields, the local symmetry isreduced. However, in con-
ventional (not quantum) crystals, these displacements
are proportional to an additiona small parameter,
[0 [1a?, and can be neglected.

We consider polyatomic crystals composed of iso-
topes of different elements and assume that the isotopic
content of one element (specified by index k;) isvaried.

Let two crystals differ in the isotopic content of ele-
ment k;. We will specify these crystals by indices ¢ and
cl. The mean atomic mass of element k; isequa to

M = Y My (A1)

(c:(1 is the concentration of the ith isotope of the given
element) and is assumed to differ little from the mean
atomic mass of this element in the crystal with isotopic
content cl; that is,

IME—ME/ME = [aM)/ME < 1., (A2)

The dynamic matrix of a polyatomic crystal
D, (kk'|q) can be written as

1
MeM¢

Py (KK |)) = X
(A3)
X S e (mk, mk)exp(iq(Ry’ ~Ri)),

where ¢, (mk, m'k’) is the matrix of the second-order
force constants. The dynamic matrix is a Hermitian
3s x 3smatrix (sisthe number of atomsinthe unit cell)
and, therefore, satisfies the condition

Poq (KK'|q) = Pgq(k'k|). (A4)

The eigenfrequencies w.(I) and orthonormal polar-

ization vectors €°(k|l) of the dynamic matrix @® of
Eqg. (A3) for the virtual crystal are assumed to be
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known. Let usfind theisotopic shift in frequency asone
goes over to the crystal with isotopic content c1.

It iswell known that, in order to calculate an eigen-
value to a certain order in a perturbation, one needs the
eigenfunctions to be cal culated through the unity lower
order. The isotopic shift in an eigenvalue (square of a
frequency) calculated to the first order is equal to the
corresponding diagonal matrix element of the perturba-
tion energy between the unperturbed eigenfunctions.
Therefore, we can write

(1

gamM™ u

(A5)
Cx @, (KK c i
= 5 5 e (R Pae I e ey,
k ak',a' M c
From Eq. (A3), it follows that
I:Acbaa'(kkllq)m _ 1. ¢ ' 6kk16k1k'
T k] - __q)uu' kk —|. (A6
O AMkl Dc 2 ( |q) ME Mlé ( )

We substitute Eg. (A6) into Eg. (A5) and take into
account that

W (Nei(k]l) = 5 @G (kk|a)ez(K]l). (A7)
k', o

In addition, since the matrix ®(q) is Hermitian, the
polarization vectors satisfy the orthonormality and
compl eteness conditions

Y & (Klape(klaj) = 3,
o (A8)
Y e (klaj)e(K|a]) = Sudaa
j
We can also replace A by the differential sign,

because the mean atomic mass varies continuously. The
final resultis

dinw?(l .
? = -3t

(A9)

As seen from Eq. (A9), the shift in the frequency of
a vibrational mode caused by a variation of the mean
atomic mass of one of the components of the poly-
atomic crystal is proportional to the square of the mag-
nitude of the corresponding polarization vector.

Relations of such type were first derived in [30],
wherethe effect of the isotope composition on the prop-
erties of fullerenes was studied.
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In the case of amonatomic crystal, the unit cell con-

sists of atoms of the same element and Eq. (A9) takes
the form

=

10.

11

12.

13.

dinwa(l) TAMT AM W

—— = _1+0—= , ———. (Al

dinM. Omm,0 ™, 20 (A0
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Abstract—The contributions of different mechanisms of nuclear spin-attice relaxation are experimentally
separated for 89Ga and "*Ga nuclei in GaAs crystals (nominally pure and doped with copper and chromium),
2Nanuclei in anominally pure NaCl crystal, and /Al nuclei in nominally pure and lightly chromium-doped
Al,O5 crystals in the temperature range 80—300 K. The contribution of impurities to spin-attice relaxation is
separated under the condition of additional stationary saturation of the nuclear magnetic resonance (NMR) line
in magnetic and electric resonance fields. It is demonstrated that, upon suppression of the impurity mechanism
of spin- attice relaxation, the temperature dependence of the spin-attice relaxation time T, for GaAsand NaCl
crystals is described within the model of two-phonon Raman processes in the Debye approximation, whereas
the temperature dependence of T, for corundum crystals deviates from the theoretical curve for relaxation due
to the spin—phonon interaction. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Spin-attice relaxation of quadrupole nuclei (with
| >1/2) in solid dielectrics is governed by two mecha-
nisms, namely, the lattice mechanism responsible for
relaxation in perfect samples and the impurity mecha-
nism associated with the presence of impurity para-
magnetic ions, radiation-induced centers, and other
structural point defectsin real crystals [1]. The overall
process of spin-attice relaxation is characterized by
thetime

T = (T3 + (1™ ™7, )
imp

where T'f‘t and T, " arethe lattice and impurity com-

ponents, respectively. The former mechanism of spin—
lattice relaxation in perfect crystals predominantly
occurs through the modulation of the internuclear sep-
aration in the crystal lattice by thermal vibrations and,
consequently, through changes in the electric-field gra-
dient at anucleus. Since the density of phonon states at
frequencies close to the Larmor frequency is relatively
low, Raman processes involving all phonons of the
spectrum more efficiently manifest themselvesin spin—
lattice relaxation. The ratio between the efficiencies of
different Raman processes, which, in the general case,
should lead to different temperature dependences of the

lattice component T'f’t, has been discussed, for exam-
ple, in[2, 3]. Despite alarge amount of available exper-
imental data on the temperature dependence of the

spin- attice relaxation rate, their comparison with the-
oretical models is not entirely correct because of an
uncertainty introduced by the impurity contribution

T'™  which, even for nominally pure crystals, remains
significant dueto spin diffusion. Unlike the lattice com-

ponent, the impurity component Ti™ characterizes the

degree of perfection of a particular sample rather than
the structure of the material. A theoretical evaluation of
the impurity contribution is substantially complicated
by the presence of undetectable paramagnetic centers,

the dependence of T;™ on the external quantizing field
[2], the complex dependence of the spin relaxation rate
of paramagnetic centers on the temperature and con-
centration, etc.

Direct experimental measurements of the lattice

component T'f‘1t became possible with the advent of the

new technique proposed in our earlier works[4, 5]. This
technique consists in suppressing the impurity contri-
bution to nuclear spin-attice relaxation for samples
with alow relative concentration of paramagnetic cen-
ters (<107°) through additional stationary saturation of
the nuclear magnetic resonance (NMR) line. The ther-
modynamic idea underlying the proposed method is as
follows. The impurity mechanism of relaxation pro-
ceeding through spin diffusion is efficient provided the
reciprocal of thelocal spintemperaturea,inthevicin-
ity of defects is closer to the reciprocal of the lattice

1063-7834/02/4406-1044%$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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temperature o, as compared to the reciprocal of the
mean spin temperature [GOin other regions of the sam-

ple [1]. If the spinattice relaxation time Ti‘ iS mea-

sured in the course of the nuclear magnetization recov-
ery after complete saturation of the NMR line by a
sequence of rf pulses[6], theimpurity relaxation makes
a contribution to spin-attice relaxation under the fol-
lowing condition:

aloc > Lol (2)

Strong additional stationary acoustical, magnetic, or
electric saturation of the NMR line can result in local
overhesting of the nuclear spin systemin the vicinity of
defectsto . = 0, whereas [d[Jbecomes equal to a cer-
tain steady-state value [A; > 0 [7, 8]. The effect of
strong local heating was experimentally established in
our earlier works[9, 10]. The phenomenological theory
of this effect was developed in [11]. In the case when
the regions near defects are overheated, inequality (2)
becomes invalid and the impurity contribution to spin—
lattice relaxation is suppressed. Under these conditions,
the recovery of nuclear magnetization in the sasmple is
governed by the lattice mechanism and the experimen-

tally measured spinattice relaxation time Tf corre-

sponds to spin-attice relaxation in a perfect sample.
The degree of local heating of the nuclear spin system
depends on the nature of the paramagnetic centers in
the sample. However, aswas shownin [4, 8, 12, 13], an
increase in the saturation in a stationary resonance field
(i.e., adecreasein [d[},) can bring about suppression of

the impurity contribution T;™ of all the paramagnetic
centers involved in impurity relaxation. Thus, the pro-
posed technique made it possible for the first time to
investigate separately the temperature dependence of
the lattice contribution to spin-attice relaxation in real

crystals.
In the present work, we measured temperature
dependences of the spin-attice relaxation time T'f‘I in

the temperature range 78-300 K for *Ga and ®Ga
nuclei in nominally pure and doped GaAscrystals, 2>Na
nuclei in anominally pure NaCl crystal, and 2’Al nuclei
in nominally pure and chromium-doped Al,O; crystals
under the conditions of stationary saturation of the
NMR lines.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The experiments were performed on an ISP-1
pulsed NMR spectrometer operating at a frequency of
5.5 MHz. Under the conditions of stationary saturation
of the NMR line in extra magnetic or electric resonance
fields, the recovery timet of nuclear magnetization was
measured immediately after saturation of the spin sys-
tem by a sequence of rf nonselective pulses (Fig. 1).
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Saturating-pulse
sequence 90°
Steady-state
or dlechic feld |- \\ Ay
At Time

Fig. 1. A scheme of measuring the recovery time 1 of
nuclear magnetization to a steady-state value. A(At) is the
free-induction signal measured in the time interval At after
rf-pul se saturation of the nuclear spin system.

Then, the spinattice relaxation time T, was calculated
from the relationship [4, 14]

T, = UZ% ()

where Z% is the stationary-saturation factor defined as
Z% = [dQ/a, [14]. The factor Z% was measured as the
ratio of the free-nuclear-induction signal after a 90°
pulse in an extra saturating field to the signal in the
absence of an extrafield. The thermal stabilization was
accurate to better than 0.2 K.

High-resistance crystals of galium arsenide
(including a nominally pure GaAs sample and copper-
and chromium-doped GaAs samples with an impurity
ion concentration of 10 cm~3) were grown by the Czo-
chralski method from the melt. The electrical resistivity
of GaAs sampleswas approximately equal to 108 Q cm.
Crystals of gallium arsenide have a cubic symmetry
without an inversion center. As a consequence, the
NMR spectra of #Ga and "*Ga isotopes with spin | =
3/2 exhibit aZeeman structure; however, the transitions
between spin levels can be excited in an external elec-
tric field at twice the Larmor frequency [9]. All three
samples were cut out normally to the [001] crystallo-
graphic axis in the form of 1-mm-thick plates. Elec-
trodes applied to the samples induced a stationary ac
electric field with an amplitude up to 108V cm in the
sample bulk. The [001] cubic axis was oriented along
the magnetic field of the spectrometer.

A nominally pure crystal of sodium chloride was
grown by zone melting from the melt with the use of
high-purity materials. The sample was prepared in the
form of a parallelepiped with edges aligned parallel to
the crystallographic cubic axes. In measurements, the
cubic axis of the crystal was directed along the dc field
of the spectrometer. Stationary saturation of the 2>Na
NMR lines (I = 3/2) was achieved in an extra magnetic
field at the Larmor frequency with the use of an addi-
tiona coil wound on the sample. The field amplitude
was controlled in the range from 0to 0.1 Oe.

A nominally pure single crystal of aluminum oxide
was grown in a molybdenum crucible according to the
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specia procedure devised at the State Optical Institute
(St. Petersburg, Russid). A chromium-doped Al,O4
sample was grown by the Verneuil method. The chro-
mium concentration in the melt was approximately
equal to 5 x 10 cmr3, The samples were prepared in
the form of cylinders (~2 cm? in volume) whose axes
were oriented perpendicular to the C; crystallographic
axis. In a hexagona Al,O, crystal, the Al levels (I =
5/2) are shifted as aresult of quadrupole interaction. It
should be noted that the relaxation of the differencein
the populations of a particular pair of spinlevelsisgen-
erally a superposition of several exponential processes
and cannot be described by a sole spinattice relax-
ation time [7, 15], which makes the quantitative inter-
pretation of the experimental results considerably more
difficult. For this reason, the measurements of Al,O;
crystals were performed at a magic angle between the
C; crystallographic axis of the sample and the direction
of the dc magnetic field such that the spin levels were
equidistant and the recovery of nuclear magnetization
occurred in an exponential manner [2]. As for NaCl
crystals, the contributions of the mechanisms of 2’Al
spin- attice rel axation were separated under the condi-
tions of magnetic saturation of the NMR line.

3. RESULTS AND DISCUSSION

Figure 2 depicts the experimenta curves of the
spin-lattice relaxation time for *Ga nuclei in nomi-
nally pure and doped GaAs crystals at different degrees
of stationary electric saturation of the NMR signal at a
temperature of 78 K. In the absence of an extra saturat-

ing field (Z% = 1), the spin-attice relaxation times Tf

35

02 .
25+ o3

0O 02 04 06 08 10

Fig. 2. Dependences of the spin-attice relaxation time T,

for "*Ga nuclei on the electric-stationary-saturation factor

Z% for (1) nominally pure, (2) chromium-doped, and (3)
copper-doped gallium arsenide samples at a temperature of
78 K. The straight line corresponds to the | attice component

T'laI . The error bars are shown selectively.
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measured by the conventional technique are equal to
27.0 £ 0.4 sfor the copper-doped crystal, 27.8 £ 0.4 s
for the chromium-doped crystal, and 31.4 + 0.5 sfor the
nominaly pure sample.

It can be seen from Fig. 2 that, asthe strength of the
saturating electric field increases, the spin-attice relax-
ation times for doped crystals increase to the relaxation
time of *Ga nuclei in the nominaly pure crystal. As a
result, under the conditions of strong saturation of the
NMR signas (Z% < 0.4), the spinattice relaxation
times for the nominally pure crysta and both doped
samplesbecome equal to each other. Therefore, thistime
can be treated as a relaxation time associated only with
the lattice mechanism of spinattice relaxation, i.e., as
the lattice component T'la‘. By using relationship (1), it
is possible to estimate the impurity contributions for

chromium-doped (T;™ = 240+ 40 s) and copper-doped

(T™ =190 + 40 s) crystals at the same concentration

of impurity ions in the samples. Within the limits of
experimental error, the T, time for the nominally pure

sample remains constant with achangein the Z% factor.
This implies that undetectable paramagnetic centers
contained in the pure sample do not contribute signifi-

cantly to the relaxation rate; hence, Tf = T'f‘t. Similar

results are obtained for ®°Gaisotopesat T= 78 K. Rea
soning from acomparison of the spin-lattice relaxation

time Tf and the lattice component T'f“ =124+ 05s,

imp

the impurity relaxation times T, for ®Ga nuclei in

chromium-doped (Tf =11.5+ 0.2 s) and copper-doped
(T =11.4 + 0.2 s) samples are estimated at 160 + 50
and 140 + 50 s, respectively.

As the temperature of the crystal increases, the lat-
ticerelaxation time T'f"t for both Gaisotopes decreases

more rapidly than theimpurity relaxation time T;™ . At
temperatures T = 100 K, the total relaxation time Tf

becomes equal to the lattice relaxation time T'ft ;asa
result, the spin-attice relaxation times for al three
samples areidentical and do not change at any val ue of
Z%. The experimental temperature dependences of the
spin-lattice relaxation time T> for "Ga nuclei in nom-

inally pure and doped crystals are displayed in Fig. 3.
Similar dependences for $°Ga nuclei in nominally pure
and chromium-doped samplesare plotted in Fig. 4. The

theoretical curves T'f‘t (T) depicted by solid lines in

2002
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Figs. 3 and 4 are calculated according to the standard
relationship [2]

fw

(T'laI = Cjw expDﬁ(’qj[expEkT

e 15} dw, (4)

where k is the Boltzmann constant, Q isthe Debye fre-
guency, and C is the temperature-independent numeri-
cal coefficient. Relationship (4) is derived for relax-
ation within the model of two-phonon Raman pro-
cesses. In this case, the thermal-phonon spectrum is
described in the framework of the Debye approxima-
tion. Since the numerical coefficient C has defied exact
calculation, the C value used in our caseis chosen from
the condition of equality between the theoretical and

experimental times T'f’t at atemperature of 78 K. The

Debye frequency for gallium arsenide is calculated
from the Debye temperature © = 345 K taken from
[16]. Ascan be seen from Figs. 3 and 4, the temperature
dependences of the lattice component of the spin-at-
tice relaxation time for Ga nuclel are adequately
described within the chosen model.

As was shown above, the nominaly pure GaAs
crystal exhibitsanideal behavior from the standpoint of
nuclear spin-attice relaxation. In the nominaly pure
NaCl sample, unlike the GaAs crystal, the impurity
mechanism of spin-attice relaxation of 22Na nuclei is
comparable in efficiency to the lattice mechanism due
to the presence of undetectable paramagnetic centers at
a relative concentration of the order of 107°. This
explains the wide scatter of the available data on the
spin-attice relaxation rate of Nanuclel [17]. Although
the contributions of different relaxation mechanisms
for different paramagnetic centers at certain tempera-
tures have been experimentally separated under the
conditions of acoustical [8] and magnetic [12] satura-
tion of the>NaNMR line, the temperature dependence

of the lattice component T'f't has not been conclusively
established. In particular, Bakhramov et al. [18]

obtained the experimental dependences T2 (T) for nom-

inally pure and copper-doped NaCl crystals and ana-
lyzed the impurity mechanism within the microscopic
approach. The results obtained in [18] are in close
agreement with the dependence represented by rela-
tionship (4), even though these authors accepted a sub-
stantial impurity contribution to the spin-attice relax-

ation time Tf . On the other hand, considerable devia-

tionsfrom the dependence described by relationship (4)
were reveal ed experimentally in anumber of worksand
assigned to the contribution of optical branches of the
phonon spectrum [19], covaence, [20], antiscreening
effects [21], etc.

Figure 5 shows the temperature dependences of the
spinattice relaxation time Tf and the lattice compo-
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Fig. 3. Temperature dependences of the spin-attice relax-
ation time T, for "*Ga nuclei in (1) nominally pure, (2)
chromium-doped, and (3) copper-doped gallium arsenide
crystals. The solid line represents the theoretical tempera-

ture dependence of the lattice component T'lat :

25
Al
20 °2
15F
B

10

5 -

A
0 1 1 1
50 100 150 200 250 300

k]

Fig. 4. Temperature dependences of the spin-attice relax-
ation time T; for %Ga nuclei in (1) nominally pure and (2)

chromium-doped gallium arsenide crystals. The solid line
represents the theoretical temperature dependence of the

lattice component T'lalt :

nent T for 2Nanuclei in anominally pure NaCl sam-
ple, which were measured under the conditions of mag-
netic saturation of the NMR signal. The theoretical
curve was caculated from relationship (4) for the
Raman process of quadrupole spin-attice relaxation at
the Debye temperature © = 275K [16] and T;* =540's
at a sample temperature of 78 K. The calculated time
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500

400

« 300

T,

200

100

1
300

Fig. 5. Temperature dependences of (1) the spinattice
relaxation time Tf measured by a conventional technique

and (2) the lattice component Tllat for Nanuclei in nomi-
nally pure NaCl crystals. The solid line represents the theo-
retical temperature dependence of the lattice component

T2,

T'ft coincides with the | attice rel axation times obtained

under the conditions of suppression of the impurity
relaxation mechanism in different NaCl crystals [8],
including those exposed to gamma-ray irradiation [12].
Asisclearly seen, the experimental dependenceis con-
sistent with the chosen model of spin-atticerelaxation.
It should be noted that, within the limits of experimen-
tal error and with allowance made for the sample orien-

tation in the spectrometer, the dependence T'f‘(T) is
characteristic of the material and can be used to esti-

mate the impurity component Ti™ for other samples

from the spinattice relaxation time Tf determined by
the conventional technique.

The actua phonon spectrum in noncubic corundum
crystals corresponds to the Debye approximation to a
smaller extent [16]. Although the temperature depen-
dence of the heat capacity of Al,O;, asawhole, iswell
described in the framework of this approximation, it is
of interest to clarify whether the Debye approximation
can be applied to the description of the nuclear spin-lat-
ticerelaxation rate. Note that doped Al,O; crystals have
been extensively studied as an example of materials
with impurity relaxation proceeding through spin diffu-
sion. Since the contribution of the lattice mechanismis
relatively small, conventional techniques have failed to

estimate T;* even for specially synthesized pure Al,O,

samples. In our recent work [13], we studied a leu-
cosapphire crystal grown using a special procedure
devised at the State Optical Institute and found that the
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Fig. 6. Temperature dependences of the spin-attice relax-
ation time Tf measured by a conventional technique for

2IAl nuclei in (1) nominally pure and (2) chromium-doped
Al,O5 crystals. (3) Temperature dependence of the lattice

component T'lat for 2’Al nuclé in a chromium-doped

Al,O5 crystal (measurements under the conditions of mag-
netic suppression of the impurity contribution). The solid
line represents the theoretical temperature dependence of

the lattice component Tllat for Raman processes within the
Debye approximation of the phonon spectrum. The dashed

line corresponds to the dependence T4t [ T—06,

measured time T> = 240 + 5 s for Al nuclei in this

crystal at T = 78 K exceeds any of the T; times avail-

ableintheliterature for Al,O5. Under the conditions of
magnetic suppression, we separated the contributions
of the mechanisms of 2’Al spin-atticerelaxationin this
crystal and demonstrated that the role played by the
impurity mechanism is insignificant at temperatures

higher than 78 K and that the lattice component T'f‘t is

equal to the spin-attice relaxation time Tf at tempera-

tures above the liquid-nitrogen temperature. In the
present work, we measured the temperature depen-
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dence of the spin-attice relaxation time Tf for the

same corundum crystal with the use of the conventional
technique without additional stationary saturation of
the spin system. The experimental results obtained are
represented in Fig. 6. The temperature dependence of

the spin-lattice relaxation time T2 for 27Al nuclei in a
lightly doped sample indicates that the impurity com-
ponent T makes a considerable contribution over the
entire temperature range under investigation. The tem-

perature dependence of the lattice component T'f‘t for

the doped Al,O; sample, which was obtained under the
conditions of magnetic suppression of the impurity
relaxation, virtually coincides, to within the experimen-

tal error, with the dependence T3 (T) for the leucosap-

phire sample. The time T3* = 260 + 20 s for Al,O; at

78 K agrees well with the results obtained in [7, 13].
However, the temperature dependence of the spin-at-
ticerelaxation timeisvery weak and can be represented

as T{ O T-26 (dashed linein Fig. 6). At the sametime,

according to [2], the lattice relaxation time T'f" should

change inversely with temperature even in the case of
direct one-phonon transitions whose contribution to
relaxation is insignificant [2]. For comparison, the
dependence calculated from relationship (4) at the
Debye characteristic temperature © = 1042 K [16] is
shown by the solid linein Fig. 6. Thus, our results dem-
onstrated that the model of Raman processes in the
Debye approximation for the phonon spectrum is inap-
plicable to the description of spin-attice relaxation of
Al nuclel in corundum.
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Abstract—The interaction of two antiparallel light waves on a reflecting grating is analyzed theoreticaly in
arbitrarily oriented optically active cubic crystals of point group 23. The effect of nonunidirectional energy
transfer on the interaction efficiency is investigated in the undepleted-pump-power approximation in (100)-,

(111)-, and (112)-cut Bi;,TiO,q crystals. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Theinteraction of light waves on reflecting photore-
fractive gratings is of interest for the development of
holographic-interferometry devices [1] and narrow-
band optical filters[2]. In sillenites, reflecting gratings
have been investigated only for (111) cuts[1] and (100)
cuts [3] of Biy,TiO,y and Bi,SiO,, crystals. In this
paper, the interaction of two light beams on reflecting
gratings is investigated in arbitrarily oriented optically
active cubic crystals of point group 23.

2. RESULTS AND DISCUSSION

We consider two antiparallel (signal and pump)
waves of intensities g and |, respectively, propagating
along the x axis in a photorefractive crystal of point
group 23 (Fig. 1). The crystal end faces (x = 0, x = —d)
are assumed to be antirefl ection-coated; therefore, there
are no reflected waves in the crystal. The signa and
pump light fields in the crystal are represented as sums

Cs:.Cp, + Cs,Cry

of two circularly polarized eigenwaves (with allowance
for their attenuation):

Ep(X) = [Cpi(x)erexp(-ikon;X)

i (D)
+ Cpy(X)€,exp(—ikon,x) ] exp E_%

Es(X) = [Ca(x)€] exp(ikon;x)

2
rCatog epliknlen®f 7

where e, , = (Yo £ 12p)/ /2 are the polarization vectors
of the eigenwaves; n; , = ny = p/k, are the refractive
indicesfor these waves; k, = 217/ isthe wavenumber in
vacuum; n, and a are the refractive index and the
absorption coefficient of the crystal, respectively; and p
isitsrotatory power. Theinterference pattern formed in
the crystal is characterized by the grating vector K =
2kongX, and by the contrast

m(x) =

and givesriseto acharge redistribution over defect cen-
ters. In the case of alow contrast m < 1, the space
charge field (which forms through diffusion) contains
only thefirst spatial harmonic with vector K. Within the
single-level band model of the photorefractive crystal,
the first-harmonic amplitude is given by [4]

So (4

E, = -imEg. = —ImFD/Eq,

2 2 2 2 2
(|Cpq| "+ |Cpy ") exp(—ax) + (|Csy| " +|Cs ) exp(aix)

©)

where Ep = (kg T/€)K is the diffusion field and E, =
eNp/eK isthe trap saturation field, with K = |[K | = 217A
and A being the spatial period of the photorefractive
grating. For an arbitrary crystal orientation relative to
the grating vector K (Fig. 1), the change in the optical
properties of the medium is due to both the linear elec-
trooptic effect and an additional photoelastic contribu-
tion associated with elastic strains of the crystal that are
produced through the piezoelectric effect [5]. Using
well-known formulas from [6, 7] and Eq. (4), the total
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amplitude of the change in the permittivity tensor inthe
electrooptic crystal can be found to be

A€, = —Ngr s AbE; = iMNgEgcAb,,
1 )
Abmn = |:|6mnp| mp+r_S(PEmkImlykiepirmpmr)}f

41

where r‘:mp and p,. are the electrooptic tensor of the

clamped crystal and the photoelastic tensor measured
in a static electric field, respectively; v, is the tensor
inverseof I, = (Cf,ymm); Cf, ande,, arethedlastic
moduli tensor and the piezoelectric constants, respec-
tively; Oy is the unit antisymmetric tensor of third
rank; and m, are the direction cosines of the grating
vector K, whichin our caseistaken to be parallel to the
unit vector X, of the crystallographic coordinate frame.
Within the slowly varying amplitude approximation,
the wave equation for gyrotropic media can be reduced
to the following equations for coupled waves describ-
ing two-wave interaction on the reflecting grating:

%Sl = I migl Corexp(-i2p%) + geCool exp(-a1x),
%2 = —%m[gEcp1 +9,Crrexp(i20X)] exp(-a X),
dg)z’l = —%m* [9,Carexp(i2pX) + geCoy] eXp(a X),
ddi)? = —\z{m* [9eCa1 + 97 Cso8XP(—i2px)] exp(a X),

(6)

wherey = kynars, E is the coupling constant and g, =

(€} Abe,) and g = (€] Abe,) = (€5 Abe,) are the tensor
contractions describing the contributions from intra-
mode (without a change in the refractive-index eigen-
values) and intermode processes, respectively, to the
interaction between waves propagating in opposite
directions.

In the undepl eted pumping wave approximation, the
eigenwave amplitudes Cp, and Cp, are independent of
the coordinate x and a solution for the components of
the signal light wave field can be found to be

Csi(x) = Cx(0)

+ TLZQ—){ Cpo[ expG(x) — 1] + C5,D(X)} ,

™
Cs(x) = Cs(0)
m(0 *
+ MO, leG(x) -1 - Cho(x)}
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Fig. 1. Schematic diagram of two-wave interaction.
where
0 Ck,C i -1
G(X) = —V_XEQE"' 2Im[g, p1Cpaexp(i2pX) l]D, ®)
2 |:| IPO ZpX D
X
®(x) = —5—[exp[G(E)]
2lpog (9)

x [gf o exp(~i2p&) —g,Coexp(i2p&)] dE,

and I pg = |Cpy? + |Cpyf? is the pumping wave intensity at
x = 0. The signal-wave gain dueto the reflecting grating
and the polarization of this wave are determined by the
contractions gz and g, as seen from Egs. (2), (3), and
(7)—9). Using Eq. (5), it can be easily verified that
when the grating vector points along a [1100direction
we have ge = g, = 0 and there is no interaction between
the waves.

In (111)-cut crystalswith K [|[111], we have
g =0, ge = Aby—Aby,

1- 2e4(Pu + Pro + Piz— 2Pa) _ (10)
raa(Cu +2Cy, +4Cy,)

_ 1
J3
With the values of the electrooptic constant for a
clamped crystal rfl, piezoelectric and photoelastic
constants e;, and p,'fm , respectively, and elastic moduli

C~., of bismuth titanate, which can be found in [8], we
obtain gz =—-0.266. Inthiscase, efficient energy transfer
occurs between the left-circularly polarized signa
wave (Cg(0) £ 0, C5(0) = 0) and the right-circularly
polarized pumping wave (Cp, Z 0, Cp; = 0):

ES() = ef Cau(0)exp| 25— x| explikony). (11)
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Fig. 2. Dependence of the signal-wave gain due to two-
wave interaction in a Bi1,TiOyq crystal on its thickness for

the grating vector K pointing along the [100] axis and for
the coupling constant y equal to (1) 2, (2) 4, and (3) 6 em .

1

Gain, cm™

eO’ deg

Fig. 3. Signal-wave gain due to two-wave interaction cal cu-
lated without (dashed curves) and with alowance for non-
unidirectional energy transfer (solid curves) asafunction of
the angle B for Bi1,TiOyq crystals of thickness d equal to
(a) 2 and (b) 6 mm with the grating vector K pointing along
the [100] axis. The coupling constant yis equal to (1, 1') 2,
(2,2) 4,and (3,3) 6cm L.

The polarization of the signal wave remains unchanged.
The signal-wave gain dueto thetwo-waveinteractionis

defined in terms of the signal-wave intensities (| 2 (=d))

and (I g(—d)) in the presence and absence of the pump-
ing wave, respectively, as
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P
- %In[———lﬁ(_d)}; (12)
Is(=d)
in the case at hand, it is found to be
2T[ 3.S gEED (13)

c _ _
Mg = QeY = Tnorum-

The same signal-wave gain characterizes the interac-
tion between the signal and pump waves linearly polar-
ized in the same direction

rl[111] = OeY:s (14)

the polarization structure of the signal wave aso
remains unchanged.

In (100)-cut crystals, for y, || [010] and z, || [001],
we have

ge = 0, g = —iAby = . (15)

It should be noted that when the pumping wave is cir-
cularly polarized (Cp; =0 0r Cp, =0), thereisno signal-
wave gain in (100)-cut crystals since G(x) = 0. If the
signal and pump waves are of the same circular polar-
ization (say, right-handed, i.e., Cp; = 0, Cg = 0), they
do not interact, because there is no interference
between them, m(0) = 0. In the case where the pumping
wave is left-circularly polarized and the signal wave at
the entrance of the crystal is of the right-hand polariza-
tion (Cg(0) = 0), the amplitudes of the eigenwaves in
the crystal can be found from Egs. (7) to be

Cai(x) = Cx(0),

Cer(X) = 051(0)}7)[exp(i2px) -1].

Thus, the left-circularly polarized signal wave, in com-
bination with the pumping wave, produces a photore-
fractive grating in this case but is not involved directly
in the energy transfer. The energy of the pumping wave
is transferred, through its diffraction by grating, to the
right-circularly polarized component of the signa
wave. The corresponding gain due to two-wave interac-
tion

(16)

2
Mo = éln[1+ [y [ sinz(pd)} (17)

C2pd
isindependent of the sign of the electrooptical constant
and characterizes the nonunidirectional energy transfer
effect, which was considered earlier only in the trans-
mission geometry of wave interaction [9]. For crystals

with low rotatory power, the gain I'[CloO] can reach high

values. Figure 2 shows the dependence of I [01001 onthe
Bi, TiO,, samplethickness (p = 6.5°/mm for the wave-
length A = 633 nm) for different values of the coupling
constant y. We note that the maximum efficiency of the
nonunidirectional energy transfer is reached at certain
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Fig. 4. Polarization rotation angle of the signal wave as a
function of theangle 8y in Bi{,TiO, crystals of thicknessd
equal to (a) 2 and (b) 6 mm with grating vector K pointing
aong the [100] axis. The coupling constant y is equal to
(4)0,(1,1)2, (2 2) 4, and (3,3) 6 cm™.

optimal values of theinteraction length, which decrease
with increasing coupling constant.

In the case of linearly polarized wavesinteractingin
(100)-cut crystals, the signal-wave amplification is due
to both unidirectional and nonunidirectional energy
transfer. The polarization dependences of the gain

M1 due to two-wave interaction as calculated from
Egs. (7)—(9) are shown in Fig. 3. The signa and pump
waves at X = 0 are assumed to have identical polariza-
tion vectors eg, = €5, making an angle 6, with the y,
axis. It should be noted that in athin sample (d = 2 mm,
Fig. 3a), the positions of the extremain the polarization
dependences calculated without (dashed curves) and
with alowance for nonunidirectional energy transfer
(solid curves) are amost the same and correspond to
the polarization vector orientations e || [@110in the
middle of the crystal. In a thicker crystal (d = 6 mm,
Fig. 3b), the polarization vector orientation e, ||[011] in
the middle of the crystal (for 8, = 45° + pd/2) differs
from its optimal orientation, the difference increasing
with the coupling constant y. We note that the nonuni-
directional energy transfer (always proceeding from a
strong wave to a weak one) broadens the range of 6,

valuesinwhich thegain I '[100] (6p) is positive.
In the case under discussion [a (100)-cut crystal and
linearly polarized waves with their polarization vectors
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Fig. 5. (8) Signal-wave gain due to two-wave interaction
calculated without (dashed curves) and with allowance for
nonunidirectional energy transfer (solid curves) and (b)
polarization rotation angle of the signal wave as functions
of theangle 8 inaBiq,TiO,q crystal of thicknessd = 6 mm
with grating vector K pointing along the [112] axis. The
coupling constant yis equal to (4) 0, (1, 1) 2, (2, 2') 4, and
(3,3)6cm™

pointing along the same direction at the x = 0 crystal
face, eq = epg], the polarization of the signal wave
remainslinear everywhere over the crystal. However, as
the signal wave propagates through the crystal, its
polarization vector eg rotates, which is due to both the
optical activity of the crystal and the interaction with
the pumping wave. The dependence of the angle ABg
through which the vector e rotates as the signal wave
propagates from the x = 0 to the x = —d crystal faceat an
angle 8, (defining the direction of this vector at x = 0)
is shown in Fig. 4. Dashed lines in this figure corre-
spond to the absence of wave interaction (y = 0) and,
therefore, represent the angle of the polarization vector
rotation due to optical activity of the crysta. In the
presence of the pumping wave, the polarization rotation
angle of the signal wave increases with the coupling
constant and with the crystal thickness. Wheny =6 cm™
and d = 6 mm (Fig. 4b), the maximum rotation angleis
roughly 70°. We note that the maximum effect of the
reflecting grating on the signal-wave polarization takes
placein the case where the signal-wave gain isminimal
in magnitude. This agrees with the results presented in
[10] for the case of wave interaction on atransmission
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grating characterized by vector K || [110] in optically
active (110)-cut crystals.

In general, both intramode and intermode interac-
tions between waves take place. In the case of the

reflecting-grating vector orientation K || [112] in bis-
muth titanate, we have g, = 0.467 and gz = 0.216 for

Yo || [110] andz,||[111] . Figure5 showsnumerically

. . . |
calculated polarization dependences of the gain F[lﬁ]

due to two-wave interaction and of the polarization
rotation angle A6 for a linearly polarized signal and
pump waves with their polarization vectors pointing
along the same direction at X = 0 (e = €y). We note
that in this case, the positions of the extrema of the
polarization rotation angle of the signal wave (Fig. 5b)
coincide with those of the rate of change in the gain
(6, (Fig. 5a).

3. CONCLUSION

Thus, within the undepl eted- pumpi ng-wave approx-
imation, we have derived relations that describe the
interaction of two light waves on a reflecting photore-
fractive grating in cubic gyrotropic crystals. It was
shown that the nonunidirectional energy transfer can
significantly affect the wave interaction efficiency. The
changes in the polarization of the signal wave in the
presence of the pumping wave depend on the differ-
ently cut crystals and their thicknesses.
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Abstract—The linewidth 3H and the spin-spin relaxation time T, for Gd®*, Mn?*, and Cr3* ionsin agueous,
water—glycerol, and water—poly(ethylene glycol) solutions at paramagnetic ion concentrations providing the
dipole—dipole mechanism of spin relaxation are measured using two independent methods, namely, electron
paramagnetic resonance (EPR) and nonresonance paramagnetic absorption in parallel fields. Analysis of the
experimental results indicates a gradual crossover from pure liquid-state (diffusion) to quasi-solid-state (rigid
lattice) spin relaxation. It is demonstrated that the limiting cases are adequately described by standard, univer-
sally accepted formulas for dipole—dipole interactions in the liquid-state (the correlation time of trandational
motion satisfies the condition 1. < T,) and solid-state (1, > T,) approximations. A complete theoretical treat-
ment of the experimental dependences (including the observed gradual crossover of spin relaxation) is per-
formed in the framework of the non-Markovian theory of spin relaxation in disordered media, which is pro-
posed by one of the authors. Within this approach, the collective memory effectsfor spin and molecular (lattice)
variables are taken into account using the first-order and second-order memory functions for spin—spin and
spin-attice interactions. A correlation between the spin magnitude and the temperature-viscosity conditions
corresponding to the crossover to non-Markovian relaxation is revealed, and the situations in which struc-
tural transformations occurring in the solutionsfavor the crossover to solid-state spin rel axation are anal yzed.

© 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Itiswell known that electron relaxation of paramag-
netic ions in a condensed medium substantially
depends on the spin—spin interactions and the proper-
ties of the medium. Intermolecular (dipole-dipole and
exchange) interactions are governed by the distance
between paramagnetic centers and the velocity of trans-
lational motion of particles in the solution. Radiospec-
troscopic investigations of the intermolecular interac-
tions can provide valuable information on the spatial
distribution of paramagnetic particlesin theliquid-state
lattice and, consequently, on the structure of the studied
solutions and changes in the molecular mobility of the
paramagnetic complexes in these solutions at different
viscosities and concentrations.

The main objective of this work was to analyze the
conditions corresponding to a change in the ratio
between the spin—spin relaxation time T, and the corre-
lation time of molecular motion 1 in the following sit-
uations: T, > 1., T, ~ T, and T, < 1. According to the
concept of non-Markovian random processes, this
change is associated with agradual crossover of aspin
system from Markovian to quasi-Markovian and then
to non-Markovian spin relaxation. Physically, this

implies agradual crossover from the liquid-state to the
solid-state mechanism of spin relaxation.

2. EXPERIMENTAL TECHNIQUE

The solutions used in the experiments were pre-
pared from chromium, manganese, and gadolinium
nitrate salts (analytical grade). The concentrations of
Cr3* and Gd* ions in the solutions prepared varied in
the range from 0.01 M to concentrations close to the
solubility limits of these salts in aqueous solutions (2.7
and 3.6 M, respectively). It should be noted that inter-
molecular interactions occurring in these solutions are
governed only by dipole—dipole interactions. However,
the solutions with a high concentration of Mn?* are
characterized by exchange interactions in addition to
dipole—dipole interactions. For this reason, the concen-
tration of Mn?* ions was chosen so as to exclude the
occurrence of exchange interactions (0.5 M). The
required changes in the viscosity of the solution were
accomplished by varying either the salt concentration
or the content of glycerol and poly(ethylene glycal) in
the solvents. The viscosity was measured using an Ost-
wald viscometer or a viscometer designed by Gon-
charov [1].

1063-7834/02/4406-1055%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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The time and rate of the spin—spin relaxation were
measured using two independent methods at room tem-
perature: (i) nonresonance paramagnetic absorption in
parallel fields[2, 3] and (ii) electron paramagnetic res-
onance (EPR) in the X band. Notethat, even at aninsig-
nificant water content, the absorption signals observed
in water—glycerol and water—poly(ethylene glycol)
solutions are attributed to aquaions|[3, 4].

In order to determine the linewidth assigned to the
dipole—dipole interaction dH,,4, the concentration-inde-
pendent contribution dH,, which is associated with
intramol ecular mechanisms of spin relaxation and, pos-
sibly, with anincompletely averaged fine structure, was
subtracted from the measured total linewidth dH. The
linewidth &Hyy was calculated from the following for-
mulas: dH 44 = &H —&H, for aL orentzian line shape and

SHgq = (BH2 — 8H3)¥2 for a Gaussian line shape.
According to our estimates, the resonance line has a
Lorentzian shape for agueous and water—glycerol solu-
tions in which the concentration of Gd** or Cr3* ions
does not exceed 2.5-2.7 M. At higher concentrations of
Gd** ions, the resonance line has a Gaussian shape. In
the case of nonresonance paramagnetic absorption
measurements, there is no need to determine the con-
centration-independent contribution, because nonreso-
nance absorption due to spin-attice (T;) and spin—spin
(T,) relaxations is measured separately; furthermore,
the dipole—dipole interactions make a dominant contri-
bution to the spin—spin relaxation time T, and do not
affect the spin-attice relaxation time T, [3].

3. RESULTS AND DISCUSSION

The experimental dependences of the total EPR
linewidth on the concentration of paramagnetic centers
aredepicted in Fig. 1. The dependences of the linewidth

0 04 08 12

1 1 1 1
1.6 20 24 28
C,M
Fig. 1. Dependences of the total EPR linewidth on the con-

centration of (1) Gd(NO3)3 and (2) Cr(NOs)3 in agueous
solutions at 298 K.
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and the relaxation time T, on the viscosity are shown in
Figs. 2-6. As can be seen from Fig. 1, the concentra-
tion-independent contribution dH, isequal to 204 G for
Gd(NO;); agueous solutions and 150 G for Cr(NOs)
aqueous solutions. In the case when the measurements
were performed at a constant concentration of para
magnetic ions and the required viscosities were
achieved by varying the content of glycerol or poly(eth-
ylene glycol) in the solutions (Figs. 3, 5), the concen-
tration-independent contribution dH, was determined
from the EPR spectra of diluted solutions (~0.01 M)
with a similar composition of the solvent and virtually
the same viscosity.

It is seen from Figs. 26 that the experimental
dependences of T,yy, OH4q4, and dH,,/C on the viscosity
for solutions of ions with different spins exhibit a simi-
lar behavior. As the viscosity increases in the low-vis-
cosity solutions, the linewidth dHgy, increases, whereas
the spin—spin relaxation time T, correspondingly
decreases and gradually reaches a steady-state value
independent of further change in the viscosity. Except
in the range of the observed gradual crossover, the
experimental dependences can be adequately described
by standard, universally accepted formulas [5-7]:

1

4H4
1 178x1029B Ncgs+1 1
: eSS+ 1) 1)
in the liquid-state approximation (the correlation time
of trand ational Brownian motion satisfies the condition
1.<T,) and

202
Tl- = 26.20 10209—;$—CA/S(S+ D) @

2

in the solid-state approximation when the dipole-
dipole interactions are not averaged through molecular
motion (the correlation time of translational Brownian
motion satisfies the condition 1. > T,). Here, n is the
macroscopic viscosity of the solution and C is the con-
centration of paramagnetic ionsin terms of M. The cor-
relation time is defined as 1, = A%/(12D), where A isthe
root-mean-square length of hopping in an elementary
diffusion event, D = KT/(61tra) is the diffusion coeffi-
cient described by the Stokes relationship, and a is the
radius of the complex. The correlation time can be cal-
culated from the formula

_2ma’n
T, = T 3

This formula gives the most reliable estimate of 1. in
the framework of the diffusion and hopping models of
particle motion in the course of spin-exchange interac-
tion due to collisions[7].

At high concentrations of paramagnetic ions, the
relaxation rate in the solid-state approximation for a
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Fig. 2. Dependence of 8H44/C ontheviscosity of Gd(NO3)3
in aqueous solutions at 298 K. Points are the experimental
data. The solid line represents the theoretical results
obtained in the liquid-state approximation.

10

Fig. 4. Dependences of the spin—spin relaxation time on the
viscosity of Gd(NOs)3 in aqueous solutions at 298 K. The

viscosities n correspond to the specified concentrations of
Gd(NOg3)3 inthe solutions. Points are the experimental data.

Solid lines represent the theoretical results obtained in the
framework of (1) liquid-state and (2) solid-state approxima-
tions and (3) our theory.

Gaussian line shape can be expressed through the sec-
ond moment; that is,

1/2

1 B 394[34 5
_ITZ = 2|:§7S(S+ 1)Zl’jki| , (4)

where r, is the distance between the jth and kth para-
magnetic centers (r ~ C~Y3). For a simple cubic lattice

with parameter d, we have Zkr},f =8.5d-6[6].
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Fig. 3. Dependence of dHyq on the viscosity of Gd(NO3)3

in 1.2 M water—glycerol solutions at 298 K. The viscosities
n correspond to the specified concentrations of glycerol in
the solutions.
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If required, the linewidths and the spin—spin relax-

tionships:
1
oH = Ty T,<T,,
2
= — <
H T, T,<T,,

ation times can be recal culated from the following rela-
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Fig. 6. Dependences of dHyy/C on the viscosity of
Cr(NOg3)3 in agueous solutions of at 298 K. The viscosities
n correspond to the specified concentrations of Cr(NO3)3in
the solutions. Points are the experimental data. Designa-
tions of the curves are the same asin Fig. 4.

where a = ./3 for aLorentzian line shape and 1.18 for
a Gaussian line shape, y is the gyromagnetic ratio, and
T, isthe spin-attice relaxation time.

By using the measured macroscopic viscosities and
the radii a = 4.15 A for Cr3* aqua complexes, a=3 A
for Mn?* agua complexes, and a = 3.8 A for Gd®*
aqua complexes, we calculated the correlation times 1.
according to formula (3) and compared the obtained
values with the experimental relaxation times T, (see
table). It is seen from the table that, at the viscosities
n =5 cP for Cr3 agua complexes, n = 10 cP for Mn?*
aguacomplexes, and n = 3 cP for Gd** agua complexes,
the ratio between the correlation time 1. and the spin—
spin relaxation time T, changes from 1, < T, to 1. ~ T,
and 1, > T,. These results are in agreement with the
experimental dependences depicted in Figs. 2-5.
Therefore, we can make the inference that the dipole-
dipole interactions in systems with alow viscosity are
averaged through diffusion motion. In the case when
the viscosity is higher than the aforementioned values,
the inequality 1. < T, becomes invalid and the molecu-
lar motion does not lead to the averaging of the dipole—
dipole interactions, even though the lattice system
remainsin theliquid state. Note that the greater the spin
and the larger the radius of the complex, the lower the
viscosity at which the system exhibits solid-state
behavior (in particular, at n = 20 cPin solutions of Mn?*
ionswith S=5/2 and at n = 4-6 cPin solutions of Gd**
ionswith S=7/2).

It isquite possible that, in some cases, the crossover
to the solid-state behavior can be caused by different
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structural transformations in solutions. For example, it
is this situation that occurs in Cr(NQOj;); aqueous solu-
tions in which stable multilayer hydrate shells are
formed around Cr3* ions|[3, 8]. As aconsequence, com-
plete hydration—all water molecules are in the bound
state—is attained in Cr(NO;); agueous solutions even
at concentrationsin therange 2.2—2.3 M and viscosities
n = 10-12 cP. For the concentrations and viscosities
corresponding to complete hydration and above, the
structure of solutions should be treated as a disordered
pseudocrystalline structure. In these solutions, the
dipole—dipoleinteractions are well described withinthe
solid-state approximation (Fig. 6).

At intermediate concentrations, many aqueous solu-
tions of salts undergo phase separation into microre-
gions with a structure of the free solvent and microre-
gions whose structure is similar to that of the crystal
hydrate [9, 10]. Inside microregions of the latter type,
ionsare closely spaced and their translational motionis
hindered. In this case, the dipole-dipole interactions
can be described within the static approximation. This
model was applied earlier to the description of the spe-
cific features of the dipole—dipole interaction in Mn?*
aqueous solutions at concentrations above 2 M [3]. A
similar situation arises in agueous solutions of gadolin-
ium nitrate (Fig. 5). The solid-state approximation for
dipole—dipoleinteractionsisalso valid at lower concen-
trations of paramagnetic ions in water—glycerol and
water—poly(ethylene glycoal) viscous solutions (Figs. 2,
4). However, the experimentally observed gradua
crossover from liquid-state (diffusion) to solid-state
behavior of the system has defied description with the
use of relationships (1), (2), and (4).

In general, the experimental dependences (including
the observed gradual crossover) can be interpreted
within the statistical non-Markovian spin relaxation
theory developed by one of the authors of the present
work. This theory is based on the Zwanzig—Mori
kinetic equations[11, 12] for normalized spin time cor-
relation functions. It should be noted that statistical
memory effects manifest themselves in many random
processes of different physical nature. For example, the
non-Markovian processes have been reveaed in
nuclear magnetic resonance, infrared spectroscopy, and
dielectric relaxation [13-15]. The non-Markovian spin
relaxation theory makes allowance for collective mem-
ory effects of the molecular (lattice) and spin variables
with the use of the memory function for the description
of the averaged dynamics of spin—spin and spin-attice
interactions. By using the results obtained in [16, 17],
the kinetic equationsfor spin time correlation functions
can be written in the following form:

dug(t)
ol = acaoa()

t (6)
—IdT[ka(t—T) + No(t—=T)]ua (1),
0
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Correlation times 1, cal culated according to formula (3) and experimental relaxation times T, for aqua complexes of Cr3* (T,
are determined from the EPR linewidths), Mn?*, and Gd®* (T, are measured using nonresonance paramagnetic absorption)

cr3t Mn?* Gd*>*
.o 1, 10%0s T, 10%s 1,100 T, 10%s 1, 10%°s T, 10%s
12 1.38 0.50 18.0 1.00 10.00
15 1.63 0.62 135 1.26 4.75
22 240 26.0 0.90 9.5 184 3.60
25 2.72 20.8 1.03 8.3 2.09 3.30
35 381 14.0 144 6.4 2.93 2.40
4.0 4.36 115 1.65 6.0 3.35 2.10
6.0 6.54 5.0 247 5.0 5.03 1.80
8.8 9.60 3.8 3.62 4.5 7.90 1.70
10.0 10.90 35 412 4.2 8.38 1.60
12.0 13.10 3.0 4.94 4.0 10.80 1.60
15.0 16.35 2.9 6.18 3.9 12.55 1.60
20.0 8.24 3.9 16.76 164
30.0 12.36 3.6
40.0 16.50 4.0
60.0 24.70 4.0
wherea =0 and +1 are the components of thetotal spin dhg(t) .
(the indices o = 0 and +1 refer to the longitudinal and g - ~wshs(t)
transverse components, respectively), wy isthe Larmor t (10)

frequency, and k,(t) is the nonsymmetric part of the
spin memory function [N, (t) — Q]. For the transverse
spin components and the transverse component of the
memory function, we have

ko(t) =y aighg(t), ©)
where
o2, = 18 Al [Ap S0
A*08.(0) T @
_ OS. Ap]exp{iLg [Ap SI0
hg(t) = ;

[S. AE]L [Ap, S0

Here, hg(t) is the Bth component of the first-order nor-
malized memory function, GiB stands for the compo-

nents of the second moment in magnetic resonance, L
is the total Liouvillian of the whole system (including
spinsand motion), and wy isthe frequency related to the

Zeeman part Lo of the operator L through the expres-
sion
Lo[Ap, S = —wg[Hpg, S 9)

After a number of simplifications, for the first-order
memory function, we obtain the kinetic equation
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- J'dt[yéhg(t) + QT D] hy(t—1).
0

In this equation, we introduced two rel axation frequen-

cies, yz and Qg. The former frequency squared yé cor-

respondsin dimension to theratio of the components of
the fourth moment to the components of the second

moments of the EPR lines (yé = M,/M,) for the quasi-
solid-state lattice. The latter frequency Qg is related to
the characteristic diffusion time t.. The function 1i(t) is
the normalized time correlation function for the veloc-
ity (momentum) of particles in the liquid. Therefore,
owing to the hierarchical structure of the spin memory
functions, the spin relaxation is described by two con-
tributions, namely, the molecular diffusion (liquid-
state) and static spin (solid-state) contributions.

The calculation of the relaxation rate gives the fol-
lowing formula:

1 _ 2
T, ZolBT’;.

Here, 1% isthe effective correlation time, which char-
acterizes the coexistence of two spin memory channels
associated with molecular diffusion motion and spin—
spin interactions in the quasi-solid-state lattice; that is,

(11)
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v L [ fivayit-1). (12)
2T,
In the two limiting cases, we obtain
e a& To—0or 1.y —0 1
=" ° o (13)

O 1
[T, =Yg a Tc—> o or Tyg—> .

Here, the effective correlation time T} correspondsto 3.

either theliguid-state rel axation or the solid-state rel ax-

ation behavior. For the limiting Markovian or non- 4

Markovian behavior of the system, the proposed theory
is reduced to the standard relationships [1-3]. In actual
fact, within the liquid-state (Markovian) approxima

tion, the correlation time 17 is determined by the for-

mulas § o7z = M, and T," = 1M, [3]. Within the
solid-state (non-Markovian) approximation, for a
Lorentzian line shape, we have T, = ,/M,/ /M, and

T3 =Mz /My M. .

Figures 4-6 (curves 3) represent theresults of theo- g
retical calculations with the use of formulas (11) and
(12) at 1, = 4.54 x 109 sfor Gd** solutions, T, =22x ¢
10° s for Mn?* solutions, and 1, = 17.8 x 107° s for
Cr®* solutions and the correlation times 1., calculated
from formula (3).

4. CONCLUSION

Thus, the proposed theory provides the most ade-
guate qualitative and quantitative description of the
experimental results obtained for al the studied ions,
including the range of the observed gradual crossover
from Markovian to quasi-Markovian and non-Mark-
ovian behavior. It isin this range that both the liquid-
state and solid-state properties manifest themselves in
electron relaxation of paramagnetic ions in the studied
solutions.
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Abstract—Thermal conductivity of the opal—epoxy resin hanocomposite is measured in the range 4.2-250 K,
and the material is studied by electron microscopy at 300 K. An analysis of the electron microscope images
permits a conclusion on the character of opal void filling by the epoxy resin. It is shown that the thermal con-
ductivity of the nanocomposite within the range 40-160 K can be fitted fairly well by the corresponding stan-
dard expressions for composites. For T < 40 K and T > 160 K, the experimental values of the nanocomposite
thermal conductivity deviate strongly from the calculated figures. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Synthetic opals are extremely interesting subjectsto
physicists. They possess a unique fractal crystaline
structure [1-3]. Opals consist of closely packed amor-
phous SO, spheres, most frequently, 200-250 nm in
diameter (first-order spheres). These spheres contain an
array of closely packed amorphous spheres of asmaller
diameter, 3040 nm (second-order spheres), which are
again made up of closely packed particles of amor-
phous SIO,, now ~10 nm in diameter (third-order
spheres).

The array of closely packed spheres has octahedral
and tetrahedral voids which are interconnected by
“channels” The first-order voids (and spheres of amor-
phous SiO,) make up aregular cubic array with a giant
period a = 300400 nm. The diameters of thefirst-order
octahedral and tetrahedral voids and channels are 80,
40, and 30 nm, respectively. The total theoretical opal
porosity is 59% (the first-order voids add up to 26%).
However, in actual fact, the total porosity of the opal
single crystals grown by us is ~46-50% [4, 5]. The
lower real porosity compared to the theoretical valueis
primarily due to the sintering of the second- and third-
order spheres, as aresult of which they are no longer in
point contact. However, the first-order voids remain, as
arule, closein volume to the theoretical figure (26%).

There are methods (chemical techniques under pres-
sure, melt injection, impregnation of the sample by a
filler material) by which one can fill the first-order
voids by metals, semiconductors, and dielectrics to
design an opal-based regular three-dimensional com-
posite with a cubic filler cluster array with the parame-

ter a = 300400 nm. Depending on the actual method
used to fill the opal voids by various fillers and on the
quality of the opal single crystals, one may conceive at
least three versions of preparation of an opal-based
nanocomposite: (a) the opal voids are completely filled
(to 100%); (b) the voids are filled in an island pattern
(to less than 100%), with the regularly filled voids in
the opa crystal separated by the filler-free opa host;
and (c) the filler can be randomly distributed over the
opal voids, likewise filled to |ess than 100%.

Therefore, to ensure correct interpretation of the
experimental data on the thermal conductivity of opal-
based nanocomposites, one needs to know the real pat-
tern of void filling. Electron microscopy is capable of
providing an answer to this problem.

The thermal conductivity of opal and opal-based
nanocomposites with PbSe and NaCl crystalline fillers
isdealt within [3, 5-7], and electron microscopic stud-
ies of nanocomposites of this type, with Te, GaAs, and
InSb crystalinefillers, are discussed in [8, 9].

It was of interest to carry out simultaneous electron
microscopy and thermal -physical measurements on the
same samples of the opal-based nanocomposite with
voids filled by an amorphous substance, epoxy resin,
whose thermal conductivity is substantially lower (par-
ticularly, for T > 40 K) than that of amorphous quartz.

2. PREPARATION OF SAMPLES
AND EXPERIMENTAL TECHNIQUE

The opal used inthework was perfect interms of the
ordering of its structural elements, i.e., silicate spheres.
Epoxy resin was introduced into the opal host voidsin

1063-7834/02/4406-1061$22.00 © 2002 MAIK “Nauka/Interperiodica’
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the following way. A parallelepiped-shaped opal sam-
ple (this shape was chosen to facilitate determination of
the sample volume in subsequent density measure-
ments and thermal conductivity studies) was placed in
a quartz ampoule evacuated to 102 mm Hg. Next,
epoxy resin of aliquid consistency was poured into the
ampoule, which enveloped the sample over al of its
surface. After this, air at atmospheric pressure was
admitted into the ampoule. The time during which the
sample was maintained in the epoxy resin determined
the extent to which the opal first-order voids became
filled. Next, the sample was removed from the epoxy
resin which had not yet set, and after it became hard, a
layer of epoxy resin was cut off down to the opal sur-
face. Measurements of the sample density showed that
the free host volume wasfilled to about 60%. The accu-
racy with which the percentage opa filling by the
epoxy resin was inferred from the changein the sample
density was not sufficiently high because the densities
of the epoxy resin and of the opal were nearly equal.

We also measured the thermal conductivity of the
epoxy resin used in the work. The corresponding sam-
ple was also parallel epiped-shaped.

The samplesintended for electron microscopy stud-
ies were prepared by the standard technique [10],
which included grinding to a thickness of 150 pum, cut-
ting out a square-shaped sample with an ~3-mm diago-
nal, dimpling it to a thickness of ~50-60 um, and sub-
sequent thinning by ion milling until a pinhole formed.

EM 4000EXII and JEM 2010FX electron micro-
scopes were employed with an attachment providing
for elemental analysis of the clusters.

The temperature dependences of the thermal con-
ductivity of the opal—epoxy resin and epoxy resin sam-
ples were obtained within the range 4.2-250 K by the
technique described in [11].

L ocating the epoxy clusters proved a hard task. The
structural elements of the opal host, namely, the silicate
spheres, are amorphous. Viewed from the structural
standpoint, the epoxy clusters are likewise amorphous.
Therefore, revealing the presence of epoxy resinin opal
voids from microdiffraction patterns was found to be
impossible, because both the resin and the silicate
spheres produce a diffuse halo near the trace of the pri-
mary beam. Energy-dispersive x-ray (EDX) spectra
contain, in addition to the lines of silicon and oxygen
present in the silicate spheres, the lines of C, N, K, S,
Ca, and Cl, with the first three elements dominant. The
spectrum of epoxy resin also exhibits Zn, Fe, and Cuin
trace amounts. It should be pointed out that all EDX
spectra of samples with fillers have Cu lines. Control
experiments (with the sample holder having a copper
receptacle replaced by a beryllium base holder) estab-
lished unambiguously that the Cu peak is produced by
the holder, which had copper components in the imme-
diate vicinity of the sample base. The good reproduc-
ibility of EDX spectra obtained from different points of
the same sample, whose elemental peaks varied only
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dightly inintensity, permits oneto concludethat all the
observed excess elements, with the exception of cop-
per, originate from the epoxy resin introduced into the
opal pores. We readily see that most of the resin com-
ponents are light elements which are closein scattering
capacity and absorption to silicon. For thisreason, elec-
tron microscopic images of this composite cannot
reveal the presence of epoxy resin in the opal pores
because of the zero diffraction contrast inherent to crys-
talline objects only; indeed, the differencein absorption
between the silicate spheres and epoxy clusters is
small. The EDX spectra of the original opa contain
lines of oxygen and silicon only.

An attempt was made to reveal the presence of
epoxy clusters by the Fresnel phase contrast technique,
which has been recently employed to advantage in
determining the oxygen depth profilein the oxide layer
intheinitial stage of silicon oxidation [12].

The Fresnel method is based on an analysis of both
the shape and contrast of Fresnd fringes, which are
seen at the interface lying perpendicular to the projec-
tion plane, from a series of electron microscope images
made with different defocusing on both sides of the
exact focus. These are analogs of the fringes formed in
optical systems in studies on end-on opagque objects
under Fresnel diffraction conditions.

In electron microscopy, any interface separating
materialsin asamplewhich differ in scattering capacity
acts as a source of Fresnel contrast. The fringes are
most visibleif the interfaceis planar and nearly parall€el
to the electron beam; however, even if the surface is
inclined and wavy, such interfaces will produce a
noticeable contrast. Because Fresnel fringes are formed
in interference between electrons that have suffered
phase changesin el astic scattering from sampleregions
having different scattering potentias, it appears only
natural to expect that the fringes will contain informa:
tion on the nature of the material on both sides of the
interface. Obtaining quantitative information with this
technique would require, however, its refinement and
taking account of the specific features of each object. In
thiswork, we made use of the qualitative aspects of the
Fresnel method only.

3. EXPERIMENTAL RESULTS

The presence of any other material besides silicate
spheres could be revealed only in very thick samples
with alarge wedge near the edge. No other information
could be extracted from these images because of the
weak and uniform contrast. Defocusing smeared out
the images even more.

The images aobtained on thin samples (1-2 silicate
sphere layers) studied with off-focussing at a few hun-
dred nanometers were the most informative.

Remarkably, the pores (both octahedral and tetrahe-
dral) between the silicate spheres, which are projected
as sguares and triangles with concave sides, seem, in
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Fig. 1. Electron microscope image of the opal filled to 60% by epoxy resin. The sample thicknessis of the order of the diameter of
the silicate sphere. The central parts of the pores (A) do not contain thefiller. Fresnel contrast is observed at the silicate-sphere-void

interface.

most cases, to be filled only partially, with no filler in
the middle of the pores. This is reliably established
from the absence of Fresnel fringes at the filler—void
interface (Fig. 1).

The contrast in the silicate spheresis very complex,
and it differs substantially from that of these spheresin
pure opal. In most cases, three regions of irregular
shape are found to be projected onto the image of asil-
icate sphere. They are seen against the background of
the lobes of the rosette formed by the superposition of
the spheres. In the region of the lobes, the total sample
thickness is larger than the thickness of a sphere
because of the sphere superposition; therefore, the con-
trast of a rosette lobe is darker as a result of larger
absorption than that of a region one sphere thick. The
irregularly shaped regions that attracted our attention
seem to be still darker in contrast. This indicates the
presence of an additional mass of materia in these
regions, which increases absorption and, hence, pro-
duces a darker contrast (Fig. 2). The irregular regions
are bounded by avery thin and dark, sharply contrasted
line, which is apparently a Fresnel fringe. In about 50%
of the observations, these regions are interconnected by
channels that are 2—20 nm wide in the narrowest part.
The narrowest channels are seen as one sharp and dark
Fresnel fringe. The edges of broad channels are
bounded by Fresndl fringes, the space within the chan-
nels having the same contrast as the main regions under
study. These regions are, on the average, 0.2-0.25 of
the silicate sphere diameter, i.e., 40-50 nmin size. The
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above regions cannot be identified with the sphere con-
tact area becoming extended rather than pointed due to
the opal having undergone deformation during the sin-
tering (which isrequired to impart strength to the mate-
rial). As the spheres have a nearly perfect surface, the
extended sphere contact region should be circular.
These regions are centered at approximately one half
the sphere radius. To understand their origin, we con-
sider three sphereslying in the (111) plane and afourth
placed on top (Fig. 3). The points of contact of the top
sphere with the three bottom ones are denoted by A, B,
and C. They are located on the triangle corners at the
middle of the sphere radius. If we bound some regions
afraction of the sphere diameter in size by an irregular
contour, the pattern thus obtained will resemble the
electron microscope image of the composite near the
sphere contact points. Thus, one can conjecture that
these regions formed in the following way. The epoxy
resin entering the opal leaks into the pores through the
channelsthey areinterconnected by, then flows over the
sphere surface, and stops near the sphere contact points;
in other words, the resin clusters form primarily in the
vicinity of the sphere contacts. The central part of the
pores may remain unfilled if there is not enough resin.
It should be pointed out that the voids in the opal can be
approximated by octahedra and tetrahedra only in the
first approximation. The facets of these voids are the
sphere surfaces, which converge at very small angles at
the points of contact. These parts of the voids will
exhibit capillary properties near the points of contact. It
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Fig. 2. Electron microscopeimage of the opal filled to 60% by epoxy resin (the region of superposition of two silicate-spherelayers).
A isthe interface between the filler material and the region (void) not occupied by it within the tetrahedral (octahedral) structural
void. The interface appears due to the Fresnel contrast under defocusing.

isthese points that the filler will be drawn to above all.
At the same time, we may recall that this pattern of the

Y

Fig. 3. Projection of closely packed silicate spheres in the
opa array onto the (111) plane. Diagram explaining the
epoxy cluster formation. A, B, and C are the points of con-
tact of the silicate spheres near which the epoxy clusters
form.

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

pore filling by epoxy resin was revealed in a one- or
two-layer opal prepared by ion milling.

These regions with epoxy resin observed to exist in
opal samples one or two silicate-sphere layersthick are
located between the surfaces of the spheres, near the
points they meet at; therefore, they are inaccessible for
EDX anaysis. As aready mentioned, very thick sam-
plesexhibit auniform fringealong all of the perforation
perimeter. This is apparently the part of the compound
by which the original opal was impregnated. In thicker
regions, superposition of several silicate-sphere layers
and the weak difference in el ectron absorption by these
layers and by the epoxy resin precluded distinct dis-
crimination of individual spheres and of thefiller clus-
ters. An analysis of the electron microscope image con-
trast in thick and thin samples of opal with the filler
suggests the conclusion that the absence of thefiller in
the middle of the voids in thin samples is apparently
due both to the opal pores being not filled to 100% of
their volume and to the action of the ion beam used in
the milling. It is possible that epoxy resin is sputtered
by the ion beam at a higher rate than the silicate
spheres.

Figure 4 shows the experimental data obtai ned for
the opal—epoxy resin nanocomposite, epoxy resin, Land
the data [5] for opal into which epoxy resin was intro-
duced.

1 The values obtained by usfor k of epoxy resin are in good agree-
ment with the numerous figures available in the literature (see,

eg., [13]).

2002



STRUCTURAL AND THERMAL PROPERTIES

The opal—epoxy resin composite and epoxy resin
areinsulators. Therefore, thethermal conductivity mea-
sured in an experiment isthat of the crystal lattice. The
dashed linesin Fig. 4 relate to the thermal conductivity
Ky Of the opal—epoxy resin composite calculated for
the case of the first-order opal voids filled by epoxy
resin to 60% (curve 5), 50% (6), and 90% (4). K Was
calculated from the well-known simple expression
derived by Odelevskii [14] for a standard composite:

Kat/Kmg = 1={m/[11-v—(1-m)/3]}, (1)

where v = Ky, /Kmay M IS the volume occupied by the
filler material, and K,z and Ky, are the thermal conduc-
tivities of the host matrix and the filler (epoxy resin),
respectively. As already mentioned, the volume of the
first-order voids is 26%, and 60% of these pores is
occupied by the epoxy resin. Thus, in our case, m =
15.6%. K Was calculated from the equation [15]

Kma = KS‘OZ(amorph)[(l_P)'\'l_P]a (2)

where P is the porosity of the opal matrix with the
epoxy resin. For the opal—-60% epoxy resin composite,
P =0.324. When using Eq. (2), the datafor Kgo, (amorpn)

were taken from [16, 17].2

As seen from Fig. 4, the k4 (T) relation calculated
for the opal—-60% epoxy resin composite fits the exper-
imental Ke,(T) curve within the range 40-160 K
approximately well. For T< 40 K and T > 160 K, the
experimental data deviate noticeably from the calcula-
tions. The reasons for these deviations remain unclear,
but we intend to look more closely into the matter. The
Kep(T) curve for the opal—epoxy resin composite
resembles the temperature dependence of thermal con-
ductivity in amorphous materials. No features associ-
ated with the onset of coherent effects, which could
have been expected because of the regular arrangement
of the amorphous filler in the opa pores, were
observed.

We note in conclusion that the above pattern of the
epoxy resin in the opal concentrating at the interfaces
between the amorphous SiO, spheres will permit us to
carry out a more comprehensive analysis of the behav-
ior of K(T) of our nanocomposite; in that work, we will
not usethe simplerelationsfor thethermal conductivity
of composite materials [14, 15] that were employed
here but more sophisticated concepts and methods of
calculation of the thermal conductivity of opals and
opal-based nanocomposites which are being devel oped

2 The calculations of ke shown in Fig. 4 for the cases of 50 and
90% opal filling by the epoxy resin were performed asin the case
of 60% filling, but with due account of the values of mand P cor-
responding to these compositions.
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Fig. 4. Temperature dependences of the thermal conductiv-
ity of (1) epoxy resin, (2) synthetic opal [5], (3) opal—60%
epoxy resin composite, and calculated K¢ for the cases of
the opal first-order voids filled by epoxy resin to (4) 90,
(5) 60, and (6) 50%.

at the loffe Institute [18]. These points will be dealt
with in a separate publication.

ACKNOWLEDGMENTS

The authors are indebted to L.I. Arutyunyan and
A.V. Prokof’ ev for preparation of the opal—epoxy resin
nanocomposite.

This study was supported by the Russian Founda-
tion for Basic Research (project no. 00-02-16883), the
Polish Committee for Scientific Research (grant no. 2
PO3B 127-19 KBN), and the Royal London Society.

REFERENCES

1. V.N.Bogomolov and T. M. Pavlova, Fiz. Tekh. Polupro-
vodn. (St. Petersburg) 29 (5-6), 826 (1995) [Semicon-
ductors 29, 428 (1995)].

2. V.G. Baakirev, V. N. Bogomolov, V. V. Zhuravlev, et al.,
Kristallografiya 38 (3), 111 (1993) [Crystallogr. Rep. 38,
348 (1993)].

3. V. N. Bogomolov, L. S. Parfen’eva, A. V. Prokof’ev,
etal., Fiz. Tverd. Tela (St. Petersburg) 37 (11), 3411
(1995) [Phys. Solid State 37, 1874 (1995)].

4. V. V. Ratnikov, Fiz. Tverd. Tela (St. Petersburg) 39 (5),
956 (1997) [Phys. Solid State 39, 856 (1997)].

5. V. N. Bogomolov, D. A. Kurdyukov, L. S. Parfen’eva,
et al., Fiz. Tverd. Tela(St. Petersburg) 39 (2), 392 (1997)
[Phys. Solid State 39, 341 (1997)].



1066

6.

7.

8.

9.

10.

11

12.

L. I. Arutyunyan, V. N. Bogomolov, N. F. Kartenko,
etal., Fiz. Tverd. Tela(St. Petersburg) 39 (3), 586 (1997)
[Phys. Solid State 39, 510 (1997)].

V. N. Bogomolov, N. F. Kartenko, D. A. Kurdyukov,
etal., Fiz. Tverd. Tela(St. Petersburg) 41 (2), 348 (1999)
[Phys. Solid State 41, 313 (1999)].

V. N. Bogomolov, D. A. Kurdyukov, L. M. Sorokin,
et al., Inst. Phys. Conf. Ser. 160, 95 (1997).

V. N. Bogomolov, J. L. Hutchison, S. M. Samoailovich,
et al., Inst. Phys. Conf. Ser. 157, 35 (1997).

V. N. Bogomolov, L. M. Sorokin, V. A. Kurdyukov,
etal., Fiz. Tverd. Tela (St. Petersburg) 39 (11), 2090
(1997) [Phys. Solid State 39, 1869 (1997)].

A. Jezowski, J. Mucha, and G. Pompe, J. Phys. D 20,
1500 (1987).

F. M. Ross and W. M. Stobbs, Philos. Mag. A 63, 1
(1991).

13

14

15.

16.

17.
18.

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

BOGOMOLOV et al.

K. W. Garrett and H. M. Rosenberg, J. Phys. D 7, 1247
(1974).

G. N. Dul'nev and Yu. P. Zarichnyak, Heat Conductivity
of Blends and Composite Materials (Energiya, Lenin-
grad, 1974).

E. Ya. Litovskii, 1zv. Akad. Nauk SSSR, Neorg. Mater.
16 (3), 559 (1980).

R. C. Zdler and R. O. Pohl, Phys. Rev. B 4 (6), 2029
(1971).

R. B. Stephens, Phys. Rev. B 8 (6), 2896 (1973).

V. N. Bogomolov, L. S. Parfen’eva, I. A. Smirnov, et al.,
Fiz. Tverd. Tela (St. Petersburg) 44 (1), 175 (2002)
[Phys. Solid State 44, 181 (2002)].

Trangdlated by G. Skrebtsov

2002



Physics of the Solid Sate, Vol. 44, No. 6, 2002, pp. 1067-1070. Translated from Fizika Tverdogo Tela, \ol. 44, No. 6, 2002, pp. 1023-1025.

Original Russian Text Copyright © 2002 by Luguev, Lugueva, |smailov.

SEMICONDUCTORS

AND DIELECTRICS

The Debye Temperature and Grineisen Parameter

of the CaL a,5,—L a,S; System

S. M. Luguev, N. V. Lugueva, and Sh. M. Ismailov

Intitute of Physics, Dagestan Scientific Center, Russian Academy of Sciences,
ul. 26 Bakinskikh Komissarov 94, Makhachkala, 367003 Dagestan, Russia
e-mail: kamilov@datacom.ru
Received August 30, 2001

Abstract—The thermal expansion coefficient of solid solutionsin the Cal a,S,—L a,S; system at atemperature
of 300 K isinvestigated experimentally. The Debye temperature, the Griineisen parameter, and the isothermal
compressibility coefficient of solid solutions in the system under investigation are determined from the exper-
imental thermal expansion coefficient. It is demonstrated that, upon substitution of calcium ions for cation
vacancies in LayS;, the Debye temperature decreases, the isothermal compressibility coefficient increases, and
the Griineisen parameter remains constant for all compositions in the CalL a,S,~L&S; system. A correlation
between the ionic radii of Ca?* and La*, the concentration of cation vacancies, and the rigidity of the lattice,
on the one hand, and the Debye temperature, the Griinei sen parameter, and the isothermal compressibility coef-
ficient, on the other, is revealed for the studied samples. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Investigation into the thermal expansion coefficient
o can provide valuable information on the Debye tem-
perature © and the Griineisen parameter y. Asisknown,
the Debye temperature is determined by the highest fre-
guency of crystal lattice vibrations. Since the Debye

temperature obeys the relationship © ~ ./B/M (where

B is the quasi-elastic force coefficient and M is the
average atomic weight), the value of © can be used to
judge the strength of chemical bonding in the crystal
structure [1]. The Grineisen parameter characterizes
the anharmonicity of atomic vibrations in the crystal
lattice (in the harmonic approximation, y = 0). From the
aforesaid, it is clear that an analysis of the Debye tem-
perature © and the Griineisen parameter y enables one
to reveal the specific features of interatomic bonds and
to gain a deeper insight into the dynamic properties of
crystals.

Crystalline materials based on solid solutionsin the
CalLa,SL a,S; system show considerable promise for
useininfrared technology [2]; however, their properties
are not clearly understood. To our knowledge, reliable
data on the Debye temperature and the Griineisen
parameter for solid solutions in this system are not
availablein theliterature, except for the Debye temper-
ature of the boundary composition La,S; [3, 4].

Lanthanum trisulfide L&a,S; crystallizes in a ThyP,-
type structure with a large number of vacancies in the
cation sublattice in such a way that each ninth cation
site is vacant. Electrically, the La,S; trisulfide is a
dielectric. The cation vacancies can befilled either with
trivalent and divalent rare-earth metal ions or with diva-

lent alkaline-earth metal ions. In the case when the cat-
ion vacancies are filled with trivalent rare-earth metal
ions, specifically with La®* ions, two valence electrons
are involved in chemical bonding and the third electron
passes into the conduction band. As a consequence, the
LasS, tetrasulfide in which all the cation vacancies are
completely filled exhibits metallic conduction. If the
cation vacancies are filled with divalent alkaline-earth
metal ions, for example, with Ca?* ions, the compound
contains no free electrons and remains dielectric. All
compositions in the CaLa,S—LaS; system have a
ThyP,-type structure [5]. Compoundswith aTh;P,-type
structure are characterized by ion-covalent interatomic
bonds [3]. In these compounds, metal—sulfur ion-cova:
lent bonds are combined with sulfur—sulfur covalent
bonds. When the cation vacancies are filled with diva-
lent calcium ions, the newly formed calcium—sulfur
ion-covalent bonds accept electrons from sulfur—sulfur
covalent bonds. This leads to a weakening of chemical
bonds in the compounds.

In the present work, we measured the thermal
expansion coefficient a of solid solutions in the
CalLa,SL a,S; system in order to obtain reliable data
on the Debye temperature © and the Griineisen param-
eter v, to elucidate the nature of interatomic bonds, and
to reveal the dependence of these characteristics on the
composition of compounds in the CalLaS,—LaS;
system.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

The samples used in the measurements were pre-
pared according to the procedure described earlier in

1063-7834/02/4406-1067$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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[6]. X-ray diffraction analysisrevealed that all the stud-
ied samples have a ThyP,-type structure. The thermal
expansion coefficient a was measured using a quartz
dilatometer with a capacitive sensor [7].

3. RESULTS AND DISCUSSION

Figure 1 presentsthe results of our measurements of
the thermal expansion coefficient a for samplesin the
CalLa,SL a,S; system and the data available in the lit-
erature on the thermal expansion coefficient for La,S;
[8] and CalLa,S, [2]. It is seen that our results are in
close agreement with the available data. Thisfigure also
shows the dependence of the lattice parameter a on the
composition of solid solutions in the CaLa,S,—La,S;
system[6]. Ascan be seenfrom Fig. 1, adecreaseinthe
lattice parameter for the CalLa,S,—LaS; system is
accompanied by an increase in the thermal expansion
coefficient. In general, adecrease in the lattice parame-
ter a correspondsto an increasein the interatomic inter-
action, which, in turn, resultsin a decrease in the ther-
mal expansion coefficient a. Upon addition of CaS to
La,S; in the system under investigation, Ca?* ions
occupy cation vacancies and partially substitute for
La* ions. Sincetheionic radius of Ca?* is considerably
smaller that theionic radius of La®*, theinteratomic dis-
tance decreases. At the same time, the difference
between the electronegativities of calcium and sulfur is
larger than that of lanthanum and sulfur. Consequently,
the calcium—sulfur bond exhibits a more pronounced
ionic character as compared to the lanthanum-—sulfur
bond. Therefore, in the case when the calcium ions
occupy cation vacanciesin the CaLa,S,— a,S; system,

—18.72
141 ]
oL
18.70 ¢
T:d i ]
L ol 18.68
o u
- s 3
10 94 o
| | | | | |
CaLazs4 0.6 0.8 Lazs3

Fig. 1. (1) Composition dependence of thelattice parameter
[6] and composition dependences of the thermal expansion
coefficient for (2) solid solutionsin the Cala,S;,—L 8,S;3 sys-
tem (our data), (3) CalL &S, [2], and (4) LayS3 [8].
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the lattice parameter decreases and interatomic bonds
become weaker. This explains the lack of any correla
tion in the composition dependences of the thermal
expansion coefficient a and the lattice parameter a for
compounds in the studied system.

The Debye temperature of Cala,S, was determined
from the experimental data on the thermal expansion
coefficient a and the data available in the literature [9]
on the elastic constants for this compound. The thermal
expansion coefficient and the Debye temperature are
related by the following expression [10, 11]:

C
— (€
V;/s A/EO(
where C isthe constant for isostructural compounds, A
isthe mean-sguare atomic weight, and V, is the volume
per atom. The coefficient C was determined from both
the empirical dependence of the thermal expansion
coefficient on the melting temperature [12], which was
derived for rare-earth sesguichalcogenides with a
ThyP,-type structure, and the Lindemann formula [13].
We calcul ated the Debye temperature from formula (1)
using experimental data on the thermal expansion coef-
ficient for CalLa,S, and obtained © = 273 K. On the
other hand, the Debye temperature can be expressed

through the elastic constants according to the formula
[14]

Here, B is the constant, ¥ is the isothermal compress-
ibility coefficient, M isthe average atomic weight, and
p isthe density. In our case, the density used in the cal-
culation was taken from [9]. The isothermal compress-
ibility coefficient x was calculated from the Poisson
ratio v and Young's modulus E according to theformula
[15]

X = _§Q_E_.2_\Q_ (3)

The Poisson ratio v and Young's modulus E for
CalL a,S, weretaken from [2]. By substituting these data
into formulas (2) and (3), we cal culated the Debye tem-
perature of the CalLa,S, compound: @ = 284 K. It is
seen that this result agrees satisfactorily with the ©
temperature found from the experimental dataon a. On
this basis, we used relationship (1) to determine the
Debye temperature of other compounds in the
CaLa,SL a,S; system for which data on the elastic
constants are unavailable.

The calculated dependence of the Debye tempera-
ture © on the number of cation vacancies per unit cell
for the studied samplesin the CaLa,S,—La,S; systemis
shown in Fig. 2. It can be seen from Fig. 2 that, upon
substitution of calcium ions for cation vacancies, the
Debye temperature decreases. A similar decreasein the
Debye temperature © is observed upon filling of cation
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vacancies in the La;S,—LaS; [4] and La;Te,~La,Te;
[16] systems, which are isostructural to the Cala,S,—
La,S; system. At first glance, the fact that the Debye
temperature © decreases with a decrease in the degree
of structural imperfection seems to be unexpected.
However, as was noted above, this behavior of the
Debye temperature can be associated with adecreasein
the number of covalent bonds upon filling of cation
vacancies.

Figure 2 also depicts the dependence of the Debye
temperature © on the number of cation vacancies per
unit cell for samplesin the La;S,—L a,S; system [4]. In
this case, the Debye temperature was determined from
the heat capacity measurements [4]. It was found that,
upon filling of cation vacancies with La®* ions in the
La;S,L aS; system, the Debye temperature decreases
drastically with a decrease in the number of vacancies
beginning from the compoasition LaS, 4,. According to
Ikedaet al. [4], the decrease observed in © upon chang-
ing over from L&S; with a high content of defects to
defect-free LasS, is associated with a weakening of
chemical bonds due to the screening of interatomic
interactions by free electrons whose concentration
increases upon filling of cation vacancies with La*
ions. In the range where the number of vacancies per
unit cell is larger than 0.8, the Debye temperatures for
both systems are close in magnitude and change in a
similar manner with a change in the number of vacan-
cies. Inthisrange of compositions, the concentration of
freeelectronsinthe La,S,—La,S; systemisstill not very
high and the electron screening of chemical bondsis of
little importance. The observed decrease in the Debye
temperature in the aforementioned composition range
is due primarily to an increase in the average atomic
weight upon filling of the cation vacancies with La®*
ions. In the CalLa,S,—L&S; system, no screening of
interatomic bonds by free el ectrons occurs and the aver-
age atomic weight decreases upon filling of the cation
vacancies. A decrease in the average atomic weight
should lead to an increase in the Debye temperature ©.
It seems likely that the weakening of chemical bonds
upon filling of the cation vacancies with Ca?* ions
would be more pronounced than that in the case of La®*
ionswithout regard for the screening of chemical bonds
by free electrons.

The Griineisen parameter was determined from the
relationship

3aV,
-G’ “

where C, is the atomic heat capacity at a constant vol-
ume. Asfar as we know, experimental data on the heat
capacity of the compounds under investigation are
unavailable, except for the composition La,S;. For this
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Fig. 2. Dependences of the Debye temperature on the num-
ber of cation vacancies per unit cell for solid solutions in

(1) CaLayS;—L a,S3 (our data) and (2) LagS;—L 8,S3[4] sys-
tems.

reason, the heat capacity C, was calculated from the
Debye interpolation formula[17]:

- 2 @0_9,.0
C. = 3CDEH-2o % )

where k is the Boltzmann constant and D is the Debye
function. The satisfactory agreement between the
results of our calculations of the heat capacity C,
according to formula (5) and the experimental data on
the heat capacity of La,S; [18] lends support to the
validity of the use of formula (5) in our case. The cal-
culation of the Griineisen parameter from relationship
(4) using the elastic constants taken from [2], experi-
mental dataon the thermal expansion coefficient a, and
the heat capacity C, calculated from formula (5) dem-
onstrated that, for Cala,S,, the Griineisen parameter y
isequal to 1.60. For other compoundsin the Cala,S,—
L&,S; system whose el astic constants are unknown, the
isothermal compressibility coefficient x was deter-
mined from the following relationship [10]:

aV, = Kx, (6)

where K isthe constant for the given class of materials.
The numerical value of K was obtained from the ther-
mal expansion coefficient a and the isothermal com-
pressibility coefficient x for CalLa,S,. The Griineisen
parameter y for the other compounds studied in the
CaLa,SL a,S; system was determined using the iso-
thermal compressibility coefficient x calculated from
relationship (6). The calculated dataonx and yfor solid
solutions in the Cal &S, &S; system are given in the
table. Our calculations proved that the Griineisen
parameter for compoundsin the Cal a,S,~L &S; system
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Debye temperatures ©, Griineisen parametersy, and isother-
mal compressibility coefficients x for solid solutions in the
CalLa,S—L a,S; system at 300 K

Composition 0,K y X 107 Part
LayS; 297 1.60 1.17
0.9La,S;-0.1CaS 288 1.60 123
0.8L&a,S;-0.2CaS 281 159 1.28
0.7La,S;-0.3CaS 277 1.60 134
0.6L3,S;-0.4CaS 275 1.59 1.42
Cala,S, 273 1.60 1.50

remains virtually constant. The constancy of y can be
explained by the fact that the decrease in the number of
vacancies in the crystal leads to a decrease in the aver-
age atomic weight (the factor responsible for the
decrease in the degree of anharmonicity of interatomic
interactions) and an increase in the degree of ionicity of
the chemical bonds (the factor responsible for the
increase in the degree of anharmonicity).

4. CONCLUSIONS

Thus, we performed the experimental investigation
of the therma expansion coefficient. The results
obtai ned were used to determine the Debye characteris-
tic temperature, the Griineisen parameter, and the iso-
thermal compressibility coefficient for compounds in
the CaLa,S,— a,S; system. The decrease observed in
the Debye temperature for the studied system indicates
that, upon transition from La,S; to Cal.a,S,, the substi-
tution of Ca2* ionsfor cation vacancies brings about an
increase in the ionicity and aweakening of interatomic
bonds. The isothermal compressibility coefficient
increases as the cation vacancies are filled with Ca?*
ions, and the Grineisen parameter remains virtually
insensitive to changes in the composition.
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Abstract—Ordered, closely packed, defect-free one-, two-, and three-layer thick films of SiO, spheresof diam-
eter D varying from 0.6 to 1.4 um were obtained. Their optical transmittance and reflectance spectrawere mea-
sured intherange 0.3-2.5 eV. The one-layer structuresreveal atransmittance minimum whose spectral position
is described by the Bragg law with the plane separation equal to the sphere radius D/2. As the number of the
layersincreases, a spectral feature appears which signals the formation of a photonic gap in the 111direction
of thefcc crystal lattice and is determined by the distance between the {111} planesequal to 0.816D. The spec-
tra of two- and three-layer structures measured with a diverging light beam contain additional lines originating
from the formation of photonic gaps by the {211} and {221} planes. © 2002 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Materials with a photonic gap, called photonic crys-
tals, have been recently attracting increasing interest,
which stems from their application potential in opto-
electronics [1]. The numerous studies of natural and
synthetic opals, which represent three-dimensional
arrays of closely packed amorphous SiO, spheres vary-
ing in diameter from 0.2 to 0.5 um, have shown that in
the visible region, they exhibit properties characteristic
of photonic crystals [2-6]. An intense search is pres-
ently under way for photonic structures with gaps near
1.5um(7, 8.

To develop such opal-based photonic crystals, SiO,
spheres about 1 um in diameter are required. The pro-
cesses of sedimentation and ordering of large SIO, par-
ticlesare poorly studied. Moreover, some authors main-
tain that particles 0.4 umin size and larger do not order
in the course of sedimentation [9, 10]. Structural stud-
ies of bulk opa samples showed them to be polycrys-
talline materials with single-crystal domains typically
tens of micronsin size [3]. The largest ordered regions
in the best bulk samples do not exceed 200 um in size
[3]. The mechanism by which structural defectsformin
bulk opal samples remains unclear.

Preparation of thin, large-area, close-packed films
of SiO, spheresis, in our opinion, a more controllable,
bottom technological process than sedimentation of
bulk samples and would broaden their application
potential in the near future. Considerable progress has
been demonstrated in recent years in this area [11].
Moreover, investigation of thin films of SIO, spheres
could make it possible to follow the formation of struc-
tural defectsin the transition to bulk opal samples and
shed light on the mechanism of their formation.

In a recent publication [12], we reported on the
preparation of uniform monolayers of ordered SO,
spheres on glass substrates a few square centimetersin

area. The maximum dimensions of ordered regions
(domains) in a film reach 600 um. At the substrate
periphery, one observes the formation of multilayer
structures (two or more particle layers).

Here, we report an a study of the optical transmit-
tance and reflectance spectra in the spectral range 0.3—
2.5 eV from one-layer defect-free films as afunction of
the size of SIO, spheres, which was varied from 0.5 to
1.4 um. We also studied the variation of optical spectra
observed to occur as one crosses over from a one- to
two- and three-layer defect-free structure of SO,
spheres 1.05 um in diameter.

2. EXPERIMENTAL TECHNIQUES

Closeness in size of the nano- and microspheres of
silicon oxide is a crucial condition of preparation of
ordered opal structures. In this work, we prepared uni-
form silicate spheres through the hydrolysis of tetra-
ethyl orthosilicate (TEOS) in asolution of ethyl acohol
in the presence of ammonium hydroxide, a process
known as Stober’s method [13].

Using this method, we prepared spheres over a
broad range of diameters (0.1 to 1.6 um), with a devia-
tion of no more than 5% from the average size. Spheres
with diameters above 0.5 um were obtained in two
stages. In the first stage, spheres ranging in diameter
from 0.1 to 0.5 um were obtained, which were subse-
guently used as seeds to produce particlesup to 1.6 um
insize.

Uniform films of SiO, spheres were prepared by a
combination of natural sedimentation with capillary
extraction. The experiments were carried out at 20 +
2°C. Glass plates measuring 70 x 25 x 2 mm served as
the substrates.

The structure of the films thus prepared was studied
with ascanning el ectron microscope (SEM); in the case

1063-7834/02/4406-1071$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. A region of a one-layer film of close-packed SiO,

spheres measuring 1.05 um. Theimage was obtained with a
scanning €lectron microscope.

Fig. 2. Part of the boundary between aone- and atwo-layer
film of SiO, spheres measuring 1.05 pm, with square struc-
tures forming along the whole boundary. The image was
obtained with a scanning el ectron microscope.

of SiO, spheresabout 1 um in diameter or greater, with
aconventional optical microscope as well.

Spectral measurements were performed at room
temperature by two methods. In the first method, opti-
cal transmittance spectra of monolayers of SO,
spheres in a parallel light beam were recorded in the
spectral region from 0.6 um (2.07 eV) to 2.3 um
(0.54 eV). The analyzed region of the film was about
1 mminsize.

Most of the measurements reported in this work
were carried out by the second, microscopic—spectral
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method. It makes use of an optical microscope, and the
spectra were obtained from a region 80 um in size.
Within the spectral range from 4 to 1.1 pm (0.3 to
1.1 eV), the spectra were measured with an IR micro-
scope of a Fourier spectrometer. In the region from 1.1
to 0.5 um (1.1 to 2.5 eV), another spectral setup pro-
vided with an optical microscope was employed. Inthis
case, in contrast to the first method, optical transmit-
tance and reflectance spectra were measured in a con-
verging light beam. The light cone angle was £16°.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 presents an SEM image of a one-layer film
of SIO, spheres 1.05 um in diameter. Numerous exam-
inations of one-layer films have shown that they always
feature the closest packed structure (triangular arrange-
ment of spheres). In an fcc lattice, these layers corre-
spondtothe{111} face. Thedomainsinafilmtypically
vary insizefrom 10 to 50 um. The largest domains may
be aslarge as afew hundred microns.

The microstructure of atwo-layer film isthe closest
hexagonal packing of spheres, with the packing in the
first and second layers being correlated. However,
along the whole boundary separating regions with one-
and two-layer films, one observes sparsely packed
sguare structures (Fig. 2). Such structures are also seen
at transitions between two- and three-layer films, etc. In
the case of thin films, a close-packed perfect crystaline
structureis seen to form. We obtai ned perfect monolay-
ersabout 0.5 x 0.5 mm in size. The dimensions of sin-
gle-domain regionsin three-layer structureswere of the
order of 0.1 mm.

Figure 3 shows optical transmittance spectra of
monolayers of SiO, spheres, with diameter D from 0.6
to 1.4 um, measured by the microscopic—spectral
method. The decrease in sample transparency with
increasing photon energy is associated with the Ray-
leigh (elastic) light scattering from the spheres. In the
limit of large wavelengths A, the cross section of light
scattering from aparticle of size D issmall and propor-
tional to (D/A\)*. Scattering losses become noticeable
when the particle size is comparabl e to the wavel ength.
Therefore, as the sphere diameter decreases, the trans-
mission edge associated with scattering shifts naturally
toward the violet region.

All spectra in Fig. 3 have an absorption line at
0.42 eV (0J3400 cmt), which does not vary in spectral
position with variation of the sphere diameter. Thisline
is of an extrinsic nature and will be discussed below.

Against the background of slowly varying transmit-
tance, a broader line is observed whose spectral posi-
tion depends on the diameter of the S O, spheres. When
measured in a paralel light beam, its hafwidth is
50 nm. If, however, the spectra are obtained with a
microscope, the halfwidth increasesto 90 nm, whichiis
accounted for by the position of thistransmittance min-
imum being angle-dependent.
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Figure 4 plots the dependence of the wavelength A
corresponding to this minimum on the sphere diameter
D. The experimental valuesfit, with high accuracy, to a
straight line described by Bragg'sdiffraction law NA, =
2n4dsinB®, where N is the diffraction order, ng is the
effective refractive index of the SO, spheres/air com-
posite, d istheinterplanar distance, and 68 isthe Bragg
angle (at normal incidence, 68 = 90°). Thus, the line
changing its spectral position with variation of the SO,
sphere diameter results from interference of the light
wave striking the sample and the wave that has under-
gone Bragg scattering from a monolayer of SO,
spheres. Assuming N = 1, as is usually observed in
opal-type photonic crystals, we cometo ng = 1.316 and
d=D/2 =r, wherer isthe sphere radius.

Thisvalue of ng; isnoticeably less than the effective
refractive index 1.348 of a bulk fcc crystal made up of
SO, spheres, whose material has a refractive index
Ngn [11.45. This discrepancy can be readily assigned to
the smaller volume filling factor f of a monolayer com-
pared with that for a bulk crystal, in which the spheres
of each subsequent layer fit into the depressions
between the spheres of the preceding layer. Calculation
of f for a closely packed monolayer yields f = 10/(3 x
3Y2), which differs from f = 1/(3 x 2'2) for a closely
packed three-dimensional structure. The value of ng
for amonolayer can be calculated roughly by averaging

the dielectric function € = ng = 2 f + na(1— f),
Here, n, istherefractive index of the medium filling the
space between the spheres (for air, n, = 1). Then, we
obtain ng = 1.29, which is not very far from the exper-
imental value of 1.316.

That the relation displayed in Fig. 4 is determined
by theinterplanar distance d equal to theradiusr rather
than to the diameter of the spheres D might, at first
glance, appear strange. It would seem that it is the
thickness D of afilm of SiO, spheres and its effective
refractive index ng; that should determine the path dif-
ference for the two interfering waves. Assuming that in
actual fact d = D, the observed transmittance minima
should be due to second-order diffraction (N = 2). In
this case, one should expect the presence of deeper
transmittance minima originating from first-order dif-
fraction and lying at wavelengths equal to twice the
experimental values for A, in Fig. 4. Therefore, optical
transmittance spectra of the samples under study were
also measured in the IR range up to 4 um (the absorp-
tion edge of the glass substrate). In Fig. 3, the crosses
identify the assumed positions of the transmittance
minima corresponding to the first diffraction order for
an interplanar distance d = D. As is evident from the
experimental spectra, if such minima do exist, their
depth is substantially lessand width is much larger than
those of the minima associated with second-order dif-
fraction. Further, the dependence of the spectral posi-
tion of the weak transmittance minima on the sphere
diameter does not obey Bragg's law. Thus, the diffrac-
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Fig. 3. Optical transmittance spectra T of a monolayer of
SiO, spheres on a glass substrate. The spectra were trans-
lated vertically for convenience and were obtained with
sphere diameters of 1.40, 1.12, 1.05, 0.96, 0.86, 0.80, 0.70,
and 0.60 pum, bottom to top, respectively.
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Fig. 4. Wavelength A of the minimain the optical transmit-
tance spectra of a monolayer of SiO, spheres plotted vs.

their diameter D. The straight lineisalinear fit to the exper-
imental data.

tion features seen in Figs. 3 and 4 are due to first-order
diffraction at an interplanar distance d in Bragg's rela-
tion, which is equal to the sphereradiusr.

Thisresult can be explained in terms of the theory of
diffraction of a plane electromagnetic wave from a
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Fig. 5. Spectra of the optical density —InT (solid lines) and
of reflectance R (dot-and-dash curves) for a structure of (a)
one, (b) two, and (c) three perfect, closely packed layers of
SiO, spheres 1.05 pm in diameter. Dashed lines show a
decomposition of the spectrainto constituents in the region
of impurity line Aand line C.

homogeneous sphere. The fundamentals of this theory
were published by G. Miein 1908. The specific features
of diffraction from a homogeneous sphere are
described, for instance, in [14]. It was established that
the light scattered by a sphere represents a set of spher-
ical waves emanating from its center. Thus, in our case,
the planes featured in Bragg'slaw are the plane passing
through the centers of the SiO, spheres and the surface
of the glass substrate on which these spheres are
located.

To study the intensities of the lines observed in the
transmittance spectra and their variation with increas-
ing number of SiO, sphere layers, we measured trans-
mittance and reflectance spectra of perfect structures
consisting of one, two, and three layers of SO, spheres
1050 nmin diameter. Filmswith larger spheresare here
preferable, because, in contrast to spheres of a smaller
diameter, one can readily check here the number of lay-
ers and the degree of their perfection with an optical
microscope. The results of these studies are presented
in Fig. 5 in the form of optical density spectra —InT,
where T is the transmittance, as well as of reflectance
spectra R.

The monolayer optical density spectrum (Fig. 5a)
exhibitsabroad line B (hv = 0.49 V) in addition to the
impurity line A (photon energy hv = 0.42 eV) and afea
ture C (hv = 0.91 eV) which changes its spectral posi-
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tion with variation of the sphere diameter. As aready
mentioned, attempts to interpret line B as being due to
first-order diffraction with an interplanar distance equal
to the sphere diameter fail, because its spectral position
doesnot vary regularly with the sphere diameter. More-
over, estimation of the effective refractive index for this
line yields a very low value of ng [11.20. It should be
pointed out that light reflectance spectra of amonolayer
of SIO, spheres exhibit no maximain the region of line
B and even of line C, which is certainly of diffraction
nature. This is apparently associated with extremely
weak light reflection from this structure.

A linewith hv = 0.52-0.53 eV, to which a maximum
in the reflectance spectrum corresponds, appears in the
optical density spectrum of the closely packed perfect
structure of two SiO, sphere layers (Fig. 5b) in the
region of the B line. The fact that the maxima in the
optical density and reflectance spectra coincide argues
for the diffraction nature of thisline. Its spectral posi-
tion fits, with good accuracy, Bragg's law with ng =
1.34, which is close to the effective refractive index of
a bulk fcc crystal constructed of SiO, spheres (ng =
1.348). In this case, the interplanar distance d =
(2/3)Y2D O 0.8165D corresponds to the distance
between the adjacent { 111} planesin the close-packed
fce structure of SiO, spheres with diameter D.

When the second layer is deposited, line C shifts
toward higher energies by about 0.03 eV (hv O
0.94 eV). Thus, deposition of the second layer of
spheres results in a decrease in the effective refractive
index (by about 3%) for the diffraction feature deter-
mined by the substrate plane and the plane passing
through the centers of thefirst-layer spheres. Thiseffect
may be interpreted as a result of the first-layer spheres
being pushed apart by those of the second layer.

A broad feature E appears in the optical density
spectrum of the two-layer structure and is accompanied
by the corresponding broad line in the refl ectance spec-
trum.

As the third layer of SiO, spheres is deposited
(Fig. 5¢), the intensity of the hv = 0.52-eV line
increases in both the optical-density and reflectance
spectra. It isthisbehavior that should be expected inthe
formation of aphotonic gap with increasing the number
of SiO, sphere layers. Line C dlightly narrows com-
pared with the spectra of the mono- and bilayer struc-
tures, but the position of its maximum (hv = 0.94 eV)
remains the same as in the two-layer structure. Signifi-
cantly, the intensity of this line in the optical-density
and reflectance spectra does not grow with increasing
the number of layersin the structure, in contrast to the
linewith hv =0.52 eV, which is produced by diffraction
from the {111} planes. Thisis an additional argument
for line C not being aresult of second-order diffraction
in a structure with the interplanar distance correspond-
ing to the {111} planes. Thisfeature forms only within
the first layer of SiO, spheres and is determined by the
interplanar distance being equal to the sphere radiusr.
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After athird layer of SIO, spheres has been depos-
ited, the E feature, which formed in the two-layer struc-
ture, splitsinto two lines, F (hv =0.69 eV) and G (hv =
0.84 V), in both the optical-density and reflectance
spectra. The most probable origin of these linesis dif-
fraction caused by the formation of additional planes
inclined to the {111} plane.

To check this assumption, we studied the changesin
the transmittance spectra of the three-layer structure
produced by variation of the cone angle y of the light
beam passing through the sample. The angle y was var-
ied by means of anirisdiaphragm built into the measur-
ing system. As seen from Fig. 6, in reducing y from
+16° to +7°, the limit, determined in our case by the
design of the microscope mirror objective, virtually
does not affect the 0.52 and 0.94-eV lines. At the same
time, line G disappears and line F shifts toward shorter
wavelengths, with its intensity also decreasing with
decreasing y. This behavior of the F and G lines sug-
geststhat they arerelated to light diffraction from other
planes of the structure which are inclined relative to
{111}.

A rough calculation shows that such planes can be
{211} and {221} for lines F and G, respectively.
Because the {211} and {221} planes are inclined to
{111} by 19.5° and 15.8°, respectively, the light beams
striking these planes at a close to normal angle (6% [
90°) should provide a substantial contribution to the
transmittance spectrum for large y. As y decreases to
+7°, thelight beam diffraction angle decreases to about
68 O 70°. In accordance with Bragg's relation, this
should entail a decrease in A, which is seen clearly to
occur with line F. Moreover, it is well known that a
decrease in 68 also reduces the intensity of the diffrac-
tion minimum in the transmittance spectrum of opal [2,
6]. Thisiswhy the intensities of the F and G lines fall
off with decreasing y. In the first diffraction order (N =
1), the maxima in the optical-density spectrum (Fig. 6)
that are determined by the {211} and {221} planes
should be observed at hv = 0.75 and 0.93 eV, respec-
tively. These values compare satisfactorily with the
experimental values hv = 0.69 eV (line F) and hv =
0.84 eV (line G). The slight disagreement can be asso-
ciated with the fact that the estimation was based on the
linear Bragg approximation. This discrepancy will be
smaller if the dynamic approximation is employed.

In closing, we consider line A with hv = 0.42 eV
(C3400 cm™Y), whose spectral position does not change
with variation of the SO, sphere diameter (Fig. 3).
Obviously enough, thisline originatesfrom animpurity
containing O—H groups. The feature with hv = 0.45 eV
seen on its high-energy wing is apparently associated
with the manifestation of N—H bonds. The presence of
these impuritiesin the SiO, spheresis a consequence of
the use of alcohol and NH; in the preparation of the
structures. It was found that while the halfwidth of this
line does not change under variation of the SiO, spheres
in size, its intensity in the optical-density spectrum is
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Fig. 6. Optical-density spectra (-InT) of a perfect three-
layer film of SiO, spheres 1.05 pm in diameter measured

with the light cone angle y reduced from £16° (bottom) to
+7° (top). The spectra were translated vertically by 0.2 for
the sake of convenience.

proportional to their diameter. On the other hand, the
intensity of this line in the optical-density spectra is
proportional, for agiven sphere diameter, to the number
of SiO, spherelayers, with the line shape remaining the
same with variation of the number of layers (Fig. 5).
Thus, thisline can be used in estimating the number of
layers of SiO, spheresin structures with both large and
small spheres.

4. CONCLUSION

In summary, we have prepared ordered, closely
packed one-, two-, and three-layer structures of SO,
spheres 0.6 to 1.4 um in diameter on glass substrates
and measured their optical transmittance and reflec-
tance spectrain the range extending from 0.3 to 2.5 eV.
In one-layer structures, a reflectance minimum has
been revealed whose position fits to Bragg's law with
the interplanar distance equal to the sphere radius. It
was established that this diffraction featureformsin the
interference of light waves diffracted from SiO, spheres
with waves reflected from the substrate surface. As the
number of layers in a structure increases, a feature
appears in its optical spectra, which indicates the for-
mation of a photonic gap in the [1110direction of the
fcc crystal lattice and is determined by the separation
between the {111} planes. The spectra of two- and
three-layer structures measured with a diverging light
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beam exhibit additional lines caused by the formation
of photonic gaps due to the {211} and {221} planes.
These additional lines disappear when a close-to-paral-
lel light beam is used.

An absorption line originating from impurities
which contain O-H and N—H bonds was observed in
the spectra of the structures studied. It was shown that
thisline can be used to estimate the number of layersin
ordered structures of SiO, spheres.
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Abstract—The chemical exchange of deuteronsin apartly deuterated ammonium hydrogen selenate crystal is
investigated by deuteron magnetic resonance (°H NMR) spectroscopy over a wide range of temperatures. The
changes observed in the line shape of the NMR spectra at temperatures above 350 K are characteristic of chem-
ical exchange processes. The exchange processes are thoroughly examined by two-dimensional °H NMR spec-
troscopy. It isestablished that, over the entire temperature range, only deuterons of hydrogen bondsareinvolved
in the exchange and the rates of exchange between deuterons of all types are nearly identical. No deuteron
exchange between the ND, groups and hydrogen bonds is found. A new model of proton transport in ammo-
nium hydrogen selenate is proposed on the basis of the experimental data. This model makesit possible, within
a unified context, to explain al the available experimental data, including macroscopic measurements of the
electrical conductivity. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Considerable recent interest expressed by research-
ersin crystalswith ahighionic conductivity stemsfrom
both important practical applications of these com-
pounds and the basic problems concerning electrical
conductivity in superionic crystals [1-4]. In this
respect, crystals whose structure involves quasi-one-
dimensional chains of hydrogen bonds are of particular
importance. These crystals are good model objects for
use in verifying different assumptions on microscopic
mechanisms of ionic conductivity. Ammonium hydro-
gen selenate (AHS) NH,HSeO, belongs to these crys-
tals. Inthe structure of AHS crystals, infinite quasi-one-
dimensional chains are formed by SeO, tetrahedra
joined through protons of hydrogen bonds. The deuter-
ation of AHS makes it possible to apply the powerful
method of nuclear magnetic resonance (NMR) at qua-
drupole nuclei to perform research into proton (deu-
teron) transport. In addition to conventional Fourier-
transform NMR spectroscopy, elementary processes of
deuteron chemica exchange have been investigated by
two-dimensional (2D) NMR spectroscopy. As a rule,
the 2D NMR data are compared with the results of
dielectric measurements performed over a wide range
of frequencies (10-10° Hz). Dielectric measurements
at very low frequencies permit oneto increase apprecia-
bly the accuracy in determination of the dc conductivity
04 and to compare quantitatively the results of dielec-
tric and NMR measurements for AHS crystals. The
structure and properties of AHS single crystals have
been described thoroughly in our earlier works [4—7].

In the present work, we analyzed our results with the
aim of elucidating the microscopic mechanism of pro-
ton transport in AHS crystals.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Partly deuterated (25%) AHS crystals were grown
from an agueous solution containing an excess of
H,SeO, and the appropriate amount of heavy water.
Protons involved both in ammonium groups and in
hydrogen bonds were partly replaced by deuterons. The
degree of deuteration was chosen reasoning from the
specific features of the phase diagram of the
NH,HSeO, compound, which, at a growth temperature
of 30°C and a degree of deuteration higher than 45%,
crystallizes in another phase [8]. The nuclear magnetic
resonance and dielectric measurements were per-
formed with the same samples. The?H NMR investiga-
tions were carried out on a BRUKER MSL 300 NMR
spectrometer operating at a Larmor frequency of
46.073 MHz. The width of a 90° pulse was equal to
approximately 4 ys. A spin echo sequence with atime
interval of 25 s between pulses was used in order to
exclude the effect of the dead time of the NMR spec-
trometer receiver. Moreover, proton decoupling was
applied to suppress the broadening of 2H NMR lines
due to the dipole—dipoleinteraction with the remaining
protons. The two-dimensional NMR measurements
were performed using the following spin echo
sequence:  (T02)—t~(TV2)_ T ~TV2)~THT12)~T—1,,
where t; is the evolution time, t, is the measurement
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time, T isthetimeinterval between pulses, and t,,isthe
mixing time. The dielectric susceptibility was mea
sured on a Schlumberger Solartron 1255 HF Frequency
Response Analyzer in the frequency range from 102 to
10° Hz. Samples approximately 0.8 mm thick were cut
from the AHS single crystal. For dielectric measure-
ments, electrodes were prepared in the form of thin
gold films applied to the sampl e surface under vacuum.

3. RESULTS AND DISCUSSION

The most interesting features inherent in the AHS
crystal are as follows: the ferroelectric state associated
with ordering of protons involved in hydrogen bonds,
the incommensurate phase [6, 7], and the protonic con-
ductivity [1-3]. Inthe parag ectric phase, theAHS crys-
tal is characterized by a monoclinic unit cell with space
group B2 and the lattice parameters a = 19.745 A, b =
4611 A, c=7552A, andy = 102.56° [9]. The crystal

structureis built up of Seoi‘ tetrahedral ionsjoined by
hydrogen bonds into infinite chains aligned along the
ferroelectric axisb (Fig. 1). The SeO, groups are linked
by ammonium ions along the two other axes a and c.
Hydrogen bonds between the different structural
groups SeQ, considerably differ from each other. The
length of the hydrogen bonds between the Se(1)O,
groups (o bonds) is equal to 2.56 A, and the length of
the hydrogen bonds between the Se(2)O, groups (B
bonds) is2.59 A (Fig. 1). In the paraglectric phase, pro-
tons of the a bonds are disordered dynamically [6, 7].
Reasoning from the analysis of the IH NMR spectra
and measurements of the H spinattice relaxation
time, Moskvich et al. [1] assumed that theisotropic dif-
fusive mation of ammonium groups and protons of

Fig. 1. Structure of NH4HSeO, in the paraelectric phase. A
half of the unit cell is shown. Wavy lines indicate hydrogen
bonds between the oxygen atoms of the SeO, groups.
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hydrogen bonds occursin the paragl ectric phase. These
authors proposed a microscopic mechanism of proton
transport through a correlated reorientation of SeO,
groups with a sequential exchange of protons between
SeQ, groups along an infinite chain of hydrogen bonds.
In this case, the activation energy for reorientational
motion of SeO, groupsisacontrolling factor of the pro-
ton hopping rate. It should be noted that the activation
energy for reorientational motion of SeO, groups is
approximately equal to the activation energy for isotro-
pic diffusion of ammonium groups which contribute
significantly to the electrical conductivity of the crystal
[1, 2]. However, for the most part, al these assumptions
are based on analyzing the temperature dependence of
the second moment (linewidth) of the *H NMR spectra.
It is known that, over the entire temperature range, the
'H NMR spectrum consists of a single line whose sec-
ond moment is predominantly determined by the
dipole—dipole interactions between protons of ammo-
nium groups [1]. In our opinion, these investigations
cannot provide detailed information on the microscopic
mechanism of proton transport in the AHS crystal.

In this work, the microscopic characteristics of
ammonium hydrogen selenate are determined from the
°H NMR spectra of a partly deuterated AHS crystal.
Unlike protons, deuterium nuclei possess a quadrupole
moment. Nuclear magnetic resonance at quadrupole
nucle provides valuable information on the magnitude
and symmetry of crystal-electric-field gradients at the
studied nucleus. For astrong external magneticfield B,
when the Zeeman interaction energy substantially
exceeds the energy of interaction between the nuclear
guadrupole moment and the crystal field, the crysta
field brings about a perturbation of equidistant Zeeman
levels and a splitting of the NMR line into 21 compo-
nents (I is the nuclear spin), which are symmetrically
located with respect to the Larmor precession fre-
guency Vv, in the magnetic field By [10]. Consequently,
the NMR spectrum of deuterons (I, = 1) consists of
doublets whose number for a single-crystal sample in
the general caseis equal to the number of magnetically
nonequivalent deuterium nuclei. According to Pound
[10], the quadrupole splitting (v, — v;) can be repre-
sented by the relationship

e
Vo=V = 4_hQVIz_zAB = csz (1)
where Q isthe nuclear quadrupole moment, eistheele-
mentary charge, h is the Planck constant, and V,, is the
zth component (the magnetic field B, is aligned along
the z axis) of the electric-field gradient at the nucleus.
All the componentsV;; of the el ectric-field gradient ten-
sors for each structurally nonequivalent position of
deuterium in the crystal in the laboratory coordinate
system can be determined from the orientation depen-
dences of the quadrupole splitting within the frame-
work of the well-known Volkoff method [11]. The elec-
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tric-field gradient tensor (for simplicity, the values of
®;; in frequency units will be used instead of Vj)—a
symmetric second-rank tensor with zero spur—
accounts for the point symmetry at the position of the
nucleus under investigation. Specifically, for the a- and
[B-type hydrogen bondsinthe AHS crystal, the principal
axis ®4; of the electric-field gradient tensor approxi-
mately coincides with the direction of the O—H---O
hydrogen bond and the principal axis ®,, is perpendic-
ular to the plane of the Se-O---O bond. On this basis,
each electric-field gradient tensor can be assigned to a
particular hydrogen bond in the crystal. Thus, the mag-
netic resonance at ?H nuclei in apartly deuterated AHS
crystal appreciably extendsthe capabilities of the NMR
technique and makes it possible to determine the indi-
vidual dynamic characteristics of protons involved in
hydrogen bonds and ammonium groups.

Figure 2 displays typical temperature dependences
of the 2H NMR spectrafor an AHS crystal in the range
300400 K. These spectra were measured for a crysta
orientation at which the b axis is perpendicular to the
external magnetic field B, and the angle between the a*
axisand thefield B, isequal to 15°. For thisorientation,

the 2H NMR spectra contain two groups of lines. The
central doublets (Fig. 2a) are assigned to the deuterons
of the ammonium groups, and three doubl ets with split-
tings larger than 20 kHz (Fig. 2b) are attributed to the
deuterons of the hydrogen bonds. As is clearly seen
from Fig. 2a, no significant changes occur in the central
portion of the spectrum over the entire temperature
range of the existence of the paraglectric phase. Two
electric-field gradient tensors for the deuterons of the
ammonium groups (Table 1) were determined from the
angular dependences of the °H NMR spectra at temper-
atures T = 300 and 390 K. One tensor is similar to an
axially symmetrical tensor and corresponds to the deu-
terons of the ammonium groups in specia positions.
The other tensor is assigned to the deuterons of the
ammonium groupsin general positions. The small qua-
drupole coupling constant for these deuterons indicates
a fast reorientation of the ammonium groups in the
paraelectric phase. Therefore, in this case, the parame-
ters of the electric-field gradient tensor account for an
effective distortion of the ammonium group due to its
environment. As follows from Table 1, an increase in
the temperature leads to an insignificant change in the
parameters of both electric-field gradient tensorsin the
paraelectric phase of the AHS crystal. These findings
unambiguously demonstrate the absence of chemical
exchange between two structurally nonequivalent
ammonium groups over the entire range of the exist-
ence of the paraglectric phase. Consequently, the
hypothesisproposedin[1] regarding isotropic diffusion
of ammonium groups at 390 K should berevised. Anal-
ysisof the second moments of the ?H NMR lines broad-
ened at the expense of dipole—dipoleinteractions (here-
after, these lineswill bereferred to as the dipole-broad-
ened lines) gives results that are in agreement with the
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Fig. 2. Temperature dependences of the °H NMR spectra of
anAHS crystal in the paragl ectric phase: (a) the central qua-
drupole doublets assigned to the deuterons of the ammo-
nium groups and (b) the side peaks attributed to the deuter-
ons of the hydrogen bonds. The spectra are measured for a
crystal orientation with the b axis perpendicular to the
external magnetic field By. The angle between the a* axis

and the field By is equal to 15°.

aforementioned data and provides additional informa-
tion on the deuteron mation. The dominant contribution
to thewidth of the?H NMR lines assigned to the ammo-
nium groups is made by the intermolecular dipole-
dipole interaction of the ammonium deuterons with
each other and the dipole-dipole interaction of the
ammonium deuterons with deuterons of the hydrogen
bonds. The dipole broadening of the?H NMR lines due
to the dipole interaction of the deuterons with the
remaining protonsis suppressed by proton decoupling,
whereas the intramolecular dipole interactions of the
deuterons involved in the ammonium groups are aver-
aged through fast reorientation of these groups. Taking
into account the deuterons (with due regard for the
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Table 1. Parameters of the electric-field gradient tensors for two structurally nonequivalent ammonium groupsinthe AHS crystal

NH,4(1) NH4(2)
Tempera- | principal values |  direction cosines (magnitudes) principal values| direction cosines (magnitudes)
ture, K | of electric-field | with respect to crystallographic axes| of electric-field | with respect to crystallographic axes
gradient tensors gradient tensors

q)iia Hz a* b cDiii Hz ax b Cc

300 ®;, =-1196 0.51 0.77 0.39 ®,, =-1350 0 0 1
by, =402 0.4 0.61 0.68 ®,, =-1329 0.73 0.68 0

®4; = 1598 0.76 0.19 0.62 P45 = 2679 0.68 0.73 0

390 &, =-920 0.26 0.93 0.26 ®;, =-850 0 0 1
®,, =-519 0.47 0.35 0.81 ®,, =-1306 0.72 0.69 0

P45 = 1439 0.84 0.09 0.53 P4, = 2156 0.69 0.72 0

Table 2. Theoretical (calculated with inclusion of al the magnetic nuclei, except for protons, and arandom distribution of deuterons)
and experimental (at 300 K) second moments of the ?H NMR lines atributed to the anmonium groupsin the AHS crystal

Group NH4(2) Group NH,4(2)
Orientation
of field By M, Hz? M,, Hz2
Calculation Experiment Calculation Experiment
| la* 1.95 x 104 (2+0.2) x 10* 1.58 x 10 (L.7+0.2) x10*
|b 1.96 x 10* (2+0.2) x 10* 1.81 x 10* (2+0.2) x 10*
llc 1.5x10* (1.7+0.2) x 10* 1.1x10% (1.2+0.2) x 10*

Table 3. Theoretical (calculated as described in Table 2, except for the contribution of the dipole—dipole interaction between
the deuterons of ammonium groups and the deuterons of hydrogen bonds) and experimental (at 390 K) second moments of
the 2H NMR lines attributed to the ammonium groups in the AHS crystal

Group NH4(2) Group NH,4(2)
Orientation
of field B, My, Hz? My, Hz?
calculation experiment calculation experiment
| la* 6.89 x 10° (L.0£0.2) x 10* 6.72 x 10° (0.9+0.2) x 10*
b 1.5x 10* (1.6+0.2) x 10* 1.48 x 10% (1.6 +0.2) x 10
llc 7.61 x 103 (1.0+0.2) x 10* 7.63 x 103 (0.9 +0.2) x 10*

degree of deuteration) and other magnetic nuclei,
except for protons, we calculated the second moments
of the ?H NMR lines. The lattice sums were calculated
in a sphere of radius 40 A. The calculated second
moments are in agreement with the experimental data
at 300K (Table 2). Anincreasein the temperature leads
to a decrease in the experimental second moments of
the °H NMR lines associated with the ammonium
groups (Table 3). It isinteresting to note that the exper-
imental second moments at 390 K agree well with the
theoretical moments calculated without regard for the

dipole interaction with the deuterons of the hydrogen
bonds. This suggests a fast diffusive motion of these
protons (deuterons). More detailed information can be
obtained from analyzing the relevant lines of the NMR
spectra.

It can be seen from Fig. 2b that the side components
of the NMR spectra do not exhibit noticeable changes
in the temperature range from 300 to 350 K. The
parameters of two electric-field gradient tensorsfor two
structurally nonequivalent positions of the protons
involved in the a- and 3-type hydrogen bonds were cal -
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culated from the orientation dependences of the qua
drupole splittings at 300 K. The results of calculations
coincide with the data obtained in our earlier work [12].
At temperatures above 350 K, the side components of
the NMR spectrum become broadened (Fig. 2b). This
indicates that chemical exchange occursin a system of
hydrogen bonds in the crystal. However, the contribu-
tion of this exchange is substantially less than the qua-
drupole splitting up to the temperature of phase transi-
tion to the superionic phase (417 K). Hence, the mech-
anism of proton motion cannot be judged from these
spectra. It isonly possible to estimate the rate of chem-
ical exchange from the NMR linewidth in the frame-
work of the well-known Anderson theory (see, for
example, [13]). The calculated rates of chemica
exchange are as follows: 0.5 x 10° st at 370 K, 2 x
103st at 390 K, and 4 x 10° s at 400 K. In order to
obtain information on the microscopic mechanism of
the deuteron mobility, the exchange rate, and the acti-
vation energy of this process, we used two-dimensional
2H NMR spectroscopy. The mathematical formalism of
the chemical exchange processes and numerical calcu-
lations of the exchange rates from two-dimensional
NMR spectra have been described in anumber of well-
known works [14, 15]. Here, we outline this method
only briefly. The exchange kinetics, asarule, ischarac-
terized by the probability (rate) p;; of transferring an
atom from the position i to the position j in aunit time.
The chemical exchange can be represented by the basic
equation (see, for example, [13])

an; )
3t = zpijnj (2
j

or, in the matrix form, as n = pn with the solution
n(t) = exp(p )ny = At)Nn,. (€©)

Here, the components ny of the vector ng{ Ny, ..., NG}
are equal to the number of deuterons at the ith position
at theinstant of timet = 0 and the components n; of the
vector n(t) ={ny, ..., n;} areequal to the number of deu-
terons at the same position at the instant t = 1, The
components Ajj(t) of the exchange matrix A(t) in rela-
tionship (3) completely determine the kinetics of deu-
teron (proton) exchange in the crystal and can be
obtained from the intensities of the corresponding
peaksin the two-dimensiona 2H NMR spectra[14, 15].
In our recent work [4], the AHS crystal was thoroughly
investigated by two-dimensional °H NMR spectros-
copy. Here, we present only theresultsthat are essential
to the understanding of the microscopic mechanism of
protonic conductivity. The two-dimensional °H NMR
experiments with the AHS crystal were performed in
the temperature range 300-350 K. Figure 3 shows the
left upper quadrant of the typical total two-dimensional
2H NMR spectrum of theAHS crystal (at atemperature
of 350 K and a mixing time of 3 ms). These spectra
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Fig. 3. Two-dimensional 2H NMR exchange spectrum of
theAHS crystal at atemperature of 350 K and amixing time
of 3 ms (only the upper left quadrant is shown). The crystal
orientation isthe same asin Fig. 2. The exchangeis charac-
terized by the off-diagona peaks and occurs between deu-
terons at the positions a, ', and 3".
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Fig. 4. Temperature dependence of the deuteron exchange
rate for an AHS crystal according to 1D and 2D NMR data.

E,=8L1kImol ™ andpy=19x 10% s,

were measured at the same orientation as for the one-
dimensional (1D) ?H NMR spectradisplayed in Fig. 2.
The typical off-diagonal peaks (see, for example, [14,
15]) in Fig. 3 indicate deuteron exchange between
hydrogen bonds of two types (the a and 3 bonds) and
between magnetically nonequivalent positions of the
adjacent bonds. Note that the rates of these processes
are approximately equal to each other. The two-dimen-
sional NMR spectra unambiguously demonstrate that
no chemical exchange between the deuterons of the
ammonium groups and the deuterons of the hydrogen
bonds occurs over the entire temperature range of the
existence of the paragelectric phase. Figure 4 depictsthe
temperature dependence of the exchange rate according
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Fig. 5. Temperature dependences of the HNMR spectra of
an AHS crystal in the vicinity of the phase transition to the
superionic state: (a) the central quadrupole doublets
assigned to the deuterons of the ammonium groups and (b)
the side peaks attributed to the deuterons of the hydrogen
bonds. The crystal orientation isthe same asin Fig. 2.

to the data of one-dimensional and two-dimensional
NMR spectroscopy. The solid line in Fig. 4 represents
the approximation of this dependence by the Arrhenius
equation with the activation energy E,:

P(T) = poexp(E./RT). (4)

It should be noted that the 2D °H NMR data and the
estimates made from the 1D ?H NMR spectra at high
temperatures are in good agreement and lead to the fol-
lowing parameters of the exchange process: the activa-
tion energy is approximately equal to 80 kJ mol— and
the preexponential factor is estimated as p, = 1.9 x
10 s, This suggests that the proton mobility in the
paraelectric phase occurs through a sole mechanism,
namely, through sequential hoppings of protons from
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one chain of hydrogen bonds to the adjacent chain.
Therefore, the conductivity anisotropy intheAHS crys-
tal should beinsignificant. From theresults of dielectric
measurements 5], we determined the conductivity par-
alel and perpendicular to the crystallographic axis b
(the direction of hydrogen bond chains). Within the
limits of experimental error, no conductivity anisotropy
isrevealed in the temperature range from 300 to 350 K.
For proton exchange, the activation energies deter-
mined from our NMR data and the temperature depen-
dence of the conductivity coincide to within good accu-
racy [5]. At temperatures above 360 K, the conductivity
for both directions deviates from the Arrhenius behav-
ior toward larger values. It should be noted that these
deviationsvary from sampleto sample for the same ori-
entation. This can be explained by the high hygroscop-
icity of the AHS crystal. All the samples are character-
ized by a sharp increase in the conductivity upon tran-
sition to the superionic phase.

At 417 K, the AHS crystal undergoes atransition to
the high-temperature superionic phase. Unfortunately,
the crystal in this phase rapidly loses protons and is
destroyed. For this reason, the superionic phase cannot
be investigated thoroughly by nuclear magnetic reso-
nance and diffraction methods. There exist only the
assumptions that the superionic phase hasthe P2/n[16]
or P2,/b [17] symmetry. We analyzed the 2H NMR
spectrafor several orientations of theAHS crystal inthe
temperature range 410420 K. For each new orienta-
tion, we used a particular sample. Figure 5 displaysthe
temperature dependences of the 2H NMR spectra for
the AHS crystal oriented in such a manner that the b
axis is perpendicular to the external magnetic field B,
and the angle between the a* axis and the field By is

equal to 15°. The changes in the 2H NMR spectra are
observed at temperatures close to 417 K. A single dou-
blet with extremely narrow components appears
instead of the dipole-broadened NMR lines assigned to
the deuterons of the hydrogen bonds. As the tempera-
ture increases, the intensity of the narrow lines
increases, whereas the intensity of the dipole-broad-
ened lines decreasesto zero (the phase coexistence typ-
ica of first-order phase transitions). The results
obtained indicate that deuterons (protons) in the superi-
onic phase exhibit a high diffusive mobility. This leads
to complete averaging of the dipole—dipoleinteractions
of the deuterons involved in the hydrogen bonds. The
central NMR lines attributed to the deuterons of the
ammonium groups also change at a temperature of
417 K. The NMR quartet observed in the paraelectric
phase for the given orientation transforms into a dou-
blet with a splitting of approximately 200 Hz and alin-
ewidth of 100 Hz for each component. Therefore, the
transition to the superionic phaseisaccompanied by the
change in the structural positions of the ammonium
groups (one position instead of two structurally non-
equivalent positions) and, possibly, their diffusive
motion. However, the rate of this diffusion isrelatively
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low and cannot exceed the rate corresponding to thelin-
ewidth (~100 Hz). Consequently, the contribution of
the ammonium groups to the conductivity of the AHS
crystal inthe superionic phaseisnegligible and the con-
ductivity in this phase, as in the paraglectric phase, is
completely governed by the mobility of protons
involved in the hydrogen bonds.

Let us now consider structural characteristics that
areimportant for proton transport intheAHS crystal. In
the paragl ectric phase, the shortest distance between the
protons in equivalent positions is equal to the unit cell
parameter b (4.61 A). Thisdistance exceeds the shortest
distance (3.91 A) between the positions of protons in
the adjacent chains of the hydrogen bonds (Fig. 1). In
the adjacent tetrahedra SeO,, the shortest distance
between the oxygen atoms, which are not involved in
the formation of hydrogen bonds, is approximately
equal to 3.3 A. Moreover, protons can occupy posi-
tions, for example, between the O(3) and O(4) atoms
separated by a distance of 3.18 A. Owing to thermal
vibrations (librations) of the SeO, groups, these dis-
tances can be even shorter. As aresult, hydrogen bonds
with a short lifetime can be formed between the rele-
vant O atoms. The aforementioned structural features,
the results of 2D ?H NMR investigations, and the
absence of conductivity anisotropy allow us to con-
clude that the main mechanism of proton transport in
the paraelectric phase of the AHS crystal is associated
with proton hoppings between the adjacent chains of
hydrogen bonds.

A drastic increase in the conductivity of the AHS
crystal at temperatures above 417 K can be caused by a
jumpwise decrease in the height of potential barriersto
proton diffusion and also by a disordering of the oxy-
gen atoms of the SeO, groups in the superionic phase,
as has been observed in (NH,);H(SeO,), crystals [18,
19]. This assumption is confirmed by the data obtained
by Dvorak et al. [16], who explained the overal
sequence of phasetransitionsinthe AHS crystal and its
deuterated analog as the result of small distortions of
the praphase with the space group of symmetry Immm
and one formula unit per unit cell. In this phase, the Se
and N atoms (the centers of the SeO, and NH, groups)
occupy the specia positions (0 0 0) and (1/2 1/2 0),
respectively. According to [ 16], the space groups |mmm
and P2/n describe only an averaged symmetry of the
AHS crystal. In particular, the positions of the tetrahe-
dral groupsin the praphase can have an inversion center
only due to disordering of the oxygen atoms through
reorientation of the SeO, groups. In any case, the num-
ber of possiblerelative positions of the oxygen atomsin
the SeO, groups and the number of possible positions
of the protons in the hydrogen bonds considerably
increase compared to thosein the paraelectric phase. As
a consequence, the conductivity of the high-tempera-
ture phase increases jumpwise. According to the 2H
NMR data, al protons of the hydrogen bonds in the
superionic phase are described by a sole averaged elec-
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tric-field gradient tensor. This suggests a high diffusive
mobility of these protons.

4. CONCLUSIONS

Thus, proton exchange between hydrogen bond
chains extended along the b axisisthe main mechanism
of proton transport in the parael ectric phase of theAHS
crystal. Unlike the model proposed in [1, 2], the mech-
anism considered above is not limited by the potential
barrier to reorientation of the SeO, groups and does not
require the simultaneous breaking of two hydrogen
bonds. This mechanism makesit possible, within auni-
fied context, to explain al the available experimental
data, including macroscopic measurements of electrical
conductivity. The superionic conductivity in the high-
temperature phase of the AHS crystal is most likely
associated with orientation disordering of the SeQ,
groups, which results in an increase in the number of
sites providing proton diffusion.

It can be assumed that proton chemical exchange
similar to that observed in the paraglectric phase of the
AHS crystal occurs in other crystals with chains of
hydrogen bonds. In this respect, it would be very inter-
esting to carry out similar investigations with crystals
characterized by another configuration of the hydro-
gen-bond system, especially with aKHSeO, crystal in
which layers of hydrogen-bond chains alternate with
layers of closed dimers consisting of SeO, groups [20].
At present, we are involved in such investigations.
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Abstract—This paper reports on a study of the transient optical absorption exhibited by Li,B,0; (LTB) in the
visible and UV spectral regions. Using absorption optical spectroscopy with nanosecond time resolution, it is
established that the transient optical absorption (TOA) in these crystals originates from optical transitions in
hole centers and that the kinetics of the optical-density relaxation is controlled by interdefect tunneling recom-
bination, which involvesthese hole centers and electronic Li° centers representing neutral lithium atoms. At 290
K, the Li° centers migrate in athermally stimulated, one-dimensional manner, without carrier gjection into the
conduction or valence band. The kinetics of the pulsed LTB cathodoluminescence is shown to be controlled by
a relaxation process connected with tunneling electron transfer from a deep center to a small hole polaron
migrating nearby, aprocessfollowed by the formation of a self-trapped exciton (STE) in an excited state. Radi-
ative annihilation of the STE accounts for the characteristic o-polarized LTB luminescence at 3.6 eV, whose
kineticsis rate-limited by the tunneling electron transfer. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Progressin solid-state laser technology has resulted
inthe devel opment of compact and reliable optical radi-
ation sources that can operate at a wavelength of about
1 pum, and high-power UV light sources for usein var-
ious areas of science and industry arein ever increasing
demand. The most important componentsin solid-state
UV radiation sources are frequency convertersbased on
nonlinear crystals, in particular, on the borates of alkali
and alkaline-earth metals, namely, -BaB,O, (BBO),
LiB;Os (LBO), and CsLiB¢O,, (CLBO). Li,B,Oy lith-
ium tetraborate (LTB) has not been recognized as a pos-
sible candidate for such applications for a long time.
LTB is traditionally employed in acousto- and opto-
electronics and solid-state thermoluminescent dosime-
try. Only very recently have its nonlinear properties
been discovered and studied in the UV region and has
the possibility of its use been demonstrated for second
and fifth YAG:Nd laser harmonic generation [1]. While
the efficiency of the nonlinear conversion in the LTB
crystal wasfound to be dightly lower than that in BBO,
LBO, and CLBO, the LTB has an obvious advantage in
its higher radiation strength. The optical-damage
threshold for LTB irradiated by high-power pulsed
YAG:Nd laser radiation (1.5 J) (t =10 ns, A = 1064 nm)
isashigh as40 GW cm[1], which exceeds the thresh-
old for the other borates by a few times. A not less
important aspect is the availability of well-developed
technologies for growing large bulk LTB crystals of a

high optical quality [2-5], including the methods of
Czochralski [6] and Bridgman [7] and the low-temper-
ature hydrothermal method [8]. At room temperature,
the LTB crystal possesses tetragonal symmetry (point
group 4mm) and its lattice parameters are a = b =
0.9477 nm and ¢ = 1.0286 nm [9, 10Q]. Its structura
motif consists essentially of two equivalent tetrahedra
and two equivalent trigonal structures, with the polar ¢
axis paralel to the (001) crystalographic direction.
LTB single crystals are good ionic conductors due to
the lithium cations they contain; indeed, at 300 K, the
one-dimensional ionic conductivity of LTB aong the
polar axisis 3.5 x 10% (Q cm)™[11, 12].

A large number of publicationson LTB deal with its
optical properties under irradiation. It is well known,
for instance, that LTB crystalsremain transparent in the
spectral region 1.2—6.7 eV under irradiation by gamma
raysor electrons (E = 1.25-1.3 MeV) up to an absorbed
dose of 10° Gy [13]. At higher doses, weak bands (Ak <
1.0cm™) of stable optical absorption peaking at 4.1 and
5.2 eV appear [14]. At the same time, data on the tran-
sient optical absorption and the attendant relaxation of
electronic excitations are lacking. The discovery of the
nonlinear properties of LTB has stimulated studies in
this direction.

The present study was aimed at investigating the
LTB crystal by luminescence and optical spectroscopy
with nanosecond time resolution under electron-beam
excitation.

1063-7834/02/4406-1085%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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2. EXPERIMENTAL TECHNIQUE

Inthiswork, we used Li,B,0; single crystalsof high
optical quality Czochralski-grown from a stoichiome-
try melt in platinum crucibles up to 200 cm?® in volume.
After the Grade Ch Li,B,O; reagent was recrystallized
and maintained in this condition for the required time,
the temperature was lowered to the melting point,
917°C. The crystals were grown on differently oriented
seeds at pull rates of up to 3 mm/day and rotation
speeds of about 20 rpm. Li,B,O; crystals grown for
15 days typically measured 40 mm in length and
35 mm in diameter and weighed up to 70 g. The results
of preliminary studies of the grown crystals are
described in detail in our publications [15, 16]. The
samples were 7 x 7 x 1-mm plane-parallel plates with
polished faces perpendicular or parallel tothe c crystal-
lographic axis.

A detailed description of the experimental setup and
of the luminescence and absorption spectroscopy with
nanosecond time resolution employed is given in [17].
The transient optical absorption (TOA) and pulsed
cathodoluminescence (PCL) were measured photoel ec-
trically in the spectral region 1.2-5.5 eV withan MDR3
monochromator equipped with 1200- and 600-mm
interchangeable gratings, an FEU-97 or FEU-83 PM
tube, and an S8-12 storage oscillograph. When measur-
ing the dependence of the PCL and TOA on electron-
beam power, the excitation pulse length was kept con-
stant. The TOA was studied by the total internal reflec-
tion technique. Optical densities greater than unity
were measured in the transmission geometry character-
ized by a shorter optical path with subsequent reduc-
tion.

A nanosecond-range electron accelerator was used
as asource of excitation. The beam parameters were as
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Fig. 1. (1, 2) Polarized TOA spectraof LTB at 290 K, mea-
suredin (1) the E O C and (2) E || C configurations, and (3)
the polarization ratio. Points are experimental data, and
solid linesare datafits. G;, G,, and Gz are unfolded constit-

uent bands.
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follows. an average electron energy of 250 keV, an
exciting-pulse duration of about 20 ns, a pulse current
density variable from 10 to 1000 A cm, and a maxi-
mum pulse energy of 0.16 J cm™. The excitation was
envoked with pulse energies of 12 or 23% of the maxi-
mum level. For decay times up to 20 ps, the probing
light was provided by an INP-5.50 pulsed lamp; for
longer processes, by KGM12-100 and DDS-30 lamps.

Polarization measurements were performed with
Rochon (TOA) and Frank—Richter (PCL) prisms. The
degree of polarization was estimated from the relation
P=(I,—=1p)/(l;+ Ip), wheretheindices || and [ refer to
the probing-light electric vector oriented parallel or
perpendicular to the crystal optical axis, respectively,
and | is the luminescence intensity (PCL) or optical
density (TOA).

3. EXPERIMENTAL RESULTS

Figure 1 presents polarized TOA spectraof an LTB
crystal measured at 290 K 1.25 s after an excitation
pulse for two different orientations of the probing-light
electric vector relative to the crystal optical axis,
namely, for E || C (o polarization) and E O C (1t polar-
ization). The spectraof o- and Te-polarized TOA extend
over a broad region from 2.0 eV to above 5.0 eV and
represent a superposition of several constituent Gauss-
ian-shaped bands (Table 1). As follows from an analy-
sis of Table 1, the major part of the optical density is
concentrated in a broad, weakly polarized band G,
peaking at 4.52 eV. The observed spectral dependence
of the polarization ratio (Fig. 1) is due to the contribu-
tion of differently polarized G;...G; bands, more spe-
cificaly, the G, and G; 1t bands are responsible for the
negative value of Py in theregion 2.3-4.5 eV, while the
contribution from theweak G, o band resultsin the sign

0.50
Q Q
2 [y
= 1 3
g 1102
< 0.25+ o
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Fig. 2. TOA kinetics of LTB in the 3.8-eV band measured at
290 K. Points are experimental data, and solid lines are data
fits.
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Optical density D

Electron beam power, %

Fig. 3. Plotsof optical density inthebandsat (1) 3.8 and (2)
2.1 eV measured with a1-pus delay vs. electron beam power
obtained on an LTB crystal at 290 K.

reversa of Py intheregion 1.5-2.3 eV. Below 1.5 eV,
the Tepolarized TOA dominates (Fig. 1), which implies
the existence of a TOA 1tband in LTB at longer wave-
lengths.

At 290 K, the TOA decays uniformly over the entire
spectrum and the sampl e recoversto the original optical
transmission level inatime of lessthan 1 s. Noincrease
in optical density with increasing number of excitation
pulses was observed. Figure 2 shows the TOA decay
kinetics of LTB measured at 290 K in the 3.8-€V band.
A characteristic feature of the kinetics is a compara-
tively slow, monotonic relaxation of optical density,
which is observed over a decay time range covering
about five decades. As follows from an anaysis of
Fig. 2, the decay kinetics is satisfactorily described by
straight lines within a limited decay time interval of
2.5-3 decades when plotted both on the D-og(t) and
log-og scale. In the latter case, the decay Kinetics can
befitted by alinear relation,

—logD(t) = A+ plogt. (D)

Thisimplies apower-law dependence of optical density
on time, D(t) O t=. In the region of short decay times,
the exponent p (the index of asymptotic behavior) is
about 0.04, and it increases dlightly for longer decay
times. Such characteristics are usualy typical of the
kinetics of tunneling recharging (TR); in the case of a
random distribution of fixed defects characterized by a
concentration n(t) and kinetics parameter N [n(t) < N],
the TP kinetics is described by the relation [18]

an

n(t) = noexpg— 3 a3NIn3(oot)E, @)

where ny = n(0), a is one half the Bohr radius of the
defect wave function, and g, is the prefactor of the tun-
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Fig. 4. TOA kinetics of LTB measured in the 3.8-eV band at
different temperatures (K): (1) 325, (2) 334, (3) 425, (4)
461, (5) 538, and (6) 623.

neling probability o(r), which depends on the distance
r between defects as

o(r) = gpexp(-r/a). 3

Figure 2 illustrates the fit of experimental data on D(t)
to Eg. (2) made within a decay time region extending
over about five decades.

Increasing the power of the exciting electron beam
brings about a proportional growth in the optical den-
sity uniformly over thewhole spectrum. Figure 3 shows
the dependences of TOA optical density in LTB on
excitation power measured in the 2.1- and 3.8-eV
bands. As seen from Fig. 3, these relations, when plot-
ted on alog-og scale, can be fitted within two decades
with straight lines with a slope of unity. The linear law
of growth in the optical density and the absence of sat-
uration within abroad range of exciting power variation
may suggest that the corresponding color centers are
associated with intrinsic lattice defects. Note that the
TOA decay kineticsremainsvirtually unchanged. Only
at avery low excitation power can weak components be
distinguished at decay times of about 100 ps; these

Table 1. Polarized TOA band parameters of LTB measured
at 290 K immediately after the pump pulse

Band E, eV AE, eV Pp
G, 1.80 0.30 >+0.5
G, 2.25 1.20 -0.418
G, 2.97 0.64 —0.684
G; 3.70 0.64 ~0.692
G, 452 2.20 —0.034

Note: E, AE, and Pp are the position of the maximum, FWHM,
and the degree of polarization, respectively.
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Fig. 5. Temperature dependence of the parameter adN of
TOA kineticsin LTB measured in the 3.8-€V band.

components obey a first-order hyperbolic law and
apparently originate from competing relaxation pro-
Cesses.

Figure4 plots TOA kineticsin LTB measured at var-
ious temperatures. Throughout the temperature range
covered (300-623 K), the TOA decay curves drawn on
alog-og scale can be formally fitted with alinear rela-
tionship. For the microsecond-scale decay time region,
the exponent p varies monotonically from 0.038
(300 K) to 0.480 (623 K); however, the initial intensity
D(t — 0) remains constant within the whole temper-
ature interval studied. Figure 4 illustrates an approxi-
mation of the experimental data by Eq. (2) for a fixed
value of the prefactor, o, = 270 GHz.

The temperature dependence of the kinetics param-
eter aN is linearized in the Arrhenius coordinates
(Fig. 5) and can be fitted by alinear relation,

3
log(a®N) = BO+51%, 4

where B, and B, arethefitting parameters. InFig. 5, one
can separate two temperature intervals, 290-395 K (1)
and 395-650 K (l1), which differ in the dope of their
straight lines; B, =—0.78 (1) and —0.52 (1), which cor-

Table 2. Parameters of the time-resolved PCL spectra in
LTB at 290 K

Band E,, eV AE, eV Iy @b. units
Ge 3.36 1.00 24
Gs 3.62 0.99 25
Gt 350 1.05 49

Note: E, AE, and | aretheposition of the maximum, its FWHM,
and the intensity at the maximum for the constituent PCL
spectral bands, respectively.
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Fig. 6. PCL spectraof LTB measured (1) immediately after
the pump pulse, (2) with a100-ns delay, and (3) their differ-
ence.

respond formally to activation energies of 0.16 eV (l)
and 0.10 eV (I1).

Figure 6 and Table 2 present PCL spectra of LTB
measured at 290 K immediately after an excitation
pulse (G;) and with a100-nsdelay (Gg) and their differ-
ence (Gg). Thedifference spectrum Gg, whichis prima-
rily due to the contribution of fast components with
time constants shorter than 100 ns, is characterized by
along-wavel ength shift of 0.26 eV relative to the slow-
component spectrum. The fast-component spectrum
has a wide-band pedestal whose height grows with
excitation power; indeed, for an electron-beam power
level of 23%, the pedestal height is about 14% of the G;
intensity.

The PCL decay kinetics of LTB in the nano- and
microsecond ranges measured at 23%-excitation power
can be approximated by the sum of two components
with aninitial intensity ratioof 1: 1.1. Thefirst of them
isan exponential with T =30 ns (in some cases, 110 ns),
and the second is a hyperbola with an exponent of 1.6
and a characteristic decay time of about 340 ns (Fig. 7).

Figure 8 shows the PCL polarization in LTB in the
3.2-eV band measured with the polarizer rotated in the
(100) plane. Theangle 8 isreckoned from the E || C ori-
entation. The angular dependence of the PCL polariza-
tion is approximated by the relation

| = A, + Acos’(0). (5)

The degree of polarization P, = A/A,, estimated from
the fitting parameters of this relation for the nanosec-
ond range, increases from 35 to 50%.

Figure 9 plots the decay kinetics of the polarized
luminescence of LTB measured for E ||CandE O C, as
well as the time evolution of the polarization ratio. The
luminescence polarization of the centers usualy
decreases dlightly with increasing decay time, whereas
our measurements reveal an opposite tendency. As seen
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Fig. 7. PCL decay kineticsin LTB measured in the 3.5-eV
band. Points are experimental data, solid line (1) is a fit
using (2) ahyperbolic and (3) an exponential component.

from Fig. 9, the characteristic time of growth of the
polarization ratio is about 3040 ns. Thismay be acon-
sequence of the PCL kinetics following a complex
coursein LTB. A quantitative analysis of the polarized
PCL kinetics shows that the polarization ratio increases
in opposite phase with the decay of the component with
T = 30 ns. Unfolding of the curve into its constituents
showed that the PCL decay components have a degree
of polarization P, of about -60% (the exponential com-
ponent) and of +0.47% (the hyperbolic component).
The variation of their contributions with time accounts
for the observed evolution of the polarization ratio

(Fig. 9).

4. DISCUSSION OF RESULTS

Thefirst thing that draws one’s attention when ana-
lyzing the results is the linear growth (on a log-og
scale) of the color-center concentration, which occurs
within two decades of pump power variation, and the
absence of saturation. This gives one sound groundsto
assume that the color centers responsible for the tran-
sient optical absorptionin LTB are native |l attice defects
which are formed by the electron beam pulse and then
decay in atime shorter than 1 s.

There are many publications on the optical and EPR
spectroscopy of radiation defectsin LTB (seeg, e.g., [13,
14, 19]). However, al known radiation defects involv-
ing boron and oxygen atoms (vacancies, interstitials,
etc.) are stable at room temperature. At the same time,
at 290 K, no stable color centers involving defects on
the lithium sublattice have been observed in LTB.
Moreover, at comparatively low temperatures, crystal-
line LTB is a quasi-one-dimensional Li* superionic
conductor. The onset of efficient ion transport is pre-
ceded by anincrease in the lithium subl attice anharmo-
nicity along the polar axis, which becomes manifest at

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

2002

1089

60

Intensity, arb. units

1 1
180 270
Angle, deg

0 90 360

Fig. 8. LTB PCL polarization in the 3.2-eV band measured
with the analyzer rotated in the (100) plane (1) immediately
after the excitation pulse and with a delay of (2) 62 and
(3) 300 ns. The angle is reckoned from the E || C orientation.

considerably lower temperatures [20]. Experimental
dataon LTB lattice dynamics show thelithium atomsto
reveal a strong anharmonicity relative to the boron—
oxygen framework already at temperatures above
230K [21]. Viewed from this standpoint, defects
involving an intergtitial lithium ion and a lithium
vacancy appear to be the most probable candidates. In
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Fig. 9. Decay kinetics of polarized PCL in LTB in the bands

at (a) 3.7 eV and (b) 2.9 eV for the orientations (1) E || C
and (2) E O C, and (3) the polarization ratio.
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thefirst case, trapping of anitinerant electron by alith-
ium ion may bring about the formation of an Li° elec-
tronic center. In the second case, a hole center forms
when one of the oxygen ions surrounding a lithium
vacancy traps an itinerant hole. As shown earlier, it is
such acolor center (ahole O center) that isresponsible
for TOA intheregion 2-5 €V in LiB;O; [22]. The opti-
cal transitions in LBO are assigned to hole transfer
from alocal level of the O~ center, which is split off the
valence-band top into the band gap, to states in the
upper part of the valence band, which are derived from
the O 2p orbitals. This actually reducesto hole transfer
among the oxygen ions surrounding the defect and is
treated within the small-polaron theory as interpolaron
absorption. In this connection, it appears reasonabl e to
relate the transient optical absorption in LTB in the
region 2-5 eV to the color centers representing small
polarons, which become optically absorbing when the
hole is transferred in a photoinduced process from the
localized ground state to one of the more or less equiv-
alent oxygen ions surrounding the lithium vacancy.

A second point worth noting is that the TOA decay
kinetics obeys the law of tunneling recombination
between randomly distributed fixed defects over atime
interval covering not less than five decades. Asfollows
from the above analysis, the most probable partnersin
tunneling recombination may be native lattice defects,
more specifically, the electronic Li° and the hole O~
center. At room temperature, the lithium cations are
mobile, thus suggesting the existence of a diffusion-
controlled reaction (DCR) of annihilation between the
lithium vacancies and interstitialswhich isdescribed by
therelation

Ng
1+t/t) ©)

wherengistheinitial defect concentration and t,, istheir
half-life. As known from the theory of DCR [23], t;, =
V(Kny), where K isthe DCR rate constant:

R 0O
JrDgt

where R, is the radius of the recombination sphere and
Dy is the diffusion coefficient. We use now the known
data on the ionic electrical conductivity o(T) of LTB
[24—26] and Einstein’s relation to estimate t;;:

n(t) =

K = 4TR,DrHL + ©)

eZ
ATIR K,

where k, is the Boltzmann constant. Assuming R, =
5A, weobtaint, = 0.03sfor 0 =3.5x 10 (Q cm) at
300 K. Asfollows from an analysis of Fig. 2, thistime
correspondsto the extreme points of thetimeinterval of
our measurements, where the optical density decreases
by afactor of roughly 20. It can be maintained that the
assumed diffusion-controlled annihilation of defects

(oT) ™, 8)

hz
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occurs at room temperature already after their TR.
Because it is the tunneling recharging of defects that
accounts for the TOA in LTB, it appears reasonable to
use the theory of TR of randomly distributed fixed
defects and to describe the TOA kinetics by Eq. (2).

At low temperatures, tunneling recombination of
radiation defects is the major channel of their recharg-
ing. Indeed, TR has been detected and studied in alarge
number of crystalline nonmetallic solids, as well asin
glasses and biological objects. The TR kinetics is usu-
ally assumed to be temperature-independent. In some
cases, however, the TR kinetics is influenced by other,
temperature-dependent processes. These processes are
capable of affecting either the concentration of the
defects taking part in the TR or the electron tunneling
transfer probability. The first case relates to the condi-
tions where, in addition to the two partnersinvolved in
tunneling recombination, there are defects of a third
kind, whose diffusion brings about destruction of one
of the pair components. A typical illustration of this
process is provided by tunneling recombination of the
{F, Vi pair in KCI occurring simultaneously with the
thermally stimulated migration of the Huy, centers,
which destroy one of the pair components [27]. The
second case is realized in wide band-gap dielectrics
with strong electron-vibration coupling. It is known
[28] that the probability of the electron tunneling trans-
fer can be affected in these conditions by interaction
with local and collective vibrational modes, reorienta-
tion of low-symmetry centers taking part in the TR,
slow diffusion of one of the tunneling recombination
partners, and breakdown of the adiabatic electron—
vibration coupling with increasing separation between
the TR partners. In both cases, the defect distribution
function changes in distance and angle (for low-sym-
metry centers), which affects the exponent p of the
defect concentration decay kinetics in the asymptotic
limit.

The temperature dependence of the TR kinetics
parameter a®N observed by us (Fig. 5) unambiguously
impliesthe existence of athermally stimulated process,
which affects the tunneling recombination of defects
and accounts for the TR Kkinetics being temperature-
dependent. The kinetics parameter aN contains acom-
ponent that influences the electron tunneling transfer
probability (one half the Bohr radius a) and the initial
concentration N of dominant defects. The initial con-
centration of the color centers produced by an electron
beam is known to be usually temperature-independent
[29]. Indeed, from an examination of Fig. 4, one may
conclude that the TOA decay curves measured in LTB
at various temperatures should converge to the same
value of the optical density ast — 0.

Let us estimate the possible decrease in the concen-
tration of one of the tunneling pair components due to
the diffusion-controlled annihilation with mobile
defects of the third type. Among them are primarily
defects on the lithium sublattice. It is known [20] that
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in LTB a room temperature, the lithium ions can
migrate along the spontaneous-pol arization direction (¢
axis). Theionic electrical conductivity of the LTB crys-
tal was studied in [25, 26], and the activation energies
of lithium ion migration aong the polar axis were
found to be 0.54 eV at 350-390 K and 0.39 eV at 390—
530 K. These energies exceed, by afew times, the acti-
vation energies of the TOA kinetics parameter, 0.16 and
0.10 eV, determined by us. Furthermore, the above esti-
mates of t,, show that diffusion-controlled defect anni-
hilation involving lithium ions can become manifest at
room temperature only for comparatively long decay
times. This is at odds with the results presented in
Fig. 4. Therefore, we believe that the observed temper-
ature dependence of the product aN (Fig. 5) is due to
its first component (a%), which governs the probability
of the electron tunneling transfer.

Let us discuss possible mechanisms which could
account for the temperature dependence of the electron
tunneling transport probability in LTB. The totality of
the experimental data amassed in this study gives us
grounds to suggest that one of the partners in the tun-
neling recombination could be a lithium sublattice
defect (for instance, the lithium vacancy). In this case,
diffusive transport of lithium cations aong the polar
axisshould affect the defect distribution functionin dis-
tanceeven for t < t,. Thisshould result, in particular, in
an increase in the number of closely separated pairs
and, hence, in an increase in the tunneling transport
probability with increasing temperature. It is evident,
however, that because of the intricate chain of causal
relations, the slope of the asymptotic exponent p plot-
ted in the Arrhenius coordinates can no longer be iden-
tified with the activation energy of the original diffusion
process. At the same time, a qualitative relation should
hold. Indeed, an analysis of the temperature depen-
dence of exponent p in Fig. 4 reveal ed two temperature
intervals differing in slope and a break at 395 K. The
same temperature intervals (I, 1) and a trend of
decreasing lope in the crossover from the low-temper-
aturelinear part | for T < 390 K to the high-temperature
part || are characteristic of theionic (Li*) electrical con-
ductivity of LTB aong the polar axis [24-26]. A differ-
enceisobserved only in the slope of the linear portions
plotted in the Arrhenius coordinates; namely, the slope
of thelinear portions| and Il in the temperature depen-
dence of the electrical conductivity exceeds by about
fourfold that for the asymptotic exponent p. We note
that the nature of this inflection in the temperature
dependence of electric transport in LTB is of a funda-
mental character; indeed, above 390 K, the correlation
effects acting between mobile lithium ions result in
their cooperative migration along the polar axis of the
crystal, thus reducing the activation energy [25, 26].

On the other hand, one cannot disregard the possi-
bility that the observed temperature dependence of the
tunneling probability originates from the interaction of
atunneling electron with local or collective vibrational
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modes. Assuming a O exp(-hw/k,T), we obtain from
Eq. (4) an estimate 2w = 0.16/3 and 0.10/3 eV. IR opti-
cal and Raman scattering spectroscopy measurements
of LTB show [30—32] that the vibrational modes of lith-
ium ions surrounded by four oxygen ions lie at 35—
75 meV. Our estimate of Aw is in agreement with this
interval.

A comprehensive comparison of the TOA and PCL
decay laws shows that the PCL decay kinetics cannot
be described by a derivative of the optical-density
decay with respect to time, which, in turn, is propor-
tional to the color-center concentration. This meansthat
the tunneling transport of electrons among the main
defects governing the TOA is nonradiative and that it
does not produce resonance (or close to resonance)
conditions for tunneling electron transport from a
defect to the excited state of a self-trapped exciton
(STE) located nearby. In this connection, we believe the
PCL and TOA in LTB to be governed by different relax-
ation processes.

Themain PCL band of LTB at 3.6 €V iscloseinits
characteristics to the fast intrinsic luminescence band
of LTB [15], which originates from radiative annihila-
tion of the STE. The decay kinetics under photoexcita-
tion of this band is described by a component with T =
1 ns[15]; however, pumping by unfiltered synchrotron
radiation in the x-ray range at 290 K reveal ed exponen-
tial components with time constants of 10 and 150 ns
[33]. This compares favorably with the PCL exponen-
tial decay components with T = 30 and 110 ns observed
inthis study (Figs. 7, 9).

The slow hyperbolic PCL decay component with a
characteristic time of 340 ns and an asymptotic expo-
nent of 1.6 is apparently of another nature. Thisis sug-
gested, in particular, by its degree of polarization
(Fig. 8). We believe that the major part of the LTB PCL
is due to interdefect tunneling recombination. It is
known [34] that one-site small polarons can act as
short-lived nuclei in the self-trapping of holes, exci-
tons, or electron-hole pairs. Tunneling transport of an
electron from adeep electronic level to an excited level
of a hole polaron migrating near this trapping center
may create an STE in the o state. Radiative annihilation
of such an STE accounts for the characteristic o-polar-
ized luminescence of LTB. Indeed, the observed PCL
of LTB iso polarized to about 50%. The kinetics of this
luminescence is rate-limited by the tunneling recharg-
ing in the deep-electronic-center and hole polaron pair.
We note for comparison that a similar hole-electron
mechanism of tunneling electron transport from an Ag®
deep trapping center to the excited state of a V, center
migrating in its vicinity has been recently detected
experimentally in the RbCl : Ag alkai halide crysta
[35]. One of the possible candidates for a deep elec-
tronic center in LTB can be an F center. An indirect
indication of thisis the presence of arapidly decaying
band at 3.36 €V in the PCL spectrum. Earlier, we
observed luminescence bands of F-like centers in a
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similar crystal, LBO, at 3.3and 2.7 eV [36]. It isknown
[37, 38], that recombination luminescence, including
one that is thermally stimulated at 400500 K, in irra-
diated LTB crystals with impurities which do not pro-
duce activated luminescence bands is represented by
the same dominant band at 3.38 V. A conclusion was
drawn that this luminescence center is of intrinsic
nature and that it is related to F-type centers created in
an LTB lattice irradiated by neutrons or electrons with
energies E = 1.25-1.3 MeV [37]. These defects are st
ble at room temperature, and their annealing or carrier
delocalization are assumed to be responsible for the
thermally stimulated luminescence peaking at 418 K
(0.94eV) and 479 K (1.80 V) [31].
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Abstract—Processes of degradation and plasma gjection upon exposure of optical materials to a single laser
pulse and y-radiation in the subthreshold, threshold, and far-above-threshold regions are studied using a com-

plex method. © 2002 MAIK “ Nauka/Interperiodica” .

The progress in the development of high-power
solid-state lasers, nonlinear optical media, and ele-
ments and devices in thermonuclear fusion reactors
operating in extreme conditionsis determined to a con-
siderable extent by the development of radiation-resis-
tant optical materials. It has been established that the
production of such material s depends mainly on knowl-
edge of the mechanisms of their degradation under the
action of a high-power laser beam and nuclear radia-
tion. It iswell known that the surface of solids (includ-
ing transparent insulators) is destroyed under the action
of laser radiation after the attainment of a certain den-
sity of the incident luminous energy. Despite the large
number of publications devoted to the analysis of laser-
induced degradation of the surface of optical materials
[1-14], its relation to the imperfection of the structure
of the solid remains unclear [15]. It has been estab-
lished that the presence of various dynamic (molecular
vibrations, density and concentration fluctuations, etc.)
and static (foreign impurities and inclusions) optical
inhomogeneities in transparent dielectrics facilitates
the occurrence of various nonlinear effects (including
self-focusing), which lowers the radiation resistance of
the optical material.

In the present work, we study the effect of y-ray-
induced defects in glass on laser degradation under the
action of alaser beam with a power density q = 0.1—
1000 GW/cm?. Experiments were made in awide range
of laser power densities embracing the subthreshold
(108-10° W/cm?), threshold (10°—4 x 10° W/cn?,
depending on y-ray-irradiance), and far-above-thresh-
old (4 x 10°-10" W/cm?) regions of optical-material
degradation. It should be noted that the experiments
were carried out with single laser pulse irradiation of
the objects under investigation and, hence, the accumu-
lation effect was not manifested in the subthreshold
region. In this case, the process of laser-induced degra-
dation is connected with the formation of adense high-
temperature plasma. For this reason, the experiments
were made using the mass-spectroscopic and optical

microscopic methods [15]. This allowed us to analyze
not only the morphology of laser-induced degradation
in the threshold and far-above-threshold regions of
laser power density but also the ion component of the
plasma formed as a result of degradation of glass, as
well as to determine the composition of the target and
to find out which elements facilitate the destruction. In
addition, the analysis of the results obtained by using
the above methods revealed a correlation between the
surface degradation of the solid and the characteristics
of multiply charged ions emitted from the solid under
the action of a high-power luminous flux.

The targets (silicate glasses of the GLS type) were
prepared in the form of pellets ~2 mm thick and 10 mm
in diameter. Radiation-induced defects were created by
holding samples in the channel of a y-radiation source
with a power of 1500 R/s until the samples received a
dose of 10° R. A laser pulse of duration 50 ns and power
60 MW was focused on the surface of atarget in the
form of a spot ~250 um in diameter. In order to deter-
mine the radiation-damage threshold accompanied in
the given case by degradation of the optical material,
luminescence, and gjection of ionized mass, laser flares
with a successive increase in the incident radiation
intensity were used. The instant of the beginning of
degradation was fixed microscopically from the emer-
gence of ion peaks. These peaks were registered by a
VEU-1A detector, whose signal was fed to a storage
oscilloscope. Mass-, charge-, and energy separation of
ion components was carried out by using a mass spec-
trometer. The relative error of measurements of the
amplitude of ion signals did not exceed ~8%.

Asaresult of the experiments, we obtained informa-
tion on the degradation of silicate glass in the sub-
threshold, threshold, and far-above-threshold regionsin
the case of a single interaction of laser radiation pulse
with optical materials and on the formation of multiply
charged ions of plasma in wide ranges of laser power
densities and y-radiation doses. The microscopic inves-
tigations revea ed that the destruction of an unexposed
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Fig. 1. Dependence of the diameter d of a crater formed on
the surface of (1) theinitial and (2) y-ray-irradiated glassto

adose of 10° R on the laser radiation power density.

target produced in the threshold region has the form of
acrater with fused brims containing small-sized defects
in the form of indentations having a depth of the order
of atenth of a micrometer or less. The reason for the
emergence of such microcratersin the threshold region
is apparently associated with individual impurity inclu-
sions and optical inhomogeneities in the sample, lead-
ing to the absorption of laser radiation at local centers
[4]. The magnitude of the laser-induced degradation
threshold of the surface of a glass of the GLS type,
which was determined by using the above technique,
amounted to ~4 GW/cm? under the given experimental
conditions. The crater diameter d in this case was
~50 um. Asthe laser power density g increases, the cra-
ter diameter becomes larger and attains the value
~300 um in the far-above-threshold region for q =
1000 GW/cn?? (Fig. 1). There exists the following
dependence between the power density g and the crater
diameter: d ~ 4. The defects induced in the glasses
under investigation by y radiation lower the damage
threshold. For example, the degradation threshold for a
GL S-type glass receiving a radiation dose of 10° R
amounts to ~1 GW/cm? under the given experimental
conditions; i.e., it wasequal to 1/4 of the threshold prior
to irradiation. The diameter of the crater emerging on
such anirradiated surface for g = 1 GW/cm? amountsto
~100 um. With increasing radiation dose, the diameter
of the degradation crater increases significantly and for
g = 1 GW/cn?, the glass surface experiences cata-
strophic breakdown. In this case, the size of the crater
on the exposed surface is connected with the power
density g through therelation d ~ g®% (Fig. 1). Morpho-
logical analysis of the breakdown pattern proved that,
after the action of y radiation, shallow caverns existing
intheinitia crater coalesce into large damaged regions
whose size may attain several tens of micrometers. It
was found that the destruction beginsin small isolated
regions containing pile-ups of absorbing defects. In our
opinion, the role of such defects may be played by for-
eign impurities and inclusions present in the glass
before irradiation and the regions of accumulation of
y-ray-induced defects. In order to verify this assump-
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tion, we investigated the absorption spectraof the given
samplesinthe UV, visible, and IR regions. It was estab-
lished experimentaly that as the y-radiation dose
increases, absorption in the regions under investigation
becomes stronger. For example, for adose of 10° R, the
absorption of the given glass increases by 16% in the
visible spectral region and by 7% in the region of inci-
dent laser radiation. It follows, hence, that the amount
of luminous energy absorbed in the sample exposed to
y radiation is larger than that in the sample not sub-
jected to irradiation, which increases the thickness of
the material being evaporated. On the other hand, the
emergence of a huge number of defectsin y-ray-irradi-
ated samples absorbing in the UV and visible regions
causes an increase in the diameter of the appearing cra-
ter due to additional heating by radiation emitted by the
multiply charged laser-produced plasma.

A comparison of the experimental results obtained
during investigation of various multiply charged ions
emitted by the plasma proved that the number N, charge
multiplicity Z, and energy E of the ions increase with
the diameter of the crater formed on the unexposed sur-
face. For example, in the far-above-threshold region,
where g = 20 GW/cm?, the crater diameter attains val-
ues of ~150 um. It was found that the formed plasma
contains, in its composition, all the elements constitut-
ing glass (Li, O, Na, Si, K, and Nd), as well as uncon-
trollable impurities (H, Be, B, C, etc.). The maximum
charge multiplicities for ions forming the glass matrix
obtained in this case are as follows: Z,,,, = 4 for the S
ions, Z,.« = 3 for the Nd and O ions, and Z,,,, = 2 for
the Li, Na, and K ions. All ion components were char-
acterized by abroad energy spectrum with asingledis-
tribution peak. The maximum energy for the Li*t, O*,
Na'l, Si*l, K*1, and Nd* ions was 300, 400, 800, 900,
950, and 2500 eV, respectively (Fig. 2). As the power
density qin the far-above-threshold region increased to
90 GW/cn?? (the corresponding crater diameter was
280 pm), Li and K ions with Z,,, = 3, S and Nd ions
with Z,, = 4, and O and Naions with Z,, = 5 were
detected in the plasma formed (see Fig. 3 for
20 GW/cm? and Table 2 for 90 GW/cm?). The maximal
energy E,, increasesin this case by afactor of 3.0-3.5
for Li*t, O*1, and K** ions and by afactor of 2.9-2.5for
Nat, Si*l, and Nd*! ions. The intensity of the ion
beams also increases considerably. For example, an
increase in the power density q of the laser from 20 to
90 GW/cm? leadsto a 1.5-2.0 fold increase in the num-
bers of Li, O, Na, and Si ions of all charge multiplici-
ties, while the intensity of multiply charged ions of K
and Nd increases by afactor of 4-5. Theincreasein the
values of parameters of multiply charged ions of the
plasma upon an increase in the value of q can be
explained by the fact that, as the diameter of the crater
increases, the plasma attains its critical density more
rapidly and, hence, alarger part of laser radiation power
isspent for heating and ioni zation of the plasma cluster.
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At the sametime, it was established experimentally
that y-ray-irradiation of the samples under investigation
considerably changes the parameters of multiply
charged ions constituting the plasma in the threshold
and far-above-threshold regions. It should be noted that
asthe y-radiation dose becomes larger, theion intensity
increases with the crater diameter, while the values of
Z.ox and E,, of the multiply charged ions thereby
decrease (Figs. 2-4 and Tables 1, 2). It should be
emphasized that the extent of variation of the character-
istics (N, Z, E) of multiply charged ions under investi-
gation are determined to a considerable extent by the
power density g of the laser. It can be seen from Tables 1
and 2 that a less significant change in the values of N
and E of ionsis observed when g = 10 GW/cm? (which
isan order of magnitude higher than the damage thresh-
old). This may be due to partia annealing of y-ray-
induced defects (for large values of ). The strong
change in the characteristics of multiply charged ions
of the plasma formed as a result of degradation of a
y-ray-irradiated target can be explained by the violation
of the relation between the initial size d of the plasma
and the characteristic recombination length [(2). Thisis
clearly manifested in an analysis of the dependence
between the diameter of the crater formed on the sur-
face of the y-ray-irradiated target and the parameters of
multiply charged ions emitted by the plasma. Itisfound
that an increase in the size of the crater (the value of d)
on the given surface upon a transition from the thresh-
old to the far-above-threshold region of degradation of
the optical material leads to a considerable change in
the characteristics of the gected plasma. In this case,
the values of Z and E of the plasma ions decrease
sharply, while the number of low-chargeionsincreases.
Anincrease in y-radiation dose intensifies the degrada-
tion of the optical material and leads to the gjection of
alow-charge high-density laser plasma.

The degradation of the surface of optical materias
was analyzed by three independent (microscopic, spec-
troscopic, and mass-spectrometric) methods for the
laser power density g = 108-10'2 W/cm?. We experi-
mentally established the subthreshold, threshold, and
far-above-threshold regions of optical material degra-
dation induced by laser and nuclear radiation. Also
established were the form of destruction and the defects
and elements responsible for the beginning of degrada-
tion in the vicinity of the damage threshold for optical
materials and, especialy, for the formation of a high-
density multi-elemental low-charge ion plasma in the
far-above-threshold region of degradation of a y-ray-
irradiated material. The breakdown threshold in exper-
iments with the unexposed object under investigation
was ~4 x 10° W/cm?; after y-ray-irradiation, this value
decreased by a factor of four. It should be noted that
experiments with multiple irradiation of optical materi-
alsin the subthreshold laser power region, in which the
accumulation effect is manifested, are of certain inter-
est. We specifically carried out experiments for detect-
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Fig. 2. Typica energy spectra of singly charged ions (1)
Li*L, (2) 0*L, (3) S*L, (4) Na't, (5) K*2, and (6) Nd*™L in
the plasma of (a) the initial and (b) y-ray-irradiated GLS-1
glass with aradiation dose of 10° R for g = 20 GW/cm?.
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Fig. 3. Typical mass—charge spectra of ionsin the plasma of
GLS-1 glass formed as a result of action of laser radiation

with g = 20 GW/cm?. Theion energy E/Z isequal to (a) 200
and (b) 400 eV.

ing the degradation of the material under investigation
depending on the number of laser pulses “fired” at the
same spot (the laser power density gwas5 x 10° W/cm?,
which corresponds to the subthreshold region). It was
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Table 1. Effect of y radiation on the characteristics of multiply charged ions detected for g = 20 GW/cm?

o Elements
Characteristic Dose, R

Li o] Na Si K Nd

Zonex 0 2 3 2 4 2 3

10° 1 2 1 2 2 2

Ernax €V 0 300 400 800 900 950 2500

z=1 10° 150 300 500 550 600 2000
%"Q—E'\E , rel. units 0 2.6 6.0 0.8 2.8 04 0.2

max
(z=1) 10° 10.0 6.5 2.0 3.0 1.0 0.1
Table 2. Effect of y radiation on the characteristics of multiply charged ions detected for g = 90 GW/cm?
o Elements
Characteristic Dose, R _ _

Li o Na S K Nd

Ziex 0 3 5 5 4 3 4

10° 3 4 3 4 3 4

Emac €Y 0 800 1400 2000 2200 3000 3900

(z=1 10° 600 1200 2000 2100 3000 3900
QQ—E“E ,rel. units 0 37 9.0 25 10.0 20 1.0

max

(z=1) 10° 39 10.0 4.2 10.0 40 1.0

found that the destruction of the surface takes place
after 12 laser shots owing to the accumulation effect.
The form and size of the defects observed in the sub-
threshold region are close to the results obtained in the
threshold range of g values. It should be noted that the

Si4+ Na3+ Si3+ Si2+ o+ (a)

O4+ O3+ 02+ NaZﬂ K2+ Na*Si* K+
1 1 | |1 |

Y

(b)

Na** Si3* NaZ*Si**O* Na*

WFT K3r+| K2ﬁ+ K+ Nd2*
— 11 | | | | |

Fig. 4. Typical mass—charge spectraof ionsin the plasma of
GLS-1 glass subjected to the action of y radiation with a

dose of 10° R formed by laser radiation with q =

20 GW/cm2. The ion energy E/Z is equal to (a) 200 and
(b) 400 eV.

methods used (especially the microscopic and mass-
spectrometric methods) are sensitive to the accumula-
tion effect and provide information on the absorption
spectra, the pattern of material degradation, and the
damage threshold, as well as information on the mass,
charge, and energy composition of products after each
action of laser and nuclear radiation on the optical-
material surface. The methods of investigation used by
us supplemented one another and allowed us to study
the degradation of the surface of materials not only in
the threshold and far-above-threshold regions but also
in the subthreshold range of q values.

A comparison of the degradation of optical materi-
als and the gjected charged particles in the threshold
and far-above-threshold regions of g values proved that
these regions differ in the type and extent of surface
degradation of the material and in the character of the
charged-particle gection from the damaged region of
the target. Indeed, the character of degradation of opti-
cal materialsin the subthreshold, the threshold, and far-
above-threshold regions is different; the information
concerning this difference is essential for establishing
the mechanism of material degradation in awide range
of power densities during asingle act of exposureto the
luminous flux. All these processes are interrel ated; con-
sequently, the optical-material degradation mechanism
becomes more complicated as the power density of the

PHYSICS OF THE SOLID STATE Vol. 44 No.6 2002
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laser increases from 10° to 10%? W/cm?. The dominating
process in the subthreshold region is associated with
the accumulation effect, which ultimately leads to the
degradation of the optical material. In the threshold
region, the processes determining the material degrada-
tion are therma heating, melting, evaporation, and
emission of particles. Inthe far-above-threshold region,
the leading role is played by laser-induced thermal
explosion, resulting in the formation of cratersand mul-
tielemental plasma containing various ions in a wide
range of charge multiplicity and energy. The results of
mass-spectroscopic measurements showed that differ-
ent defects and elements of the matrix of the material
are responsible for the degradation of the optical mate-
rial, depending on the laser power density. In the sub-
threshold region, radiation defects and uncontrollable
impurities play the major role when the accumulation
effect occurs; in the threshold region, radiation defects
and some elements of the matrix are of importance,
whilein thefar-above-threshold region, the degradation
is associated with all defects and elements constituting
the optical material. In our opinion, the three stages of
degradation (subthreshold, threshold, and far-above-
threshold) are manifested consecutively in the break-
down of alaser system as a result of interaction of a
bell-shaped laser pulse with optical materials. In the
far-above-threshold region of material degradation,
various processes occur during a single laser pulse:
from the accumulation effect to alaser-induced thermal
explosion with theformation of acrater and the gjection
of multielemental low-charge ion plasma. It should be
noted in conclusion that the results obtained in this
work on the type and extent of damage depending on
the y-radiation dose, on the form of degradation in the
three regions of the q values, and on the formation of a
plasma with known mass, charge, and energy parame-
ters(especialy in the threshold and far-above-threshol d
stages of degradation of the optical material) are useful
in developing high-power solid-state lasers and in
establishing the reasons for the failure of optical laser
systems under the action of high-power laser and
nuclear radiation.
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Abstract—The specific features of the oscillations observed in the time dependences of theinternal friction of
polycrystalline beryllium irradiated with high-energy electrons and aged at T = 300 K within different time
intervals are investigated. It is demonstrated that the ageing leadsto agradual decrease in the amplitude and the
period of oscillations. The assumption is made that the observed phenomenon has a synergetic nature. © 2002

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, considerable research attention has
been focused on systems in which a disordered chaotic
motion of the elements involved transforms into an
ordered motion under the action of external excitations.
This crossover occurs through self-organization pro-
cesses of nonequilibrium structures, such as the
Belousov—Zhabotinsky reactions in chemistry, the
Benard cells in hydrodynamics, the ordering of mag-
netic domains in the physics of magnetic phenomena,
the formation of dip lines and bands and the formation
of cellular and block dislocation structuresin the phys-
ics of strength and plasticity, etc. [1]. Among similar
phenomena are oscillating time variations in the inter-
nal friction observed in a number of systems after
cyclic deformations[2, 3]. However, the nature of oscil-
lations of the internal friction and the causes of their
occurrence still remain unclear. The goal of the present
work was to investigate how the degree of instability of
the studied system affects the manifestation of the
internal friction oscillations.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The MTBK-1.5 Be samples irradiated with high-
energy (~18 MeV) electrons and aged within different
timeintervalsat room temperaturein air were chosen as
the object of investigation, because, as was established
experimentally in [4], irradiation with high-energy
electrons leads to the appearance of clearly defined
oscillationsin the time dependences of theinternal fric-
tion. The samples to be studied were prepared from
plates produced through the condensation of beryllium
from the vapor phase onto substrates at temperaturesin
the range 500-600°C. Samplesin the form of parallel-
epipeds 1 x 1 x 80 mm in size were cut from these

plates by the electroerosion method with subsequent
elimination of the deformed layer.

According to the chemical analysis, the content of
impurities in the condensate was as follows; 0.009—
0.05 wt % Fe, 0.003-0.14 wt % Al, 0.0037-0.04 wt %
C, 0.06-0.15 wt % O, 0.003-0.042 wt % Ga, and
0.01-0.017 wt % N. The electrical resistivity ratio
Poos kP42« TOr different sampleswasin the range 190—
220, which corresponds to an estimated integral purity
of better than 99.95 wt % Be.

The condensate had a columnar structure with a 40-
to 70-pum mean cross section of grains. The length of
the grains was equal to (0.2-1)d, where d = 1.5-3 mm
is the thickness of the condensate plate.

The internal friction was measured on a low-fre-
guency relaxometer of the inverse torsion pendulum
type at frequencies ~1 s according to standard tech-
niques [2-4]. This made it possible to carry out the
experiment with an accuracy of better than 1% and to
record reliably the oscillating time dependences of the
internal friction. The time dependences of the internal
friction were measured at strainsy =9 x 106+ 1 x 10~/
both after the cyclic deformation of the sample at acon-
stant strain amplitude y, for 5 min followed by a sharp
decrease in the strain to the aforementioned values and
without cyclic deformation after the measurement of
the amplitude dependence of the internal friction.

3. RESULTS AND DISCUSSION

Figure 1 shows the time dependences of the internal
friction of the beryllium samples which wereirradiated
and then aged within six months at room temperature
both after cyclic deformation for 5 min at stain ampli-
tudesy,=1.4x107°,25x 10, and 6.6 x 10° and with-
out cyclic deformation after measurement of the ampli-
tude dependence of the internal friction to Y, = 6.6 x
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10°. A comparison of the data presented in Fig. 1 and
the results obtained immediately after irradiation of the
sample revealed the following features: (1) natural age-
ing of the sample leads to the appearance of clearly
defined oscillations with a 10- to 11-min period at
strains which did not induce oscillations in the as-irra-
diated material (cf. Fig. 1la of this work and Fig. 2a
givenin[4]), and (2) the time dependences of theinter-
nal friction at large strain amplitudes y, exhibit quite a
different behavior.

Anincreasein the ageing time to ten monthsleadsto
a specific localization of oscillations at y, = 2.2 x 10°°.
However, their amplitude and period are less than those
observed after ageing within six months. At large strain
amplitudesy,, the oscillations|ose their periodicity. For
example, after cyclic deformation for 5minat y, = 3.5 x
105, a shadow-type burst appears against the back-
ground of weak variationsin the internal friction at the
17th minute of the measurements, whereas after the
cyclic deformationfor 5minat y, = 6.6 x 10°, the oscil-
lations arises only after alapse of sometime, more pre-
cisely, at the 15th—30th minutes of observation.

In this case, a pronounced temperature hysteresisis
observed in thetemperature dependences of theinternal
friction and the square of the frequency of freetorsional
vibrations f2 (which is proportional to the effective
shear modulus G;) of the samples aged within both six
and ten months: the curves of heating and cooling do
not coincide over a rather wide range of temperatures
(Fig. 2). This suggests that a weakly pinned disloca-
tion-impurity structure of beryllium undergoes atrans-
formation in the course of heating (cooling) due to
appreciableinternal stresses[3, 4].

Ageing of the samples within 12 months leads to a
decrease in the amplitude and the period of oscillations
over virtually the entire range of the studied strains
(Fig. 3). Inthis case, the defect structure of the samples
is characterized by ahigher stability (Fig. 4), asjudged
from the absence of specific anomalies in the tempera-
ture dependences of the internal friction and 2 [3]: the
absorption of the elastic energy weakly varieswith tem-
perature and corresponds to the background absorption
over the entire temperature range covered; moreover,
the curves f%(T) do not exhibit a temperature hystere-
sis. Analysis of theinternal friction background and the
temperature behavior of the amplitude dependence of
the internal friction indicates a substantial stabilization
of the beryllium defect structure.

Therefore, in the course of natural ageing, the stabi-
lization of the dislocation-impurity structure, whose
equilibrium was disturbed under irradiation, brings
about a gradual decrease and appreciable suppression
of the oscillating behavior of the time dependence of
the internal friction. This corroborates our assumption
that the oscillations of the internal friction actually
occur only in anonequilibrium system under the action
of external factors. On this basis, some considerations

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

2002

1099
2004, (a)
1901 *%e “‘0“0.“‘ RULLI
oo
180 L L
0 10 20 30
200 —
1954% %, o**%%000e,
190F  *opnq o ‘o
185 hd | *
bl 0 10 20 30
S
i (3
5 195¢% ) e e e ©
175F AR AR LN
TS P
150 o ' '
0 10 20 30
195 . N o @
A * oy TISE AN ¢
175 L L
0 10 20 30
t, min

Fig. 1. Time dependences of the interna friction of the
MTBK Be samples aged within six months after cyclic

deformation for 5 min at yo = (a) 1.4 x 10, (b) 2.5 x 107,

and (c) 6.6 x 107 and (d) after measurement of the ampli-
tude dependence of the internal friction up to Ypy,a = 6.6 %

107

300
. ; (@
L 200 —_-"""‘*'.,,.__
7" VY
IQ) 100 Addanag 0 -I‘
1 2 1 M
0 100 200 300 400
T,°C
1.06 5 o
(Tw 1.02F [
- I' | |
L0098 . I
0.94 ' ' '
0 100 200 300 400
T,°C

Fig. 2. Temperature dependences of (a) theinternal friction

and (b) f2 for the MTBK Be samples after ageing within six
months: (1) heating and (2) cooling.

can be applied to the possible mechanism of this phe-
nomenon. To the best of my knowledge, the periodic
increase and decrease in the absorption of the elastic
energy have defied description in the framework of cur-
rently available models of time dependences of the
internal friction that are based on simple notions of
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interaction between dislocations and the dislocation
environment. In my opinion, the phenomenon under
consideration can be adequately described only in the
framework of the concepts regarding the evolution of a
dislocation-impurity ensemble and the development of
collective and cooperative phenomenain this ensemble
[1, 5]. Indeed, consideration of the kinetic nature of the
interaction between dislocations and the dislocation
environment destabilized under irradiation can provide
an explanation for both the loss of spatial stability by a
didocation-impurity ensemble and the formation of
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inhomogeneities in dislocation-impurity structures [1].
Under external stresses, the evolution of these struc-
tures can occur through the generation of inhomoge-
neous density fluctuations pinning the dislocation of
defects. In this case, proper allowance must be madefor
the fact that the probability of forming the aforemen-
tioned fluctuations along the dislocations is substan-
tially larger than the probability of generating similar
fluctuations in perpendicular directions, because the
mobility of pinning defects along the dislocation pipes
considerably exceeds the bulk mobility. This is con-
firmed by our estimates of the didocation pipe diffu-
sion coefficients D, for the basic types of impuritiesin
the MTBK Be material, the comparison of the esti-
mated values with the volume diffusion coefficient D,
and the binding energy of the dislocation with pinning
defects E,, (for example, D, for Fein MTBK Be at the
experimental temperatures was estimated at 5.29 x
10 m?/s, D, = 1.25 x 103 m?/s, and E,, = 0.056 V).
Moreover, the density fluctuations pinning the disloca-
tion of defects, according to [1, 5], become possible
upon the attainment of a critical density. Reasoning
from the above considerations, we can explain the
absence of oscillations at y, = 1.4 x 107 immediately
after irradiation and their presence in the time depen-
dences of the internal friction after ageing within six
months. In actual fact, ageing is attended by the return
of some part of the impurities to the dislocations. This
is supported by the analysis of the amplitude depen-
dences of the internal friction and the calculation of the
binding energy of the dislocation with pinning defects.
Asaconsequence, clearly defined oscillations appear in
the time dependences of theinternal friction of the aged
samples after cyclic deformation for 5min at y, = 1.4 x
107 (Fig. 1a). Further ageing brings about an increase
in the number of impurities at dislocations and stabili-
zation of the didocation-impurity system. As a resullt,
the most distinct oscillations manifest themselves only
after cyclic deformation for 5minat y,=2.2x 107, i.e,
after the formation of an optimum amount of impurities
involved in the dislocations. However, their amplitude
and period are substantially less than those observed
after ageing within six months. Hence, the stabilization
of the system, as awhole, can lead to the fact that the
optimum conditions for the generation of oscillations
will not be achieved at any strain. This assumption is
confirmed to some extent by the first publications con-
cerning the oscillations revealed in the time depen-
dences of the interna friction [2]. Strongin and Yakov-
ishin [2] observed the oscillations in the Al-Ag system
at a content of 0.01 wt % Ag after quenching and did
not reveal oscillations at any other content of impurities
and in the annealed samples. In my opinion, al the
foregoing counts in favor of the assumption that the
basic conditions of the occurrence of internal friction
oscillations are as follows: (i) an optimum amount of
impuritiesin the region of dislocationsand (ii) acertain
instability of the system due to either the formation of
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Abstract—The effect of dislocation distribution in the boundaries of an arrested twin on the nucleation of
microcracks at itstip isinvestigated. The twin is simulated by a double step pileup (cluster) of twinning dislo-
cationslocated in adjacent slip planes. The equilibrium equations for dislocations are solved numerically. Clus-
ters with different total numbers of dislocations and with different ratios of the numbers of dislocations at the
upper and lower twin boundaries are considered. The formation of microcracks as a result of coalescence of
head disl ocations according to the force and thermally activated mechanismsis analyzed. The equilibrium con-
figurations of asingle twin boundary and of the twin are calculated. It isfound that the condition for microcrack
formation at the twin tip considerably depends on the ratio of the numbers of dislocations in twin boundaries.
In the limit, this condition coincides with the condition of crack formation at the tip of a single twin boundary
with the same total number of dislocations. It is shown that thermally activated formation of a microrack cor-
responds to lower values of the critical stress. © 2002 MAIK “ Nauka/Interperiodica’ .

Itwasshownin[1, 2] that the actual structure of dis-
location pileups may considerably change the condi-
tions for the formation of microcracks in them. From
this point of view, twins and twin boundaries wherein
each twinning dislocation moves in its own slip plane
are of special interest. Such defects are usually simu-
lated by step dislocation clusters|[3, 4], the dislocations
being distributed in pairs symmetrically relative to the
twinning plane passing through the twin tip. Obviously,
inthe general case, twin boundaries may contain differ-
ent numbers of dislocations. In the present work, we
consider the conditionsfor theinitiation of microcracks
a the tip of an arrested twin with different ratios of
twinning dislocationsin its boundariesin calcite.

The boundary of a twin is simulated by a solitary
step pileup of twinning dislocations, each of which is
displaced relative to a neighboring dislocation by adis-
tance egual to the separation h between the planes
(3.82 x 10719 m). The twin is represented by a double
step pileup of twinning dislocations. We assume that
the head dislocation is fixed at a point with coordinates
x =y = 0 and belongs simultaneously to the upper and
lower boundaries. The dislocation pileup is pressed
against the head dislocation by an external stressT.

L et us consider twin boundaries containing different
numbers (n,, n,) of dislocations. Formally, this means
that each boundary must be analyzed separately and the
equilibrium eguations for dislocations must be written

for each boundary. The equilibrium equations for the
upper boundary with n; dislocations have the form

”1 (x=x)*= (i =y’
(X —X;) ] :
Jz o6 =x)7+ (-
j#i

+ zz(xi ) (X =X)" = (yi +y)) (1)
j

[O6=x)7+ (v +y)]

where x, and y; are the coordinates of the ith disloca-
tion, D = G/[21(1 — V)], G isthe shear modulus (3.2 x
10'°N/m?), v isthe Poisson ratio (v = 0.3), and b isthe
Burgers vector for twinning dislocations (1.269 x
1071 m). The first and second terms describe the inter-
action of the ith dislocation with dislocations from the
upper and lower boundary, respectively.

The equations for dislocations in the lower bound-
ary have asimilar form,

Ny

Z (X —X%;)

=1
j#i

(X _Xj)z_(yi —Yj)2
[(x—%)*+ (=)
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Thus, we obtain asystem of nonlinear equations (1) and
(2) with the number of unknowns n, + n, — 1. The
numerical solution of Egs. (1) and (2) by the method of
successive approximations [5] gives the equilibrium
coordinates x, of disocations, which are functions of
the elastic constants G and b, of the numbers of dislo-
cations n; and n,, and of the external stresst. From the
standpoint of microcrack initiation, the distance d
between the head di sl ocations whose coal escence leads
to the formation of a crack nucleus is of interest to us.
The mechanisms of coalescence of head dislocations
can be divided into force mechanisms and thermally
activated mechanismes.

In a planar pileup, the coalescence of head disloca-
tions occurs when they approach each other to a dis-
tanced =b[6]. In astep pileup, head dislocations expe-
rience coalescence after approaching each other to the
critical distance d; = 2.41h. The force with which the
first dislocation repels the second one attains its maxi-
mum value in this case. The subsequent approaching of
didocations until they merge into one occurs without
anincrease in the external stress. Consequently, we can
assume that the critical stresses 1, required for the
nucleation of cracks are equal to the stresses required
for head dislocations approaching each other to a dis-
tance d,,. This criterion will be referred to as the force
criterion.

In the case of thermally activated nucleation of
microcracks, we assume that head dislocations experi-
ence coalescence not simultaneously over their entire
length, but initially only over ashort segment asaresult
of gection of a double kink by the second dislocation
of the cluster due to thermal fluctuations. A microcrack
nucleus of length | that isformed upon the coal escence
of this kink and the first dislocation subsequently
expands over the entire dislocation length. It was shown
in [7] that the energy barrier for the crack nucleation is
completely determined by thefirst stage of the process,
viz., the formation of a double kink. An expression for
the energy W of the double-kink formation is given in
[3].

In order to determine the critical external stress 1.,
we cal culated the dependence of Won 1 and determined
the value of 1 for which the value of W coincides with
a preset value. In the case under investigation, this
energy was chosen equal to 1 eV, which is comparable
to the minimum height of the potential barrier for the
formation of a double kink and amounts to a value of
the order of Gb?[8].

In our calculations, we analyzed a symmetric twin
(ST) with equal numbers of dislocations in the bound-

i =23, ...,N.
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Fig. 1. Distribution of dislocations at the tip of defects: (1)
AT; (2) TB, and (3) ST.

aries, an asymmetric twin (AT) with different numbers
of disocations in the boundaries, and a single twin
boundary (TB). We considered pileups with different
total numbers n of dislocations and with different ratios
of the numbers n; and n, of dislocations in the upper
and lower boundaries of the AT. It should be noted that
dislocations in the ST boundaries are arranged in pairs
(Fig. 1. In other words, the values of coordinates x, for
the ith dislocations of the upper and lower twin bound-
aries coincide, while the coordinates y; are equal in
magnitude but have opposite signs. This result is obvi-
ous and is a conseguence of the interaction of disloca-
tions moving in parallel slip planes. If we assume that
one of the dislocations is stationary, the equilibrium
state of the other dislocation corresponds to two posi-
tions, namely, x = h and x = 0, in which the force of
interaction isequal to zero, the stable position being the
one with x = 0. In the case of deviation from this posi-
tion, amoving dislocation will experience the action of
aforcereturning it to the equilibrium position.

If the equality of the numbers of dislocationsin the
ST boundariesisviolated, i.e., the ST is converted into
an AT, the arrangement of dislocations changes consid-
erably (Fig. 1). However, pairwise arrangement of dis-
locations in the AT boundaries is also encountered, but
the total number of such pairs does not exceed a few
percent. We denote by d the distance between the head
and second dislocations in the twin boundary. The val-
ues of d for the upper and lower AT boundaries are the
smaller, the larger the number of dislocations in the
boundary, and the values of d for both AD boundaries
may differ by afactor of several units for an insignifi-
cant difference between n, and n,. For example, for n, =
10 and n, = 12, the ratio d,/d, = 4. Moreover, the
smaller of d; and d, turns out to be much smaller than
the value of d for an ST. This can be clearly seen from
Fig. 1, which shows the distribution of dislocations
directly at the cluster tips. If we take into account the
fact that it is the value of d that determines the crack
nucleation stresses, we can expect the crack formation
conditions to change at the AT tip.
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It is worth noting that in the distribution of disloca-
tions at the tip of atwin, the values of coordinates of
dislocations at the AT boundaries are close to the values
of the dislocation coordinates in asingle boundary with
the total number of dislocationsn = n; + n,. Thisresult
will become clear if we consider the expression for the
stresses exerted by the jth dislocation on theith disloca-
tion,

Gb

I (% =X)L =x) = (¥ = ¥))]
o 2m(l-v) '

[(x—%)"+ (Y, =y

For adjacent disocations, we havey; —y; =hand x —X; is
comparable with h only for disocations adjoining the
head of the pileup (x, —x; = 2.41h in the case of coales-
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Fig. 3. Dependence of the distance between head disloca
tions on the applied stress for an AT: (1) ny = 10, n, = 12;
and (2) ny = 20, n, = 30.
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cence). For the remaining dislocations, with larger num-
bers, we have x, —x > h. For example, (x, —x)/h > 10 for
n>10; i.e., inthis case, adjacent dislocations and, even
more so, dislocations with a larger difference in the
indicesinteract asif they arelocated in the same plane.
Indeed, we can disregard, to a high degree of accuracy,
the terms (y, — y;)? in Eq. (3). In other words, the tail
part in step clusters can be replaced by aplanar config-
uration of dislocations and the shape of the defect tip,
as well as the coalescence conditions for head disloca-
tions, is determined by the interaction of a small num-
ber of head dislocations for which Ay = |y; —y;| is com-
parableto AX = [x; — X;|.

Figure 2 shows the calculated dependences of d on
the external stress T for three types of clusters: TB, ST,
and AT. It can be seen that the dependences for TB and
AT are quite similar. This is a consequence of the
above-mentioned coincidence of equilibrium positions
of dislocationsin TB and in AT boundaries; i.e., TB can
be regarded as a limiting case of AT for which n; > n,
(or n, > ny).

By comparing the values of t for AT and ST (with
equal total numbers of dislocations in the boundaries),
we find that, for d = 2.41h, the crack nucleation accord-
ing to the force mechanism in AT takes place at much
lower stresses (by afactor of approximately 1.7).

We tried to find out whether the obtained result
depends on the number of dislocations in the clusters
under investigation. If we plot the dependence d = (1)
(or of Won 1) inrelative unitsd = f(tn/D), the obtained
points corresponding to different values of n for the
same cluster fit into the same curve to a high degree of
accuracy. By way of example, Fig. 3 shows a curve
describing such a dependence for an AT. Thus, the
results presented in Fig. 2 can be generalized to the case
of other values of n by simple renormalization of the
critical stress.
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Fig. 4. Dependence of the double-kink energy W on the
external stress: (1) TB, n = 50; (2) ST, n; = ny, = 25; and
(3) AT, ng = 20, np = 30.
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The calculated activation energy for the crack nucle-
ationisshowninFig. 4. In comparing these resultswith
the data presented in Fig. 2, we see that the thermally
activated nucleation corresponds to lower values of
critical stress, but the difference is not large (~25%).
The values of double-kink energy amount to ~0.5 eV
provided that the force criterion d = 2.41h is satisfied.
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Abstract—The phase composition and the temperature dependence of the magnetization of the Erg 45H0 s5F€,
compound in coarse-grained, microcrystalline, and submicrocrystalline states are investigated experimentally.
It is found that, upon heating under vacuum, the Erg 45H0q s5F€, microcrystalline powder with a crystalline
grain size of ~1 um undergoes decomposition into pure iron and rare-earth (erbium and holmium) oxides and
nitrides at atemperature of 500 K. The changes observed in the phase composition of the microcrystalline pow-
der due to annealing are confirmed by x-ray diffraction analysis. Heating of the Erg 4sH0g s5Fe, submicrocrystal -
line sample leads to a partial change in the phase composition. The phase composition of alarge crystal (~1 mm
in size) remains unchanged upon heating to 1080 K. It is shown that the thermal stability of the Erg 45H0Oq s5F€»
compound depends on the crystalline grain size. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Earlier investigationsinto the magnetic properties of
Fe-Nd-B submicrocrystalline alloys prepared by crys-
tallization of rapidly quenched amorphous ribbons
revealed that pure iron precipitates in the course of
annealing [1, 2]. The phase instability of multicompo-
nent compounds has also been observed in other stud-
ies. In particular, Vereshchagin et al. [3] and Absalya
mov and Mulyukov [4] observed transformations of
higher metal oxidesinto lower metal oxides and reduc-
tion of metal oxides to pure metal during vacuum
annealing of microcrystalline powders. Yermakov [5]
described the phase separation upon treatment of alloy
powdersin aball mill. In these works, the phase insta-
bility is attributed to the influence of severe plastic
deformation on the crystal structure. The question now
arises asto why a similar phenomenon is observed dur-
ing annealing of a multicomponent compound with a
submicrocrystalline structure formed through crystalli-
zation of the amorphous alloy.

With the aim of obtaining additional information on
the phase instability of multicomponent compounds,
we analyzed the phase composition and the tempera-
ture dependence of the magnetization of the
Ery.45H0g s5F€, compound in coarse-grained, microc-
rystalline, and submicrocrystalline states. The choice of
the Er, 45HO, s5F€, compound as the object of investiga-
tion was made for the following reasons: (i) this com-
pound isaferrimagnet containing iron, and (ii) thetem-
perature dependence of the magnetization can serve as
a highly sensitive indicator of changes in the phase
composition of the studied sample.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

A coarse-grained sample in the form of a parallel-
epiped with a maximum linear size of 1 mm was cut
from an ingot of the Er, 4,5H0, ssFe, compound. A sam-
ple with a microcrystalline structure was prepared by
grinding in an agate mortar because of the high brittle-
ness of the chosen material. In order to ensure against
oxidation, the powder was ground in ethanol. The
microcrystalline powder with a particle size of ~1 um
was separated through sedimentation. The size of pow-
der particles was determined on a JSM-840 scanning
electron microscope. Samples with a submicrocrystal-
line structure were obtained under the conditions of
severe plastic deformation with the use of Bridgman
anvils under a pressure of 10 GPa at room temperature.

The temperature dependence of the magnetization
of the samples under investigation was measured using
a vacuum automated magnetic balance [6] in the tem-
perature range from 80 to 1080 K. The phase composi-
tion of the sampleswas analyzed on a DRON-3M auto-
mated x-ray diffractometer with computer processing
of the results obtained.

The microstructure of the submicrocrystalline sam-
ples was examined using a JEM 2000EX transmission
electron microscope.

3. EXPERIMENTAL RESULTS

Figure 1 shows the temperature dependence of the
magnetization o(T) for a coarse-grained sample. It can
be seen from Fig. 1 that, upon heating, the magnetiza-
tion of the sample decreases drastically and becomes

1063-7834/02/4406-1106%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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Fig. 1. Temperature dependence of the magnetization of a
coarse-grained sample.

equal to zero at 570 K. This dependence is character-
ized by an abrupt transition from a ferrimagnetic state
to a paramagnetic state. The curves o(T) measured dur-
ing heating and cooling of the samplearevirtually iden-
tical. This confirms the assumption that the phase com-
position of the coarse-grained sample remains stable up
to 1080 K.

The temperature dependence of the magnetization
o(T) for amicrocrystalline ssmpleisdepicted in Fig. 2.
It is seen from this figure that the dependence o(T)
obtained upon heating of the microcrystalline sample
(Fig. 2, curve 1) differs substantially from the heating
curve of the coarse-grained sample (Fig. 1). Asthetem-
perature increases, the magnetization first decreases, as
isthe case with the coarse-grained sample, but does not
reach zero and beginsto increase at temperatures above
500 K. With a further increase in the temperature, the
magnetization passes through a maximum at 830 K,
decreases, and becomes equal to zero at 1033 K.
Another feature in the dependence o(T) of the microc-
rystalline sample is that curve 2, which was measured
during cooling of the sample, differs noticeably from
curve 1, which was recorded during heating. Note that
curve 2 is similar to the temperature dependence of the
saturation magnetization of pure 3d ferromagnets.
Moreover, the Curie temperature determined by the
extrapolation of the steepest portion in curve 2 to the
temperature axis coincides with the reverence Curie
point of pureiron.

Figure 3 showsthe dependence o(T) for asubmicro-
crystalline sample upon heating and cooling. In this
case aso, curve 1, which was measured during heating
of the submicrocrystalline sample to 600 K, coincides
with the heating curve for the coarse-grained sample.
At higher temperatures, the magnetization of the sub-
microcrystalline sample increases, passes through a
maximum at 950 K, and decreasesto zero at 1033 K. It
isworth noting that the increase in the magneti zation of
the submicrocrystalline sample at temperatures above
600 K (Fig. 3, curve 1) is less pronounced than that of
the microcrystalline powder (Fig. 2, curve 1). Curve 2,
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Fig. 2. Temperature dependence of the magnetization of a
microcrystalline powder.

which was measured during cooling of the submicroc-
rystalline sample (see Fig. 3), does not coincide with
the cooling curve of the microcrystaline powder
(Fig. 2, curve 2) and consists of two portions. The low-
temperature portion virtually follows the dependence
o(T) measured during heating of the sample, whereas
the high-temperature portion is similar to the depen-
dence o(T) for pure 3d ferromagnets.

The x-ray diffraction pattern of the microcrystaline
powder immediately after grinding is displayed in
Fig. 4a. All the peaks revealed in the x-ray diffraction
pattern correspond to the man phase of the
Erg4sH0p ssFe, compound. The x-ray diffraction pattern
of the same powder annealed at 1080 K exhibits many
additional peaks (Fig. 4b). The new phases formed
upon annealing were identified according to the angular
positions of additional peaks. It isfound that heating of
the microcrystalline powder of the studied compound
leads to the formation of pureiron and different phases
of rare-earth compounds. The additional peaks observed
in the x-ray diffraction pattern of the annealed powder
(Fig. 4b) correspond to the following phases. Ho,O,
and Er,0O; (lines 2, 6, 15, 16, and 19-21), ErO, (lines 3,
16, and 21), Ho,N; (lines 2, 6, 15, 16, and 19-21), HoN

200}
2150}
[=}
= L
£ 100}
o L
S0
0 200 400 600 800 1000
T,K

Fig. 3. Temperature dependence of the magnetization of a
submicrocrystalline sample.
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Fig. 4. X-ray powder diffraction pattern of a microcrystalline sample (a) prior to and (b) after heating to 1080 K.

(lines 4 and 9), FeyN (lines 10, 16, 19, and 20), HoFe;
(line9), Er,Fe;; (lines 3,9, 19, and 20), and Fe (lines 14
and 16).

The electron microscopic investigation revealed that
the structure of the submicrocrystalline sample consists
of crystalline grains with a mean size of less than
100 nm (Fig. 5). As can be seen from the electron
microscope image of the submicrocrystalline sample,
the crystalline grains have diffuse boundaries and
involve cells with asize of the order of 10 nm.

4. DISCUSSION

The experimental results demonstrate that the tem-
perature dependences of the magnetization of samples
in different structural states differ significantly. Specif-

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

ically, upon heating of the microcrystalline and submi-
crocrystalline samples above 500 K, their magnetiza-
tion increases and passes through a maximum. This
increase in the magnetization can be associated with the
precipitation of a new ferromagnetic phase with ahigh
Curie temperature. The curve o(T) measured during
cooling of the microcrystalline sample corresponds to
the precipitated phase. Judging from this curve, the pre-
cipitated phase consists of pure iron, because the tem-
perature at which the magnetization of the sample
becomes equal to zero coincideswith the Curie point of
iron.

In order to confirm the above inference, which was
made on the basis of magnetic measurements, the phase
composition of the microcrystalline sample was addi-
tionally investigated using x-ray powder diffraction. As
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was noted above, the diffraction pattern in Fig. 4a cor-
responds to the main phase of the Er, ,sHo, 55F€, aloy.
Consequently, the phase composition of the studied
compound remains unchanged in the course of grind-
ing.

Thex-ray diffraction pattern of the annealed powder
exhibits sharp peaks assigned to the new phases
(Fig. 4b). It should be noted that this diffraction pattern
also contains maxima associated with the main phase;
however, no indications of the main phase are revealed
in the temperature dependence of the magnetization
measured during cooling of the microcrystalline sam-
ple below 1080 K. The matter is that x-ray powder dif-
fraction experiments require a sufficiently large amount
of the studied compound. For this reason, the sample
was prepared from the whole of the ground powder
without separation into fractions with different particle
sizes. As a consequence, upon heating of the sample
intended for x-ray diffraction measurements, the com-
pound undergoes decomposition within small-sized
crystalline grains of the powder, whereas the main
phase is retained in large-sized crystalline grains. On
the other hand, the presence of the maxima associated
with the main phase in the x-ray diffraction pattern is
convenient for the following reasons: first, these max-
ima serve as reference points, and, second, they clearly
demonstrate that no decomposition of the compound
occursin larger sized particles.

Thus, the magnetic measurements made it possible
to reveal only pureiron precipitated upon heating of the
microcrystalline sample, whereas x-ray powder diffrac-
tion analysis identified both the pure iron phase and
other phases formed in the course of decomposition of
the studied compound.

This raises the following question: Why does pure
iron precipitate during heating of the microcrystalline
sample? A close examination of the x-ray diffraction
pattern of the annealed microcrystalline sample shows
that the diffraction maximarevealed after the annealing
are attributed to oxides and nitrides of erbium and hol-
mium in different valent states. Consequently, rare-
earth metal ions within a crystaline grain exhibit an
increased reactivity and interact with a residual gas
(heating was performed under vacuum at a residual
pressure of 1.33 x 10~ Pa). One reason for this reactiv-
ity isthat the microcrystalline powder possesses awell-
developed surface. Hence, rare-earth metals in contact
with a residua gas actively interact with oxygen and
nitrogen. However, under the same conditions of mea-
surements, similar interactions in the coarse-grained
sample are not observed.

For the purpose of ducidating the influence of the
crystalline grain size on the reactivity of rare-earth
metal ions, we carried out asimilar investigation of the
sample with a submicrocrystalline structure. Since
severe plastic deformation of the material with the use
of Bridgman anvils results in the formation of a mono-
lithic sample, the surface area of its contact with a
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Fig. 5. Electron microscope image of the submicrocrystal-
line structure of the studied compound.

residual gas virtually coincides with that of the coarse-
grained sample. However, no indications of oxidation
are observed after heating of the coarse-grained sample
to 1070 K (the magnetization was measured accurate to
within 1%), whereas the heating of the submicrocrys-
talline sample under the same conditions is accompa-
nied by the decomposition of the studied compound
with the precipitation of pure iron in considerable
amounts.

Analysis of the temperature dependences of the
magnetization a(T) (Figs. 2, 3) indicates that, in the
submicrocrystalline sample, unlike the microcrystal-
line sample, the studied compound undergoes partial
decomposition. This fact demonstrates the role played
by the free surface in the interaction with aresidual gas.
The partial decomposition of the submicrocrystaline
sample can be associated with the specific features of
the submicrocrystalline structure, because this structure
is characterized by a substantial volume fraction of
crystalline grain boundaries and a high density of
defects (Fig. 5). It isknown that the coefficient of grain
boundary diffusion in nanocrystalline materials is sev-
era orders of magnitude larger than that in coarse-
grained materials [7]. Most likely, it is this circum-
stance that encourages diffusion of oxygen and nitro-
gen atoms into the submicrocrystalline sample and
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results in the formation of iron and rare-earth metal
compounds with oxygen and nitrogen.

5. CONCLUSION

Thus, our investigation has demonstrated that the
therma stability of the Erg.sHOpssFe, compound
depends on the crystalline grain size.
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Abstract—The magnetostatic energy and domain structure (DS) in along ferromagnetic plate of afinite width
with in-plane anisotropy are calculated for the case of the domain magnetization vectors lying in the plane of
the plate. The situation where the DS period is much shorter than the width but is considerably larger than the
thickness of the plate is analyzed in detail. The equilibrium DS period and the width ratio of two adjacent
domains are determined as functions of an external magnetic field parallel to the plane of the plate by minimiz-
ing the energy. The DS period is found to be proportional to the plate width and the domain wall energy and
inversely proportional to the squared saturation magnetization. While the width of the favorable domains (with
the magnetization parallel to the field) grows with increasing field, the unfavorable domains, rather than disap-
pearing completely, form relatively narrow transition regions between the favorable domains, i.e., 360° domain

walls. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Calculations of the magnetostatic energy of a
domain structure (DS) in ferromagnets have along his-
tory dating back to theworks of Landau and Lifshitz[1]
and Kittel [2]. The most widely used model considered
in many monographs and textbooks (see, e.g., [3-5]) is
aferromagnetic plate (film) of finite thickness with the
easy axis perpendicular to the large plate face. In this
model, the DS is represented by an array of alternating
antiparallel magnetized stripes of equal width whose
magnetization is perpendicular to the large face. Fol-
lowing [6], we shall call these formations Faraday
domains. The width of a Faraday domain is propor-
tional to the square root of the plate thickness. Applica-
tion of an external magnetic field along the easy axis
increases both the domain structure period and the rel-
ative width of the favorable domains with the magneti-
zation parallel to thefield. By contrast, the width of the
unfavorable domains tends to zero. In a sufficiently
strong magnetic field, the unfavorable domains disap-
pear and the favorable ones merge to form a single-
domain structure. The theory of Faraday domains is
presently a subject of renewed interest, which was
apparently stimulated by the application of bubble
domains in information storage systems.

Therecent devel opment of an areaof research called
spintronics [7] has initiated an intense study of thin
metal ferromagnetic films with high magnetization and
in-plane anisotropy (with the easy axislying in thefilm
plane). The magnetization vector of such plates and
films should also lie in the film plane, such that the DS,

if it forms, depends to a large extent on the magnetic
charges on the small-area end faces. The DS doesform
in such films, which was confirmed experimentally by
various methods, for instance, by observing the Fara-
day effect in visualization media applied to a film [8]
and by transmission electron microscopy [9-11]. The
most copious information was obtained in studies [9—
11], which reported on the observation of a DS with
nearly parallel stripes having curved walls. The stripe
width was on the order of a few microns and tens of
microns, with the magnetization lying in thefilm plane.

Thetheory of such Cotton domains (using the termi-
nology of [6]) has not been well elaborated, which
impedes experimental interpretation. The experimen-
tally established properties of Cotton domains contrast
with those of Faraday domains. At the sametime, while
the existing theories (see, e.g., [6, 12]) provide a gen-
eral basisfor analysis, they are not sufficient to interpret
these differences directly. Their interpretation requires
further progressin theory; thiswork isan attempt along
these lines.

We will show that the dependence of domain width
on the geometric parameters of the plate, magnetiza-
tion, and external magnetic field changes its character
in comparison to the behavior described in [2-5]. In
particular, unfavorable domains, rather than disappear-
ing with increasing field, form transition layers
between the favorable domains, which may be treated
as 360° domain walls. The formation of such wallswas
reported in experimental studies[9, 11].

1063-7834/02/4406-1111$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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L,

Fig. 1. Ferromagnetic plate with a domain structure. The
arrows specify the direction of the magnetization vectorsin
domains and the external magnetic field H. On the end face,
the signs of the surface magnetic charges are specified. Also
shown are the coordinate axes and the plate width L, and
thicknessL,.

In this work, we make some simplifying assump-
tions. In particular, while the plate is of finite thickness,
the plate length is assumed to beinfinitein this stage of
consideration. We also assume that the plate's easy axis
lies in the large face and is perpendicular to the end
faces. We neglect the magnetic flux closing in the plate,
i.e., the effect of closure domains [1, 12]. This neglect
rests on the following grounds. First, as will be shown
later, the DS period can be substantially shorter than the
plate width, such that the contribution due to the clo-
sure domains to the magnetostatic energy will not be
overly large. Second, an external magnetic field
destroys closure domains. In this situation, a periodic
DSformsinthe plate. The geometry of the plate and of
the DSisshowninFig. 1.

GULYAEYV et al.

2. MAGNETOSTATIC ENERGY

We assumethe plate to occupy theregion —oo < X < o,
L L, L L
=y o =2 i

> <y< > "5 <z< 5 N space (Fig. 1). The DS
isperiodic along the x axis, and the magnetization in the
domainsis parallel or antiparallel to the z axis.

The magnetostatic potential (X, y, 2) isdescribed by

the Poisson eguation

%0 , 9°¢ , 0%

_ 4+ — + —L = _4T[p(X1ylZ)l (1)
x> ay> o7

where

p(x ¥, = o ([ Sk-5-8+ 2], @

L
s

f(y) =§1 L2 @
SUVESS

and o(X) is the surface density of magnetic charges on
thez=L,/2 plane, whichisaperiodic function of period
W (we do not specify its explicit form in this stage). It
is these charges that generate the magnetostatic field ¢
and increase the magnetostatic energy. The DS forma
tion is a consequence of the energy minimization
requirement. To calculate the energy and the DS, one
hasto solve Eq. (1). In doing this, we do not impose any
congtraintson L, and L.

A solution to Eqg. (1) hasthe form
(% y,2)

= [dx [dy [dz p(X.Y.2)
J; Jw £ JX=x)2+(y—y)* + (z-2)°

L

h<

1
N2 2 LT
(x=x)"+(y=¥)*+ =31

dy'o(x)

—

= }dx‘

N

(4)
_ 1
"2 2 Lo
J(x—x) +Hy=y)+ @+ 55
Expanding o(x) in a Fourier series
600 = 5 08" k= 2T )
Z n ] WI
n=—o
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substituting Eqg. (5) into Eg. (4), and integrating over X',
we obtain, after some manipulations,

-

oy
2

2
(y-y)2+ B+ =
o(xy,2) = [dy

(y-y)’+ -2

OOoOoodad
g
=3

+2 Z (O_neinkx + O__ne—inkx)
! (6)

[ 2 Lot

x| Kok [(y=y)*+ -85
0
0

_Ko%k/\/(y y) +%+ ZDD}%
0
0

where K, is the McDonald function (modified Bessel
function of the second kind).

Knowing the potential ¢ and the surface magnetic-
charge density o, we can calculate the magnetostatic
energy. By definition, thisenergy per unit volume of the
plate can be written as

w

_ 1
E,= 2WLyLZ_rdXG(X)
0

Nl

(7)

< [ a0k v, 5ok v~

[N

Substituting Egs. (5) and (6) into Eq. (7), we obtain
for o and ¢

w Ly

2
Ey = WLyLZIdXG(X)Idn(LV_n)
0

0 2412 * . .
x [polnn : z 4 22 (o_nelnkx+ o_.6 |n|x) (8)
O n n=1

X [Ko(nkn) — Ko(nkoJn2+ L2)] E&
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Using the relations
1 —inkx _ — ok
ch(x)e dx = o, o0, =o0;,

we perform integration over x in Eqg. (8) and finally
obtain

Ly

2
_ 2 2, N +Lz
Ey = —LyLZIdn(Ly—r])@od In r]2
0

(9)

z 0
#4100 TKo(nkn) —Ko(nkfn"+ L) 5
n=1

This is the equation for the average magnetostatic
energy density we have been looking for; this expresr
sion is valid for arbitrary ratios of the Iengths Ly,

and W (W = 217K).

First, we consider how this relation behaves in the
known limiting cases. Thelimit of L, — =, i.e., L, >
L,and L, > W, isconsidered. We also assumethat L, >
W It is these assumptions that were made in [13] in the
calculation of the energy Ey. This limiting case corre-
sponds essentially to a plate in which the domain mag-
netization vectors are perpendicular to the large face,
i.e., to aplate containing Faraday domains. In this case,
the second of the McDonald functions in Eq. (9) is
exponentially small. We obtain

2
0
Hco| [ L In[ﬂ. %—%L In%—y 1%

z

Ly

+2L,L arctan }+42|0n| J’(L —n)Ko(nkn)dn D

8 L
=anfof+ Ty |on|2[n—if Ko(X)dx
Zn =1 0
(10)

1 0
— 3 OxKo(x)dx} = 2m oy 4+ 2W Z

~|oy|
n nf
which coincides with [13], Eq. (17).

Now we consider another limiting case, namely, that
of along thinrod (L, < W, L, < W). In this case,

2

Ko(nkn) —Ko(nka/n? +L)~—|n———-
n’
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such that

_ 2 2 -
Ew = ¢ Lzaod +22|0n|ﬁ
n=1

(11)

12 2 2

x fan(L, =mint—=
0

According to Parseval’s theorem,

o w
1
oo+ 2 onf” = [ Lo0)] o
n=1 0

If the plate contains astripe DS, o(x) takes on only two
values, +M, and —-M,, where My is the absol ute val ue of

magnetization in a domain. Therefore, [0(X)]2 = M.
Thus, the presence or absence of a DS does not affect
the magnetostatic energy in any way. The latter state-
ment impliesthat aDS doesnot originate at all, because
its formation would not bring about a decrease in
energy.

We turn now to the case of most interest to us
(Fig. 1), namely, L, > W > L,. This relation corre-
sponds to a thin ferromagnetlc plate in which the
domain magnetization vectors are paralel to the large
face. In this case, Eq. (9) assumesthe form

oL L
= 2n=2 gj
L éo(" %nLerzD
(12)
—ZZ|0n|2[ln(nkLy)—In2—g+C}§;
n=1

where C =0.5772... is Euler's constant.

3. DOMAIN STRUCTURE

We consider the periodic stripe DS with a period W
shown in Fig. 1; the domain width isw, and w_for the
domains with the magnetization oriented parallel and
antiparalel to the z axis, respectively. The relation
between the widths of these domains can be conve-
niently characterized by the parameter & = w,/W with
W=w, +Ww._.

For the stripe DS of interest, we can write

log® = Mj(28 —1)?, (13)

lo° = 2EM(D (1— cos2mné). (14)
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Substituting these relations into Eq. (12) for the

magnetostatic energy yields
EM = 2Ly T[L - | W
(15)
_C + °2_2 Z In_n(l c0S2TiNg) D
g

The value & = 1/2 corresponds to the minimum of the
Ey (€, W) function for any W, as should be expected
from physical considerations.

We turn now to calculating the equilibrium DS
period W,. To find this period, we have to add to E,, the
domain wall energy

2

Eo = & (16)
whereyisthe energy per unit domainwall area(thefac-
tor 2 appears, because there are two domain walls per
period W). As for the anisotropy energy, it should be
noted that the magnetization vectorsin domains of both
types and the easy axis (z axis) are collinear (Fig. 1).
Therefore, the anisotropy energy does not change in a
DS rearrangement and does not affect the domain
parameters; therefore, we disregard this energy in the
further calculation. The equilibrium period W, is found
from the condition

0(Ey + Ep)
ow

where one should substitute the equilibrium value & =
1/2. We obtain

=0, a7

yL,

ML,

W, =

(18)

4. EFFECT OF AN EXTERNAL MAGNETIC FIELD

In the presence of an external magnetic field H par-
alel to the easy axis, the contributions of Egs. (15) and
(16) to the magnetic energy should be complemented
by the Zeeman energy

Ey = -HMy(28 -1). (29)
The DSisdetermined now by minimizing thesum Ey, +
Ep + E with respect to variations in & and W. One
should bear in mind that E; does not depend on ¢ and
Ey isindependent of W. The equilibrium value of the &
parameter should no longer be equal to 1/2, because the
favorable domains expand and the unfavorable ones
shrink. While Eg. (17) isvalid for the calculation of the
equilibrium DS period in the presence of an external
magnetic field, the & parameter in it can now assume
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Fig. 2. Relative domain width & = w,/W plotted vs. dimen-
sionlessmagneticfield f= (L,/4L,)(H/M) for different val-
ues of the ratio R = 2L /W (1)°10, (2) 100, (3) 250, (4)
1000, and (5) 10000.

any valueintheinterval 0< & < 1. Solving thisequation
for the DS period as afunction of the parameter ¢ yields
W
W(E) = ,
®) = e

where W, is given by Eq. (18). The period grows with-
out limit as& — 0 and & — 1; however, the condi-
tion W < L, we have imposed forces us to restrict the
analysisto aregion of values not very closeto the above
boundariesin which the condition (1 — &) > W/4L, is
met.

After the substitution of Eq. (20) and summation

(20)

.. 0E
over n [14], the derivative —= becomes

0¢
= M),
(®) = @-ynEEEa-g @
—InE,E—LTsinn%—an(E).
Equation a(EMa—;EH) =0Qvyieldsarelation for determi-
nation of the equilibrium value of €,
(8 = 7 (22)

Figure 2 plots the reciprocal function describing the
dependence of & on H for various values of the ratio of
the plate width to the equilibrium DS period in the
absence of amagnetic field, R= 2L /W,. We readily see
that, as the field increases, one comes to a state which
can be treated as saturation, because this state does not
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Fig. 3. Domain widths w, and w_ and domain structure
period W= (w, +w_) plotted vs. parameter &: (1) w, /W, (2)
w_/Wp, and (3) W/W,.

change asthefield isfurther increased in absol ute mag-
nitude. This saturated state corresponds to the values
& =0and 1 and isreached for the field

2
4LyM0|nZM0Ly
L, y
whence one obtains the effective demagnetization factor

IHI = H, = ) (23)

2
N = Ahy2Maly
L, y

Asfollowsfrom Eq. (20), domains of both types persist
as one approaches the saturation state (§ = 1). Indeed,
for zero relative width of the domains with magnetiza-
tion antiparallel to the applied magnetic field, their
absolute widthw_ = (1 — &)W for & —» 1 tends not to
zero but rather to afinite valuew_ = Wy/4, whichisonly
one half the value for zero external magnetic field. The
same holds for & — 0. The dependence of the widths
of domains with parallel and antiparallel magnetiza-
tion, aswell as of their sum (the DS period W), on & is
shown graphically in Fig. 3.

(24)

5. DISCUSSION OF RESULTS

According to Eqg. (20), the Cotton DS under study
differs substantially from the Faraday DS. Indeed,
many authors, starting with Kittel [2], estimated the

period of the Faraday structure as W, ~ ./2yL,/ Mg (in
the notation used here). A comparison of this estimate
with Eqg. (20) shows that in our case, the DS period is
proportional to thefirst power (rather than to the square
root) of L, and to the first power (rather than the square
root) of domain wall energy y and is inversely propor-
tional to the sguare (and not to the first power) of the
magnetization M,
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Because the DS period W, depends on the geometric
parameters of the plate, one hasto establish the casesin
which the condition L, < W, < L, imposed by us in
deriving the simplified expression (12) for magneto-
static energy holds. For this purpose, we use the esti-

mate y ~ M35, where & stands for the domain wall

thickness, and substitute this estimate into Eq. (20) for
W. Then, this condition will take on the form

d<L,< L.

According to [1], we have 8 ~ ./a/B, where a is the
nonuniform exchange constant, which we estimate here
as a ~ 107%? cnm?, and B is a dimensionless anisotropy
parameter which determines the anisotropy field H, ~
BM,. Asanillustration, we consider afilm of cobalt for
which 3 ~ 4.2 [12]. Putting the geometrical parameters
Ly=50nmand L, =60 um, asin[15], we see that con-
dition (25) holds. One can readily verify that condition
(25) is also satisfied for the same geometrical parame-
tersfor filmsof iron ( ~ 1.7 [12]) and nickel (B ~0.29
[1D).

Next, we use inequality (25) to compare the DS

periods W, and W, . Because Wy ~ yL,/MgL, ~ 8L, /L,

and W, ~ /2yL,/M5 ~ ./3L,, Eq. (25) suggests that
W, > W, ; therefore, in plates with the same geometri-

cal parameters, the period of the Cotton domainsis sub-
stantiadly larger than that of the Faraday domain. A
numerical estimation of the DS period W, and of the
saturation field H, given by Eqg. (23) for a Co film with
parameters M, ~ 1400 G, L, = 50 nm, and L, = 60 um
yields W, ~ 6 um and H, ~ 14 G. These estimates agree
in order of magnitude with experimental data (see, e.g.,
[9-11]).

Another substantial, distinctive feature of the struc-
ture under study isthe above persistence of the unfavor-
abledomainsfor § — 1and & — O (for zero relative
width, their absolute magnitude tends to a finite limit),
which implies the persistence of domain walls in a
fairly strong magnetic field (in absolute magnitude),
[H|> Hg [see Eq. (23)]. As already mentioned, this
result correlates with the observation of 360° domain
walls in experiments with films containing Cotton
domains[9, 11].

We note in conclusion that 360° domain walls sepa-
rating favorable domains were obtained by us using an
approximate expression for the energy Ey,, Eg. (15),
which is valid for W < L, or, which is the same, for
&(1—¢&) > Wo/4L,~ d/4AL , [see Eq. (18) and the discus-
sion after Eq. (20)]. Because d/L, < 1, according to
Eqg. (25), we can approach the saturation limits, i.e., the
points & = 0, 1, fairly closely. However, these points
should be excluded from consideration.

Even if we base our analysis on a more genera
expression for energy given by Eq. (9), whose validity

(25)
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is not constrained by the condition W < L,, we would
not, nevertheless, come, within our model, to definite
conclusions on the behavior of function w_(§) for
& — 0, 1. The point is that we approximated the
domain wall energy with the expression Ey = 2y/W,
which does not take into account theinternal structure of
the wall. Indeed, the question of whether domain walls
brought closer to one another with increasing field H
would annihilate or not should depend on such structural
characteristics of thewall as, for instance, the chirality, a
point which has been corroborated by direct experimen-
tal observations [11]. Theoretical analysis of thisimpor-
tant problem requires dedicated consideration.
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Abstract—The crystal structure of ThggFe;q and CoggPdsg nanocrystalline films with strong magnetic anisot-
ropy perpendicular to the film plane (K, ~ 10° erg/cms) is investigated using electron diffraction and transmis-
sion electron microscopy. All the studied filmsin the initial nanocrystalline phase undergo an explosive crys-
tallization with the formation of dendrite structures. It is demonstrated that, after crystallization, the Tb—Fe and
Co—Pd films exhibit a tetrahedrally close-packed atomic structure that has no analogs among these materialsin
the equilibrium state. Theinternal stressesin the films under investigation are estimated from an analysis of the
bend extinction contours in the electron microscope images. The inference is made that strong perpendicular
magnetic anisotropy can be associated with magnetostriction anisotropy due to the specific features of the film

structure. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

A unique combination of magnetic properties ren-
ders nanacrystalline materials very attractive for practi-
cal applications, in particular, for the design of storage
media used in magnetic and thermomagnetic data
recording devices. The recording density is the most
important parameter of storage media. Nanocrystalline
materials with magnetic anisotropy perpendicular to
the film plane are materials of the future. The recording
density provided by nanocrystalline materials with per-
pendicular magnetic anisotropy considerably exceeds
the density achieved in materials with magnetic anisot-
ropy in the film plane. The recording density in materi-
as with perpendicular magnetic anisotropy can be as
high as 102 bit/cm?.

At present, materials with a large perpendicular-
magneti c-ani sotropy energy constant have been studied
extensively. As a rule, these materials are produced
from rare-earth metal-transition metal (Dy—Co, Th—Fe,
etc.) and 3d metal-3d metal (Co—Pd, Co-Cr, etc.)
alloys [1-6]. However, despite extensive investigations
into the properties of storage media used in magnetic
and thermomagnetic recording devices, the question as
to the origin of perpendicular magnetic anisotropy
remains open. This can be explained by the fact that the
perpendicular magnetic anisotropy by itself and the
perpendicular-magnetic-anisotropy energy depend on
many factors. The basic models thus far applied to the
explanation of the origin of perpendicular magnetic
anisotropy in films are associated with the following
factors[7]: (1) pair atomicinteraction, (2) anisotropy of
the columnar structure, (3) crystallographic anisotropy,
(4) surface anisotropy, (5) exchange anisotropy
between multilayers, and (6) magnetostriction anisot-

ropy. Leamy and Dirks [8] proposed one more model,
namely, the model of afractal structure formed perpen-
dicular to thefilm plane. Therole played by each factor
in the formation of perpendicular magnetic anisotropy
depends on the particular material and technique used
for the preparation of the samples.

Earlier [9], we studied Dy—Co films with strong per-
pendicular magnetic anisotropy (K ~ 10° erg/cmd). It
was shown that, in the initial state, these films consist
of 10- to 15-A clusters whose structure is similar to a
tetrahedrally close-packed structure of the CaCus type
[9]. The SmCo; alloy with the same structure possesses
the largest crystallographic magnetic anisotropy con-
stant K; ~ 108 erg/cm?3 [10].

It iscommon knowledge that rare-earth metal—transi-
tion meta alloys belong to materias with the strongest
magnetostriction occurring in nature [10]. However,
available data on the contribution of magnetostriction
anisotropy to perpendicular magnetic anisotropy in
nanocrystalline films of transition meta alloys are very
scarce. This is associated with the difficulties encoun-
tered in evaluating the magnitude of the magnetostriction
and its contribution to perpendicular magnetic anisot-
ropy on the basis of experimental data. As is known,
there exist two sources of stresses generated in films:
(1) stresses induced by a substrate or multilayers and
(2) internal stresses due to specific features of the atomic
structure. Draaisma et al. [2] examined Co—Pd multi-
layer films and considered different mechanisms respon-
siblefor the formation of perpendicular magnetic anisot-
ropy. These authors made the inference that magneto-
striction anisotropy due to lattice mismatch between
cobalt and palladium plays a decisive role in the forma-
tion of perpendicular magnetic anisotropy. Kobayashi et
al. [11] assumed that strong perpendicular magnetic

1063-7834/02/4406-1117$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. Electron microscope image illustrating the onset of
dendritic crystallization in the Th—Fe film.

anisotropy in Th—Fefilms (K, =2 x 107 erg/lcmq) is asso-
ciated with the magnetostriction anisotropy arising from
the difference between the thermal expansion coeffi-
cients of the film and the substrate.

In our recent works[12, 13], we investigated Co—Pd
films with a large perpendicular magnetic anisotropy
constant (K ~ 10° erg/cmq). Such a strong perpendicu-
lar magnetic anisotropy was explained by the self-orga
nization of crystalline modul es through the coal escence
of assemblies of these modul es according to the general
rules. In this case, the three-dimensional spaceisfilled
in an imperfect manner. The misorientation angle
between the faces of the adjacent module assemblies
containing tetrahedra and octahedra can be as large as
several degrees. As a consequence, considerable
stresses arising in the material can be partly relieved
through displacements and rotations of module assem-
blies and the formation of fractures and cracks in the
material. Making alowance for a giant magnetostric-
tion of Co—Pd aloys, it was assumed that the magneto-
striction anisotropy makes a substantial contribution to
the large perpendicular magnetic anisotropy constant.
However, our attempts to describe the structure of Co—
Pd films adequately were unsuccessful. The purpose of
the present work was to elucidate the structure of Th—
Fe and Co-Pd films with strong perpendicular mag-
netic anisotropy and to evaluate the contribution of the
magnetostriction anisotropy to the perpendicular mag-
netic anisotropy.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

In thiswork, we investigated the structure and mag-
netic properties of Th—Fe (30 at. % Th and 70 at. % Fe)
and Co—Pd (50 at. % Co and 50 at. % Pd) nanocrystal-
line films with strong perpendicular magnetic anisot-
ropy [12, 13]. The films were examined in the initial
state and after annealing under vacuum. The film sam-
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ples were prepared through thermal explosive evapora-
tion under vacuum at a residual pressure of 10™ Torr
and magnetron sputtering under vacuum at a residual
pressure of 107 Torr onto different substrates (glass,
crystalline and amorphous silicon, fused silica, NaCl,
MgO, and LiF). The microstructure and phase compo-
sition of the films were analyzed using PREM-200 and
JEM-100 C transmission electron microscopes. The
chemical composition of the films was checked by x-
ray fluorescence analysis. The perpendicular magnetic
anisotropy constant K was determined by the torque
method at room temperature in magnetic fields with
strengths up to 17 kOe.

3. RESULTS

Intheinitia state, the Th—Fe and Co—Pd films possess
perpendicular magnetic anisotropy (K ~ 10° erg/cm?®).
The electron diffraction patterns of these films exhibit a
diffuse halo. The electron microscopic investigation
revealed that the Th—Fe and Co-Pd films consist of
20- to 30-A clusters. It isfound that dendritic crystal-
lization occursin thefilmsunder the action of an electron
beam in the transmission electron microscope or during
annealing under vacuum at a residual pressure of
107 Torr and an annealing temperature T,,, = 260—
300°C. Inthe course of crystallization, the perpendic-
ular magnetic anisotropy constant increases to =5 x
106 erg/cm®. The velocity of the crystallization front was
estimated visually during electron microscopic observa-
tions and reached 1 cm/s. After the completion of den-
dritic crystallization, particles forming the film did not
increase in size as compared to the initia state. Similar
effects were observed earlier for Co—Pd films[12].

Figure 1 displays the electron microscope image
illustrating the onset of the dendritic crystallization in
the Th—Fe film. It can be seen from Fig. 1 that bend
extinction contours clearly manifest themselves in the
crystallized region. After further annealing, a continu-
ous network of intersecting bend extinction contoursis
observed throughout the electron microscope image of
the Tbh—+Fefilm (see[13] for Co—Pd films). The electron
diffraction pattern of the crystallized region of the Th—
Fe film (Fig. 2d) is identified as the TbFe, structure
(Fd3m) with the lattice parameter a = 7.10 A and the

[011] orientation. The electron diffraction pattern of
the crystallized region of the Co—Pd film (Fig. 2b) con-
tains sets of point reflections which disagree with all
known structures of Co—Pd aloys. The diffraction
reflections observed in the electron diffraction pattern
correspond to interplanar distances typical of the (111)
and (620) atomic planesin aface-centered cubic struc-
ture with the | attice parameter a = 3.75 A. A similar set
of reflections can be observed in the electron diffraction
pattern of the face-centered cubic lattice oriented along
the [134] zone axis. However, the electron diffraction
pattern of the Co—Pd film (Fig. 2b) exhibit superstructure
reflections with respect to the CoPd face-centered cubic
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Fig. 2. Electron diffraction patterns of (a) Th—Fe and (b) Co—Pd films after dendritic crystallization. (c) Schematic representation
of asuperposition of the diffraction patterns of Th—Fe and Co—Pd films. Closed circles represent the reflections of ThFe,, and open

squares indicate the reflections of CoPd.

lattice, namely, the (3/21/20), (310), and (9/23/20)
superstructure reflections. The intensities of the afore-
mentioned superstructure reflections are substantially
higher than the intensity of the (620) structure reflec-
tion. It is worth nothing that the angle between vectors
of the [111] type in the electron diffraction pattern dis-
played in Fig. 2b is equal to =54°, whereas this angle
for acubic lattice should be equal to 70.5°. Attemptsto
identify the electron diffraction pattern under consider-
ation as a hexagonal close-packed structure showed
that this structure should be described by theratio c/a=
2.18, which is not characteristic of hexagonal close-
packed structures of metallic compounds [13].

A comparison of the electron diffraction patterns of
Th—Feand Co-Pdfilms (Figs. 2a, 2b) demonstratesthat
the directions of the reciprocal lattice vectors in these
patterns almost coincide with each other. A schematic
representation of asuperposition of the electron diffrac-
tion patternsis depicted in Fig. 2c. It can be seen that
the (111)-type reflections of CoPd are superposed on
the (311)-type reflections of TbFe, and that the
(3/21/20)-type superstructure reflections with respect
to the CoPd face-centered cubic structure are super-
posed on the (220)-type reflections of ThFe,.
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Annealing at T,,, > 300°C brings about disturbance
of the dendrite structurein Th—Feand Co—Pd films. The
electron diffraction patterns of the disturbed dendrite
structures in Tbh—Fe and Co—Pd films are shown in
Figs. 3aand 3b, respectively. These diffraction patterns
are also not typica and exhibit sets of reflections
which, according to the interplanar distances, corre-
spond to the (111) and (200) atomic planesin the The,
structure (Fd3m) with the lattice parameter a = 7.10 A
(Fig. 3a) and in the CoPd face-centered cubic structure
with the lattice parameter a = 3.75 A (Fig. 3b). How-
ever, the [111] and [200] vectorsin both structures are
nearly parallel to each other. Thissituationiis, in princi-
ple, impossible for single crystals with a cubic lattice.

After annedling at T, = 400-450°C, the structure of
the films under investigation relaxes to the equilibrium
state. The films have a fine-grained structure which
manifestsitself in diffuse fringesin the electron diffrac-
tion patterns. The electron diffraction pattern of the Th—
Fe film corresponds to the The, structure (Fd3m) with
the lattice parameter a = 7.10 A. The electron diffrac-
tion pattern of the Co—Pd film is identified as a face-
centered cubic structure with the lattice parameter a =
3.75 A. The perpendicular magnetic anisotropy con-
stants of these films are equal to ~10°-10° erg/cmq.
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Fig. 3. Electron diffraction patterns of (a) Th—e and (b)
Co—Pb films after annealing under vacuum at T, > 300°C.

4. DISCUSSION

The investigation into the magnetic properties and
analysis of the electron diffraction patterns of Th—Fe
films revealed that, in the initial nanocrystalline state,
these films are characterized by the perpendicular mag-
netic anisotropy constant K, = 2 x 10° erg/cmq. After
the dendritic crystallization from the initial nanocrys-
talline state, the films possess the largest perpendicular
magnetic anisotropy constant (K5 = 5 x 10° erg/cm?d)
and have a TbFe,-type structure which correspondsto a
Laves phase (theMgCu, type) [10]. Different polytypes
of the Laves phase family belong to the group of Frank—
Cagper tetrahedrally close-packed structures [14]. In
the case of a TbFe,type structure, the tetrahedra
involved in the structure form mutually penetrating
Frank—Casper polyhedra with coordination numbers of
12 and 16. In turn, the mutually penetrating Frank—
Casper polyhedra consist of close-packed tetrahedra.
Asisknown, crystalline materials described by Frank—
Casper polyhedra exhibit a tendency for the unit cell
parameters to decrease to 30% [14].

In the case of Co—Pd films, we can assume that, after
the compl etion of dendritic crystallization (Fig. 2b), the
film structure is described by close-packed tetrahedra,
as is the case with a TbFe,-type structure. Apparently,
the structure formed in the Co—Pd film is similar to the
structure of the Laves phase; however, unlike the latter
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structure, the former structure is atomically disordered
and imperfect. Note that, within the same film, the
packing of tetrahedra can undergo changes according to
the basic rule of packing; i.e., tetrahedra are packed in
such a face-to-face manner as to provide the highest
local density [15]. Itisbelieved that film materials with
a similar structure can experience strong internal
stresses.

The electron diffraction pattern of the Th—e film
annealed at T,,, > 300°C (Fig. 3a) is similar to the dif-
fraction pattern of the Co—Pd film annedled at T, =
320°C (Fig. 3b). These diffraction patterns have defied
interpretation both with the use of asuperposition of the
electron diffraction patterns obtained for differently
oriented crystalline grains and from the viewpoint of a
particular single crystal. In our recent work [13], we
proposed a scheme for identifying similar electron dif-
fraction patterns with the use of crystalline-module
assemblies. These assemblies are composed of tetrahe-
dra joined together in the same fashion as a Boerdijk
spiral. The three-dimensional space is filled with these
module assemblies in a percolation manner to form a
structure with strong internal stresses. Thisisindicated
by the bend extinction contours observed in the elec-
tron microscope images (see Fig. 1 for the Th—Fe film
and [13] for the Co—Pd film).

Analysis of the bend extinction contours was per-
formed according to the procedure described in [16].
For the studied films, the elastic stress is estimated at
~10' N/m?. Inthe case when the stressin the film does
not exceed the elastic limit, the perpendicular mag-
netic anisotropy constant is approximately equal to
~106 erg/cm®. However, dark-field electron micro-
scopic examinations of these films revealed a plastic
flow. This manifests itself as rotationa effects, i.e.,
rotations of film regions ~1 pm in size. Consequently,
stresses arising during the formation of the dendrite
structure substantially exceed the elastic limit and can
make a considerable contribution to the perpendicular
magnetic anisotropy due to magnetostriction effects.

5. CONCLUSION

Thus, the aboveinvestigation demonstrated that Th—
Fe and Co—Pd films with large perpendicular magnetic
anisotropy constants have atetrahedrally close-packed
structure. The dendritic crystallization of the initia
nanocrystalline phase leads to the formation of a film
structure similar to the structure of the Laves phase.
After the dendrite structure is destroyed, the film struc-
ture isbuilt up in the same manner as aBoerdijk spiral.
The specific features of the dendritic growth inthefilms
give rise to strong internal stresses. These stresses are
responsible for a dominant contribution of the magne-
tostriction anisotropy to the perpendicular magnetic
anisotropy. It should be emphasized that strong internal
stresses are associated with the specific features in the
film structure and do not depend on substrates.
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Abstract—The spin system of the Heisenberg model (s= 1/2) on asquare lattice with antiferromagnetic (AFM)
exchange between nearest neighbors (in which there is no long-range magnetic order at any T # 0) istreated as
a spatially homogeneous isotropic spin liquid. The double-time temperature Green's function method is used
in the framework of a second-step decoupling scheme. It is shown that, as T — 0, the spin liquid goes over
(without any change in symmetry) to a singlet state with energy (per bond) €, = —0.352 and the correlation

length divergesas ¢ [ T‘lexp(TolT). The spatial spin correlators oscillate in sign with distance, asin the AFM
state. Thetheory allows oneto cal culate the main characteristics of the systemin al temperature ranges. © 2002

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The objective of this paper isto discuss the problem
of the ground state and the main thermodynamic prop-
erties of the s= 1/2 spin system described by theisotro-
pic Heisenberg model on a square lattice with antiferro-
magnetic (AFM) exchange interaction between nearest
neighbors (J > 0). The Hamiltonian H and the total spin
Sare

H = %stfsfw S=3s )
fa f

We will consider the general case of the Hamiltonian
(1) on an dternant lattice’ of N sites with periodic
boundary conditions. In Eq. (1), f specifies the lattice
sites, D isthe lattice dimensionality, z is the number of
nearest neighbors, and a are the vectors connecting
nearest neighbors. The ground state and the thermody-
namic properties of the system essentially depend on its
dimensionality D.

The problem of the ground state (at T = 0) for the
two-dimensional model (D = 2, z = 4) still remains
unsolved. Marshall [1, 2] argued that the ground state
of the Hamiltonian (1) on alternant lattices is a nonde-
generate singlet with total spin S= 0 (this statement has
been rigorously proved only for a one-dimensional
chain). On the other hand, on alternant latticesof D = 2
and 3, the spin distribution can have a chessboard pat-
tern described by the Néel wave function of an antifer-
romagnet with two equivalent sublattices which are

1A lattice is termed alternant if it is made up of two interpenetrat-
ing equivalent sublattices A and B, such that the nearest neighbors
of a site of sublattice A are sites of sublattice B alone and vice
versa.

mirror images of each other. It is generally agreed that
at T = 0, the two-sublattice AFM state with long-range
order isthe closest approximation to the ground state of
the system [3]. However, Anderson [4] assumed that the
ground state of the Hamiltonian (1) on a square lattice
can be disordered and described by a wave function
with resonant valence bonds (RVBs). Later [5], the
energy of the disordered (singlet) state was calculated
numerically with RVB wave functions on 128 x 128
and 256 x 256 | attices and was found to be —0.3344 per
bond, which isequal, within 0.1%, to the best result for
the energy of the ordered AFM state. However, in [6],
using exact diagonalization for asmall (4 x 4) cluster, the
energy of the singlet state was calculated to be —0.35009.
Different methods for solving this problem are
reviewedin[3].

The thermodynamic properties are also of funda-
mental importance. According to the Mermin-Wagner
theorem [7], long-range magnetic order can exist at T #
0 only on three-dimensional (or quasi-two-dimen-
sional) lattices (D = 3) up to the critical temperature T..
Therefore, the AFM state on a square (D = 2) lattice is
represented by the “ pricked-out” temperature point and
the problem arises of describing the systemat T £ 0. In
a sense, the case of dimensionality D = 2 is critical or
intermediate between a one-dimensional system (in
which the long-range magnetic order can never occur)
and three-dimensional systemswith along-range mag-
netic order at temperatures below the critical point.

The theory of the thermodynamic properties of this
system was developed in [8-11], where the long-range
AFM order of the Néel type was postulated to occur at
T=0.

1063-7834/02/4406-1122$22.00 © 2002 MAIK “Nauka/ Interperiodica’



TWO-DIMENSIONAL HEISENBERG MODEL

In this paper, the two-dimensional system is
assumed to bein anonmagnetic state with awell-devel -
oped short-range AFM order. This stateisreferred to as
the spin liquid (SL). In describing the thermodynamic
properties of the SL, we make some assumptions and
follow the method used in [8-11]. AST — 0, the SL
goes over, without any change in symmetry, to asinglet
state with an energy per bond &,. However, it is not
known in advance whether or not this state is the
ground state, because the AFM state with energy €,
can also arise. Only a comparison between &, and €,
will allow oneto draw aconclusion asto the type of the
ground state.

2. SPIN LIQUID: CORRELATION FUNCTIONS
AND GREEN’'S FUNCTIONS

We define the spin liquid as a spatialy homoge-
neous state (with the short-range order symmetry
unbroken) in which (i) the spin correlation functions
areisotropic, i.e.,

Ny msL.0= 5y B0
f f (2)

= 23 . 023K,

f
and depend only on the magnitude r = |r | of the space

vector, with K, = 1 and, hence, 3’ 0= 3/4 (here and

henceforth, .. (s athermodynamic averageat T # O or
the expectation value in the singlet state |W,Cat T = 0),
and (ii) the following averages are zero:

0=0, [B0=0,
F'sisl0=0, fzm#n;

(32)
(3b)

the averages of any other odd products of the operators
at different sitesarealso zero (a =X, Y, zor +, —, 2).

The properties of the SL state are mainly determined
by the temperature dependence of the spin correlation
functions. The SL state energy per bond (in unitsof J) is

= HO _ 3

T (12)zNJ T At “)

where K, = K, (K; > 0) is the correlation function for
nearest neighbors (a is the lattice parameter). At T =0,
Eq. (4) givesthe energy of the singlet state €,

To describe the SL state, we go over to the Fourier
transforms of the spin operators and introduce the Fou-

PHYSICS OF THE SOLID STATE Vol. 44 No. 6
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rier transform of the correlation function
K(a) = Y 'K, = 4(q)s'(-a)0
= 2[5"(g)s (—a)0 ©)

_ l iqr
q

with evident propertiesK(q) = K(—q) and K, = K_,. Given
the Fourier transform K(q), one can calculate any space
correlators K,. We follow the method applied in [8-11]
and calculate K(q) using the double-time retarded tem-
perature Green's functions [12]. Below, we calculate the

function I¥(q)|s4—q) [, = G(q, w). Since the spin corre-
latorsareisotropic, we have T$(q) |s(—q) [, = 2G(q, w).

3. EQUATIONS OF MOTION

It is convenient to go over to the dimensionless
Hamiltonian h = H/z J; all energetic parameters will
also be measured in units of z J. The equations of
motion have the form (7 = 1)

. 1 z + z +
IS = EZ(SfSHa_SHan)v

(6)
R
ISf - ZZZ(SfSHa Sf+asf)-
28 Ly (g-g.+R )
ot 274 T

where

1 z + - z 1, + - + -
Rf = Z—zaiza‘[sfshasha'+Sf+a—a’§(sfsf+a+sf+asf)

2 1, 4+ - + _
_Sf+a§(sfsf+a—a'+sf+a—a'sf) (8)

z 1 + — + —
_Sf+a'§(sfsf+a+sf+asf):|-

In the second-order differential equation, the kinematic
properties of spin operators at one site are exactly taken
into account, which is of fundamental importance.

The chain of equations is cut off at the second step
by linearizing the operator R; (a # @) according to the
scheme [8-11]

zZ + — + — Z 1 Z
stf+asf+a':a2|:tf+asf+a'[sf = éazKa—a'va

©)
z + — + — Z 1 v4
Sf+a'sfsf+a:al[:dsfSHaI:SHa' = EalKaSHa'v

where a; is a factor which corrects the decoupling
approximation for nearest neighbors (K, = —K;) and
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o, isan analogous factor for the correlators at distances

r=d= ./2a(aongadiagonal) and r = 2a (in what fol-
lows, we put a = 1) Thus, we have

(Rf)lin = 2 zz [G Ka a(sf Sf+a)

aza'

+ 0Ky (STha—

(10)
St+a-a)ls

1 1
K, = Z_ZZKa_a, = [1+(2-2)Kg+ Kyl . (1)

Using Egs. (6) and linearized equation (7), the Fourier
transform of the Green's function in the second-step
decoupling scheme is routinely found to be

6@ = 2 Aq) = F(1-v)

q
with the excitation spectrum

Qq = )\Eq(A)a Eq(A) = /\/(1_yq)(l+yq+A)1
= %Zcosqj,
’ (13

where A is the hardness parameter of the excitation
spectrum,

(12)

A = a,K,/2,

and the pseudogapAatq=Q =
is given by

_ 11426 I

The spectrum Q, > 0 describes collective triplet excita-
tionsfrom the si ngI et state. All parameters of the spec-
trum are temperature-dependent and should be calcu-
lated self-consistently.

(14)
(T, M) (Whereyg =-1)

(15

4. SELF-CONSISTENCY EQUATIONS

The imaginary part of the Green's function (12) is
equal to

—%TImG(q, w+i0)
(16)
A(‘”[a(w Q) -3(w+ Q)] =n(q, w);

therefore, the spectral density for the zcomponentsis

W/ T

I, 0 T) = ee n(d, w), (17)

wheret = T/zJ isthe dimensionless temperature. Using
a spectral theorem [12], the equal-time correlation

KUZ’MIN

function can be written as

Le(q) = A(q)cothEPoD

(@)s(-a)i=3 £ a9

or

—VYq coth[?\E (A

K(a) = )\E(A) o1 O

(19)

Using the definition of the space correlators K, of
Eqg. (5), one can derive the relations

Z( —Yg)'K(q) = n(A 1), Ko = 1, (20)
where
1 1=y (=yy)" d\E(A)D
I,(AT) = = o { coth
N% E (D) 21 1)
n=01,2.

These equations should be solved self-consistently in
combination with Eg. (15) for the pseudogap and
Eq. (14).

Asin [8-11], there are five parameters (K4, K, a4,
05, A) to be found from three equations (20) (n=0, 1,
2) and Eq. (15). The needed fifth equation can be cho-
sen arbitrarily to some extent. Shimahara and Takada
[8] put rq = (0, — 1)/(a, — 1) = const and found this
parameter from the condition that the AFM state with
sublattice magnetization m= 0.3 exist at T = 0; that is,
the ground state is postulated to be antiferromagnetic.
We will refer to this as the Shimahara—Takada (ST)
condition.

In this paper, the needed fifth equation for closing
the set of equations is chosen on the basis of Eq. (3b).
Using the rules for calculating the products of spin
operators at one site and Eq. (3b), one can exactly cal-
culate the average:

1,..
|:RfoZD_ 4_a¢za B;‘Ha +a éKZ (22)
Kz = K,-1/z,
which allows oneto find
O E
a 54 E< 42 KID (23)
D at D " 8
PHYSICS OF THE SOLID STATE Vol. 44 No.6 2002
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In the framework of the linear theory used here, we
have

0o’
0-—0
0 ot°0,

151 Kl+[0(2(l+K1) —a,K K, —2== K%

80
(24)

From the condition that exact equation (23) and
approximate equation (24) be the same, we obtain the
fifth equation needed to close the set of equations.

Equation (24) is conveniently represented in an
equivalent form by expressing it in terms of the second
moment. Using the spectral theorem, the single-site
average can be written as

[¥(t)s/(0)0 = Ie“‘“ao(w)dw,
- (25)

Jo(w) = %ZJ(q, w; T),
q

where Jy(w) is the spectral density of the single-site
Green's function G (w) = Gy(w).

The zeroth moment is defined as the average in
Eqg. (25) att=0:

M, = (E(0)5(0) = [5isf1= 5

® (26)

_ _ A(9) o F2d]
= IJo(oo)doo N 20, cothEQ il

This relation is a sum rule and reproduces the expres-
sion for the correlator K. Differentiating Eq. (25) with
respect to time and putting t = 0, we obtain the first
moment

m, = (%50 0)

Theleft-hand side of Eq. (27) can be exactly calculated
using Eq. (6), which gives K;/4. The same is obtained
by calculating the right-hand side; that is, we have an
identity. The second moment is defined as

= J’wJo(w)dw. (27)

<5Laiz(t)m (0)> = J’wz.]o(w)doo. (28)
O o*0 |, 9

The left-hand side of Eq. (28) is given by exact
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expression (23). Calculating the right-hand side, we
represent Eq. (28) in theform

%(K2+ K./7) = %)\KlP(A, 0,

(29)
P(AT) = NZ(l Yo)Eq (A)cothEp‘D

Equation (29) is equivalent to the requirement that

Rs; CF [IR)inS Cand, therefore, that Eq. (23) beiden-
tical to Eq. (24). Thus, instead of the ST condition used
in [8], we derived a new self-consistency condition in
theform of Eq. (29). Therefore, the self-consistent sec-
ond-step decoupling scheme can be based on the
requirement that the first three moments (M,, M;, M,)
be calculated exactly.

5. SELF-CONSISTENT SOLUTION
OF THE EQUATIONS

In what follows, the set of equations (20), (15), and
(29) with Q4 = AE,(A) and A% = oK, /2 will be solved
analytically and numerlcally For this purpose, we rep-
resent Eq. (21) in the form

Ia(A, 1) = 1,(8) + By(A, 1),

(1-y)(=vy)" (30)
In(A) NZ Eq(A) 4 ]
(1-y)(=vy)"
Bn(A 1) = NZ Eq(A) ;
(31)

P
PR EL (BT 1

Theintegrals|, (A) correspond to zero temperature (T =
0); therefore, we put A = A(O) in them. The energy of
the system given by Eq. (4) isminimal when K, reaches
its maximum and, as can be easily shown, when A(Q) =
0. Inthis case, the integral s take the form

NZ

= [DW) [Ty,

1,(0) =1, = Ya( V)"

1+yq (32)

Here, D(y) isthe density of states (on the square lattice)
for the dispersion law y,, = 0.5(cosqy + cosgy); this den-
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sity of states is expressed through the complete elliptic
integral of the first kind K(x) as

D(y) = —K(«ll y )~__EE_1_'DInM’
1 (33)
_[D(v)dv = 1.

A calculation givesthefollowing values: 1, = 1.396 and
I, =1, = 0.555. The integrals B,(A, 1) can also be
expressed through the density of states.

5.1. Low-Temperature Regime

In the case of T — 0, we calculate the integrals B,
following the procedure employed in [8, 13]. When
T — 0, the vicinity of the point g = Q is the most
important, because this region can lead not only to
power-law terms but also to anomalous terms that do
not vanish ast — 0. Calculations give

By(t) = C(t) + 21 D(l) 3
(34)
By(1) = By(t) = C(1) - 2D’
to within terms O(t°). Here, D(1) = I/rtand
c@t) = _InEQAD t = T/A\(0). (35)

We represent the low-temperature dependence of
the energy gap parameter in the most general form,

2t
A(t) = AotzﬁexpD ~dl

which allows usto consider two scenarios: we will have
power-law behavior (3 > 0) if t; = 0 and exponential
behavior if t,# 0. Asin[8-11], we will say that conden-
sation occursin the vicinity of the point g = Q = (11, 1)
(where y, = —1) if the function given by Eq. (35) tends
toanonzerovalueast —» O:

a4ty _

C(0) = limC() = —2=C, (37)

which is independent of the preexponential factor in
Eqg. (36).

5.2. The Ground Sate of the Systemon a Square Lattice

The set of equations (20), (15), and (22), which
allows the parameters of the system to be determined
self-consistently, possesses the following solution for
1=0,A=0,and P(0, 0) =0.84:

A = 0744, K, = 0.469,

(38)
a, = 2236, o, = 2.65, C = 0.189.

PHYSICS OF THE SOLID STATE Vol. 44 No. 6
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The energy of the system per bond (in unitsof J) is
€ = —(3/4)K, = -0.352, (39

which is lower than the energy of the AFM state €, =
—0.335 (the best result of the spin-wave theory [3]). An
energy very close to this numerical value was found in
[8] (ear = —0.3508) for the sublattice magnetization
m=0.3andin[9, 10] (exr =—0.345). Wewill show that
the solution found is asinglet. A singlet stateat T = 0
must satisfy the condition [$?[J= 0. Let us consider the
function

(1) E%ESZD - ﬁz s,
fm

(40)
=1 =3 =3
- Nlejsfsf+r|:|_ 4zKr - 4K(O)
From Eq. (19), it follows that
K(0) = IimK(q)
= Ktjim 1Yo oy - _ 4t “
Aq-o0E4(D) (bt a,(2+4)

which gives K(0) = 0 and [$’[0= 0 at T = 0. Thus,
according to the approximate analytical theories devel-
oped to date, the ground state of the spin system on a
sguare lattice is a singlet. This conclusion is supported
by the result €, = —0.3509 [6] obtained by the exact-
diagonalization method for a cluster.

5.3. The Equation for A

The solution with C # 0 obtained above implies an
exponential A(T) dependence, according to Eq. (36), and
allows one to find the parameter 1, = Aty = (TIN4)C =
0.11. In the case of a pure power-law A(T) dependence
(for which C = 0), the set of equations has no self-con-
sistent solution. It should be noted that in the three-
dimensional case, the condensate does not occur (C =
0) because of the square-root dependence of the density
of states near the limits of the spectrum.

In the low-temperature range, Eq.(15) for the
energy gap A has a solution

2
2A(T) = %\% exp(—21,/1). (42)

It follows from Eq. (42) that in this temperature range,
the parameters A, a,, and o, show a pure power-law
dependence (as was found in [8]) with the main contri-
bution [@ 3:

3 3
A(T) = A=—=(T/N)",
2T (43)
AT AT

a,(t) = o, - ay(T) = a,—

2002
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1.0

Fig. 1. Dependence of the hardness parameter of the excita-
tion spectrum A(1) (solid curve) and the modulus of the corr-
elator for nearest neighbors K (1) (dashed curve) on dimen-
sionless temperature T = T/zJ for asquare lattice (z = 4).

Since K, (1) = K; — k18 in this temperature range, the
energy of the system behaves as

g(1) = —(3/4)K,(T) = g, + (3/4)kT® (44)

and the specific heat c(t) O 12

5.4. Thermodynamic Properties of the Spin Liquid

The replacement of the ST condition by Eq. (29)
does not affect the character of the temperature depen-
dence of the model parameters; however, the numerical
values of the coefficients are changed insignificantly.
For this reason, we will only discuss the main results
and will not present details concerning self-consistent
calculations of the thermodynamic SL characteristics.

Self-consistent cal culations of the hardness parame-
ter A(T) of the excitation spectrum and the modulus of
the correlation function for nearest neighbors K, (1) are
represented in Fig. 1. Their asymptotic temperature
dependence (for T > 2) is described by a power law:
A(T) = 0.18/t¥2 and K, (1) = 0.06/.

The specific heat (in dimensionless units) is ¢(1) =
0<(1)/0t; itstemperature dependenceisshownin Fig. 2.
For T — 0, we have c(t) O 12 in accordance with
Eq. (44); the maximum is reached at the temperature
™ = 0.2 = 214, and the asymptotic high-temperature
dependenceis c(t) O U/t2, because K, (1) O /1.

The dynamic susceptibility of the spin system (in
dimensionless units) is given by [12]

x“*(q, w) = —15%(q)|s*(—q)0L,.

In the SL state, the correlation functions are isotropic
and, therefore, x*(q, w) = 2x#4q, w). The static sus-

(45)
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1.0

0.8

0.6

(1)

04

0.2

Fig. 2. Specific heat ¢(1) (in dimensionless units) of the spin
liquid on a square lattice.

ceptibility (at w = 0), in accordance with Eq. (12), has
the form

Ki(l-vg) _ Ki 1

X“(a,0) = = 1= _
2 21+y, +A
Q: 2021 +Y, )
-1 1
al+y, +A
From Eq. (46), it follows that
x*(q=0,0) = 1/2a, = 0212, 10,
2 _ 1 23 %exp(2ty/t) (A7)
X" (q=Q,0) = 6h @, 2

with thelatter expression divergingast — 0 (asinthe
AFM state).

0.6

§*(1)

0.2

0 0.5 1.0 1.5 2.0
T

Fig. 3. Temperature dependence of the mean square of the
total spin of the system (per lattice site) (1) = NS [
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The thermodynamic longitudinal susceptibility, by
definition, is[12]

X* = 2[AS(0))D- (5(0)f] = 2%
(49
0 = xA$)D= 35°(1) = ZK(0)

and equals the dynamic susceptibility for w — 0,
q —= 0. At low temperatures, we have X “(t) = x“(0) +
a,T3, in accordance with the temperature dependence of

o, (1); the numerical value of X*(0) = 1/2a, = 0.212
agrees with the result obtained in [8] if the normaliza-
tion to z = 4 is taken into account (T/J = zt, 0.212/4 =

0.053, as in [8]). The susceptibility X* (1) reaches a
maximum at T = 0.1 = 1, and then decreases, with the
asymptotic high-temperature dependence being 1/4t.
The temperature dependence of the mean square of the
total spin of the system S?(1) isshown in Fig. 3.

The coefficients characterizing the asymptotic tem-
perature dependence of the functions considered above
(in the case of T — o0, where there are no correlations)
can be found analytically under the following assump-
tions: (i) the excitation spectrum is limited, Q, —

AJD(L—-y,),i.e, \JD — const = ¢; (i) SH(T) —~
3/4; and (iii) the decoupling parameters a;(1) — 1
and a,(t) — 1 and K, — 1/4. Condition (ii) is
equivalent to K(0) — 1. Using the strong inequality
A > 2, wefindthat A(t) — 4t and condition (i) reduces
to A(T) = ©/2./1. Asymptoticaly, |, — 2T/AA, |, —»
(/2)21/A\A, and Eq. (15) for the energy gap takes the
form A = 1/8A2, from which it follows that ¢? =1/2z=
1/8 and ¢ = 0.354. Thus, we have the following asymp-

totic (T — o) temperature dependence of the parame-
ters of the system:

0.177 0.063
o Ky(t) = —,
ﬁ 1

C = A(1)J/A(T) = 0.354,

A(T) = 4t, A(T) =

(49)
1

"‘ZZ(T) - 41:

These expressions are identical to the numerical calcu-
lations to within less than one percent.

6. SPACE CORRELATIONS
Letr = (X, y) be the vector connecting two arbitrary

sites of a square lattice (a = 1). According to Egs. (5)
and (19), the space correlators have the form

= 23 K@)
q
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y P Eq(A)
E(A(; cothpy 2t U

- Kfﬁze (50)
q

<= ()Y
and oscillate in sign with distance, asintheAFM state.
By definition, K(q) = Z exp(—igr)K,; therefore, at
g=0andq =Q,Weha\/er

KO) =YK, K@ =TFIK| 6D

We note that [$?= N(3/4)K(0), i.e., H*0=0a1=0
(the ground state is a singlet); therefore, as can be seen
from the expressions for K(0), the correlations of alter-
nating sign cancel out at T = 0. It follows from the gen-
era expression for K(q) at g = Q that

hCA/200

coth 0ot O

J_

Substituting the solution for A at low temperatures
given by Eq. (42), we obtain

K(Q) = Ky (52)

K(Q) = 2K,T exp(214/1), (53)

which divergesast — 0.

Now, we discuss the behavior of the correlation
functions at large distances r of the order of the linear
dimensions of the system ./N (D =2).At1=0,A=0,
we abtain from Eq. (50)

iqr 1 —Vq d2
1+y,

(54)

r

N (2m)?

In this integral, the main contribution comes from the
region (of radius k, < 1) of the point g = Q of the Bril-
louin zone. Substituting g = Q —k, we obtain

K, =€ 1f2 IJO( )dx
(55)
_0. 284

which isindicative of the absence of long-range order
in the ground state. Integrating Eq. (55) over the two-

dimensional lattice volume, we find K(Q) O /N ; that
is, we have a divergence in the thermodynamic limit
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(N — o). The staggered magnetization m is defined
as[3]

Y 1. W
" <5ﬁ2( ) SH>
13 _ 13
Na2 = N

In this definition, the factor /N is of importance; since

K(Q) O J/N at1=0,wehaven? 0 1/./N — Ointhe
thermodynamic limit.

(56)
K(Q).

At low temperatures, the dominant contribution in
Eqg. (50) also comes from the vicinity of the point g =
Q; this equation can be written as

|Qr4T 1 e”“

K.(1)=€
(W= ay Ik+4A

(57)

The correlation length & is commonly defined by the

equation 4A(t) = k2= &2, For large values of r, wefind
Kor ] ( )
4T 1 XJp(X
K01 = Gz 7

(58)
2exp(—Kr) 0
om/7 JKr %l 8Kr g

It follows from Eq. (42) that &/a O 1 lexp(1y/T), asin
[8, 13, 14]. Despite the fact that there are regions of
large values of r, such that kr = r/g ~ 1, the correlation
function possesses the property [K,| — Oast — 0
(thereis no long-range order).

It was shown in [14] that the behavior of the two-
dimensional Heisenberg model with AFM exchangein
the long-wavelength and low-temperature regions can
be described in terms of the quantal nonlinear ¢ model
using the renormalization group method. The results
obtai ned above correspond to the classical renormaliza-
tion regime; however, in a higher order approximation,
we have ¢/a = C;exp(2rp/T), where C; = 1; that is, the
preexponential factor is temperature-independent [3,
14]. Thus, the low-temperature dependence of & can be
different, but there is always an exponentia divergence
asT — 0inboth AFM and SL singlet states.

7. CONCLUSION

Thus, we have described the Heisenberg model with
Hamiltonian (1) on a sguare lattice as a thermodynam-
ically stable homogeneous isotropic nonmagnetic spin
liquid at any temperature T. Inthelimitas T — 0, its
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dtate is a singlet (with the total spin S = 0) with an
energy per bond g, = —0.352. At T = 0, the AFM state
with energy €, can compete with the singlet state. For
the best result obtained analytically within the spin-
wave theory, we have €, < €,f; that is, the ground state
isasinglet. It should be noted that the results of numer-
ical calculationsat T = 0 are contradictory, because the
difference in energy of these statesis very small. In the
SL state, there is awell-defined short-range AFM order
with spin correlators oscillating in sign according to
distance. At high temperatures (T > J), the system
asymptotically goes over to the paramagnetic state
(K; — 0, NIH?J— 3/4) with susceptibility x O 1T.
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Abstract—An assumption of the possible existence of a kind of condensed state possessing metallic conduc-
tion while at the same time being made up of electrically polar unit cellsis drawn from an analysis of the spe-
cific features of electron diffraction in some metal alloys. Examples of alloysin which such a state may bereal-
ized are presented. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Thediffraction of electrons about 100 keV in energy
observed in transmission from thin layers of some
AuCu-type and other binary alloys exhibits an asym-
metry inthereflection intensitiesthat is sometimesvery

strong [1-3]. The mnk and mnk reflections may differ
in brightness so strongly as not to be seen on one side
of the (000) central reflection at all. Thiseffect could be
due to the crystal being inclined with respect to the
beam; however, for A ~ 0.04 A and a lattice constant
~4 A, the Ewald sphere becomes virtually plane, thus
complicating this trivial interpretation. In addition,
changing the object position does not remove the elec-
tron diffraction asymmetry. In diffraction theory, thisis
called violation of the Friedel rule [4]. Thisviolationis
known to be observed in ferromagnetic materials[5, 6],
where it is due to the deflecting action of the inherent
magnetic field of the magnetized parts of the sample.
When the microscope is adjusted to an image in the
conjugate plane and the bright-field geometry is used,
this, in accordance with the theory of Abbe, does not
affect the image at all. However, in the case of vignett-
ing (asymmetric restriction of inclined beams, dark-
field geometry), the effect permits the observation of
ferromagnetic domains, because the image is produced
only by the electrons deflected to one side.

Some authors have assigned the el ectron diffraction
asymmetry in nonmagnetic crystals to absorption [7, 8].

A strong violation of the Friedd rule was aso
observed in ferroelectrics with spontaneous electric
polarization [9]. An asymmetry in charge density in a
unit cell possessing a dipole moment results in an
echelle-type effect in optics, where for A < a (aisthe
lattice constant) each lattice unit cell acts simulta-
neously asasmall prism by deflecting the rays predom-
inantly to one side of the central maximum (phase-pro-
filed diffraction grating).

In this communication, we show that the diffraction
pattern asymmetry observed in someintermetallic non-
magnetic compounds is likewise associated with the
asymmetry of the electric potential within each lattice
unit cell.

2. SPECIFIC FEATURES OF ELECTRON
DIFFRACTION FROM AN
ASYMMETRIC CELL POTENTIAL

It appears natural to describe the propagation,
through a solid, of fast electrons with a de Broglie
wavelength A < a, whose kinetic energy is consider-
ably higher than the potential interaction with the crys-
tal lattice, with awave function in the eikonal approxi-
mation [10], which offers a particularly revealing pat-
tern of the wave phase variation inside the medium. We
follow the reasoning outlined in [9]. The wave function
Y of electrons striking a layer of a solid of thicknessd
at normal incidenceis changed after the layer transit by
afactor ¢(x) (see Fig. 1, with only one coordinate dis-
played for the sake of brevity):

. d
d(x) = exp{—hlv IdZU(X, Z)} =g (D
0

d

Fig. 1. Wave propagation through an asymmetric potential.

1063-7834/02/4406-1130$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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where v, is the velocity of an electron moving across
the film, v, = fik,/m. Since the potential energy U(X) is
a periodic function, W(x) and ¢(x) are also periodic
[W(x + &) = W(X), ¢(x + &) = §(x)].

In the absence of U(x), we obviously have ¢(x) = 1,
such that the difference ¢(x) — 1 describes the electron
interaction with the solid. Because the interaction is
periodic, the electrons will undergo scattering and
acquire wave vectors from the set k,,, = 2rm/a, n = 1,
12, ..., with the scattering amplitude being

al2

fo = [ &xp(=kaX)[9(X) — 1 dx. )

-al2

Theintensity of the nth reflection isdefined as |, ~ | f,|>.
Here and subsequently, we drop some factors for the
sake of clarity.

We assume the net interaction of the electron with
the film to be small (W < 1), asituation wherethe elec-
tron suffers one or only a few scattering events. Then,
o(X) —1=iW(X), such that, asfollowsfrom Eqg. (2), f, =
—f*, and the intensities of the opposite reflections are
equal irrespective of the actual form of W: 1, =1_,..

The Friedd rule can be violated only in the dynamic
approximation, i.e., only in multiple scattering in not
very thin films. Under multiple scattering [W(X) > 1],
thetermwith unity in Eq. (2) for n# O virtually does not
contribute.

For apotential symmetric with respect to some point
[U(=X) = U(x) and W(—X) = W(X), where the origin on the
X axis is at the center of symmetry], we have f, = —f*,
and the intensities of opposite reflections are equal irre-
spective of the actual form of W (l,,=1_,). Thus, in the
case of symmetric potentials, the Friedel rule also holds
in multiple scattering.

This egquality does not hold, however, in the general
caseif the following conditions are simultaneously sat-
isfied:

(1) the value of W, which has the meaning of the
phase change, is of order unity or larger, and
(2 the potential within the unit cell is asymmetric,
i.e,

UX)2U(=x);  ¢(X)#d(-x)

for any choice of the originin x.

To estimate the effect of the asymmetry, we use a
comb-type approximation for the potential (Fig. 1) and
steepen, for simplicity, one side of the comb tooth.
Then, we have

_sin(W,/2)

" W,-2mn’ S
We havetaken into account that the phaseincursionis
X erd
W= -W,=, W, = . 4
Oal 0 hV ( )
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Potential

1 1 1
-10 -8 —6 -4

1
-2 0 2 4 6 8 10
X

Fig. 2. Potential U(x) for (a) a symmetric and (b, c) asym-
metric ion positions.

One can conveniently express W, through the mutually
related A and the accelerating voltage V:
_ _Uwd _mEpad

Wo = M7y =V ¥ ©)
Asis evident from Eq. (3), for W, < 11, the intensities
are symmetric, but as W, grows, an asymmetry appears.
For W, = 2, all reflections except that with n = 1 van-
ish. Similarly, for W, = 2miN, the only reflection retained
isthat with number n= N. Polarizationreversdl, i.e., the
replacement W, — —W,,, will also bring about the
replacement I, —= |_,,.

Thus, an essential point in explaining a violation of
the Friedel rule is the possibility of realization of an
asymmetric potential of the electron interaction with
the lattice.

3. ENERGY RELATIONS

Such an asymmetry can be obtained if one of the
ionsin aunit cell isdisplaced. Consider, for simplicity,
aone-dimensional problem. Let us assume that the Cu*
ion in an AuCu-type alloy does not occupy, for some
reason, the central position between the Au* ionsbut is
displaced from it by Ax (for instance, Ax = 10~%a). This
is energetically unfavorable. Denote the corresponding
loss in energy compared with the origina symmetric
arrangement of theionsby Ae,. If, however, the charges
of theseions are not equal because of alarge difference
in electronegativities, the resultant distribution of the
potential (the pseudopotential, which is usualy
employed in the theory of metals) in such a diatomic
lattice will naturally be asymmetric (curve b in Fig. 2).
In this case, the increase in the ion energy can be com-
pensated by a decrease of the electronic band in energy
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Energy

| | | | | |
-04 -0.2 0 0.2 0.4 0.6
k

-0.6

Fig. 3. E(k) calculated numerically for nondisplaced and
displaced ion positions (curves a— correspond to Fig. 2).

(Atg)). Let us estimate the possibility of such acompen-
sation.

The energy Ae, can be estimated from the relation
Ag, ~ moofo X2, where w), o is the frequency of longitu-

dinal optical vibrations. For x ~ 102a, the cost in
energy is of the order of 102 eV.

Now, we estimate Ae_. The interaction potential of a
free electron with the ion core can be obtained asasum
of effective interaction potentials with the ions U(x) =

z Uq (X —Xiq]), Where X, is the position of the ion of
i,a

species a in the ith unit cell and U, (X) is the effective
electron interaction potential with anion of speciesa.

We shall choose a sufficiently “shallow” effective
pseudopotential of the electron interaction with anion
such that it will accommodate one atomic level only.
This is needed to ensure filling of the valence band
states with a sufficiently large group velocity (i.e., with
agood conductivity).

The eectron wave functions g, (X) in the periodic
potential are solutions to the Schrédinger equation

Py +0.26(E(k) —U(x)) W = 0 (6)

which satisfy, according to Bloch's theorem, the
requirement

W(x+a) = AK)W(x), (7
where
AK) = exp(ikx) 6)
(xismeasured in A; Eand U, ineV).

The wave function  (X) for a given energy E was
looked for within a unit cell -a/2 < x < a/2 as alinear
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combination of the fundamental solutions ¢,(x) and
¢, (x) of Eq. (6):

Wi(x) = Co(E)pa(x) + Co(E)o(X). )
Here, ¢,(X) and ¢,(x) are solutionsto Eq. (6) for -a/2 <
X < a/2 that satisfy the boundary conditions
01(E —a/2) = 1, ¢y(E -a/2) =0,
d,(E,—a/2) = 0, o,(E -a/2) = 1.
The requirement of Bloch's theorem for the linear
combination in Eq. (9)
W(a/2) = A(k)Wi(-a/2),
W (a/2) = AK) Yy (-a/2)
yields a characteristic equation

A+ (0,(E, —a/2) + 05(E, —a/2))A + w(a/2) = 0 (12)

with real coefficients. The Wronskian of the equation
W= 0¢,(E, X)05(E, X) — 0,(E, X) 9} (E, X) is a constant
[W(X) = W(0)] equal, according to Eq. (10), to unity.
By solving this equation, one can find A as a func-
tion of energy and, thus, determine E(k). For thisenergy

to belong to an allowed band (for k to be real), the con-
dition

(10)

(11)

|0.(E, a/2) + ¢5(E, a/2)| < 2

has to be met.

Figure 3 presentsthe energies of the lower band E(K)
obtained by numerical calculation of the lower-band
energy E(k) for several ion displacements. The lower
valence band is seen to lower to yield again in electron
energy Ae_. Considered from the physical standpoint,
this means that ion asymmetry makes one of the poten-
tial boxes dlightly wider. This conclusion depends only
weakly on the actual form of the effective potential.

For displacements of the order of 104, the values
of Ae_are aso about a few hundredths of an electron-
volt, such that, on the whole, the gain in energy for
some displacements may, in principle, be real in some
cases, thus making a state with displaced core ions
energetically favorable.

(13)

4. ELECTRON DENSITY DISTRIBUTION
AND DIPOLE MOMENT OF THE UNIT CELL

The electronic state thus produced is of particular
interest. The electron density distribution (the probabil-
ity density of an electron being at point x) can be writ-
ten as

p(¥) = (W)

where [F (K)O= I f (k(E))g(E)dE. Here, g(E) is the den-

sity of states in the band and integration is performed
over the band energies. The dipole moment is calculated
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as —[expdx = ';[ P(x)dx. The corresponding curves

are displayed in Fig. 4. The electron density is naturally
the highest at the atom with a deeper potential well.

The total dipole moment of the unit cell is the sum
of the ion and electron contributions. We note that the
total charge of the unit cell is zero and the ion dipole
moment of the cell should not depend on the method
used in the calculations. As follows from the calcula-
tions, adding these contributions in the case of dis-
placed ions gives a state possessing a nonzero total
dipole moment of the unit cell.

5. DISCUSSION

Thus, the asymmetry in reflections reveals an asym-
metry intheinternal electricfield, i.e., thecell polariza-
tion, and theoretical estimates support the possibility of
realization of this state. Any total dipole moment in a
metal crystal becomes naturally screened completely in
atimelessthan 1026 s, and macroscopic polarizationis
always exactly zero. This does not imply, however, that
aunit cell cannot have a dipole moment.

Asfor matching these momentsin direction in adja-
cent cells, such a coherence between charge displace-
mentsis not caused by the dipole—dipole interaction, as
is the case with ferroelectrics. Thus, extrapolation of
the diel ectric approach used when considering conduct-
ing ferroelectrics would be invaid. In this case, the
long-range interaction is due to a purely quantum
effect, namely, the need of joining the electron wave
functions (with Bloch’s theorem not violated).

Because the potential distribution within a unit cell
and within one domain of macroscopic size differ little
from the situation in poorly conducting pyroelectrics
and ferroelectrics (although for another reason), there
are grounds to use, in this case, the term metallic ferro-
electric. To be more rigorous, this is one more kind of
condensed state.

Revealing this state in a macroscopic experiment
(pyroelectric or piezoelectric effect, etc.) appears diffi-
cult if at al possible because almost instantaneous
screening setsin. It may turn out that el ectron scattering
for A < aisthe only method by which one can detect
spontaneous el ectrical polarization in strongly conduct-
ing crystals, naturally provided that one does not reveal
effects where such polarization noticeably affects the
macroscopic properties (see, e.q., [11]).

In accordance with the Neumann principle, in order
to learn whether a metallic compound can be classed
among pyroelectrics, one has to prove that the point
group of the crystal does not contain certain symmetry
elements. One has to establish that this point groupisa
subgroup of the limiting group comm, i.e., that it
belongs to one of the following classes: 1, 2, 3, 4, 6, m,
mm2, 3m, 4mm, and 6mm. However, metallographic lit-
erature and reference books present, as arule, only the
type of Bravais lattice inferred from x-ray and neutron
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Fig. 4. Distribution of band-averaged electron density p and
dipole moment P (in arbitrary units) over the unit cell. One
of the atoms (with ashallower potential well) isat the center
(x = 0), and the other is displaced from the unit-cell edge
(x=+d/2 = +3) to the center by 2/15 (dashed curve) and by
3/15 (dotted line).

diffraction measurements. We have not succeeded in
finding published data on the refinement of point
groups of metallic alloysin this context.

A study of the literature on intermetallic alloys[12,
13] showsthat, in addition to the ordering phase transi-

Phase transition temperatures in some binary metal aloys

Alloy Melting . Other phasoe
temperature, °C transitions, °C
AuMn 1260 600, 232, 124
AuZn, 600 515, 225
AusZn 700 425, 230
AuCu 910 410, 385
CuZn 1100 450, 200, —100
CuzZn 1000 500, 210
NiITi 1310 800, 100
Note: The temperatures of the ordering phase transitions are
underlined.



1134

%/ 910 °C

1I

/N

Au 50 at. % Cu

Fig. 5. Part of the phase diagram of AuCu. L isliquid, a is
the disordered phase, 1l is the orthorhombic phase with
superstructure (a~ 3.96, b ~ 43-44, ¢~ 3.85 A), and | isthe
face-centered tetragonal phase (a~ 3.95, ¢ ~ 3.68 A).

tions investigated comprehensively in metallography,
one or more structural transitions are observed in many
cases at lower temperatures; those transitions involve a
change in lattice symmetry and superficially resemble
the transitions that occur in ferroelectrics. They are
exemplified in the table.

The largest difference between the electronegativi-
ties is found in the AuCu aloy, which has been well
studied in metallography and can serve asamodel com-
pound. Figure 5 shows a part of its phase diagram.
Phases existing below 410°C are suggestive of having
ordered electrical unit-cell polarization (the onset of
guantum phase coherence).

It can be added that there are numerous accounts
even of extrareflections, superstructure, and the obser-
vation of a fine but distinct domain pattern in AuCu
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[14]. These domainswere called antiphase[6], and they
were given another interpretation. The possibility of the
unit cells making up a domain having ordered polarity
was not considered. At the same time, the presence of
such domains suggests the existence of a nontrivia
mechanism of long-range interaction and possibly
bears on the considerations outlined here.
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Abstract—Cluster calculations of the local adiabatic potential for an impurity atom in position Ain Srq _,ATiO3
(A =Mg, Ca Ba, Pb, Cd, Zn), aswell as for the Nb and O atoms in the Ta~O—-Nb chain in KTa; _,Nb,O3, were
carried out in the nonempirical Hartree-Fock—Roothaan MO-LCAO formalism. For comparison, similar calcula
tions of the local adiabatic potential were performed for a sublattice-A atom in the ATiO5 cubic perovskites (A =
Ca, S, Ba, Ph), for K and Taatomsin KTaOs, and for Li in K4 _,Li,TaO. The calculations revealed that in all the
cases considered, except the Zn, Mg, and Li impurities, the impurity atoms move in single-well potentials and that
the corresponding solid solutions are displacive ferroelectrics. Znin Sr; _,Zn, TiOz and Mg in Sr; _,Mg, TiO; were
found to occupy off-center positions, as does the Li atom in K, _,Li,TaOs; i.e., they move in a multiwell local
potential. An explanation is proposed for the first-order Raman scattering observed in the paragl ectric phase of the
above solid solutions with central impurities. The critical concentration x.. for the displacive KTa; _,Nb,O5 and
Srq - AcTiO5 solid solutions was cal culated in the virtual-crystal approximeation within the soft ferroelectric mode
theory. The values of x. thus obtained agree with the available experimental data. © 2002 MAIK “ Nauka/I nter pe-

riodica” .

1. INTRODUCTION

The SITiO; (STO) and KTaO; (KTO) quantum
paraelectrics [1-4] and the related solid solutions [1-6]
have recently attracted considerable interest. Under
normal conditions, STO and KTO are incipient ferro-
electrics. Having anomalous diel ectric properties at low
temperatures, these materials remain paraelectrics
down to O K [7, 8] because of the quantum effects [9—
11]; in STO, thisis likewise due to the cubic structure
becoming distorted below the point of the structural
phase transformation (105 K) [12]. STO and KTO are
similar in dielectric properties to the parael ectric phase
of real perovskite ferroelectrics (BaTiO; PbTiO;,
KNbO;); in fact, there is a soft IR-active transverse
optical (TO) mode whose frequency wx tends to zero
with decreasing temperature [12, 13] and the dielectric
permittivity € grows anomalously for T— 0K [7, 8].

However, the growth of (T) and the decreasein wfz (M

saturate below 40 K for STO and 30 K in KTO. Asa
result, the soft mode remains stable down to 0 K and
€(T) reaches the values €, = 41900 and €, = 9380 in
STO[14] and € =3800in KTO[15], whilevarying only
weakly in the immediate vicinity of 0K [7, §].
Because STO and KTO are close to the ferroelectric
state, even a weak doping by isoelectronic impurities
drivesthem to alow-temperature ferroelectric state or a
glass-type polar phase [1-6, 16-19]. Thereisacritica
concentration x, above which a maximum in the tem-
perature dependence of the dielectric permittivity

appears at a temperature T,, identified with the phase-
transition temperature Tc. In accordance with the theo-
retical predictions made for displacive low-temperature
ferroelectrics [10, 11, 18, 28-30Q], in KT _,Nb,O,
(KTN) [20], Sr;_,ATiO; (A = Ca, Ba, Pb, Cd) [5, 6,
21-27], and SrTi (%0, _,0,)5[17], the transition tem-
perature near X, scales with concentration as T¢(X) =
A(x — X, )Y2.

For isotopic impurities, both the nature of the
ordered state in SrTi(*%0, _,!80,); [16, 17] and the
phase-transition mechanism [18, 19] are presently
understood quite well. However, the mechanism of the
induced phase transition and the nature of the ordered
polar state in quantum parael ectrics doped by noniso-
topic impurities till remain unclear. Some authors
identify the phase transition as displacive ferroelectric
[20, 21, 31], while others[32, 33] believe the low-tem-
perature phase in KTN to have a glasslike character.
Ordering in KTN was shown in [34] to exhibit long-
range order. The phase transformation in weakly doped
Sr; _,CaTiO;isinterpreted in [35-37] asadiffuse, per-
colation-type ferroelectric transition which is associ-
ated with the presence of ferroelectric microregions
(FMR) induced by Caimpurities in a strongly polariz-
able host [38]. The ordered state in Sr;_,Ba TiO; was
found [23, 26] to be glasslike for x, = 0.0027 < X < X, =
0.035 and ferroelectric (with long-range order) for
x> X.=0.035. A similar situation isobserved to exist in
Sr, _,Cd, TiOz [27].

1063-7834/02/4406-1135%$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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To explain the nature of the FMRs, the specific fea
tures in the dielectric properties [32], light scattering
experiments [39], and the fine structure in the x-ray
absorption spectra (XAFS) [40], the model of an off-
center impurity ion moving in a multiwell potential is
frequently used. Interaction between the impurity-ion
dipole moments via the soft polar TO mode was shown
in[41, 42] to play an important role in the low-temper-
ature state of the system in doped incipient ferroelec-
tricswith off-center impurities. Thisinteraction canini-
tiate either a dipole-glass phase or the transition to a
long-range order ferroelectric state, depending on the
actual impurity concentration [2, 42]. The latter will be
an order—disorder phase transition occurring in the sys-
tem of impurity ionsin astrongly polarizable medium.
Theexistence, in thelocal impurity potential, of severa
equivalent minima that are displaced from lattice sites
and separated by energy barriers suggests an obvious
relaxation mechanism capable of accounting for the
glasslike behavior that has been observed in many cases
[23, 27, 32, 33, 43]. Finally, the existence of off-center
impurities may obviously explain the FMR formation.

If an impurity ion occupies, on average, the central
position at a lattice site and moves in a single-well
potential, the transformation will more likely be a dis-
placive phase transition in a random field of impurity
centers. Thus, the shape of the local potential acting on
an impurity atom isa problem of crucial importancein
understanding the nature of the phenomenaobservedin
doped quantum paraelectrics.

The existence itself of off-center impurities in the
compounds under consideration is believed in [43] to
have been established reliably. However, the only thing
proven to dateisthe off-center position of theLi*ionin
K _4Li Ta0; (KTL) [1, 2, 44]. The off-center position
of Li* in KTL can be assumed based on the consider-
able difference in size between Li* and K* [45]. In all
other cases, the off-center position of an impurity may
be questioned [46]. For instance, the Ba&?* and Pb** ions
substituting for the Sr?* ion in STO are larger than Sr?*
and they move, most likely, in a single-well potential
[45]. The Ca&?*, Mg?, Cd?*, and Zn?* ions are smaller
than Sr?* [45]. It would be difficult, however, to make a
sound judgement of the shape of the local potential for
an impurity ion drawing only from empirical estimates
of theion size. Asfor KTN, the Nb>* and Ta®* ions have
equal ionic radii within the accuracy with which these
empirical quantities were determined [45]. The inter-
pretation of experimental data obtained on this com-
pound was based in many studies, starting with the
work of Yacoby [39], on the assumption of Nb being
off-center. However, the conclusion that Nb atoms
occupy off-center positionsis based on indirect data, in
the sense that one can put forward another explanation
of the observed phenomenon. A direct study of thelocal
potential for the Nb atom in KTN based on *Nb NMR
measurements [47] shows Nb to move in a single-well
local potential [47], whereas an analysis of ‘Li NMR
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data suggests that Li in KTL is an off-center ion and
moves in amultiwell potential [48].

The above subject of controversy is connected inti-
mately with the problem of the existence of structural
disorder in pure perovskites. To explain their experi-
mental results, some authors[49-53] suggest that the Ti
and Nb atoms in the cubic phase of BaliO; (BTO),
PbTiO; (PTO), and KNbO; (KNO) are off-center and
move in a multiwell local potential. Although the
experimentally observed anomal ous diffuse x-ray scat-
tering in perovskites [49] can be attributed to specific
features in the perovskite phonon spectrum [54-57],
one should not disregard the results of other experi-
ments, for instance, of those oninelastic light scattering
[51] and XAFS [53], which defy, at present, al
attemptsto make interpretationsin terms of delocalized
collective excitations (phonons).

We present here a solution to the problem of the
local structure of doped and pure perovskites based on
direct nonempirical calculations of the local potential
for impurity ionsin STO : X (X = Ca, Ba, Pb, Cd, Mg,
Zn) and in KTO : X (X = Li, Nb), aswell as for atoms
at the A and B sitesin the pure perovskites BTO, STO,
CaTiO; (CTO), PTO, KNO, and KTO. We discuss the
origin of first-order Raman scattering in the paraelec-
tric phase of STO : Caand KTN. In Section 3, we also
consider an approach to describing the static properties
of the Sr;_,ATiO; and KTa, _,Nb,O; solid solutions
with central impurities which is made in the virtual-
crystal approximation in terms of the theory of the soft
ferroel ectric mode.

2. LOCAL POTENTIALS
FOR ATOMS IN PEROVSKITES

As dready pointed out, adequate description of
some properties of perovskite compounds and of the
related solid solutions requires knowledge of the shape
of thelocal adiabatic potential for the host and impurity
atoms. Cluster ab initio calculations for B-type and
oxygen atomsin pure perovskites were reported in [58,
59]. Ab initio local-potential calculations for the impu-
rity atom Li (Li* ion) in KTaO3 : Li (KTL) were made
in [44]. We report here on cluster ab initio calculations
of the local adiabatic potential for the K, Ta, and oxy-
gen atomsin KTO and for A-type atomsin CTO, STO,
BTO, and KNO, as well as for the impurity atoms Ba,
Ca, Mg, Cd, and Zn in STO, Li in KTL, and Nb in
KTN.

2.1. Cluster Model and Method of Calculation
of the Total Energy

To find the local adiabatic potential for an atom sit-
ting at alattice site, one hasto calculate thetotal crystal
energy as a function of atomic displacement from the
equilibrium position at the site, AE(n), assuming the
remaining atoms to occupy their equilibrium positions
in the perovskite cubic lattice. The supercell [44, 60,
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61] and quasimolecular cluster [58, 59] methods arethe
most suitable approaches to nonempirical calculation
of the properties of point defects in crystals.® We use
here the approach described in [58, 59]; this method is
based essentially on isolating the fragment of the crys-
tal of interest, which ensures correct description of the
chemical bonding and point symmetry. Thereafter, this
fragment is simulated by a quasimolecular cluster with
the geometry of the crystal fragment.

Thesmallest cluster that can reproduce the chemical
bonding and the local properties (determined by this
bonding) for an atom at site B is the octahedral cluster
(BOg)™ (cluster 1). The cluster second in complexity
that is appropriate in symmetry to a B atom consists of
seven octahedra, more specifically, of a central (B'Og)
and six neighboring (BOg) octahedra each sharing a
common oxygen atom with the central octahedron.
Thiscluster also contains eight A-type atoms occupying
the corners of the cubic primitive cell. To reduce the
cluster charge, hydrogen atoms are attached to the bro-
ken O-B bonds at adistance of 1 A. All this adds up to
[B'OsAgBs(OH)4]™ positively charged clusters, where
n=2forBTO, STO, CTO, and PTOandn=1for KNO
and KTO (cluster VII).

The smallest possible cluster for an A atom is for-
mally ((AO;,)™). However, this cluster cannot provide
an adequate description of the local potential for the A
atom. Therefore, we shall consider as the minimum
cluster for atom A the cluster which is next in complex-
ity and contains seven A atoms (A' at the cluster center
and six A atoms at the fourfold axes) and eight octahe-
dra(BOg) with B-type atoms|lying on the threefold axes
at the corners of the cubic cell. To reduce the cluster
charge, hydrogen atoms were added to the broken O-B
bonds at a distance of 1 A. This results in negatively
charged [A'O;,AsBg(OH),,]™ clusters, where n = 2 for
BTO, STO, CTO, and PTO and n = 1 for KNO and
KTO (cluster VIII). In the case of a perovskite solid

solution AB, _, B, O, the smallest cluster for the oxy-

gen atom consists of two octahedra, (BO;) and (B'Og),
sharing a common oxygen atom. This cluster also con-
tains four A atoms (Ca, Sr, Ba, Pb, K) at the corners of
the cubic-cell face perpendicular to the B-O-B' chain;
in order to reduce the cluster charge, hydrogen atoms
were added to the broken OB outer bonds at a distance
of 1 A from the oxygen atom. This yields a positively
charged cluster [OBB'A,(OH),]™, where n = 2 for
KNO and KTO (cluster II).

We shall describe now the way in which the clusters
were constructed. The main fragments are the primitive
cubic cells for the ABO; perovskite structure that are
centered on the corresponding atom, namely, on a B
atom for cluster VII (Fig. 1a), an Aatom for cluster V11|
(Fig. 1b), and on an oxygen atomfor cluster Il (Fig. 1c).

1 There also exists a method of guantum clusters embedded in a
crystal lattice [62]. Strictly speaking, however, this method is
semiempirical.
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Fig. 1. Main and additional fragmentsof clusters(a) VI, (b)
VIII, and (c) I1.

Each cluster also contains additional fragments; one of
themisshownin Fig. 1 for each cluster. The total num-
ber of additional fragmentsis determined by the cluster
symmetry: six Ti(OH)s groups in cluster VII, eight
(OH); groups and six A atoms in cluster VI, and two
H,OH groupsin cluster I1.

By definition, the local potential is the difference
between the total energies of the crystal in the distorted
and undistorted configurations:

AE(n) = E(n)-Ey, (D)

where 1 is the displacement of the central atom from
the lattice site. The calculations were made using the
approximation AE(n) = AE®(n), where E®(n) is the
total energy of the corresponding cluster. The total
energies and the one-electron cluster properties were
calculated by the Hartree-Fock—Roothaan nonempiri-
ca MO LCAO SCF formalism [63] using the PC
GAMESS version [64] of the GAMESS (US) QC pack-
age [65]. The correation effects were taken into
account (for simple octahedral clusters) within the
Moller—Plescet perturbation theory (MP2) [65]. The
calculations were made using the following sets of
atomic basis functions: for the oxygen atoms, the basis
sets were TZV (10s6p)/[5s3p] [65, 66] with d-type
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Table 1. Local force constants K (determined by short-range
interaction) for atoms a the A and B sites in ABO; perovskite
compounds obtained by cluster ab initio calculations

Compound| Atom | Cluster | K, eV/A? | ag, A
CaTiOq Ca VI 7.6 3.8367
Ti | 32.2 (29.4)
VIl 32.0
SITiOg S VI 135 3.905
Ti | 28.6 (26.0)
VIl 285
BaTiOg Ba VI 15.9 3.996
Ti | 24.5(22.2)
VIl 239
PbTiO; Pb VI 6.8 3.970
Ti | 25.6(23.2)
VIl 20.1
KTaO, K VI 7.0 3.9845
Ta | 43.7 (43.4)
VIl 39.0
KNbO; K VI 6.4 4.0214
Nb | 35.7 (35.7)
VIl 30.6

Note: The values shown in parentheses include the correlation
corrections to k'°. The values of kK'°Y(B) for STO, BTO,
PTO, and KNO were taken from [59]. The values of the |at-
tice constant ag were taken from [73] (for KTO, from [15]).

Table 2. Force constants K/ for A" atoms in the ABO; : A
perovskite compounds and for Nb atoms in KTaO; : Nb
obtained from nonempirical cluster calculations

Compound Cluster Koc, eV/A?
STO: Ca VI 6.4
STO:Ba VI 194
STO: Pb VI 8.6
STO: Cd VI 3.6
STO: Mg VIl =0
STO: Zn VI =<0
KTO: Li VI =0
KTO: Nb VI 353

polarization functions [67]; for the hydrogen atoms, the
DzV of Dunning and Hay [65]; and for Ti and Nb,
(13s7p5d) and (14s8p7d), respectively, taken from
[68]. The basis sets used for the Li, K, Mg, Ca, Sr, Ba,
Pb, Cd, and Zn at the center of cluster VIII, aswell as

KVYATKOVSKII

for the Ta atom at the center of clusters| and VII, were
WTBS|[69]. For the Li, Mg, Ca, and Zn atomsin the A
position, we aso used the Roos ADZ ANO sets [70].
For the remaining K, Ca, Sr, Ba, and Pb atomsin clus-
tersVIII, aswell asfor Tain clusters VII, we used the
effective core potentia with the corresponding basis
sets for valence orbitals [71]. The WTBS and Roos
ADZ ANO basis sets and the relevant information were
obtained from [72].

2.2. Pure Perovskites

We consider acrystal with only one atom belonging,
for example, to sublattice s and displaced from the cen-
tral equilibrium position (at the lattice site). We define
local force constants k'°(s) as coefficients of the qua-
dratic termsin the expansion of the total crystal energy
in powers of displacementsn;(s) of this atom:

AE(n) = E(n)-E(0) = 3K*(9nn,+0(n), ()

where the second term on the right-hand side includes
the anharmonic terms of expansion AE.?Accordi ng to
Eq. (2), K = 2AE(n)/n?|, . o [for symmetry consider-
ations, EQ. (2) does not contain linear terms].

Table 1 presents the results of cluster ab initio calcu-
lations of the loca force constants k°(s) performed for
the A- and B-type atoms in the cubic perovskites CTO,
STO, BTO, PTO, KNO, and KTO. Wereadily seethat all
the k' constants are large compared to the atomic force

constant for the perovskitesk, = €/r = 2 eV/A2, where
ro= 2 A isthe B-O bond length, aswell asin compari-
son to the K¢ for cations in typical ionic crystals [58].
The values of K¢ are the largest for the oxides of tanta-
lum, niobium, and titanium, which is indicative of the
stabilizing effect the B-O bond covalency exerts on the
stability of the central position of these atoms in the
(BOg)™ oxygen octahedron [59]. These results sug-
gest that the assumption of the B atoms in the
paraelectric phase of perovskite ferroelectrics being
off-center, which is frequently used in interpreting
XAFS [40, 53] and in inelastic light scattering [51]
experiments, is apparently erroneous.

2.3. Doped Perovskites

Table 2 presents the results of cluster ab initio cal-
culations of the force constants ki°c for the impurity
atoms Ca, Ba, Pb, and Cd substituting for Srin STO and
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2|n contrast to the optical force constant k(s), which corresponds
to the displacement of sublattice s as a whole and whose magni-
tude in the perovskites is affected noticeably by the long-range
dipole—dipole interaction [59], the local force constant k'°%(s)
contains contributions due to short-range interactions only, i.e.,
k'9¢(s) = kS(s). The contribution of the dipole—dipole interaction
to the restoring force in a lattice with one displaced atom falls off
with distar]ce R as R°. The contribution due to the Madelung
energy to k'°“(s) for the A and B sites in cubic perovskites is zero.
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for the Nb impurity atom substituting for Tain KTO.
Let us compare k' from Table 2 for the atom acting as
an impurity with that from Table 1 for the same atom,
but in the dissolved component of the solid solution,
namely, Cain STO : Caand CTO, Bain STO : Baand
BTO, Pbin STO : Pb and PTO, and Nb in KTN and
KNO. We readily see that the corresponding k' con-
stants have close values and that the differences are
caused primarily by the difference in the lattice con-
stants between the host and the dissolved component.
According to Table 2, the impurity atoms in these solid
solutions move in a single-well potentid; i.e., they are
central impurities. The situation with the Nb impurity
in KTaO; is particularly interesting. Contrary to the
fairly common idea of the Nb impurity in KTaO; being
off-center [39, 40], calculations show (Tables 1, 2) that
the KTaO; latticeistoo tight for the Nb impurity atom.>
Thus, STO : Ca, STO : Ba, STO : Phb, STO : Cd, and
KTN can be considered to be displacive ferroelectrics
(we shall call them, for brevity, displacive solid solu-
tions).

The situation with materials doped by Mg, Zn, and
Li is radically different (Tables 2, 3). The harmonic
force constants k' for the Mg, Zn, and Li impurity
atoms are small in magnitude (Jk°¢| = 0.5 eV/A2) and
negative, as shown by exact calculations making use of
large basis sets [70] for impurity atoms.* This means
that the Mg and Zn impurities in STO and Li in KTO
are off-center and move in a multiwell local potential,
whose shape in the [001] direction is displayed in
Figs. 2 and 3. The displacement from the central posi-
tion N, and the corresponding gain in energy AE;,
calculated in the Hartree-Fock approximation are
0.32 A and 7 meV for STO : Mg, 0.41 A and 24 meV
for STO: Zn, and 0.63 A and 22 meV for KTL, respec-
tively.

These results, demonstrating the off-center position
of the Mg and Zn impuritiesin STO and of Li in KTO,
are primarily of a qualitative character. Because of the
smallness of k¢ < 1 eV/A2?, the values of the loca
potential parameters can change markedly toward
increasing |k'°°| when either the electronic correlations
or the structural relaxation of the impurity atom neigh-
borhood are taken into account; we have N, O [K[Y?
and AE,;,, O [K°]?. At the same time, for K > 1 eV/A?,
the effect of the electronic correlationsissmall (Table 1)
and their inclusion, as well as taking into account the
structural relaxation of the impurity environment, can-
not affect the conclusion that the Ca, Ba, Pb, and Cd
impurities in STO and Nb in KTO occupy the central
positions.

3 As follows from calculations, the anharmonic contribution to the
local potential is positive and virtually does not affect the shape
of the potential downton = 0.2 A.

4 As evident from the data for K° in STO : Ca (Table 3), the basis
corrections to k' are significant only for K% < 1 eV/AZ and
small for [K°| > 1 eV/AZ
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Table 3. Local force constants K for A' atomsin ABO5 : A'
compounds derived from nonempirical cluster calculations
(cluster VIII) for two basis sets for the A" impurity atom
(WTBS[69] and RoosADZ ANO [70Q])

Kloc, eV/AZ2
Compound
WTBS RoosADZ ANO
STO: Ca 6.4 54
STO: Mg 0.25 -0.31
STO: Zn -0.16 -0.56
KTO: Li 0.004 -0.24

2002

As aready mentioned, the paraelectric phase of
STO : Caand KTN exhibit first-order Raman scatter-
ing, which is forbidden in the cubic phase of pure per-
ovskites. To explain this phenomenon, the assumption
of the impurity atom (Nb) in the cubic cell being off-
center was put forward [39]. As shown above, the Nb
atomin KTN and the Caatom in STO : Ca occupy cen-
tral positions with symmetry O,, in the paraglectric
phase. At the same time, the existence of such central
impurity atoms brings about a lowering of symmetry
for the neighboring oxygen atoms from D, to C,, in
the Ca0;, complexes in STO : Caand down to C,, in
the NbOg complexes in KTN. In view of the fact that
oxygen atoms take part in al optical lattice vibrational
modes in perovskites, this lifts the forbiddenness from
first-order Raman scattering. This reasoning also holds
for other solid solutions with central impurity atoms.

2
0.04 - 103 5
4 6

1 Ba

L 2 Pb

. 0.02 3 Ca

© 4 Cd

o 5 Mg

LLll 6 Zn

1S3
I or
-0.02
-0.8 -04 0 04 0.8

Impurity atom displacement along [001], A

Fig. 2. Loca adiabatic potential for the Ca, Ba, Pb, Cd, Mg,
and Zn impurity atomsin STO.
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Fig. 3. Local adiabatic potential for the K atom and the Nb
and Li impurity atomsin KTO.

o e WTBS

0.10 4 a4 SBKJC

AE=E—Ey eV
o
o
(93]

-0.04 0 0.04 0.08
Oxygen atom shift along Ta—O-Nb chain, A

Fig. 4. Local adiabatic potentia for the oxygen atom aong
the Ta-O—-Nb chain in KTN calculated in the nonrelativistic
approximation (WTBS) and including the relativistic effects
in the electronic structure of Nb and Ta (SBKJC). Open sym-
bols refer to calculations made in the HartreeFock (HF)
approximation, and filled symbols are calculations with due
account of the correlation corrections (HF + MP2).
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The lowering of symmetry for the oxygen atoms sur-
rounding impurity atoms results in oxygen atom dis-
placementsdirected either inward or outward, depending
on the size of the impurity ion. These considerations are,
however, insufficient for determination of the character
of the Nb environment relaxation in KTN, because,
according to [45], the octahedrally coordinated Nb>* and
Ta"* ions have the same radii of 0.6 A. To establish the
character of the relaxation the nearest environment of
aNb atom undergoesin KTN, we carried out acluster
abinitio calculation of theloca potential for the oxygen
atom in the Ta—"O—Nb chain in the longitudinal direction
whichwasbased on cluster |1 (Fig. 1¢). Theresultsof the
calculation are shown graphicaly inFig. 4. A calculation
made in a nonrelativistic approximation with the WTBS
basisset [69] for the Nb and Taatoms showsthat the oxy-
gen atom is displaced from the center of the cubic-cell
face toward the Nb atom by 0.018 A (the attendant
energy gain is 10 meV). Taking into account the small-
ness of this effect, as well as the need of including the
influence of therel ativistic effects on the el ectronic struc-
ture of Ta, we aso performed a calculation using the
effective core potentials (ECP) for the Nb and Ta atoms,
with the corresponding vaence-orbital basis sets
(SBKJC), which took into account the relativistic effects
in the Dirac—Hartree—Fock equation [65, 71]. In this
case, the oxygen atom is displaced from the center of the
cubic-cell face toward the Taatom by 0.01 A (thegainin
energy is 1 meV). Treated in the language of ionic radii,
thismeansthat if the relativigtic effects are neglected, the

tantalumionislarger, r. (Taf) — ry) (Nb5) = 0.036 A.
Atthesametime, if therdativistic effectsareincluded in
the calculation of the electronic structure of the Nb and

Ta atoms, the niobium ion is larger, r,, (Nb5*) —

rur (Te?*) = 0.02 A. Thelatter result conformsto the lat-

tice constant of the cubic phase of KNbO; being larger
by about 0.04 A than that of KTaO (Table 1).

3. VIRTUAL-CRY STAL MODEL

As follows from the preceding section, dilute solid
solutions STO : Ba, STO : Ca(SCT), STO: Pb, STO:
Cd, and KTN belong to the displacive type. This con-
clusion correlates with the observation of aclearly pro-
nounced soft ferroelectric TO mode in SCT [35, 36]
and KTN [31, 74-76] (single-mode behavior in the ter-
minology introduced in [77]). According to [31], the
frequency of the soft TO mode decreases at a given
temperature with increasing x and no new low-fre-
guency modes associated with Nb are observed. The
temperature dependence of the soft TO mode exhibitsa
minimum at a temperature close to T, [31, 35, 36, 75,
76]. In KTN, at the minimum o = 7 cm™ [31, 75],
which is substantially lower than the zero-temperature
soft TO mode frequency for pure KTO, (T = 0K) =
20 cm [13]. This suggests the existence, in displacive
solid solutions, of a soft ferroelectric mode dressed by
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interactions with impurity atoms, i.e., with parameters
depending on the impurity concentration.

This suggests that the free energy of the above dis-
placive solid solutions can be expressed in terms of the
generalized force constant k; (T, X) corresponding to
the soft TO mode of amixed compound. In considering
the soft TO mode amplitude y; now to be an order
parameter, we can present the free energy Fg of adis
placive ferroelectric solid solution, by analogy with a
pure displacive ferroelectric [4, 78, 79], in the form of
aLandau expansion:

FaelYe T,X) = Sk (T)YE + FP({y3 ) = VP [E, (3

where FZ‘Q includes the anharmonic expansion terms.

Treated within this approach, the ferroelectric
phase-transition temperature T-(x), which isafunction
of the impurity concentration, can be found by solving
the equation®

kf,ss(TCl X) =0 (4)

and the critical concentration x., defined by the condi-
tion Tc(x.) = 0, isasolution to the equation

kf,ss(TC = O, Xc) = O- (5)

To make a quantitative estimation of x., we invoke the
virtual-crystal (VC) approximation. The compounds
under study are solid solutions of two isomorphous
compounds. For instance, Sr;_,ATiO; can be repre-
sented in the form (1 — X)SITiO; + XATiO,, etc. In the
V C approximation, a solid solution is treated as a per-
fect crystal with the average values of the parameters
determined by Vegard's rule. The VC approximation
provides a simple expression for the critical concentra-
tion x; through the parameters of the matrix (solvent)
and solute which automatically takes the effect of quan-
tum fluctuations (zero-point atomic vibrations) on x.
into account. Introducing the notation k,,, and k; for the
force constants of the matrix and impurity (dissolved)
components, respectively, we write the constant K, « =
k(T =0) intheform

Ko, ss(X) = (1=X)Ko m+ XK ;.- (6)
From Egs. (5) and (6), we can find x.:
__kom
A 0

One can also write an expression for x, whichissim-
ilar to EQ. (7) but iswritten in terms of the frequencies
rather than of the force constants:

2

(8)

X = :
2 2
Wy m— Wy, i

5The generalized force constant is a static (thermodynamic) quan-
tity which can vanish even if the frequency of the corresponding
lattice excitation (in our case, of the soft TO mode) remainsfinite.
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Table 4. Critical concentration x. for the solid solutions
Sr;_ATiO3 (A= Ca, Ba, Pb) and KTay _,Nb,O3

2002

Compound *
experiment theory
Sr_,CaTiO; 0.00182 0.0026-0.0032
Sr;_,BaTiO; 0.035(0.0027)° | 0.0013-0.012
St _Pb,TiO; 0.0015° 0.0029-0.0039
KTg _,NbO; 0.008¢ 0.01-0.030

a_[21], %[22, 23, 26], 5, 25], 9—[20]. See text for explana
tion.

Table 5. Harmonic force constants k;, and frequencies wy,
for the cubic phase of perovskite compounds obtained from
abinitio calculations

ki, €V/A?
-2.232

Compound wy, cmt

153i¢
140i¢

41i°

72i¢
178i¢
219if
125i9
144i°

80iP

61i"
115il
143i°
203i"
147iK
197i'

a_[79], >—[80], °—[83], %—[81], ©—[82], "—[84], 9—[85], "—
[86],'—[87], *—[88],'—[89].

CaTiOg

-0.1752
-3.4012

SITiO;
BaTiO,

PLTiO; —2.5072

KTaO, 0.48°

KNbO; —2.993

Equation (8) is more convenient to use in calculations
than Eq. (7), because the frequencies wy ,, unlike the
corresponding force constants, are experimentally mea-
surable quantities. This is essential for SITiO; and
KTaO; because of the need to take into account, in
these compounds, the zero-point vibration contribu-
tion, nonempirical calculationsfor which (in contrast to
the contribution cal culated in the harmonic approxima
tion) are still lacking.

In the solid solutions under study, x. << 1 (Table 4).
This imposes constraints on the parameters of the host
matrix and of the impurity component:

Ko,i <0, (Ug,i<o

and Ko m < [Ko i, @hm<|woil’.
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For our solid solutions, these conditions are met satis-
factorily. Table 4 lists the theoretical values of x, calcu-
lated from Eq. (8). The calculations were made using
the experimental values of wy ,, for STO and KTO
availablein[12, 13]. To find the frequencies wy, ; for the
impurity component of a solid solution, we assumed
the zero-point vibration contributions to «wy in all per-
ovskites to be of about the same order of magnitude.
The w,, contribution can be estimated using the values
quoted in [4] for STO (w,,=35.4cm™) and KTO (w,, =
20 cm™). Taking into account the values of w, givenin

Table 5 and the equality wp = wy, + w2, [4], we obtain

w2 = wr for the cubic phase of CTO, BTO, PTO, and

KNO. Thus, one can recast equality (8) for the solid
solutions under study in the approximate form

2

Xe= —— 9)

|(*)h,i|2

and use the results of the ab initio calculations of wy, ;
presented in Table 5. The last column of Table 4 con-
tains the ranges of theoretical estimates of x. obtained
from Eq. (9) with due account of the scatter in the val-
ues of w, in Tableb.

In view of the fact that the theoretical values of the
critical concentration thus found were obtained within
such a simple model, they describe fairly well, even
though they are dlightly high, the available experimen-
tal pattern for al the solid solutions except STO : Ba.
Thisoverestimation is possibly dueto the neglect of the
host matrix and impurity lattices undergoing mutual
relaxation in the solid solution.

It should be stressed that description of the phenom-
ena accompanying phase transitions in solid solutions
is beyond the scope of the present work and, accord-
ingly, outside the limits of applicability of the VC
approximation. Such a description would require the
invocation of phenomenological theory or a theory
based on a model lattice Hamiltonian [90]. The results
obtained in this study provide a basis for selecting the
appropriate model description.

ACKNOWLEDGMENTS

| am indebted to V.V. Lemanov and PA. Markovin
for numerous discussions of the work and to
S.B. Vakhrushev, T.R. Volk, and V.A. Trepakov for
valuable comments.

This study was supported by the Russian Founda-
tion for Basic Research (project nos. 00-02-16919, 01-
02-17801) and NWO (grant no. 16-04-1999).

REFERENCES

1. U.T. Héchli, K. Knorr, and A. Loidl, Adv. Phys. 39 (5),
405 (1990).

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

KVYATKOVSKII

2. B. E.Vugmeister and M. D. Glinchuk, Rev. Mod. Phys.
62 (4), 993 (1990).

3. W. Kleemann, Int. J. Mod. Phys. 7 (13), 2469 (1993).

4. O. E. Kvyatkovskii, Fiz. Tverd. Tela (St. Petersburg) 43
(8), 1345 (2001) [Phys. Solid State 43, 1401 (2001)].

5. V. V. Lemanov, Ferroelectrics 226, 133 (1999).

6. V. V. Lemanov, in Defects and Surface-Induced Effects
in Advanced Perovskites, G. Borstel, A. Krumins, and
D. Millers (Kluwer, Dordrecht, 2000), p. 329.

7. K.A. Miller and H. Burkard, Phys. Rev. B 19 (7), 3593
(1979).

8. S. H. Wemple, Phys. Rev. 137 (5A), 1575 (1965).

9. J. H. Barrett, Phys. Rev. 86 (1), 118 (1952).

10. A. B. Rechester, Zh. Eksp. Teor. Fiz. 60 (2), 782 (1971)
[Sov. Phys. JETP 33, 423 (1971)].

11. D. E. Khmel'nitskit and V. L. Shneerson, Fiz. Tverd.
Tela (Leningrad) 13 (3), 832 (1971) [Sov. Phys. Solid
State 13, 687 (1971)].

12. A. Yamanaka, M. Kataoka, Y. Inaba, et al., Europhys.
Lett. 50 (5), 688 (2000).

13. H. Vogt, Phys. Rev. B 51 (13), 8046 (1995).

14. H. Uweand T. Sakudo, Phys. Rev. B 13 (1), 271 (1976).

15. G. A. Samaraand B. Morosin, Phys. Rev. B 8 (3), 1256
(2973).

16. M. Itoh, R. Wang, Y. Inaguma, et al., Phys. Rev. Lett. 82
(17), 3540 (1999).

17. M. Itoh, R. Wang, and T. Nakamura, Appl. Phys. Lett. 76
(2), 221 (2000).

18. O. E. Kvyatkovskii, Solid State Commun. 117 (8), 455
(2001).

19. A. Bussmann-Holder, H. Bittner, and A. R. Bishop, J.
Phys.: Condens. Matter 12, L115 (2000).

20. U.T. Hochli, H. E.Weibel, and L. A. Boatner, Phys. Rev.
Lett. 39 (18), 1158 (1977).

21. J. G. Bednorz and K. A. Miller, Phys. Rev. Lett. 52 (25),
2289 (1984).

22. V.V.Lemanov, E. P. Smirnova, and E. A. Tarakanov, Fiz.
Tverd. Tela (St. Petersburg) 37 (8), 2476 (1995) [Phys.
Solid State 37, 1356 (1995)].

23. V. V. Lemanov, E. P Smirnova, and E. A. Tarakanov,
Phys. Rev. B 54 (5), 3151 (1996).

24. P A. Markovin, V. V. Lemanov, O. Yu. Korshunov, et al.,
Ferroelectrics 184, 269 (1996).

25. V. V. Lemanov, E. P. Smirnova, and E. A. Tarakanov, Fiz.
Tverd. Tela (St. Petersburg) 39 (4), 714 (1997) [Phys.
Solid State 39, 628 (1997)].

26. P A. Markovin, V. V. Lemanov, M. E. Guzhva, and
W. Kleemann, Ferroelectrics 199, 121 (1997).

27. M. E. Guzhva, V. V. Lemanov, P. A. Markovin, and
T. A. Shuplygina, Ferroelectrics 218, 93 (1998).

28. R. Oppermann and H. Thomas, Z. Phys. B 22 (4), 387
(1975).

29. T. Schneider, H. Beck, and E. Stoll, Phys. Rev. B 13 (3),
1123 (1976).

2002



30

31

32.
33.

35.
36.
37.
38.

39.
. O. Hanske-Petitpierre, Y. Yacoby, J. Mustre de Leon,

41.

42.

45,
46.

47.

49.
50.
51.
52.

53.

55.
56.

57.

ON THE NATURE OF FERROELECTRICITY

R. Morf, T. Schneider, and E. Stoll, Phys. Rev. B 16 (1),
462 (1977).

R. L. Prater, L. L. Chase, and L. A. Boatner, Phys. Rev.
B 23 (1), 221 (1981).

G.A. Samara, Phys. Rev. Lett. 53 (3), 298 (1984).

K. B. Lyons, P. A. Fleury, and D. Rytz, Phys. Rev. Lett.
57 (17), 2207 (1986).

. W. Kleemann, F. J. Schéfer, and D. Rytz, Phys. Rev. Lett.

54 (18), 2038 (1985).

U. Bianchi, W. Kleemann, and J. C. Bednorz, J. Phys.:
Condens. Matter 6, 1229 (1994).

W. Kleemann, U. Bianchi, A. Biirgel, et al., Phase Tran-
sit. 55, 57 (1995).

R. Kélz, P. Lehnen, and W. Kleemann, J. Korean Phys.
Soc. 32, $456 (1998).

H. Uwe, K. B. Lyons, H. L. Carter, and P. A. Fleury,
Phys. Rev. B 33 (9), 6436 (1986).

Y. Yacoby, Z. Phys. B 31, 275 (1978).

et al., Phys. Rev. B 44 (13), 6700 (1991).
W. Kleemann, A. Albertini, R. V. Chamberlin, and
J. G. Bednorz, Europhys. Lett. 37 (2), 145 (1997).

V. S. Vikhnin and Yu. A. Borkovskaya, Fiz. Tverd. Tela
(Leningrad) 20 (12), 3603 (1978) [Sov. Phys. Solid State
20, 2082 (1978)].

. B. E. Vugmeister and M. D. Glinchuk, Zh. Eksp. Teor.

Fiz. 79 (3), 947 (1980) [Sov. Phys. JETP 52, 482
(1980)].

. 1. 1. Tupitsyn, A. Deineka, V. Trepakov, et al., Ferroelec-

trics 237, 9 (2000).
R. D. Schannon, Acta Crystallogr. A 32, 751 (1976).

V. S. Vikhnin, P. A. Markovin, V. V. Lemanov, and
W. Kleemann, J. Korean Phys. Soc. 32, S583 (1998).

J. J. van der Klink, S. Rod, and A. Chételain, Phys. Rev.
B 33 (3), 2084 (1986).

. J. J. van der Klink and F. Borsa, Phys. Rev. B 30 (1), 52

(1984).

R. Comes, M. Lambert, and A. Guinier, Solid State
Commun. 6, 715 (1968).

K. A. Miller, in Nonlinearity in Condensed Matter, Ed.
by A. K. Bishop et al. (Springer, Berlin, 1987), p. 234.
T. P. Dougherty, G. P. Wiederrecht, K. A. Nelson, et al.,
Science 258, 770 (1992).

G. H. Kwei, S. J L. Billinge, S.-W. Cheong, and
J. G. Saxton, Ferroelectrics 164, 57 (1995).

N. Sicron, B. Ravel, Y. Yacoby, et al., Phys. Rev. B 50,
13168 (1994).

. A. Hller, Solid State Commun. 7, 589 (1969); Z. Phys.

220, 145 (1969).
R. Comésand G. Shirane, Phys. Rev. 5 (5), 1886 (1972).

H. Krakauer, R. Yu, C.-Z. Wang, et al., J. Phys.: Con-
dens. Matter 11, 3779 (1999).

M. Holma, N. Takesue, and H. Chen, Ferroelectrics 164,
237 (1995).

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

2002

58.

59.

60.

61.

62.

63.
64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

7.

78.

79.

80.
81.

1143

O. E. Kvyatkovskii, Ferroelectrics 153 (1-4), 201
(1994).

O. E. Kvyatkovskii and B. F. Shchegolev, 1zv. Ross.
Akad. Nauk, Ser. Fiz. 64 (6), 1060 (2000).

C. H. Park and D. J. Chadi, Phys. Rev. B 57 (22),
R13961 (1998).

R. I. Eglitis, N. E. Christensen, E. A. Kotomin, et al.,
Phys. Rev. B 56 (14), 8599 (1997).

H. Donnerberg and R. H. Bartram, J. Phys.: Condens.
Matter 8, 1687 (1996).

C. C. J. Roothaan, Rev. Mod. Phys. 23, 69 (1951).

A. A. Granovsky, http://classic.chem.msu.su/gran/gamess
/index.html.

M. W. Schmidt, K. K. Baldridge, J. A. Boatz, et al., J.
Comput. Chem. 14, 1347 (1993).

T. H. Dunning, J. Chem. Phys. 55, 716 (1971).

T. H. Dunning and P. J. Hay, in Methods of Electronic
Sructure Theory, Ed. by H. F. Schaefer 111 (Plenum,
New York, 1977), Vol. 2.

I. Hyla-Kryspin, J. Demuynck, A. Strich, and M. Benard,
J. Chem. Phys. 75, 3954 (1981).

S. Huzinaga and B. Miguel, Chem. Phys. Lett. 175, 289
(1990); S. Huzinaga and M. Klobukowski, Chem. Phys.
Lett. 212, 260 (1993).

P. O. Widmark, P. A. Mamqgvist, and B. Roos, Theor.
Chim. Acta 77, 291 (1990); P. O. Widmark, B. J. Pers-
son, and B. Roos, Theor. Chim. Acta 79, 419 (1991);
R. Pou-Amerigo, M. Merchan, |. Nebot-Gil, et al.,
Theor. Chim. Acta 92, 149 (1995).

W. J. Stevens, H. Basch, and M. Krauss, J. Chem. Phys.
81 (12), 6026 (1984); W. J. Stevens, M. Krauss,
H.Basch, and P. G. Jasien, Can. J. Chem. 70, 612
(1992).

EMSL basis set Library, http://www.emsl.pnl.gov:2080/
form/basisform.html.

Landolt-Bornstein, Numerical Data and Functional
Relationships in Science and Technology, Ed. by
K.-H. Hellwege and A. M. Hellwege (Springer, Berlin,
1981), Group 111, Vol. 16a.

W. B. Yelon, W. Cochran, G. Shirane, and A. Linz, Fer-
roelectrics 2, 261 (1971).

H. Chou, S. M. Shapiro, K. B. Lyons, et al., Phys. Rev.
B 41 (10), 7231 (1990).

P. M. Gehring, H. Chou, S. M. Shapiro, et al., Ferroelec-
trics 150, 47 (1993).

A. S. Barker and A. J. Sievers, Rev. Mod. Phys. 47 (2),
S1(1975).

V. G. Vaks, Introduction to the Microscopic Theory of
Ferroelectrics (Nauka, Moscow, 1973).

R. D. King-Smith and D. Vanderbilt, Phys. Rev. B 49 (9),
5828 (1994).

D. J. Singh, Phys. Rev. B 53 (1), 176 (1996).

E. Cockayne and B. P. Burton, Phys. Rev. B 62 (6), 3735
(2000).



1144 KVYATKOVSKII

82. R.E. Cohenand H. Krakauer, Phys. Rev. B 42 (10),6416 87. D. J. Singh and L. L. Boyer, Ferroelectrics 136, 95

(1990). (1992).
83. W. Zhong, R. D. King-Smith, and D. Vanderbilt, Phys. 88 R.Yu and H. Krakauer, Phys. Rev. Lett. 74 (20), 4067
Rev. Lett. 72 (22), 3618 (1994). (1995).
84. P.H. Ghosez, X. Gonze, and J.-P. Michenaud, Ferroelec-
' ! ! ' 89. C.-Z. Wang, R. Yu, and H. Krakauer, Phys. Rev. B 54
trics 206, 205 (1998). 6, 11 6 (1606). y
85. R. E. Cohen and H. Krakauer, Ferroelectrics 136, 65 _
(1992). 90. A.P. Levanyuk and A. S. Sigov, Defects and Structural

86. A.V. Postnikov, T. Newmann, and G. Borstel, Phys. Rev. Phase Transitions (Gordon & Breach, New York, 1988).
B 50 (2), 758 (1994). Translated by G. Skrebtsov

PHYSICS OF THE SOLID STATE Vol. 44 No.6 2002



Physics of the Solid State, Vol. 44, No. 6, 2002, pp. 1145-1151. Trandlated from Fizika Tverdogo Tela, Vol. 44, No. 6, 2002, pp. 1096-1101.

Original Russian Text Copyright © 2002 by Vazhenin, Guseva, Artemov.

MAGNETISM

AND FERROELECTRICITY

Selective Averaging of EPR Transitions of a High-Spin Center
in the Vicinity of Their Accidental Coincidence
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Abstract—The averaging of apart of spin packetsfor two transitions of the Gd®* trigonal center in ferroelectric
lead germanite in the vicinity of coincidence of their positions leading to the emergence of an additional EPR
signal isinvestigated. A computer simulation of the experimental spectrum gives the temperature dependence
of the spin-attice relaxation time connecting the doublets in which resonance transitions occur and leading to
selective averaging of the packets. An increase in the relaxation rate for intra- and interdoublet transitions is
observed in the vicinity of the structural ferroelectric transition. © 2002 MAIK “ Nauka/Interperiodica” .

Electron paramagnetic resonance is successfully
used to detect structural phase transitions, to determine
the magnitude and temperature variation of the local
order parameter, and to analyze relaxation characteris-
tics of paramagnetic defects that reflect the critical
dynamics of the lattice [1, 2]. In the case of high-tem-
perature structural transformations, because of the high
rates of energy transfer from the spin system to the lat-
tice, only the relaxation parameters obtained from an
analysis of the line shape are used. This analysis is
extremely complicated due to the existence of alterna-
tive temperature-dependent mechanisms of broadening
[1, 3]. The effects analyzed in the present work may
facilitate the analysis of spin relaxation in the vicinity
of structural transformations (at least, in some materi-
als).

1. In gadolinium-doped lead germanate (LG)
PbsGe,0y, (ferroelectric transition P3(C3) ~—— P6(C3,)
at T,= 450K [4]), an EPR spectrum of the Gd** trigonal
center is observed for which the strong magnetic field
approximation is satisfied to a high degree of accuracy
(Fig. 1). For an arbitrary orientation of the magnetic
field, the degeneracy of the EPR spectrum for Gd®* ions
located in the opposite domainsis removed. In our pre-
vious works [5—7], we observed an additional signal
whose intensity increased upon a decrease in the dis-
tance between the initial signals3~——4and5~— 6
of the same type of domains in the vicinity of coinci-
dence of their resonance positions (for the polar angle
of magneticfield 8,=41°, z||C;) (Fig. 2). It was proved
that this signal cannot be due to a multiquantum transi-
tion, athough two-quantum transitions can be clearly
observed in the vicinity of the intersection of the angu-
lar dependences corresponding to transitions 4 ~— 5
and3-——4, aswellas4~—5and5~—6, 3~—
4and2~—3,and5~——6and 6~—7.

In order to explain the emergence of an additional
signal, we assumed [5-7] the existence of rapid relax-
ation transitions between the 3«<— 4 and 5~ 6 dou-
blets, which led to averaging of a part of the spin pack-
ets belonging to the above EPR transitions and corre-
sponding to the same local crystal field (isofield
transitions).

The necessary condition of averaging of these pack-
etsistheinequality W> Av, where Wis the prabability
of relaxation transitions between doublets and Av isthe

500 2<—=3

0 15 30 45 60 75 90
0, deg

Fig. 1. Polar angular dependence of the positions of transi-

tionsin the Gd®* trigonal center in the zy plane. Energy lev-
elsarelabelled in ascending order.

1063-7834/02/4406-1145%$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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AB,, =2.7mT

174

1 1
340 345
B, mT

1
335

Fig. 2. EPR spectrum in the region of coincidence of posi-
tions of the 3<—— 4 and 5 ~—— 6 transitions at 458 K
(0.05% Gd,05) for (1) AB=0°, (2) 0.5°, (3) 0.63°, (4) 0.75°,
and (5) 1.75°. The dashed curve is described by Eq. (4);
OBy, is the spacing between the extremum points of the
absorption signal derivative.

distance (in frequency units) between packets in the
spectrum. The key point in the proposed model is the
guasi-symmetric arrangement (see below and Fig. 3) of
isofield spin packetsin apair of initial EPR signals. In
the case of antisymmetric arrangement of isofield pack-
ets, the value of Av is approximately the same for al
pairs and no selective averaging takes place. It was
assumed in [5-7] that this form of inhomogeneous
broadening is due to the spread in the value of sponta-
neous polarization and, hence, in the value of the spin
Hamiltonian parameter b,; proportional to it. This
enabled us[5-7] to qualitatively describe the main fea-
tures of the behavior of the additional EPR signal. We
considered cross-rel axation and spin- attice interaction
asthe mechanismstriggering transitions between initial
doublets. Thus, the specific feature of the EPR spec-
trum observed for LG isanalogousto the effects emerg-
ing when relaxation without spin flop between Kramers
doublets originating from a vibronic doublet split as a
result of the interaction with random deformations is
taken into account [8, 9]; this phenomenon isalso close
in nature to cross-singular effectsin the NMR of poly-
crystals[10].

It was shown in [11] that (at least in the ~+50 K
neighborhood of the ferroelectric transition) the main
mechanism of inhomogeneous broadening of the spec-
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348+

346

344

B, mT

342+

340

338 ' '
40 41 42

0, deg

Fig. 3. Fragment of the polar angular dependence of transi-
tions3 4and 5-—— 6 (Fig. 1) illustrating the forma-
tion of the quasi-symmetric distribution of spin packets.
Solid lines correspond to by; = O; dashed lines, to by =
+100 MHz; and dotted lines, to by; = —-100 MHz. Plus and
minus signs on the right of the absorption linesindicate the
positions of “isofield” packets corresponding to the maxi-
mum and minimum values of by;.

trum of Gd®* trigonal centersin LG for an arbitrary ori-
entation (6 # 0°, 90°) of the polarizing magnetic field is
static modulation of the spin Hamiltonian parameter b,
(1), which increases as we approach the structural-
transition temperature. The spread in the values of b,
makes a noticeable but not dominating contribution for
azimuthal angles ¢ close to zero.

According to our calculations, the arrangement of
spin packets for the transitions 3~——4and 5~— 6
due to the fluctuations in b,; (Fig. 3) is similar to the
packet distribution asaresult of modulation of b,s; con-
sequently, the approach developed in [5-7] to explain
the emergence of the additional signal remains valid.

The strong dependence of the magnitude of the
effect on the extent of inhomogeneous broadening of
theinitial linesisindicated by the changein the form of
the EPR spectrum in the region of coincidence of the
resonance positions upon the application of an external
electric field (Fig. 4). The observed decrease in the
additional-signal intensity is due to a decrease in the
inhomogeneous width of the initial signalsin the elec-
tric field, which was discovered in [11] and is appar-
ently associated with the saturation of polarizability.

The present work aimsto quantitatively describethe
spectrum with an extra signal in the region of coinci-
dence of the resonance positions of EPR transitions and
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to determine the temperature variation of the rates of
intra- and interdoublet relaxation in the vicinity of the
ferroelectric phase transition point.

2. Measurements were made with the help of a3-cm
EPR spectrometer on LG single crystals grown using
the Czochralski method in air or nitrogen from a melt
having stoichiometric composition and containing
0.0075 and 0.05 mol % Gd,O5 impurity. The specimens
weretransferred to the single-domain state prior to each
cycle of temperature measurement in order to avoid
overlapping of the transitions under investigation with
the signals from the centers in oppositely magnetized
domains.

At each temperature, the EPR spectrum was
recorded in the following cases: at the point of coinci-
dence of resonant positions of the initia transitions
(AB =08 -6, = 0); for “strong” disorientation (A8 =
1.5°-2°), where there is no extra signal and the distor-
tion of the initial signals due to the interdoublet relax-
ation is small; and for “weak” disorientation (A6 =
0.3°-0.6°), when the averaging of spin packets is most
noticeable (Fig. 2). At the first stage of measurements
(the magnetic field liesin the zx plane corresponding to
the maximum splitting between the same transitionsin
the Gd®* centers in oppositely magnetized domains), it
was found that, in the vicinity of T, the sampleistrans-
formed into a multidomain state leading to uncontrolla-
ble distortion of the form of the signals being detected,
which is especially undesirable for A6 = 0.3°-0.6°. For
thisreason, the subsequent measurementswere madein
the zy plane, in which the signals from the centers in
different domains coincide.

3. In order to determine the probability of interdou-
blet transitions, acomputer simulation of the EPR spec-
trum with an extra signal was carried out using an
expression [12] derived to describe the spectrum of a
spin system with several close frequencies character-
ized by infinitely narrow lines and performing transi-
tions (motion) between the energy levels corresponding
to these frequencies:

(@) = Re{W [A(w) ™" (1, (1)
where W is a vector with components equal to the ini-
tial-transition probabilitiesand 1 is aunit vector; in the
case of two close frequencies, the matrix A is given by

i(~0+&)-Q Q
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|
345

Fig. 4. EPR spectrain theregion of coincidence of positions
of the3 4 and 5+~— 6 transitions at 454 K for A =
0.5° for aweakly doped sample (1) in zero field and (2) for
E=7kV/cm.

Q is the transition probability from one frequency to
another; and x4 are the initial frequencies.

We assumed that the initial lines consist, in contrast
to Eqg. (1), of Lorentzian packets with intensities having
a Gaussian distribution

m

_ lexp(-n/o)’
®=2 = [0 (B—By—n)]*

n=-m

©)

where B is the magnetic induction, By is the resonance
position, 2m + 1 is the number of spin packets, a =
21y B/, Ty is the effective relaxation time associated
with the homogeneous line broadening, and o is the
parameter characterizing inhomogeneous broadening.

In this case, the expression describing the shape of
the EPR spectrum in the region of accidental coinci-
dence of transitions has the following form (taking into
account the above-mentioned quasi-symmetric distri-
bution of the packets):

m

A(w) = N ) 1(B) = -5 Re(W [A(B)™ )exp(=n/c)?, (4
o (04 §-0 (B) Zm ( (B)" M)exp(-n/o)”, (4)
i(x(a+n—B)—_|-_—l——§1- 51;
A(B) = w1 , 5)
. 1 1
>t ia(b—nd-B ——;—E
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| |
300 500

Fig. 5. Temperature dependence of the line width (the dis-
tance between the extrema of the first derivative of the
absorption signal) of the 4 5transition for B || Cs.

where a and b are the resonance positions of theinitial
signals, 1/2t is the interdoublet transition probability,
andd=o,/o = o,/0, istheratio of theinhomogeneous-
broadening parameters of theinitial lines.

The EPR spectrum can aso be simulated using the
formulas derived in [13] as a result of simultaneous
solution of the Bloch equations for two low-spin sys-
tems coupled by exchange interaction. However, the
lower flexibility of these systems (e.g., the impossibil-
ity of correctly taking into account the difference in the
probabilities of the initial transitions) noticeably wors-
ens the description of the experimental spectrum.

In order to avoid ambiguity in determining the
parameters of the EPR spectrum being constructed, we
must accurately determine their initial values. The res-
onance positions measured for AB = 0 and 1.5°-2° were
used to determine the positions of theinitial transitions
(a, b) in the absence of the effects of spin packet aver-
aging. The relaxation time T4; was estimated from the
temperature dependence of the width of the 4 ~—— 5
transition for B || C; (Fig. 5), which has an extremely
small width at low temperatures and does not experi-
ence broadening due to the spread in the fine-structure
parameters. In other words, we assumed that the depen-
dence of the relaxation time on the type of transition
and the orientation of the polarizing field is extremely
weak. This assumption was made in connection with
the complexity of separating the relaxation contribution
to the line widths of thetransitions3<~—— 4 and 5~
6 due to the strong temperature dependence of inhomo-
geneous broadening [11] (see aso Fig. 6). The values
of 0, 0,, and theratio of theinitial-transition probabil-
ities were estimated from the synthesis of the shape of
the initial lines for a strong disorientation A8 with the
help of Eq. (3) (for agiven value of Ty). The ratios of
intensities and inhomogeneous broadening parameters
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Fig. 6. Temperature dependence of ¢ for (1) 0.0075%

for theinitial signals3~— 4 and 5~ 6intheregion
of coincidence were close to unity.

In the case of a weak disorientation A6, the initia
parameters could be varied in the course of simulation
only to within the error in their magnitudes. After dif-
ferentiation, the obtained spectrum was compared with
the experimental spectrum which presents the first
derivative of the absorption spectrum. Figure 2 shows
an exampl e of the description of the observed spectrum
on the basis of the proposed model (curve 3). It can be
seen that the stronger discrepancy is observed for the
wings of the three-component EPR signal, which fall
off at aslower rate than those of the calculated curve. In
our opinion, thisis due to the existence of a quasi-con-
tinuous spectrum of triclinic centers (leading to signals
in the wings of the trigona spectrum and arising as a
result of local compensation of the excess charge of
Gd®** [14]) and due to the disregard of signals from odd
isotopes 1°°Gd and >’Gd (the natural abundance of each
of these isotopes is =15%). The inclusion of the signal
from the odd isotopes in the computational moddl is
hampered in view of the complex hyperfine structure
for 8 # 0°, 90° (the splitting for 6 = 41° amountsto tens
of megahertz) associated with the strong quadrupole
interaction [15].

The temperature dependences of the inhomoge-
neous and homogeneous broadening parameters and of
the interdoublet relaxation time for two paramagnetic-
impurity concentrations, which are obtained as a result
of computer simulation of the EPR spectrum, are pre-
sented in Figs. 6-8. The o(T) dependences (Fig. 6) are
in qualitative agreement with the results [11] on the
behavior of inhomogeneous line broadening for Gd®* in
the vicinity of the ferroelectric phase transition.

The strong temperature dependence and the weak
concentration dependence of Ty (Fig. 7) indicate that
the homogeneous broadening of signals is controlled
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Fig. 7. Temperature dependence of Ty for (1) 0.0075%

by the spin-attice relaxation. A dlight deviation from
the monotonic temperature dependence of the4 —— 5
trangition line width for B || C; in the vicinity of the
structural phase transformation (Fig. 5) might be attrib-
uted to the measurement error; however, the ssimulation
of a spectrum with an extra signal which would be ade-
guate for the experimental spectrum proved to be
impossible under the assumption of amonotonic Te:(T)
dependence.

The temperature and concentration dependences of
the time 1 (Fig. 8) are similar, on the whole, to the
respective dependences of Ty (the dependence for a
sample with alow Gd concentration is represented by a
straight line as a result of the considerable errors
encountered in determining T). This fact confirms the
conclusion [7] that interdoublet relaxation is due to
spin-attice interaction. Like T(T), the T(T) curve has
a narrow minimum in the region of the ferroelectric
transition. Such a feature in the behavior of the spin—
lattice relaxation time determined from the measure-
ments of the EPR line width in the vicinity of T, was
observed in BaTiO; : Mn?* [16] and was attributed to
the anomal ousinteraction of the spin system with trans-
verse optical phonons[17-19]. Anincreasein the spin—
lattice relaxation rate in the region of the structural
phase transformation was also observed in NMR of
NaNbO; at #Na nuclei [20] and, probably, at Fe*
impurity ions in PbTiOg [21]. On the contrary, an
increase in the spindattice relaxation time was
observed in [2] at the Mn?* centersin the vicinity of the
phase transition in calcium tris-sarcosine chloride.
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Fig. 8. Temperature dependence of t for (1) 0.0075%

4. The observation and investigation of relaxation
averaging at other accidental coincidences of resonance
positions of EPR transitions (Fig. 1) are undoubtedly of
considerable interest.

The effects under investigation cannot take place in
the vicinity of intersection of the angular dependences
of transitions having a common energy level, while
two-guantum transitions can be observed clearly (see
Section 1). In the regions of coincidence of the reso-
nance positions of transitions occurring in the doublets
separated by a single energy interva (like the transi-
tions 3 —— 4 and 5 —— 6), a quasi-symmetric
arrangement of isofield spin packetsisrealized only for
the transitions 2 <—— 3 and 4 ~— 5. An analysis of
Egs. (4) and (5) in the case of antisymmetric distribu-
tion of the spin packets revealed that the effect of
motion (relaxation transitions) on the line shape and
width isminimal in this case.

A detailed analysis of the spectrum in the region of
coincidence of the transitions 2 <~ 3 and 4 ~— 5
(6 = 42°) did not revea any traces of an extra signal,
whose observation is complicated by the strong differ-
enceintheintensitiesand widthsof theinitial lines, this
difference increasing as the temperature approaches T..

It wasprovedin[7], however, that the EPR spectrum
is perturbed by the averaging effects even in the case of
exact coincidence of the resonance positions (A8 = 0)
of the initial transitions. Indeed, it can be clearly seen
from Fig. 2 that the width of the resultant line for AB =
0 (curve 1) is noticeably smaller than the width of the
initial signals (curve 5). The spectrum of the transitions
2<—3and4~—=5for AB=0presentedin Fig. 9aso
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Fig. 9. EPR spectrum in the case of exact coincidence of
positions of the 2<— 3 and 4~ 5 transitions at room
temperature: (1) experiment and (2) the sum of the initial
signalsin the absence of interdoubl et rel axation.

demonstrates a dight narrowing of the resultant line
relative to the sum of the initial lines, indicating the
averaging of spin packets in this case also. Unfortu-
nately, the error in determining the relaxation time for
exactly coinciding positions of the initial packets is
very high.

In the region of the coincidence of resonance posi-
tions of transitions occurring in doublets separated by
two energy intervals, the spin packets associated with
modulation of b,, are arranged quasi-symmetrically for
the transitions 3~—4and 6 —— 7, 2 —— 3 and
5«— 6, and 4 —— 5 and 7 —— 8. However, the
region of intersection of the angular dependences for
the transitions 2 — 3 and 5~ 6 is covered by the
intense signal of the 4~ Stransition, whiletheinten-
sities of the transitions4~— 5 and 7~ 8 are abso-
lutely incomparable. An analysis of the spectrum in the
region of coincidence of the3<~— 4and 6 ~— 7 sig-
nals, which also have noticeably different peak intensi-
ties (134167 = 3 for ABe7/ABpss = 1.5), did not reveal
any interaction of the spin packets.

No averaging effects were also detected in the
region of intersection of the angular dependences for
transitions separated by three energy intervals. In this
group, the intersection of the dependences for the tran-
sitions 2 ~—— 3 and 6 < 7 occurring between two
high-intensity EPR signals are the most promising for
the observation of an extrasignal asregards theratio of
intensities (1,4/lg; = 2.5).

Computer simulation of the three-component spec-
trum by Egs. (4) and (5) proved that increasing theratio
of the intensities of the initial signals up to four or
increasing the ratio 0,/0, up to two for conserved val-
ues of relaxation parameters leads to a spectrum with-
out any noticeable evidence of an extra signal. In our
opinion, thisfact completely explains the absence of an
additional signal for intersections (other than those for
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the 3 —— 4 and 5 ~—— 6 transitions) of the angular
dependences of positions of signals with quasi-sym-
metric arrangement of the spin packets. In addition, a
three-component spectrum can be observed only when
definite relations are observed between Ty, T, and 0. It
follows from the results presented in Figs. 6-8 that an
extra signal is observed for close values of the quanti-
ties gy B0, /21T, and 1/21tT. The changesin the spec-
trum associated with interdoublet relaxation become
more pronounced upon an increase in the relaxation rate;
however, the interdoublet relaxation rate in our model
cannot exceed the relaxation rate within a doublet and,
hence, the optimal relation connecting T with T; hasthe
form 1 = T. Since an extrasignal cannot emerge in the
absence of inhomogeneous broadening, another condi-
tion for the observation of a three-component spectrum
has the form 1/21T < g« BO.

The shape of the EPR spectrum of alarge number of
high-spin paramagnetic centers with axial symmetry is
mainly determined by the axial parameter of the spin
Hamiltonian b,, which fluctuates due to the defect
nature of the crystal [22]. If there exists a spread in the
values of by, (at least, when the strong magnetic field
approximation holds), the polar angular dependence of
the positions of transitions contains the points of coin-
cidence of signals with quasi-symmetric distribution of
the isofield spin packets. However, the probability of
detecting the selective averaging of the EPR spectrum
is low in view of the requirement that the above rela-
tions between Ty, T, and o must be satisfied, aswell as
of the requirements imposed on the intensity and width
of theinitial signals.
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Abstract—Phonon scattering by static stress fields of circular wedge disclination loops is investigated in the
framework of the deformation potential approach. Numerical calculations of the mean free path | and thermal
conductivity k demonstrate that the temperature dependence of k exhibits amini mum at a certain temperature
T* in the low-temperature range. The thermal conductivity K sharply increases as T3 with a decrease in tem-
perature (T < T*) and exhibits a dislocation behavior (k ~ T?) with an increase in temperature (T > T*). The
results obtained for the wedge disclination loop are compared with the available data for uniaxial disclination
dipoles. It is shown that the properties of uniaxial disclination dipoles serving as sources of phonon scattering
are similar to those of wedge disclination loops. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It is well known that dislocations, together with
other structural defects and chemical impurities, arethe
main sources of phonon scattering at temperatures sub-
stantially below the Debyetemperature ©, [1, 2]. Inthe
case of phonon scattering by immobile dislocations, the
dependence of the thermal conductivity kK on the tem-
perature T is described by a quadratic relationship.
However, the role played by linear rotational defects
(disclinations) in phonon scattering is as yet poorly
understood despite the fact that these defects are of
great importance in nanocrystalline materials[3], com-
posites [4], and topologically disordered systems [5].
The problem of heat transfer in awide variety of mate-
rialswith rotational plastic strainsremains unsolved. In
our recent works[6, 7], weinvestigated the temperature
behavior of the thermal conduction associated with the
contribution of static disclination dipoles of the tilted
type (wedge disclination dipoles) to heat transfer.
Moreover, we examined all types of wedge disclination
dipoles, namely, uniaxial dipoles, biaxia dipoles with
out-of-place axes of rotation, and biaxial dipoles with
in-place axes of rotation. Exact expressions were
obtained for the mean free path of phonons dueto static
stressfieldsfor each type of dipolesin the Born approx-
imation.

It has been found that the wedge disclination dipoles
serving as effective centers of phonon scattering are
characterized by a specific linear parameter, namely,
the dipole arm L, and that the mode of phonon scatter-
ing depends on the ratio between the wavelength A of
the incident phonon and the dipole arm L. In particular,
we revea ed that the scattering mode changes under the

condition A ~ L, which, in the approximation of thermal
phonons, leads to the following estimate of the transi-
tion temperature: T* =i v /2L kg (see, for example, [6]).
It was also demonstrated that the uniaxial and biaxial
wedge disclination dipoles with in-place axes of rota-
tion, which are the two limiting cases of an arbitrary
wedge disclination dipole, are distinctly different
objects from the point of view of phonon scattering.
The uniaxial wedge disclination dipole is a highly
screened system in contrast with the biaxial wedge dis-
clination dipole [6]. This manifests itself in a strong
dependence of the mean free path | on the wave vector
k inthelong-wavelength limit [I(k) ~k®at A < L]. For
auniaxia wedge disclination dipole in the short-wave-
length limit, the phonon scattering exhibits a disloca-
tion nature: I(k) ~ k*. At the same time, the biaxial
wedge disclination dipole with in-place axes of rotation
obeystherelationshipsI(k) ~k*at A < L and (k) —
const in the opposite limit. This behavior sets the biax-
ial wedge disclination dipole apart from other similar
defects.

In the present work, we examined another stabledis-
clination object, namely, a circular wedge disclination
loop [8, 9]. Considerableinterest expressed in the prob-
lem of phonon scattering by static strain fields of circu-
lar wedge disclination loops stems from the fact that
disclination loops seem to be the most commonly
encountered elements of the three-dimensional discli-
nation structure in the majority of real media. The
results obtained for the circular wedge disclination loop
are compared with the available data for another discli-
nation defect, namely, a uniaxial wedge disclination
dipole.

1063-7834/02/4406-1152$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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10%

I(k), cm

_ ) —1 2
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Fig. 1. Dependence of the phonon mean free path [calcu-
lated from formula (6)] on the reduced wave vector kikp
(kp = wp/vy) at the following parameters: R =L = 2 x
10%cm, v = 0.1, vg= 4 x 10° cm/s, B = 0.01, and ng =
10 cm™. The dashed line represents the dependence
I(k/kp) for auniaxial wedge disclination dipole at the same
parameters, except for ny = 6 x 10° cm™3.

2. THEORETICAL BACKGROUND

Let us consider the problem of elastic phonon scat-
tering by static stressfields of awedge disclination loop
inthe framework of the deformation potential approach
[1, 10]. Within this approach, the energy of phonon per-
turbation is associated with the relative change in the
volume due to strains induced by a circular wedge dis-
clination loop placed in the medium. In this case, the
deformation potential has the following form [1]:

U(r) = AwySpE;, (1)

where iiw is the energy of a phonon with the wave vec-
tor k, w = kv, v, isthe mean velocity of sound in the
medlum % iss the Griineisen constant, and SpE;; is the
trace of the deformation tensor due to the circular
wedge disclination loop.

It isassumed that aloop of radius Rislocated in the
plane z= 0 of the cylindrical coordinate system (r, ¢, 2)
with the rotation axis passing through the origin of the
coordinates and the Frank vector specified by the coor-
dinates (0, Q, 0) with respect to the chosen basis (the
in-place circular wedge disclination loop). By using the
explicit expression for the deformation tensor of the cir-
cular wedge disclination loop with the in-place axis of
rotation E;; (see [9, 11]), we obtain the following rela-
tionship for the perturbation energy represented by
expression (1):

U(r) = Acos¢J(2,1;1). ()]
Here, A = ikvaiy 1l — 20)/(o — 1), v = Q/21tis the
Frank index, o is the Poisson ratio, J(2, 1; 1) =
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Fig. 2. Temperature dependence of the thermal conductivity
calculated from formula (7) for the phonon mean free path
determined from formula (6) (for the wedge disclination
dipole, the mean free path is taken from [6]). The parame-
ters used in the calculation are the same as those in Fig. 1
(©p =300 K). The curves calculated for adislocation and a
point impurity are depicted for comparison.

OJ2(K)Jl(Kr/R)exp(—K|z|/R)KdK is the Lifshitz—

ankel integral, and J,,(X) is the Bessel function of the
first kind.
In the Born approximation, the matrix element
describing the transition of a phonon from the statek to
the state k' has the form

Tk|U(r) kD = \%IdsrU(r)exp(iqr), 3)

whereq = k —k". Taking into account the axial symme-
try of the defect under consideration, it is expedient to
introduce the cylindrical coordinate system into rela-
tionship (3). In this case, the matrix element with due
regard for relationship (2) has the following form:

k|U(r)|k'D = 4chosa\5/ O _5,aR), @
q +

O z

where a is the angle between q; = (qy, gy) and the x
axis. In order to smplify the subsequent calculat ons,
we consider an incident phonon whose momentum is
directed along the k, axis and choose the cylindrical
coordinate system (k-, @, k,) inthe k space. Inthis case,
we obtain the following expression for the mean free
path:

I VNk
= (21,
2n k (5)
><J'd(pJ’dk'zlD(IU(r)Ik‘Eﬂz(l—cose),
0 0
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where N is the number of defects and 6 is the angle of
scattering (for elastic scattering, q = |q| = |k — k'| =
2ksin(6/2)). The bar above the square of the matrix ele-
ment signifies averaging over the angle a. The angle 6
can be expressed through ¢ as follows: 1 —cos6 =1 —

NI (k'Z/k)Zcoscp. From relationships (4) and (5), we

obtain the final expression for the mean free path

2n

! 2 2
I—l(k) _ ndRAKZBIdCPIle_ 1-7"cosp—2/2
0

2
1-4J1-Zcosp (6)

x JZHQKJZ—ZZ—Z 1—22005(%,

where z= k; /k, ng = N/V isthe concentration of defects,
and B = (ty (1 — 20)/(1 — 0))2

3. RESULTS AND DISCUSSION

3.1. Figure 1 shows the dependences (k) calculated
numerically for a circular wedge disclination loop
according to formula (6) and for a uniaxial wedge dis-
clination dipole (the dataare taken from [6]) at R=L (L
is the arm of the dipole) under the assumption that the
capacities of defects specified by the Frank index v are
equal to each other. It is seen from Fig. 1 that both
defects are characterized by two different scattering
modesat kR< 1and kR= 1 (k* ~ 1/Risthe point onthe
curve which corresponds to the change in the scattering
mode). In the long-wavelength limit kR < 1, the mean
free path 1(K) sharply increasesin phonon scattering by
a stress field of the circular wedge disclination loop
with adecreasein k (Fig. 1). Thisincreaseis even more
pronounced than in the case of the uniaxial wedge dis-
clination dipole for which I(k) ~ k™ [6]. From relation-
ship (6) atk — 0, weobtain the estimatel (k) ~ k. Such
a strong k-dependence for I(K) is specific to defects of
finite size and can be explained by the lack of interfer-
ence in scattering from different segments of the defect
in the long-wavelength limit (the wavelength exceeds
the size of the defect) [12]. Therefore, the circular
wedge disclination loop is al the more a self-screened
system compared to the uniaxial disclination dipole. It
should be noted that, in both cases, the dependence I(k)
in the long-wavelength limit is stronger than in the case
of apoint impurity for which I(k) ~ k* (Rayleigh scatter-
ing) [2]. In the opposite limit of short waves (kR = 1),
the dependence I(k) for the circular wedge disclination
loop exhibits a dislocation behavior similar to that of
the uniaxial wedge disclination dipole: (k) ~ 1/k (see
[6.7]).

The contribution to the thermal conductivity from
phonon scattering by circular wedge disclination loops
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can be estimated by the standard kinetic formula writ-
ten in the dimensionless form:

4 - Op/T

xe
2T[2h I(

where x = kv /kgT = h/kgT, @D = hip/kg, and (X) is
determined by relationship (6).

The results of numerical calculations of the temper-
ature dependence of the thermal conductivity k due to
phonon scattering by static stress fields of a circular
wedge disclination loop are represented in Fig. 2. This
figure also depicts the dependences k(T) for a uniaxial
wedge disclination dipole, a disocation, and a point
impurity. The behavior of k(T) for the circular wedge
disclination loop is explained in terms of the depen-
dencel(K) (seeabove). Itisclearly seenfrom Fig. 2 that,
for the chosen model parameters in relationships (6)
and (7), the dependence k(T) exhibits a minimum at
T* = 2 K for both the circular wedge disclination loop
and the uniaxia wedge disclination dipole. Thethermal
conductivity K increases drastically in the temperature
range below T*. This increase corresponds to the
increase in the mean free path (x) [see relationship (7)]
at T — 0in accordance with the law I(k) ~ k®for the
circular wedge disclination loop and I(k) ~ k= for the
wedge disclination dipole in the long-wavelength limit.
Asaresult, when T < T*, the contribution to the thermal
conductivity due to phonon scattering by static stress
fields of the circular wedge disclination loop is propor-
tional to T2 (T2 in the case of the wedge disclination
dipole). Notethat, below T*, thethermal conductivity K
of baoth the circular wedge disclination loop and the
uniaxial wedge disclination dipole increases more rap-
idly than that of a point impurity for which k ~ T
(dashed linein Fig. 2). Near T*, phonons whose wave-
length is comparable to the characteristic size of the
defect (KR ~ 1) are predominantly excited, in contrast
with the case kR = 1, where the defect is a weak scat-
terer of thermal phonons. For kR ~ 1, strong scattering
arises at the boundary of the defect. In turn, this brings
about the suppression of heat transfer. Above T*, the
thermal conductivity for both the circular wedge discli-
nation loop and the wedge disclination dipole hasadis-
location behavior: k ~ T? [I(k) ~ VK] (Fig. 2). An
increase in the thermal conductivity Kk above the mini-
mum point can be explained by theincreasein the num-
ber of short-wave excitations for which the local heat
transfer from one phonon to another proceeds more
rapidly than the phonon scattering by circular wedge
disclination loops (wedge disclination dipoles), which
exhibits a dislocation nature and leads to the suppres-
sion of the thermal conduction.

3.2. Inthiswork, we analyzed the contribution to the
thermal conductivity due to phonon scattering by static
stress fields of the circular wedge disclination loop in
the low-temperature range (T < ©p). It was demon-
strated that the properties of the circular wedge discli-

I (x)dx, (7)

2002



SPECIFIC FEATURES OF LOW-TEMPERATURE PHONON SCATTERING

nation |oops serving as sources of phonon scattering are
similar to those of disclination dipoles with a common
axis of rotation (uniaxial wedge disclination dipoles).
Phonon scattering by these defects at different temper-
aturesis characterized by anontrivial dependencek(T).
In a certain range of temperatures near T*, the thermal
conductivity K is strongly suppressed and increases
above and below the temperature T* (Fig. 2) as T-3(T
for the wedge disclination dipole) with adecreasein the
temperature when T < T* and as T? with an increase in
the temperature when T > T*. Thus, the circular wedge
disclination loop and the uniaxial wedge disclination
dipole are specific defects from the point of view of
phonon scattering and exhibit quite a different behavior
depending on the phonon wavelength. In the long-
wavelength range, the properties of these defects are
similar to those of the point impurity (strong screening
of stress fields). In the short-wavelength limit, the
phonon scattering has a dislocation nature.

It is evident that, for real materials containing these
defects, the situation can be somewhat different due to
the existence of other scattering sources. For example,
in the low-temperature range, phonon scattering should
arise at the crystal grain boundaries inside the sample
(the sample boundaries correspond to the limiting
case), thus limiting an infinite increase in kK below the
minimum conductivity. Our calculations demonstrate
that the inclusion of this channel of scattering givesrise
to an additional maximum in the range of very low tem-
peratures. In the materials under investigation, defects
of another type can also exist and contribute to the total
thermal conductivity k. It should be emphasized that
the minimum thermal conductivity kK obtained in the
numerical calculations is observed in the temperature
range 0.1 < T* < 10 K, in which other main mecha-
nisms of scattering (for example, umklapp processes)
do not contribute appreciably to scattering. For thisrea-
son, the effects associated with the suppression of the
thermal conduction in the low-temperature range can
be revealed experimentally. Moreover, the observed
behavior of the thermal conductivity K is unigue and
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can serve asindirect evidence of the existence of circu-
lar wedge disclination loops and wedge disclination
dipolesin the studied material.

The calculation of the temperature dependence of
the thermal conductivity K with due regard for other
sources of scattering, apart from scattering by wedge
disclination loops and uniaxial dipoles, will be per-
formed in the immediate future. The results obtained
will be reported in a separate paper.
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Abstract—Thelow-frequency elastic properties of strontium titanate near the ferroel astic phasetransition were
studied by the torsional-vibration technique. Domain wall motion was shown to contribute noticeably to the
anomaliesin the shear modulus and internal friction. It was established that the wall motion under varying elas-
tic stressesis an unactivated process corresponding to viscous flow with arelaxation timeinversely proportional
to temperature. Spontaneous twisting of samples at the phase transition was revealed, and a model is proposed
to account for the sample chirality and the spontaneous twisting effect. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Strontium titanate SrTiO; is an incipient ferroelec-
tric and aquantum parael ectric [1, 2] in which quantum
fluctuations suppress the ferroelectric phase transition.
It has been recently shown [3] that the improper fer-
roelastic phase transition in SrTiO;, which occurs at
T,= 110 K with the symmetry changing from cubic,

Pm3m- Oy, (for T> T,), to tetragonal, 14/mcm— Dj.,
plays a dominant role in inhibiting the ferroelectric
phasetransition (if the strontium titanate remains cubic,
the ferroel ectric phase transition can take place, despite
the quantum corrections [2]). While the anomalies
observed in the elastic properties of SITiO; at the
improper ferroelastic phase transition have been stud-
ied already for more than a quarter of a century, the
experiments were performed, as a rule, at frequencies
Q > 108 s (see monograph [4], review [5], and the ref-
erences therein). Fossheim and Berre [6] were the first
to consider the contribution due to ferroelastic
domains, which form at the transition temperature T, =
110 K, to the anomalies of elastic properties of SITiOs.
This contribution turns out to be particularly large at
low frequencies, Q = 10*-10? s [7].

It has appeared of interest to study the anomaliesin
the elastic properties and the domain contribution to
these anomalies using the low-frequency technique of
torsional vibrations. It isthe results of these studiesthat
are dealt with in this paper. Just as we were coming to
the end of our experiments, a paper appeared [8] which
reported on astudy of SrTiO; by asimilar technique. In
discussing our results, we shall compare them with lit-
erature data, including those from [7, 8].

2. MEASUREMENT TECHNIQUE
AND EXPERIMENTAL RESULTS

The measurements were carried out on a setup
(Fig. 1) representing an inverse torsion pendulum
described in detail in[9]. A long twisting rod (1) with a
rigidly fixed cross and inertia weights is connected
through agrip to sample 2, whose lower end is clamped
inafixed grip. The sampleistwisted through the rod by
means of adifferential electromagnetic system consist-
ing of two current-carrying coils 3 arranged diametri-
cally relative to the pendulum axis and interacting with
two permanent magnets provided by soft-iron pole
pieces. Photoelectric sensors 5 with lamps 6 served to
measure small torsional strains (10°-10-%). Large
strains were measured with capacitance sensors 7.
When a periodically varying current of low frequency
Q is passed through coils 3, the sample is twisted peri-
odically to anglesfrom +¢, to —, under the action of a
torque M = M,sinQt which variesfrom +M, to —M, and
produces shear strains varying from +g, to —0,. The
measurements were performed at the natural resonance
frequency of composite oscillator 1-2 (twisting rod
with the inertial system and the sample), which in our
casewas 25 Hz. Theinternal friction Q! (inverse Q fac-
tor) was derived from the decrement of freely decaying
vibrations, for which purpose the sample was twisted to
a given amplitude by the electromagnetic system and
the number of vibrations between two preset vibra-
tiona strain amplitudes was counted. The shear modu-
lus G was inferred from the period (frequency) of the
resonance vibrations.

The maximum shear stresses in the sample were
about 10 MPa. Such stresses corresponded to shear
strains on the order of 10 and to sample twist angles

1063-7834/02/4406-1156%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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(the angle of turn of the upper sample cross section rela
tive to the lower, rigidly fixed cross section) ¢ = 0.1° =
1.7 x 107 rad. We note that the shear modulus G and
internal friction Q* were measured at strain amplitudes
substantially below their maximum values.

The experiments were carried out on single-crystal
samples of nominally pure strontium titanate. The sam-
ples measured typically 2 x 2 x 10 mm. Samples of two
orientations were used (Fig. 2). Inthe[100] samples, the
long axis coincided with the [100] direction and the side
faces coincided with the (010) and (001) planes. In the
[110] samples, the long axis was aligned with [110] and

the (110) and (001) planeswere paralel to the sidefaces.

The temperature dependences of the shear modulus
G and interna friction Q™ are shown in Figs. 3 and 4.
When the [100] sample undergoes a phase transition
from the cubic to tetragonal phase, the shear modulus G
decreases abruptly by about 3%, with no anomaliesin
Q! seen to occur at the phase transition. In the [110]
sample, the modulus G decreases by about 40%, while
theinternal friction Q* grows strongly upon the transi-
tion. Thisanisotropy can be assigned to the ferroelastic
domains contributing to the elastic properties. As will
be shown in the next section, the elastic stresses gener-
ated in a twisted sample do not initiate domain wall
motion in the [100] sample but activate it in the [110]
sample. This implies that the static shear stresses cre-
ated under static sample twisting should not affect the
domain structure in the [100] sample but should make
the [110] sample single-domain. The experiment con-
firmed this expectation. The results presented in Fig. 5
indicate that the change in the shear modulus G and the
internal friction Q* occurring at the phase transition in
the [110] sample depend strongly on the static shear
stress 0, and decrease asit increases, i.e., asthe sample
becomes increasingly single-domain. The dependence
of the shear modulus G and of the internal friction Q*
on static stress oy, measured in the low-symmetry phase
at 80K isdisplayedin Fig. 6. Therelative changesin the
shear modulus G and internal friction Q* decrease with
increasing absolute magnitude of the static shear stress
Ogo as aresult of the sample becoming single-domain.
Such processes should, in principle, give rise to a hys-
teresis dependence of the shear modulus G and internal
friction Q™ on the shear stress gy, (the butterfly pat-
tern). While hysteresis was indeed seen in the experi-
ment (not shown in Fig. 6), it was very weak and
occurred in an irregular manner. A similar result was
obtained in [8], where hysteresis |loops were success-
fully observed in ¢(o) only after etching off a surface
layer about 5 pum thick from the sample.

In addition to measurements of G and Q! in sam-
plestwisted by external forces, we also observed spon-
taneous twisting of the [110] sample to an angle ¢, in
the absence of external forces (Fig. 7). The angle ¢,
which iszero in the symmetric phase, becomes nonzero
at T=T,, to grow subsequently as (T, — T)¥* asthe tem-
peratureis further lowered.
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Fig. 1. Experimental setup. (1) Twisting rod with cross, (2)
sample in clamps, (3) electromagnetic coils producing
torque, (4) permanent magnets with annular soft-iron pole
pieces, (5) photoelectric sensors for small strains, (6) elec-
tric lamps, and (7) capacitance sensors for large strains.
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Fig. 2. Sample orientation.
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3. DISCUSSION OF RESULTS

The results presented in Figs. 3-6 indicate that the
ferroelastic domains forming in strontium titanate in
the improper ferroelastic phase transition at T, = 110 K
contribute appreciably to the temperature dependences
of the shear modulus G and internal friction Q.
Domains can obviously affect the shear modulus and
internal friction in two ways, namely, through variation
of the crystallographic orientation from one domain to
another and through domain wall motion under elastic
stresses. To establish the mechanism of this effect, one
should find, first of al, the relation between the torque

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

applied to the sample (Fig. 1) and the elastic strains cre-
ated iniit.

The problem of thin-rod twisting has been consid-
ered in the theory of elasticity [10, 11]. Rather than
dealing with exact solutions to this problem, we shall
consider only its principal qualitative aspects.

Twisting athin straight rod with the axis zalong the
rod axis produces pure shear strains u,, and u,,. The
twist angley (the angle of turn per unit rod length) isy =
M/C, where M is the torque and C is the so-called tor-
siona stiffness of the rod.

2002



LOW-FREQUENCY ELASTIC PROPERTIES

1159

1.0f
4.5 MPa
09 3.6MPa
) 2.6 MPa
)
2 08+
=
o
o
IS 1.5 MPa
g 07F
=
w2
0.6 v
0.52 MPa oo
0.5 !
8 -
d,:|I:|
. nnnnnnunu .
S5 6  052MPa o
P o
[ =]
2 4 a
3
i
=
£ :
s 2F 1.5 MPa
= e+ + gy
(1]= |

(b)

2.6 MPa **++,++m 3.6 MPa 4.3 MPa
WEEFIE FEFENE B B H PR RS

100

110 120

T,K

Fig. 5. Temperature dependences of (1) shear modulus G/G,,, and (2) interna friction QLinthe[110] samplefor various static shear

stresses 0y,

Approximating our sample with a rod of circular
cross section with a radius R = 10° m, we have C =
(MRY2)G, where G is the shear modulus; i.e., the rod's
torsiond gtiffnessisC=2x 102 G=0.2Jm. Thisyidlds
the vaue of the twist angley (rad/m) =5 M (J), and for
the stresses and strains, we obtain zero at the center and
maximum values at the sample surface: o0, (Pa) =
—-GyR = —10°Gy; u,, = —0.5yR = -5 x 10™; 0,,(Pa) =
+GyR = +10Gy; and u,, = +0.5yR = +5 x 107%.

Thus, shear strains in the sample turn out to be
essentially nonuniform along the rod radius. To obtain
an exact quantitative solution to the problem, one hasto
take into account the sample's shape and the crystallo-
graphic anisotropy by invoking the concept of the shear
modulus of an anisotropic material for twisting [11].
Significantly, twisting will aso bend the rod, which
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possibly should aso be taken into account when ana-
lyzing finer effects.

We consider now the domain structure of samples
with the long axis aligned with the [100] and [110]
directions (Fig. 2).

The canonical form of the thermodynamic potential
for strontium titanate is well known [12]:

F = by(q; + 3+ d3) + by (0 + 03 + 03)
+ by (0505 + G505 + G503) + 1/2¢,5 (Us + Uj + U3)
+ Cpp(Ug Uy + UyUg + UyUg) + 1/2C44(U421 + Ué + Uezs) (1)
_gll(ulqi + Uzqg + ang) — 0 Ul(qg + qg)
+Uy(03 + G5) + Us(C; + 03)}

—044(Ug0,03 + U501 03 + UgQ; 0).
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The elastic moduli, quoted in various papers, are ¢;; =
3.30, ¢, = 1.05, and ¢,y = 1.27 (in units of 10'* Jcmd).

Of al the terms in the thermodynamic potential (1),
we are primarily interested in the coupling coefficients
0« Of the order parameter with elastic strain. It should
be borne in mind that the numerical values of the coef-
ficients in Eq. (1) depend on the quantity used as the
order parameter. The order parameter may have the
meaning of the angle of turn of the oxygen octahedra 6
(in radians) or oxygen displacements g(m). In this case,
the coefficients in Eq. (1) will have naturally different
dimensionality and different magnitude and their rela-
tion will be determined by tan® = 06 = (2/a,)q, where
a, = 3.905 A is the lattice parameter. Then, 8 = 5.1 x
10°q and the coupling coefficients g;, will have the
dimensions Jm? and Jm®, respectively, and will be
related through the coefficient 2.62 x 10*° m=2.,

The numerical values of the coupling coefficients g;,
quoted in different publications [6, 7, 12-14] differ
strongly both in magnitude (by afactor of six to eight)
and in sign. These differences are particularly large in
[7]. We note that the scatter of literature data for the
coefficient g,, is substantially smaller than that for g,;
and g,,. We believe the values presented in [6, 14] to be
the most reasonable. We present these values for both
order parameters.

In the case where the order parameter isthe angle of
turn of the oxygen octahedra 6 (in radians), the cou-
pling coefficients (in units of 10'* Jm?3) are

gll = 069, glz = _042, g44 = 088 [6],
gll = 05, glz = _095, g44 = 088 [14]

If the order parameter isthe oxygen ion displacement g
(in meters), the coupling coefficients (in units of
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10%0 Jm®) are
0, =18, g, =-11, gu, =23 [6],
gll = 1.3, glz = _2.5, g44 = 2.3 [14].

We note that the condition g,; = —20,, accepted in [12]
isin sharp contrast with the real situation, because this
condition implies that the phase-transition temperature
T, is independent of hydrostatic pressure, which dis-
agrees with experiment [6, 15]. We also note that the
coupling coefficients g;, are equal, in order of magni-
tude, to the elastic moduli ¢, as should be.

Let us now consider the elastic strains generated in
domains when a [100]- or [110]-oriented sample is
twisted. It is known that strontium titanate has three
types of tetragonal domains, with the tetragonal axisc
(2) along [100] (domain 1), along [010] (domain 2), and
along [001] (domain 3).

©)

3.1. Sample[100]

We introduce the reference frame with the axes
coinciding with the coordinate axes of domain 1; i.e.,
the x, y, and z axes point along [010], [001], and [100],
respectively, with the z axis ([100]) aligned with the
long axis of the sample. Then, twisting the sample cre-
ates the following shear strain components in the
domains:

tu, and

*uy, and

FU,, (domain 1),
Fuy, (domain 2), (@]

*u,, and Fu,, (domain 3).

Using Eg. (1) for the energy and taking into account
that in each domain g, =g, =0, g; # 0, we obtain for the
domainenergy F, =F,=F;=0.

Thus, all domains are energetically equivalent under
twisting and twisting should not entail domain wall dis-
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placement; hence, domains contribute neither to the
shear modulus G nor to theinternal friction Q, which
is exactly what is observed in the experiment (Fig. 3).
As for the change in the shear modulus at the phase
transition, Eq. (1) shows [12] that the phase transition
should producejumpsin all the shear moduli except cg
(Acgs = 0). Whence it follows that the magnitude of the
experimentally observed jump in a shear modulus
depends on the relative numbers of differently oriented
domainsin the sample.

3.2. Sample[110]

The sample axes (Fig. 2) coincide with the tetrago-
nal axes of domain 3; namely, the X, Y, and Z axes are
along the [110], [110], and [001] directions, respec-
tively, with the Y axis ([110]) aligned with thelong axis
of the sample. Twisting creates strains +uy, and Fuyy
along these axes.

The strains in the domains can be decomposed into
the following components (along the cube axes, with
Z||zin domain 3):

Uy = U, = =a/2, u, =0,

U, = U, = +/2a, u, = -a/2 (domain 1),
y = —U, = a/2,
u, = -a/2, u,=u, = J2a (domain 2),

Uy = —Uy, = a/2,

u, =0, u

u, = 0,

U, = U, = 28, U, = -a/2 (domain 3),

where a = |uyz| = |uyx]-
In this case, the domain energies are

Fi=—(9u- glz)qguvx,

F, = (gll_QIZ)qgqu (6)
F,=0.

Taking the values of coefficients g;; and g;, given in
Egs. (2) and (3), we obtain (g;; — g;5) > 0. This means
that for uy > 0, domain 1 is energetically preferable
and domain 2 is the least favorable. The situation
reverses for uyy < 0.

Thus, varying the shear stress and, accordingly,
varying the strain uyy gives rise to domain wall motion
(vibrations). As a result, domain contributions to the
shear modulus G and internal friction Q* form in the
[110] sample (Fig. 4). When a constant torque is
applied to the sample together with a variable torque,
the sample becomes single-domain gradually because
of the increasing fraction of energeticaly favorable
domains. Thistransition to the single-domain patternis
very specific. The strains on the opposite sample faces
have opposite signs; therefore, if domain 1, according
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to Eq. (6), is energetically preferable on a sample face,
then domain 2 isenergetically favorable on the opposite
face. Furthermore, because the strain in the sample is
nonuniform, the single-domain state does not set in at
the sample center at all and the central part of the sam-
pleretainsits polydomain pattern, while on the surface,
the single-domain state is most pronounced.

At the same time, if considered from the viewpoint
of the properties studied (the shear modulus G and the
internal friction Q?), the sample becomes fully single-
domain (for a large enough torque and, accordingly, a
large enough shear stress) in the sense that it is the
domains contributing to G and Q™ that disappear.
Therefore, as seen from Fig. 5, the anomalies in the
shear modulus and internal friction decrease with
increasing static shear stress oy,.

We note that, as for the [100] sample, the effective
shear modulus and effective coupling coefficient are
determined, for the given domain structure and fixed
domain walls, by the domain orientation relative to the
sample axes and by the fractions of oppositely oriented
domains.

In view of the shear modulus G and internal friction
Q! being dependent on static shear stress o, at a con-
stant temperature (Fig. 6), we note that, in experiments
of thiskind, one should observe butterfly-type patterns,
because G and Q! cannot reverse sign as gy, reverses
sign, and the domain structure rearrangement with vari-
ation of o, should be accompanied by hysteresis. As
already mentioned, the hysteresis in the dependence of
G and Q* on oy, observed in our experiments was
extremely weak and irregular and the butterfly pattern
was effectively absent. The absence of this relation
could be assigned only to the fact that the ferroelastic
hysteresisloop in the dependence of strain u on stresso
is very narrow, i.e., that the coercive stress g is small
and, hence, the domain wall mobility is high. As
already mentioned, ferroelastic hysteresis in ¢(o) [or
u(o)] only after a surface layer 5 um thick had been
etched off the sample was successfully observed in [8].
This result comes somewhat as a surprise; indeed, the
domain wall mobility turns out to be higher in the dam-
aged surface layer than in the damage-free layer. This
problem requires further comprehensive investigation.

Regrettably, our experiments do not permit us to
determine the coercive stress o, and thusit can only be
estimated. As follows from Fig. 6, o, is considerably
less than 10 MPa and, judging from the resolution of
the setup, does not apparently exceed 1 MPa. Using the
concept of a strong stress (o > ), a which the strain
induced by it exceeds the spontaneous strain [16], we
obtain the estimate g;, = Gus = 50 MPa. It may appar-
ently be accepted that the thermodynamic (or intrinsic)
coercive stress should be smaller by about an order of
magnitude than o, [16], i.e.,, that o, = 5 MPa. This
means that the experimentally obtained coercive stress
0. < 1 MPais substantialy smaller than the thermody-
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namic coercive stress, exactly as is the case with the
coercive fieldsin ferroelectrics [16].

Now, we consider the information on domain
dynamics that can be extracted from the datain Fig. 4.

The large domain contribution to the shear modulus
and internal friction at frequencies near 10 Hz, which
was observed earlier in [7] and in this work, combined
with the considerably smaller high-frequency contribu-
tion, suggests that elastic vibrations interact with
domain wallsthrough arelaxation mechanism with suf-
ficiently long relaxation times 1. Therefore, at high fre-
guenciesQ, such that Q14> 1, the domain contribution
becomes suppressed, as follows from the expressions
for AG/G and Aa for the relaxation mechanism of
damping:

AGIG = K /(1+Q%15),
Aa = (Kg/2)Q%T4/(1+Q%15),

where K, isthe effective coupling coefficient for elastic
vibrations with domain walls proportional to the
squared coupling coefficient g in EqQ. (1).

Turning now from damping to the internal friction
(Q1=2a/Q), weobtain

(7)

AQ™ = K Qt4/(1+ Q%)) (8)
whence it follows that
AQYAQ, = 2Q1,/(1+ Q%15), 9)

whereAQ;11 isthemaximum internal frictionfor Qty=1,

AQ, = K/2. (10)

Equation (9) and the data in Fig. 4 now permit us to
estimate the domain-wall relaxation times and their
temperature dependence.

Equation (9) yields two values of the domain-wall
relaxation time 4. One solution yields avalue of 14 that
decreases with decreasing temperature, while for the
other, T, increases with decreasing temperature. In the
first case, the relaxation time scaleswith temperature as
Tq=0.1(T,—T) (s) (within at least the 95-105 K inter-
val), and in the second case, the relaxation time follows
the relation ty = 1,exp(U/KT), but with a physicaly
meaningless value T, = 1022 s and with an activation
energy for domain wall motion U = 0.4 eV, which is
obvioudy too high. We come thusto 14 = 0.1/(T, —T)
(s) asthe choice for the temperature dependence for 1.

Thus, in our experiments, domain motion under the
action of elastic stresses is activation-free and corre-
sponds to viscous flow with arelaxation time inversely
proportional to temperature. For such relaxation times,
the change in the shear modulus G at the phase transi-
tion is suppressed at high frequencies, as follows from
Eq. (7). Strong variations in G will be observed only
under the condition Q14 < 1. For example, at the tem-
perature T = (T, — 1) K, this condition is met for fre-

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

LEMANOYV et al.

quencies Q < 10 s, which agrees in order-of-magni-
tude with our experiment. It is at low measuring fre-
guenciesthat large variationsin the shear moduluswere
observed to occur near the phase transition (Fig. 4) We
note that our data on the temperature dependence of the
shear modulus G at 25 Hz correlate with the data of [7],
where the measurements were performed at 10 Hz
using another technique.

Itisof interest to compare our results with the avail-
able data.

Peaks of 30-300 MHz ultrasound wave damping
were observed earlier [6] at temperatures of 105.5-103
K dightly below the phase-transition point. The damp-
ing maximum shifted toward lower temperatures with
increasing frequency. The observed damping anomalies
were attributed to a relaxation mechanism of elastic
waveinteraction with domain walls, with the relaxation
time 1y = 1.6 x 10°/(T, — T) (s). Another temperature
dependence of the relaxation time was established
when using 25-85 MHz ultrasonic waves, with the
relaxation-enhanced damping peaks lying in the tem-
perature region of 65-85 K [17]. As the frequency
increased, the damping peaks shifted toward higher
temperatures, with the relaxation time varying as

T4 = T,exp(U/KT) for 1, = 1.5x10™" s and U =
0.04 eV =464 K.

In contrast to [6], the measurementsin [17] were per-
formed on thin plates of strontium titanate 1.5 x 10 x
30 mm in size with the edges aligned with the [1100)]
[100LC] and (1100 directions, respectively, and the ultra-
sonic waves propagating perpendicular to the plate
plane, i.e., aong the [110001.5-mm edge. While this
sample differs strongly in size from the single-domain
plate used in [18] (0.3 x 3 x 7 mm along [110C] [110C]
and [100L0] respectively), it apparently supports a suffi-
ciently simple domain structure compared to that
obtained in samples with dimensions typically
employed in ultrasound measurements [6].

Thus, at a temperature, for example, of 100 K, the
domain-wall relaxation times T, turn out to be 3 x 1010
[6], 1.5 x 10 [17], and 1072 s (this work). It follows
that the domain-wall relaxation times in strontium
titanate can vary over a broad range extending at least
from 107 to 107'° s. The mechanism of domain wall
motion driven by éastic strains can be both thermally
activated [17] (with the domain walls breaking away
from the pinning centers) and, as follows from [6] and
this work, activation-free, i.e., associated with the vis-
cous flow of domain walls.

Damping peaks associated with domains were also
reported in other studies [8, 19] (which did not deal
with the temperature dependence of the relaxation time

Ty)-

Compare the maximum value of internal friction
near the phase transition AQ,, (or of the attenuation
Aa,,) from literature data[6, 8, 17, 19] with our present
results. It was found that over a broad frequency range,
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extending from 3.5 kHz [19] to 300 MHz [6], internal
friction AQ isamost independent (to within a factor

two) of frequency and is approximately 2 x 1073 (a
remarkable result, considering that the above studies
used different techniques and different samples). Thus,
attenuation Aa,,, turns out to vary in proportion to the
frequency. It is such a behavior of the internal friction
and attenuation that should be observed, according to
Eqg. (10), provided that the coupling coefficient of elas-
tic vibrations with domain walls is the same, irrespec-
tive of whether the domain wall motion is thermally
activated or viscous.

The value of AQ;1 obtained in this work at the fre-
quency 25 Hz is9 x 1072, which is about two orders of
magnitude larger than is reported in the literature. This
means that at such low frequencies, the coupling coef-
ficient for elastic waves interacting with domain walls
issubstantially larger than that in the kilohertz or mega:
hertz ranges. It also appears essential that the elastic
vibrationsinteract with domain walls primarily in asur-
face layer.

Interestingly, the background attenuation o, as
reported in the same publications [6, 8, 17, 19] and
measured over as broad afrequency range, from 35 kHz
[19] to 300 MHz [6], scales approximately as o [0 Q°
and again the attenuation measured by us exceeds by
two orders of magnitude the attenuation that should be
observed at this frequency if it behavesasa 0 Q. It
is known that, at frequencies above approximately
100 MHz, the attenuation of elastic waves is described
by the Akhiezer mechanism with the scaling a 0 Q2
and that the attenuation of transverse waves in cubic
dielectrics, measured at 1000 MHz and temperatures of
100-300 K, ismore or less typically 1-10 dB/us [20].
It is aso known that as the frequency is lowered and,
accordingly, the attenuation decreases strongly, the lat-
ter becomes dominated by other, zero-phonon (non-
Akhiezer) processes, with the frequency dependence of
the attenuation becoming progressively weaker and
finally disappearing. Such zero-phonon attenuation
mechanisms can be associated with the crystalite
structure, dislocations, macrodefects, sample surface,
etc. Itisthe sample surface that may play the most sub-
stantial rolein our technique.

Turning now back to the anomalies in elastic prop-
erties near the phase transition, we note the absence of
the internal friction (attenuation) peak (Fig. 3) gov-
erned by the relation of the elastic vibrations with the
order parameter (the Landau—Khalatnikov mecha-
nism). The Landau—Khalatnikov attenuation is aso
described by the relaxation equation (7), where the
relaxation time has the meaning of the order-parameter
relaxation time 1, This relaxation time depends on
temperature as

T, = C/(T,=T) (s). (11)
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The coefficient C, isfound to be very small, C;= 10 sK
[6] or even C, = 1073 sK [5]. For our frequencies Q =
10? st and for (T,—T) = 1K, we have Qt, = 1010,
Because the coupling constant of elastic vibrationswith
the order parameter K, < 1, the change in the internal
friction through the Landau—K halatnikov mechanism at
the phase transition should congtitute AQ™ = K, Qt, <
10°-10"%, whichistoo small avalue to be measurable.

Now, let us discuss the results presented graphically
in Fig. 7. The sample to which no external torque was
applied undergoes spontaneous twisting below the
phase-transition point, with the twist angle ¢ increas-
ing with decreasing temperature. If now a static shear
stress 0y, is applied to the sample, the spontaneous
twist angleincreases substantially (Fig. 7). We note that
for og, # 0, the contributions to the ¢(o) dependence
come not only from spontaneous twisting but also from
the twisting associated with the variation of G(T) and
an increase in 0y, Which is proportiona to ayy/G(T).
The first contribution is, however, dominant.

Spontaneous twisting upon phase transition was
observed earlier to occur in crystals of KH;(SeO3),,
K,ZnCl,, KH,PO,, etc. (see [21] and references
therein), as well asin Hg,Cl, crystals [22]. The nature
of this spontaneous twisting phenomenon has not been
clarified.

We consider possible reasons for the spontaneous
twisting. Thistwisting appearsonly inthe[110] sample
(Fig. 2). Retaining the sample frameintroduced earlier,
namely, with the X, Y, and Z axes lying along [110],
[110], and [001], respectively, we come to the conclu-
sion that such asamplewill undergo spontaneous twist-
ing if spontaneous pure shear strains Uy, and Uyy are
created initat T< T,

Furthermore, for the sample to know the sense in
which it should twist, it must possess a definite chiral-
ity. Then, the “right-handed” sample will twist to the
right; the “left-handed” one, to theleft. Thereisno such
chirality in the sample symmetry groups either above or
below the phase transition. This chirality may appear,
in principle, in a unipolar sample with different num-
bers of different domains.

The spontaneous strains forming in strontium titan-
ate along the cubic axes at the phasetransition are u3, =

U, = Uy and U3, = U, Going over to the sample axes,
we find spontaneous shear strains uyy = (1/2)(Ugs — Uys)

and uyy =—(1/2)(uss— Uys) to occur in domains 1 and 2,
respectively. It would seem that such strains forming
even in aunipolar sample should not bring about sam-
ple twisting because there are no uy, strains. Let us
consider this point in more detail.

As follows from Fig. 7, the spontaneous twist angle
¢, is particularly large in the single-domain sample at
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(110] [110]

Fig. 8. Left- and right-handed sampl es of strontium titanate.

The filled and open arrows specify the direction of the tet-
ragonal axis c on the front and rear faces, respectively.

Ogo = 3.6 MPa (the sampleistreated as single-domain in
the sense specified above). In the single-domain sample,
the only domain left on the front face is the favorable
domain 1 with its tetragonal axis ¢ making an angle of
45° with the [110] sample axis and directed to the left of
thisaxis; the domain |eft on the rear faceisthe favorable
domain 2 with its ¢ axis at 45° to the right of the sample
axis. A sample with such a domain structure is chiral;
namely, reflection of the sample in the mirror plane
reverses the sign of chirality, such that, for example, the
left-handed sample becomes right-handed (Fig. 8). Can
such a sample twist spontaneously? It has been shown

that a spontaneous shear strain Uy = (1/2)(Uss — Uys)
forms at the front face and that the strain at the rear face
has the opposite sign, Uy = —(1/2)(Us — Uy). As a
result, the side faces tilt, as it were, in opposite direc-

tions. It isthis system of spontaneous strainsthat appar-
ently brings about spontaneous twisting of the sample.

For oy = 0, the sampleisin amultidomain state and,
for equal numbers of different domains, is no longer
chiral and stops twisting. To explain the spontaneous
twisting of such a sample, one has to assume that the
sample is unipolar (more specifically, that the surface
layers on the front and rear faces are unipolar). Such a
unipolarity may be induced by internal stresses, whose
field makes favorable domains dominant over unfavor-
able ones. If, for instance, domain 1 is dominant on the
front face and domain 2 is dominant on the rear face,
the situation will not differ from that in asingle-domain
sample, but the twist angle in the multidomain sample
will be smaller (Fig. 7). In our case, the sample always
twisted in the same direction and even when warmed to
room temperatureit did not forget the sense of the twist.
Thismeansthat, in order to removetheinternal stresses
determining the sign of chirality and, hence, the sign of
the twisting, the sample has to be annealed substan-
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tialy above room temperature. We note that when the
sign of the static torque M, is reversed, thus reversing
the sign of the static shear stress oy, the sample starts
to twist in the opposite sense, which arguesfor the twist
model proposed.

The twist angle ¢, as a function of temperature
should be proportional to the spontaneous strain ug(T).
Then, for the second-order phase transition, we obtain

o O q§ O (T, = T). In the case of the tricritical point,

o0 g2 O (T,—T)Y2 The experimental relation plotted

in Fig. 7 for oy = 0 isthe best fit to the (T, — T)¥* rela-
tion. Although a more accurate determination of the
critical index would require a more comprehensive
study, it is already possible to conclude that the
improper ferroelastic phase transition in strontium
titanate is a second-order transformation close to the
tricritical point.

We note in conclusion that spontaneous twisting of
samples at a phase transition should also occur in other
proper and improper ferroelastic and ferroelectric
phase transitions. For instance, in the case of the m3m-
4mm ferroelectric phase transition (BaTiOg, PbTiOs),
theinclusion of the el ectrostriction coupling gP?uin the
thermodynamic potential results obvioudly in the same
situation as in strontium titanate. Thus, BaTiO; and
PbTiO; samples cut along the [110Cdirection should
twist spontaneously at the phase transition and the
spontaneous twist angle in BaTiO; and PbTiO4 should
be considerably larger than that in SrTiO; because of
the larger spontaneous strain.
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Abstract—Near-gap light magnetoabsorption isinvestigated in systemswith quantum confinement in the pres-
ence of IR laser radiation. It isshown that if the frequency of laser radiation is equal to the cyclotron frequency,
the magnetoabsorption line shape can be fully determined by the IR radiation intensity. The frequency depen-
dence of interband absorption of aweak electromagnetic wave can be changed significantly in the case where
the laser radiation frequency is equa to the quantum-confinement frequency in parabolic quantum wells and
the polarization vector is parallel to the confinement axis. © 2002 MAIK “ Nauka/Interperiodica” .

1. Let us consider a quantum-confined system in a
quantizing magnetic field H paraléel to the quantum
confinement axis z. In this system, the energy of an
electron (hole) in the quantum well (QW) isfully quan-
tized. The frequency dependence of thelight absorption
associated with transitions between hole and electron
states (in the absence of a magnetic field, thisis inter-
band absorption) is characterized by the number of
peakswith half-widths determined by theinteraction of
carriers with lattice vibrations [1]. At the present time,
perfect quantum-confined structures can be fabricated
with a small quantity of lattice defects and impurities.
It is this factor that determines the presence of high-
mobility (=10° cm?/V s) carriersat low temperatures|2,
3] and narrow luminescence peaks (~3 meV [4]). We
will consider the case of strong magnetic fields where
the Coulomb electron-holeinteraction is small in com-
parison with the distance between Landau quantization
levels and exciton effects in the light absorption are
negligible. A detailed discussion and the criteria of the
validity of such an approximation can be found in [5].
When an electron—hole pair is excited by light, the
quasi-momentum of the created exciton is equal to the
momentum of the absorbed photon and, hence, is very
small [6]; therefore, we can neglect the exciton bands
appearing in two-dimensional systemsin a strong mag-
netic field [7].

Significant influence of IR laser radiation of fre-
guency w upon low-power light absorption occurs
when wisequal to the cyclotron frequency wy (IR mag-
netic resonance). In this case, the resonant laser radia-
tion causes the electron states to be nonstationary and,
hence, can control the shape of electromagnetic-wave
absorption peaks.

We will consider the resonance case of w ~ w, =
eH/mc (where my,, is the effective electron (hole)
mass); therefore, for the sake of simplicity, the interac-
tion of the laser radiation with holes can be neglected

(w # w, = eH/m,c). The laser radiation intensity is
assumed to be low; therefore, we can neglect multipho-
ton transitions between fully quantized hole states and
discrete electron states.

2. Under the assumption made above, the Hamilto-
nian of the system understudy has the form

H = Ho+W,

Ho = Z Eqagay + Z Ecd.d, +hiwb'b, (1)
W = vaa;ap(bw b).

Here, a;, (a,), a; (8, ), and b*(b) are the creation (anni-
hilation) operators of electrons, holes, and photons,
respectively; a(N, n, k) is a set of quantum numbers
characterizing the state of a confined carrier in a quan-
tizing magnetic field; N is the Landau level index; nis
the quantum-well level index; and k, isthe projection of
the electron quasi-momentum.

For a square QW of width a, we have

2
c _ 10 2 _ h g
E, = hwca\l+ij+scn , & = 2mca2’
1O 1 @
v _ 2 -
E, = hw‘,%\l+§j+evn , €, = 2mva2'

The matrix element Vg of the electron—photon interac-

tion operator between electron wave functions in the

QW inalongitudina magnetic field is

Vep = 1dd, O, (/NS ny+1— A/ N+ 10y, _1),
Ty, Y2 (3)

Vsomcoo} '

d=eh[
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where g, is the permittivity and V is the volume of the
system under study.

In Eq. (3), it is assumed that the electric field of the
linearly polarized laser radiation is directed along the y
axis; i.e., the laser beam falls normal to the surface of
the system under study.

The weak-light absorption factor K(Q) can be
expressed through the dipole-moment correlation func-
tion [8]. Within the approximations made, we can write

2ne’|P,, ey

K= Vmic./e,hQ
- 4

x ZJ’dteXp{ it[Q— (Eq +£0)/A]} [ag(t)agll

Here, P, isthe momentum matrix element between the
Bloch states, &g is the band width, m, is the mass of a
free electron, e0 is the polarization vector of the weak
electromagnetlc wave, and c is the speed of light.

Git, J Oit, O
8,(t) = exp i HOa, expr H (5)
0 O 0% O
Averaging in Eq. (4) is performed using the density

matrix of the electron—photon system. According to
Eq. (5), the operator

£(1) = expé'r,;Eamaa(t) ®)

satisfies the equation of motion

G () = 35 [VNGy y, 41— NF 18, ]
Ny

x (bexp{—iwt +b exp{iwt}) (7)
x exp{itw (N =N} o (1)

In deriving Eq. (7), we neglected the influence of
carriers on the photon spectrum; i.e., we put

Git, U + Oit, 0
expy HO(b+b )EXPD—I%HD
o 0O o o
~bexp{—iof +b exp{iot .

This approximation is quite natural since all correc-
tions to the photon spectrum are small (on the order of
the inverse volume of the system under study).

For further calculations, it isconvenient to introduce
the operators

= JN+1V,
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where operators Ian) are defined as

In f(N) = f(N+m), ©)
with f(N) being an arbitrary function of the Landau
level index N.

Naturally, we have
1M =1, (10)

where 1 isthe unit operator. From Egs. (8) and (10), it
follows that |aNlaL2| = 3y, and that the operators ay,
and ay can be considered boson operators.

We will solve Eqg. (7) in the resonance approxima-
tion |w—w,| = €| < w.. In neglecting nonresonant terms
(substantiation of this approximation and the corre-
sponding criteria can be found in [9]), Eq. (7) takesthe
form

£a(t) = S(aibexp(-iet) ~ab’exp(ien)E,(), (11

where € = w—w, and |g] < wy.
A solution to Eg. (11) with the initia condition
&, (0) = a,(0) hasthe form
&, (1) = exp{—iteayay
(12)

x exp%t[saLaN +
0

' + g
(@b i) [E.(0)

We substitute Eg. (12) into Eq. (6) and find a,(t).
Thereafter, Eq. (4) for the light absorption factor is rep-
resented in the form (for nondegenerated semiconduc-

tor systems, @, a;, (E1—n, = 1)
2n

K(Q) = K, ZIdtJ’dd)IrdrP(r)

N, N_co

x exp{it[Q — (E} +¢&,)/A]} exp{—ieayay (13)

Or .«
x exth[eaNaN +
O

; ) . e 10
E}Ir{ ay€®—a e’ }D-
h 0

Here, the following notation is introduced:

2ne’|P,, &)’

Ko = )
° 7 amic e iQR
2.2
EX = hot +1.[|+T[2ﬁn’ ﬁw:_ﬁeH’
2 2pa’ e
_ ch
ut =t il Rz_e_H_
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Theaveraging over the free-photon systemwasfulfilled
in the usual way [10, 11]; in the averaged operator
expression, the operator b is replaced with z=re”'?, the
operator b* isreplaced with - = re®, and integration is
performed with respect to d?z over the complex plane
with aweight function P(r).

Using the algebra of boson operators for ay, and ay
[12], wefind

exp{ -icaya,t
+ i i + i D
x exp%t[saNaN + %jr(aNe'q’ —aye "")}D
0 [

= exp{ C(t)ay} exp{-C*(t)a exp{ A(t)} ;

C(t) = —'ﬁije"q’[exp(lts) 1],

(14)

2
ir’d %Jrexp( iet) — 1%

h’e ie g

At) =

Using the definition and properties of the operators ay,
and ay, in Egs. (8) and (9), one can easily show that

exp(C(t)ay) exp(-C* (t)ay)

Z z (Cn(=c*n™ (15)

mim,! (N —m)!

m=0m

2| (N)
m,—m-*

X [NI(N + m—-my)!]

For stationary laser radiation, we have
_ 1

where N, is the average number of photonsin the radi-
ating mode.

Using Eqg. (15), we represent Eq. (13) for the light
absorption factor in the final form

K(Q) = K ZIdtexpD—[ﬁQ (Ex +sg)]D

N, N_—co

x exp{i{[te +i(1—exp(-iet))]}

[42 sin’ g:z%}

(16)

e’ E’w,
8hm,w’e’

where Ly(2) are Laguerre polynomials.
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We notethat, for aparabolic QW, the absorption fac-
tor for a weak electromagnetic wave is similar to

Eqg. (16), but E} =ﬁw§H\l + %%H’Lwod"w 50 and,

under the summation sign over n, we should introduce
the factor |V, [~

_ A"

2"nl J1
x Ho(JA2)HA(JA,2),

()

Vo G P30+ 170

where A, = mwi/4 (i = ¢, V), Aw} is the spacing
between QW levels of electrons (c) and holes (v), wy =
W + ", and H,(2) are Hermite polynomials.

In the case of exact resonance (€ = 0), Eq. (16) takes
the form

K(Q) = Koz_[dteXpD-[ﬁQ (Eq +€g)]D

7

N, N_eo

(17)
e’E’
8MAW

0 yt? O
x ep-Luytln, v =
0 0

From Eqg. (17), it immediately follows that in the field
of resonant laser radiation (w, = w), damping of the

Gaussian type [proportl onal to the factor exp- y; E}

takes place; i.e., the laser radiation produces nonsta-
tionary electron states.

By integrating over tin Eq. (17), one gets

O []
K(Q) = Ko 215 —=H] q—} exp L,
2 n! 0 2YQ (18)
hQ—sg—EZ;
v = —7

Therefore, the frequency dependence of the light
absorption due to electron transitions from the lowest
hole state (N =0, n=0) to the electron state (N=0, n =
0) has a Gaussian profile with haf-width A =

2h A/2yIn2. When the intensity of the resonance laser
radiation increases, the heights of absorption peaks
decrease and their half-widths increase (Fig. 1). If the
transition occurs from the hole state (N = 1, n = 0), the
magnetoabsorption peak splits into two (Fig. 2), with

the amount of splitting 3 being 2% /2y . For atransition
from the hole state N to the Nth Landau level of elec-
trons, the absorption peak splitsinto N + 1 peaks. This
splitting corresponds to different quantum numbers for
the angular momentum of electron states in the mag-
netic field.
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LIGHT MAGNETOABSORPTION IN SYSTEMS WITH QUANTUM CONFINEMENT

The absorption line shape of quantum-confined sys-
tems in alongitudinal magnetic field is determined by
multiphonon processes [1]. The half-width of the mag-
netoabsorption line A, associated with the interaction
of carriers with acoustic lattice vibration modesis

3(E + E>
Dy = 2.k TaIn2, a, = & V2m°w°,
ATtpV “a

where E.(E,) is the deformation potential constant for
an electron (hole), p is the density of QWs of width a,
v is the velocity of sound in the crystal, and T is the
temperature.

The resonance laser radiation electric field E,, for
which the absorption line half-width determined by IR
radiation is equal to the line half-width dueto the inter-
action of carriers with long-wavelength acoustic
phonons (A = A) can be found to be

2 _ Am.wagk, T
Ee = ———.
he

For typical parameters of a GaAs-AlGaAs square QW
(E.=9eV,E,=7¢V, p=5.4g/cm? v =2x10° cm/s,
m.= 0.06m,) and 7w, = 102 eV, T= 10K, anda=50A,
we have E,, = 10% V/cm. For a parabolic QW with the
above parameters and a = 1000 A, we have E,, = 4 x
10%2V/cm.

3. Let us consider a parabolic QW and let the elec-
tricfield of the laser radiation be directed along the con-
finement axis. For this configuration, the matrix ele-
ment of the el ectron—photon interaction operator is

VaB = idoékx, kxléky, kyl('\/r_]én, n+1—~ n+ 16n, nl—l)-
where

do = eﬁ[ i) }1/2,

Ve m.w
a(n, ky, k;) are quantum numbers of an electron in a
parabolic QW, nisthe QW level index, k, and k, are the
electron wave vector projections, and Aw; is the spac-
ing between the QW levels.

A calculation of the light absorption induced by
transitions from the valence band to the conduction
band is made in the same way as above. As aresult, in
the case of exact resonance (w = w,), one gets

2u€’|P,, ey’
amic,/e,h°Q
® &n(d.t) O 1
F(3, b) = 1—T+J'dtMexp[1—t—b—tDLn(bt2),
2 t 5 2g
° (19)
_ hQ—-Eg—nhw,
hYo ’ yg’

K(Q) = Y Vil F (80 b),

o,

~ hw,
ﬁ(x)o = ﬁw1+ﬁu)2, Eg = Sg+ TO,
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Fig. 1. Frequency dependence of the first magnetoabsorp-
tion peak (in relative units). Curves 1 and 2 are drawn for
E = 1500 and 3000 V/cm, respectively.
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~
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1(Q10/V2Y)
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25

Fig. 2. Frequency dependence of the second magnetoab-
sorption peak (in relative units). Curves 1 and 2 are drawn
for E = 1500 and 3000 V/cm, respectively.

where vy, is the electron-phonon scattering probability
per unit time in the conduction band and %w, is the
spacing of the QW levelsin the valence band.

In the case of scattering on acoustic phononsin the
elastic-scattering approximation, it is easy to show that

=50

We note that for the typical parabolic-QW parameters
aT=10K and 2w = Aiw, = 0.01 eV, we have b = 1 if
the laser radiation electric field isE,, = 3.7 x 10 V/cm.
Therefore, if thelaser radiation electric field is such that
E > E, (b> 1), thefrequency dependence of the inter-
band light absorption is fully determined by IR laser
radiation:

fiyo

- TEM Eim{ﬁ]m (20)

ﬁzpv2 21T

sin(g,x) 0O xT

_ T 2
F(d,b) = 2+J'dx x eXpB_ZEL”(X)
0
(b>1), (21)
AW ~
= , A, = hQ —Eg—nhw.
qn ﬁA/Z_y n g 0
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K(A,/%i+2y)

1
A2y

Fig. 3. Frequency dependence of theinterband light absorp-
tion factor (in relative units) for a parabolic QW under res-
onant IR laser radiation. The dashed line corresponds to the
case where there is no laser radiation.

At agiven n, the integral over x in Eq. (21) can be
exactly calculated to give

[1+q>D % D}

2y

’-T[l+ oA D}

2l” "Hh 2y

5l
—%[eXpD—qle n=1,
0

where ®(2) is the probability function.

Figure 3 shows the frequency dependence of K(Q)
(in relative units) calculated from Egs. (19) and (22).
The dashed line represents the frequency dependence
of interband light absorption in the absence of resonant
laser radiation; this dependence has atypical stepwise
shape[13, 14].

In conclusion, we note that for a chaotic laser radia-
tion for which

n=0,

F(%0, b) =

F(01,0) =

(22)

1 o0 r’0
TN, pD—qu

the features of the interband absorption of aweak elec-
tromagnetic wave specified above remain the same. For
instance, according to Eq. (13), K(Q) for chaotic laser

radiation takes the form
2 N
COSE}NH/\/iT%(l -1

(1+T2)N+1

P(r) =

. (23)

K(Q) = K022£}m
N, n 0
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At N = 0 (transitions to the zero Landau level), we
have

2 0 [ZD
K(Q) = K - -7; 24
(Q) OT[/\/;ZeXpE_MOn' y% (24)
aN=1,
e 0./
K@ = K 5 sl 0o [yg. (25)

As immediately follows from Egs. (24) and (25), the
half-width of the first magnetoabsorption peak is A =

hA/2yIn2 and the second peak splits into two peaks,

with the distance between them being 3 = % ./2y . We
notethat in thiscase, A and d aretwo times smaller than
in the case of stationary laser radiation.
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The Temperature Dependence of Eu Atom Yield Resonances
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Abstract—This paper reports on the first measurement of the intensity of the resonances in the yield of
europium neutrals as a function of temperature observed in electron-stimulated desorption from tungsten sur-
faces oxidized to different degrees and having different europium coverages. The measurements were carried
out by the time-of-flight method with a surface ionization detector. The temperature dependences obtained for
resonances due to europium and tungsten core level ionization differ qualitatively. Therelation isreversible for
temperatures below the onset of europium thermal desorption. © 2002 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Electron-stimulated desorption (ESD) is widely
employed in the analysis and modification of adsorbed
layers. However, reliable measurements of the fluxes of
neutrals produced in ESD arelacking, and this hampers
the development of elaborated models of the process
involved [1].

We measured the yield and energy distributions of
alkali metal atoms emitted in ESD from layers of these
metal s adsorbed on the surface of oxidized tungsten [2]
and molybdenum [3], as well as the yield and energy
distribution of barium [4] and the yield of europium [5]
atoms observed in the ESD from layers adsorbed on
oxidized tungsten. It was found that the mechanism of
neutral ESD depends substantialy on the structure of
the atomic valence shells; in particular, the dependence
of the Eu ESD yield from europium layers adsorbed on
oxidized tungsten on the incident electron energy has a
resonance character, with the electron energies corre-
sponding to the resonance peaks that correlate with the
europium 5p and 5s and tungsten 5p5,, 5py,, and 5s
core-level excitation energies[6].

This paper reports on a study of the temperature
dependence of the resonancesin the Eu ESD yield from
oxidized tungsten.

2. EXPERIMENTAL TECHNIQUE

The instrumentation used and the technique
employed in sample preparation for measurements
were described in detail in [7]. The measurements were
performed in a high-vacuum chamber at abase pressure
of less than 5 x 101 Torr. The targets were textured
tungsten ribbons with preferential (100) orientation
measuring 70 x 2 x 0.01 mm. Theribbonswere cleaned
of carbon by heating in an oxygen environment at a
pressure of 1 x 107 Torr and atemperature T = 1800 K

for 3 h. The ribbon cleanness was checked by Auger
electron spectroscopy. The oxygen monolayer was pre-
pared by exposing a ribbon heated to T = 1600 K to
oxygen at a pressure of 1 x 10 Torr for 300 s. The
tungsten oxide film was grown on a ribbon heated to
T=1100 K at an oxygen pressure of 1 x 107 Torr for
600 s[8].

The europium was deposited on aribbon at T=300 K
from a direct-heated evaporator made of a tantalum
tube into which metallic europium was placed. The
tube was equipped with several holes for uniform
europium deposition along the ribbon. The concentra-
tion of deposited europium was determined by ther-
modesorption spectroscopy and monitored by the sur-
face ionization current from the heated ribbon. The
monolayer europium coverage was identified with the
maximum ESD yield of Eu atoms after the tungsten 5p
and 5s core-level excitation [6]. One europium mono-
layer (ML) on atungsten surface coated by an oxygen
monolayer corresponds to a europium concentration of
7.5 x 10* atoms/cm?, and one europium monolayer on
a tungsten oxide surface corresponds to a europium
concentration of 1 x 10% atoms/cm?.

The temperature of the ribbon was lowered by pass-
ing gaseous nitrogen, which was precooled in a coiled
copper tube immersed in liquid nitrogen, through its
hollow fixtures. Theribbon temperature could be varied
from 160 to 300 K by properly controlling the nitrogen
flow. The temperature was derived from the tempera-
ture dependence of the ribbon electrical resistance,
which was found by placing the ribbon into a cooler
maintained at a known temperature.

Theribbon was heated by passing an electric current
though it. In this case, its temperature was also inferred
from the temperature dependence of the electrical resis-
tance, which was calculated by linear extrapolation of

1063-7834/02/4406-1171$22.00 © 2002 MAIK “Nauka/ Interperiodica’
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Fig. 1. Eu ESD yield g vs. substrate temperature plots mea-
sured at an incident electron energy Eq = 32 eV for different
europium coverages © of tungsten coated by an oxygen
monolayer. ©: (1) 0.05, (2) 0.07, (3) 0.18, and (4) 0.25.
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Fig. 2. Eu ESD yield g vs. substrate temperature plots mea-
sured at an incident electron energy E. = 32 eV for different
europium coverages © of tungsten coated by an oxide film.
©: (1) 0.05, (2) 0.15, and (3) 0.25.
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Fig. 3. Eu ESD yield q vs. substrate temperature plots mea-
sured at an incident electron energy Eg = 32 eV for a
europium coverage © = 0.05 of tungsten coated by (1) an
oxygen monolayer and (2) an oxide film.
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the relation from the pyrometric region to room temper-
ature.

The ribbon was irradiated by electrons of energies
E. = 0-300 eV in stationary conditions at an electron
current density of 5 x 1075 A/cm?; this aregime did not
produce noticeable ribbon overheating. The desorbing
Eu atoms were ionized in a surface ionization detector
inwhich atungsten ribbon heated to T = 2000 K served
as the ion emitter. Theion current was measured in the
particle counting mode.

3. RESULTS

The temperature dependences of the Eu ESD vyield
from an oxidized tungsten surface coated by an
adsorbed europium film are governed by the energy E,
of the electrons striking the surface, the surface cover-
age by europium ©, and the degree of tungsten surface
oxidation.

Figure 1 displaysthe ESD yield g of Eu atomsfrom
atungsten surface coated by an oxygen monolayer plot-
ted vs. the substrate temperature for four values of the
europium coverage and an incident electron energy
E. = 32 eV. As the substrate temperature is increased,
the yield q is seen to pass through a broad maximum
which decreases with increasing europium coverage
and shifts toward higher temperatures. The europium
appearance threshold temperature increases with ©,
while the temperature at which the Eu ESD stopsisvir-
tually independent of the europium coverage.

Figure 2 shows similar plots obtained for the ESD of
Eu neutrals from a tungsten oxide surface coated by
europium to various coverages. These curves resemble
the temperature dependence of the Eu yield from the
tungsten surface coated by an oxygen monolayer. How-
ever, at low europium coverages, Eu atoms start to des-
orb at substantially higher temperatures. This effect is
illustrated by the curvesin Fig. 3, which were obtained
at © = 0.05 and an incident electron energy E, = 32 eV
for a tungsten surface coated by an oxygen monolayer
(curve 1) and by atungsten oxide film (curve 2). These
graphs provide supportive evidence for the Eu ESD dis-
appearance temperature being independent of the
extent of tungsten oxidation at E, = 32 eV.

Figure 4 presents, in graphical form, the EuO mole-
cule ESD vyield vs. substrate temperature plot for a
europium layer adsorbed on a tungsten surface coated
by an oxygen monolayer and obtained at © = 0.70 and
E. = 50 and 80 eV. The EuO yield grows slowly with
temperature within the temperature interval T = 180-
460 K, after which it dropsto zero at T = 500 K, with
the ESD disappearance temperature being independent
of theincident electron energy.

Figure 5 displays similar curvesfor the ESD of EUO
molecul es from an adsorbed europium layer on atung-
sten surface coated by an oxygen monolayer obtained
with electrons of energy E, = 50 eV for several values
of the europium coverage. The curves are similar in

PHYSICS OF THE SOLID STATE Vol. 44 No.6 2002



2000

THE TEMPERATURE DEPENDENCE OF EU ATOM YIELD RESONANCES

1600+ 4

—_
[ ]
S D
S O
T
1

g, arb. units

400} ]

0
160 240 320 400 480 560
T,K

Fig. 4. EuO ESD yield q vs. substrate temperature plots
measured at incident electron energies E,, of (1) 50 and (2)
80 eV for aeuropium coverage © = 0.70 of tungsten coated
by an oxygen monolayer.

shape to the relations presented in Fig. 4. However, the
temperature at which the EuO yield begins to decrease
changes abruptly with increasing europium coverage
©. For © > 0.60, the EUO ESD disappearance tempera-
tureis 500 K, while for © < 0.60, it increasesto 580 K.
We note that, at temperatures below the point at which
the EUO yield starts to decrease, the yield grows almost
in proportion to the europium coverage, which agrees
with the relations plotted in Fig. 3 in [9]. For electron
energies E, = 80 eV, the EuO disappearance tempera-
ture also dropsin ajump from 570 to 500 K within the
europium coverageinterval of 0.60t00.70 (Fig. 6). The
ESD disappearance temperature of EuO molecules
increases from 500 to 560 K as one crosses over from
tungsten coated by an oxygen monolayer to atungsten
oxide film for a europium coverage © = 0.70 and an
electron energy E. =50 eV (Fig. 7). Moreover, the EuO
ESD disappearance temperature for a tungsten oxide
film decreases smoothly with the europium coverage
increasing to one monolayer.

It should be pointed out that all the relations describ-
ing the ESD yield of Eu atoms and EuO molecules are
reversible within the temperature variation region
where these particles are detected; in other words,
europium thermodesorption in this region can be
neglected.

Figure 8 plotsthe Eu ESD yield g for E,=32¢eV vs.
europium coverage of atungsten ribbon with an oxygen
monolayer (curve 1), with an oxygen monolayer over-
laid by a0.05 barium monolayer (curve 2), and with an
oxide film (curve 3) for T = 300 K. We readily see that
the yield g of Eu neutrals from an oxygen monolayer-
coated ribbon becomes naticeable only after the depo-
sition of 0.03 ML europium and reaches a maximum at
0.05 ML europium, after which it decreases with
increasing europium coverage, to disappear altogether
for ® > 0.35. In the case of the ribbon coated by an
oxide film or an oxygen monolayer with 0.05 ML bar-
ium, no appearance threshold was observed in the
dependence of g on the deposited europium concentra-
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Fig. 5. EuO ESD vyield q vs. substrate temperature plots
measured at an incident electron energy E, = 50 eV for dif-
ferent europium coverages © of tungsten coated by an oxy-
gen monolayer. ©: (1) 0.18, (2) 0.35, (3) 0.53, (4) 0.63, (5)
0.70, and (6) 0.85.

tion and theyield reached amaximum for © =0.03. The
Eu yield from the ribbon coated by an oxygen mono-
layer with 0.05 ML barium decreaseswith increasing ©
amost in the same way as for a ribbon coated by an
oxygen monolayer, while for the oxide-coated ribbon,
the yield q falls off more slowly with increasing ©, to
disappear for © = 0.40.
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Fig. 6. EuO ESD vyield q vs. substrate temperature plots
measured at an incident electron energy E, = 80 eV for dif-
ferent europium coverages © of tungsten coated by an oxy-
gen monolayer. ©: (1) 0.53, (2) 0.63, (3) 0.70, and (4) 0.85.
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Fig. 7. EuO ESD yidld q vs. substrate temperature plots
measured at an incident electron energy E, = 50 eV for a
europium coverage © = 0.70 of tungsten coated by (1) an
oxygen monolayer and (2) an oxide film.
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4. DISCUSSION OF RESULTS

Europium adsorbed on oxidized tungsten lowers the
work function of the surface and, hence, resides par-
tially inionic form [10]. As established by Auger elec-
tron spectroscopy and thermodesorption measure-
ments, europium is distributed uniformly over the sur-
face of oxidized tungsten even at below monolayer
coverages, while at above monolayer coverages, it
formsthree-dimensional islandsevenat T=300K [11].
The temperature dependence of the Eu yield from a
europium layer adsorbed on oxidized tungsten can
apparently be interpreted in terms of the model pro-
posed by us earlier [5, 9]. According to this model,
excitation of the europium 5p and 5s core levels is
accompanied by the formation of core excitons, which
decay partially with the formation of Eu?* ions. These
ions start to move toward the surface as a result of the
increasing image potential and of the decreasing repul-
sion forces which appear when the electronic shells of
the europium and oxygen ions touch [12]. The Eu?*
ions become neutralized by the conduction band elec-
tronsif the energy of the core holes of the ions moving
toward the surface drops below the substrate Fermi
level [13]. The electron density in the conduction band
increases with temperature as the electrons leave the
donor levels formed in europium adsorption, and,
accordingly, the probability of europium ion neutraliza-
tion also increases. Estimation of the activation energy
of thisprocessyields~0.8 eV, afigure substantially less
than the band gap width of the WO, oxide, which is
about 3.0 eV [14]. The probability of Eu?* neutraliza-
tion decreases as one goes over from a substrate coated
by an oxygen monolayer to that with an oxide film,
which may be associated with theincrease in the poten-
tial barrier for electrons tunneling from the substrate to
the Eu?* ions. This conclusion is supported by the
increasein the temperature of Eu ESD appearancefrom
asubstrate coated by an oxide film compared to that for
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Fig. 8. EuESD yield q vs. Eu coverage © plots measured at
an incident electron energy E, = 32 eV at temperature T =
300K for (1) tungsten coated by an oxygen monolayer, (2)
tungsten coated by an oxygen monolayer and a 0.05-ML
Ba" film deposited after europium adsorption, and (3) tung-
sten coated by an oxide film.
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a substrate with an oxygen monolayer for the same
europium coverages.

The increase in the substrate temperature entails an
increase in the exciton hole and electron recombination
rate [15], which brings about a decrease in the Eu?* ion
flux to the surface and, accordingly, in the flux of Eu
neutrals reflected from the surface. We note that the
yield disappearance temperature of the Eu atoms asso-
ciated with excitation of the europium core levels does
not depend on the concentration of deposited europium
and the substrate oxidation. It is apparently determined
by the properties of the europium core exciton only.

The Eu atoms passing through the film of adsorbed
europium ions undergo resonance charge exchange,
whose probability grows with decreasing distance
between the Eu atoms and the adsorbed Eu?* ions.
Accordingly, the yield of Eu atoms decreases with
increasing europium coverage.

The emergence of neutrals at electron energies cor-
responding to the tungsten core-level excitation can be
interpreted as desorption of EUO molecules. At least,
the surface ionization method does not discriminate the
desorption of thelatter from that of Eu atoms[9]. More-
over, it is hard to conceive how excitation could be
transferred from a tungsten core level through oxygen
to initiate desorption of Eu atoms. The formation of the
localized tungsten core exciton breaks the bond
between the tungsten and oxygen and favors EuO des-
orption. Theyield of EuO molecules grows sublinearly
with the substrate temperature increasingto T ~ 460 K
thisis apparently caused by the increase with tempera-
ture in the amplitude of tungsten ion vibrations, which
produce additional repulsion of the EuO molecules
[16]. For T > 470 K, the tungsten core exciton beginsto
break up, thus giving rise to a sharp decrease in the Eu
yield. The exciton breakup temperature depends on the
nature of both the exciton and the surrounding host
matrix [15]; therefore, there is nothing strange in that
the yield of Eu atoms and the yield of EuO molecules
start to decrease at different temperatures (Figs. 1, 4).

The abrupt decrease in the ESD yield disappearance
temperature of EuUO molecules from an oxygen mono-
layer with the europium coverage increasing from 0.60
to 0.70 and the smooth falloff of this temperature with
increasing europium coverage on the tungsten oxide
film are accounted for by the different patternsof lateral
interaction between the europium particles adsorbed on
these surfaces. This conclusion is supported by the fact
that one europium monolayer on these surfaces corre-
sponds to different europium concentrations.

The existence of a concentration threshold of Eu
ESD appearance from a tungsten surface coated by an
oxygen monolayer (Fig. 8) suggests that this surface
has a limited number of sites on which europium can
adsorb to © < 0.03 and from which the Eu ESD yieldis
negligible. Ba" ions adsorb by substituting for
europium at these sites, and the concentration threshold
of Eu ESD appearance vanishes. The oxide-coated
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tungsten surface does not have sites with low Eu yield.
These sites are probably associated with direct contact
between the Eu and tungsten atoms, where the elec-
tronic excitations of Eu?* ions relax before the latter
reach the surface.

Thus, we have presented the first measurement of
the temperature dependence of the ESD yield from a
europium adatom layer on the surface of oxidized tung-
sten. This dependence isreversible in temperature. The
yield of Eu atoms and EuO molecules passes through a
maximum as the temperature increases and drops to
zero at 310 and 500 K, respectively, which isassociated
with different thermal stability of the europium and
tungsten core excitons.
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Abstract—The growth of cobalt disilicide on the Si(100) surface by reactive epitaxy at T = 350°C was studied
within the 1040 ML cobalt coveragerange. A new method of mapping the atomic structure of the surface layer
by inelastically scattered medium-energy electronswas employed. The filmsthus formed were shown to consist
of CoSi,(221) grains of four azimuthal orientations turned by 90° with respect to one another. This domain
structure originates from substrate surface faceting by (111) planes, a process occurring during silicide forma-
tion. B-oriented CoSi,(111) layers grow epitaxially on (111) facets. © 2002 MAIK “ Nauka/Interperiodica’ .

1. INTRODUCTION

Thin cobalt disilicide films grown on the surface of
silicon single crystals enjoy broad application in solid-
state microelectronics for the production of atomically
sharp metal/semiconductor interfaces and are particu-
larly promising for use in ultralarge-scale integration
purposes. The formation of CoSi,/Si contacts is pres-
ently best studied for the Si(111) surface. At the same
time, of prime interest for silicon technology is the
Si(100) face. However, the formation of a phase bound-
ary inthis systemisasubstantially more complex prob-
lem and recent publications have even reported on self-
organization of the cobalt disilicide clusters, thus open-
ing the possibility of using not only planar
C0Si,/Si(100) contacts but also CoSi, quantum dot sys-
tems|[1, 2].

Numerous studies have demonstrated that the prop-
erties of cobalt disilicide films grown on Si(100) are
very sengitive both to the initial state of the substrate
and to the silicide formation regime [1-9]. In the con-
ditions favoring growth of epitaxial CoSi,(111) layers
on Si(111), one observes the growth on this surface of
cobalt disilicide grains oriented differently relative to
the substrate [3, 9-13]. To overcome the difficulties
associated with the problem of nucleation, the tech-
niques based on the use of the so-called templates, rep-
resenting preformed ultrathin CoSi,(100) layers, were
developed [9, 10, 14, 15]. The growth of silicide films
on the templates reduces to upgrowing these perfect
layers. The best results are obtained under codeposition
of Co and Si, a process which removes the problem of
mass transport of componentsin the system [9, 16, 17].

Inreal practice, however, molecular beam epitaxy is
not always appropriate [18]. This makes investigation
of the growth of CoSi,, layerson Si(100) by reactive and
solid-state epitaxy atopica problem. In this work, we
used for this purpose a new method which permits one
to visualize the atomic structure of a nanometer-scale
surface layer [19-21]. The method is based on analyz-
ing spatial distributions of inelastically scattered

medium-energy electrons. It has been already used to
advantage in studying the epitaxial growth of ultrathin
CoSi, filmson Si(111) [22, 23].

2. EXPERIMENTAL TECHNIQUE

The instrument used in this study is described in
considerable detail elsewhere [24]. We note here only
its most important features. The sampleisirradiated by
a 2-keV dectron beam striking the surface under a
grazing incidence (~10°). The beam current is~10~7 A,
and its cross-sectional areadoesnot exceed 0.1 mm. We
study the spatial distributions of electronsthat are scat-
tered in the surface layer of the sample and lose no
more than 10% of their initial energy in reflection. The
electrons are detected by a small retarding-field energy
analyzer with two spherical grids. The electron flux
passing through the analyzer grids is amplified by a
microchannel plate and forms (on the luminescent
screen) adiffraction pattern, which is recorded through
the optical window of the vacuum chamber by a com-
puter-interfaced videocamera. The pattern is observed
within a cone of half-angle 57°.

The measurements were performed in ultrahigh vac-
uum (=108 Pa). The single-crystal silicon substrates on
which the cobalt disilicide layerswere to be formed were
cut of KEF-1 plates and measured 22 x 14 x 0.25 mm.
The crystal surface was aligned with the (100) face to
no worse than 20'. The samples were pretreated by the
method of Shiraki [25] and subsequently cleaned by
heating in vacuum [22], the two procedures cul minat-
ing in the obtainment of an atomically clean silicon sur-
face with a (2 x 1)-type reconstruction.

The cobalt was deposited from a source in which a
wire of 99.99%-pure material was heated by electron
bombardment. The cobalt deposition rate was about
2 ML/min. We accepted one Co monolayer to be equal
to 6.78 x 10 atoms/cm?, which corresponds to the sur-
face concentration of Si atoms on the (100) face. The
elemental composition of the sample surface was mon-

1063-7834/02/4406-1176%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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Fig. 1. Diffraction patterns observed in the deposition of cobalt on asingle-crystal silicon surface heated to 350°C. (a) Initial pattern
from the Si(100) facet, (b) after deposition of 10 ML Co and heating of the sample to 600°C, and (c) after repeated deposition of

10 ML Co and heating of the sample to 600°C.

itored by Auger electron spectroscopy. All the measure-
ments were carried out at room temperature after the
samples had cooled down.

3. RESULTS OF MEASUREMENTS
AND DISCUSSION

Because the data relating to the earliest stages in
silicide formation are controversial, it appeared reason-
able to start the work with a study of CoSi, films of
thickness in excess of the depth probed by the method
to be employed, i.e., in the conditions where the sub-
strate does not contribute directly to the formation of
the diffraction patterns observed. Therefore, the mea-
surements were conducted on films prepared by depo-
sition of ten or more cobalt monolayers on Si(100). The
substrate temperature chosen was 350°C, i.e., where,
according to [14], the silicide formation already takes
place.

Figure 1a shows the starting diffraction pattern of
Si(100). The data are presented in the form of two-
dimensional maps of electron reflection intensity in the
polar and azimuthal emergence angles which are con-
structed in stereographic projection in the linear gray-
scale contrast code. The bright regions relate in this
case to maxima in the angular distributions; the dark
ones, conversely, to the minima. The center of the pat-
tern corresponds to electrons emerging along the sur-
face normal; the outer circle, to electrons leaving the
sample at a polar angle of 60°.

Deposition of cobalt changes the observed pattern
dramatically. As the adsorbate dose increases in the 1—
10 ML range, the diffraction maxima associated with
the substrate smear out gradually and new features
appear. The strengthening of their development brings
about anew diffraction pattern, shownin Fig. 1b, which
shows the structure of the grown cobalt disilicide lay-
ers. While this pattern retains the symmetry of the sub-
dtrate, its general appearance changes appreciably. As
for the elemental composition of the grown layer, the
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ratio between the Co(M, 5VV) and Si(LVV) low-energy
Auger electron peaks of 53 and 92 eV, respectively, is
approximately 0.1, which is characteristic of a Si-rich
CoSi, surface [14, 26].

Further increase in the deposited dose to ~20 ML
resultsin agradual weakening of the diffraction pattern
and the appearance of a diffuse background. This is
accompanied by a substantial decrease in the silicon
Auger electron signal and an increase in the Co Auger
electron peak, which indicates the growth of a disor-
dered cobalt film with a silicon admixture. Whence it
follows that the cobalt disilicide layer produced after
the deposition of the first 10 ML Co already forms a
noticeable diffusion barrier, which suppresses further
CoSi, growth at 350°C. Anneadling the sampleto T =
600°C for =1 min restores the diffraction pattern
(Fig. 1b), aswell asthe magnitude of the cobalt to sili-
con Auger signal ratio observed after the deposition of
10 ML Co. Further growth of the silicide film in subse-
guent depositions of cobat and sample heatings to
600°C follows the above scenario. This can beinferred,
for instance, from thefact that all the featuresin the dif-
fraction patterns obtained after the first cobalt deposi-
tion (Fig. 1b) and on deposition of 20 ML (Fig. 1c)
amost coincide. The only difference between the pat-
ternsconsistsin their contrast, which increaseswith the
thickness of the silicide layer.

We consider now the diffraction pattern typical of
CoSi, films grown on Si(100). Because differently ori-
ented CoSi, layers can form on this substrate, we shall
first discuss the diffraction patterns produced by differ-
ent facets of cobalt disilicide. Such patterns can be
obtained by computer processing of the experimental
data presented in[22] for CoSi,(111). Thisprocedureis
based [27] on the experimental observation that when a
crystal is turned, the corresponding diffraction pattern
turns as a whole by the same angle. Therefore, if the
pattern due to CoSi,(111) is turned so as to bring an
(hkl O crystallographic direction to the center of the
screen (at zero polar angle), the diffraction pattern
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Fig. 2. Diffraction patterns of different CoSi, facets obtained by computer trestment of experimental data on CoSi5(111) for (a)
CoSi,(100) and (b) CoSi,(221). Pattern (c) was obtained by summing the patterns of four (221) domainsturned azimuthally relative

to one ancther by 90°.

observed will be that of the (hkl) face. The part of the
pattern which isabsent can befilled using the symmetry
elements of the (hkl) face by extrapolating the part of
the image thus obtained.

The relevant publications primarily discuss three
possible orientations of the CoSi, epitaxial layers
which correspond to the (100), (110), and (221) faces.
Only the CoSi,(100) face possessesthefourfold mirror-
rotational symmetry seen in the pattern of Fig. 1c. Fig-
ure 2a displaysthe diffraction pattern of thisface. Asis
obvious from a comparison of the patternsin Figs. 1c
and 2a, this pattern does not agree with the experiment;
hence, the film grown has another orientation. We aso
analyzed the possibility of the (110) orientation.
Because thisface is characterized by atwofold rotation
axis, the fourfold symmetry observed in the experiment
can be obtained if we accept the possibility of forma-
tion, on the (100) substrate facet, of two types of phys-
icaly equivaent (110) domains turned by 90° with
respect to one another [9] and add their diffraction pat-
terns. The pattern thus obtained was aso found to dis-
agree with experiment. This means that no CoSi,(110)
grains formin our case.

Now, we consider the third possible orientation of
the CoSi, layers. The diffraction pattern corresponding
to the (221) face is shown in Fig. 2b. It has the lowest
symmetry and possesses only one mirror-reflection
plane. Therefore, the observed fourfold symmetry of
this image can arise only if four types of physically
equivalent CoSi,(221) domains, turned azimuthally by
90° relative to one another, coexist on the substrate sur-
face. The net pattern obtained by superposition of the
contributions due to such domains is presented in
Fig. 2c. Wereadily seethat it almost coincides with the
experimental results (Fig. 1c). This implies that the
CoSi, film grown by us consists of grains whose (221)
planes are oriented parallel to the substrate surface. As
for the azimuthal orientation of these grains, a compar-
ison of the patterns shown in Figs. 1a and 2b suggests

PHYSICS OF THE SOLID STATE Vol. 44 No. 6

that the (110) planes of cobalt disilicide are parallel to
the silicon (110) planes.

The reason for the growth of CoSi,(221) grains on
Si(100) under reactive epitaxy can be readily under-
stood if we take into account the instability of the (100)
faceinthe course of silicide formation and the possibil-
ity of itsfaceting [10, 28]. Facet growth can be initiated
by intense mass transport of silicon occurring in the
course of cobalt disilicide formation at an elevated tem-
perature, which brings about rearrangement of the crys-
tal surface and faceting by the energetically preferable
(111) planes. Further deposition of cobalt onto the
Si(111) facetsresultsin epitaxial growth of CoSi(111)
domains, which have a B-type azimutha orientation
antiparallel to the substrate under the conditions of
reactive epitaxy [22]. The driving force of the process
is the formation of the most energetically favorable
CoSi,(111)/Si(111) interface. Because the growing
Co0Si,(111) domains are B-oriented, it is the (221)
planes that turn out to be parallel to the (100) planes of
the original substrate surface; this exactly is observed
experimentally. Thus, the observed growth of
Co0Si,(221) grainsisinitiated by the surface of the start-
ing silicon crystal becoming faceted by the (111) planes
in the course of the silicide formation. We note that the
CoSi,/Si interface forming in these conditions is not
plane and its roughness governs the relief of the grow-
ing film to a considerable extent.

Of particular importance for application purposes of
thin silicide films is the establishment of the region
withinwhich thesefilmsare thermally stable. It iswell-
known that high-temperature annealing of cobalt disili-
cide filmsresultsfirst in the formation of pinholes and,
thereafter, of CoSi, idands [14, 29]. We studied the
thermal destruction of a CoSi, layer on silicon using a
film obtained by depositing 40 ML of cobalt on the
crystal. To do this, the sample was subjected to stepped
anneals at increasing temperatures (up to T = 1200°C),
with diffraction patterns measured in between. These
patterns reveal ed noticeable changes. Figure 3 presents
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(b)

Fig. 3. Diffraction patterns of a cobalt disilicide film on silicon annealed to temperatures of (a) 1000 and (b) 1200°C.

patterns obtained after two such anneals. Computer
simulation was used to assist in interpreting the experi-
mental data. The measured patterns were compared
with cal culations obtained by summing up the patterns
due to CoSi,(221) islands and Si(100) pinholes under
variation of the statistical weights of the two contribu-
tions. The experimental data presented in Figs. 1a and
1c, respectively, were used as reference patterns of the
phases. The calculations were compared with experi-
ment values using reliability factors, aswas donein our
study of silicide formation on Si(111) [22].

As follows from our analysis, an increase in the
annealing temperature is indeed accompanied by a
change in the film morphology, with the substrate
becoming increasingly bare. In particular, after the
sample was annealed to 1000, 1120, and 1200°C, the
regions of the substrate free of the silicide were found
to occupy 8, 34, and 50% of its area, respectively. Bare
substrate regions were also observed in the case of the
films forming in the initial stages of reactive epitaxy.
For instance, after deposition of 10 ML of cobalt
(Fig. 1b), bare regions occupied about 10% of the sur-
face area, and after 10 ML more were deposited and the
sample was annealed to 600°C, their fraction decreased
to 4%.

Thus, application of the new structural method to
the investigation of cobalt disilicide formation on the
Si(100)—2 x 1) surface revealed that a film consisting
of CoSi,(221) grains turned azimuthally by 90° with
respect to one another grows on it under reactive epit-
axy performed at T = 350°C. This domain structure is
produced by the substrate surface being faceted by
(1112) planesin the course of the silicide formation. The
CoSi,(111) epitaxial layers growing on the (111) facets
are B-oriented, and this accountsfor the (221) planes of
cobalt disilicide becoming parallel to the substrate
plane. In theinitial stage of the process, the film is not
continuous, leaving about 10% of the surface area bare.
Preparation of continuous CoSi, films with a better
structure requires that after the cobalt deposition, the
sample be annealed additionally to higher tempera-
tures.
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Abstract—The formation of island structures in the course of deposition of weakly supersaturated aluminum
vaporsisinvestigated by transmission electron (TEM) and scanning electron (SEM) microscopies and electron
microdiffraction. The aluminum layers are prepared by dc magnetron sputtering in ahigh-purity Ar atmosphere.
The conditions of formation of statistically homogeneous nanocrystalline layers depend on the deposition tem-
perature and the partial pressures of Ar and reactive gases. The wetting angle between islands and the substrate
is calculated from the derived relationships as a function of the condensation temperature. © 2002 MAIK

“ Nauka/lInterperiodica” .

1. INTRODUCTION

The particular interest expressed by researchers in
island structures is associated with their unique electri-
cal properties. Nanocrystalline layers can be produced
using different techniques. It iswell known that, at the
early stage of vapor deposition of metals, the formation
of a condensate is accompanied by the formation of
island films in the form of alayer consisting of super-
critical nuclel [1-3]. Further vapor condensation leads
to the Ostwald ripening of islands and to the formation
of a channel structure and a continuous film. On this
basis, we consider three possible variants of the prepa-
ration of island structures. The first variant consists in
interrupting the technological process prior to the for-
mation of a channel structure.

The second variant is based on the suppression of
the Ostwald ripening and intergrowth of islands during
the deposition of metals in an atmosphere of reactive
gases(0O,, N,, CO,, etc.) [4]. However, this brings about
the formation of continuous getter films that are com-
posed of metalic crystals joined through interlayers of
oxides, nitrides, and other compounds. These structures
arereferred to as granular films[2].

Koropov et al. [5, 6] theoretically established that
the third variant of the formation of impurity-free
island structures can be accomplished through deposi-
tion of vapors with an extremely weak supersaturation.
Inthiscase, the growth of island structuresis associated
with the resorption of subcritical nuclei dueto diffusion
processes which encourage the formation of individual,
relatively large islands, because they exhibit a higher
degree of equilibrium. Therefore, the formation of
large-sized idland structures upon vapor condensation
can be treated as a qualitative criterion for weak super-
saturation of vapors.

The purpose of the present work isto investigate the
formation of nanocrystalline layers upon deposition of
aluminum vapors with a weak supersaturation. The
choice of aluminum as a model material for the forma-
tion of island structures is motivated by its relatively
low melting temperature at which vapor condensation
can proceed by the following mechanisms: vapor —
liquid phase — crystal [1] and vapor — crystal. In
turn, this extends the range of technological procedures
used for producing island structures.

2. EXPERIMENTAL TECHNIQUE

Experimentally, the growth of island structures is
impeded by the diffusion of adatoms, because low rates
of layer formation favor the interaction between the
condensate and reactive residual gases. For this reason,
a stationary aluminum vapor flux was produced by dc
magnetron sputtering in an atmosphere of argon sub-
jected to deep purification. The partial pressure of reac-
tive residual gases during the growth of island struc-
tures did not exceed 8 x 108 Pa, as was required.

The structure and phase composition of the conden-
sates were examined by scanning electron (SEM) and
transmission electron (TEM) microscopies and elec-
tron microdiffraction. The TEM investigation of the
structure was performed using layers deposited onto
KCI cleavages. Moreover, island structures were pre-
pared on glass-ceramic and glass substrates.

The mechanisms of nucleation and growth are gov-
erned primarily by technological parameters, such as
the pressure of aworking gas (for example, argon) Py,
the partial pressure of reactive residual gases P, the
condensation temperature T, and the growth rate of a
layer R.. Inturn, the parameters T, and R, determine the
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Fig. 1. Structure of an Al layer formed at T, ~ 500°C, Py ~ 8 x 108 Pa, and Py, = 9 Pa.

degree of vapor supersaturation, whereas a decrease in
the partial pressure P,, leads to an increase in the
energy of atoms at the instant of deposition [7, §].
Unlikethermal evaporation, ion sputtering brings about
the condensate nucleation at any weak supersaturation
of deposited vapors [7]. In other words, ion sputtering
provides extremely low rates R. and, thus, encourages
diffusion processes on the deposition surface. Accord-
ing to the classical theory of capillarity [9], the nucle-
ation rate is determined by the following relationship:

| = CPexp[(AGye —AGy —AG)/KT],

where AG, isthe free energy of acritical nucleus, AGg
isthe free activation energy of surface diffusion of ada
toms, AGg is the free activation energy of desorption,
P is the vapor pressure over the deposition surface at
temperature T, and C= 102 N1 s,

Consequently, the concentration of critical nuclel
increases with an increase in the adatom-substrate
bonding energy, a decrease in the diffusion rate, and
lowering of the deposition temperature. Undeniably, in
this situation, a continuous film can be formed even at
the early growth stage. In order to decrease the adatom—
substrate bonding energy upon ion sputtering, it is nec-
essary to decrease the energy of atoms at the instant of
condensation. For this reason, the experiments were
performed at minimum discharge voltages (~60-35 V)
and, if required, at sufficiently high pressures P,
(~9 Pa). With the aim of maintaining a stationary
growth rate R. in the range 0.03—-0.05 nm/s irrespective
of the partial pressure P,,, the power supplied to the
sputtering apparatus was made equal to 3 W.

3. RESULTS AND DISCUSSION

The structure of alayer formed at T, ~ 500°C, P, ~
8 x 108 Pa, and P,, = 9 Paisshownin Fig. 1. Sincethe
condensation temperature T, is higher than (2/3)T,,
(where T, isthe melting temperature of aluminum), the
condensate nucleation proceeds through the following
mechanism: vapor — liquid phase — crystal [1].
This is confirmed by the presence of bulk crystals and
the absence of any orienting effect of the KCI(001) sub-
strate (see the electron diffraction pattern in Fig. 1).
Thisvariant of the growth becomes possiblein the case
of aweak interaction between islands and the substrate;
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i.e,, when the wetting angle 8 is considerably larger
than 172.

A change in the condensation mechanism vapor —
liquid phase — crystal can occur for several reasons.
The main reason is a decrease in the condensation tem-
perature T, to 400-420°C without variations in the
aforementioned technological parameters. In this case,
the crossover to the nucleation mechanism vapor —»
crystal [1] is characterized by the following featuresin
the formation of the condensate structure.

(1) At the initial stage, islands predominantly grow
in the substrate plane so that the growth rate is propor-
tional to the area of the diffusion zone adjacent to the
islands. Consequently, prior to their intergrowth, the
islands are equally spaced (Fig. 2a), in contrast with the
structure shown in Fig. 1.

(2) Upon the crossover to the nucl eation mechanism
vapor — crystal, the wetting angle 6 decreases to at
least T/2. Asaresult, the KCI(001) substrate exhibits an
orienting effect, which leadsto the formation of astruc-
ture with preferred orientation, i.e., texture (see the
electron diffraction pattern in Fig. 2a).

(3) The growth of islands to the point where they
come into contact isaccompanied by the formation of a
layer that does not break into pieces after separation
from the substrate. The time it takes for thislayer to be
formed is referred to as the overgrowth time t,[6]. It is
worth noting that a decrease in the condensation tem-
perature T, from 500 to 400°C and the corresponding
change in the mechanism of the layer formation result
in an increase in the time t,from 20 to 110 min. More-
over, the deposition at T, = 400°C for 4 h does not lead
to the formation of a continuous crystalline layer
(Fig. 2b). Inthis case, the SEM dataindicate a substan-
tial increase in the island volume (Fig. 2c).

(4) A further decrease in the condensation tempera-
ture T, is attended by a gradual decrease in the over-
growth time t, and an enhancement in the tendency
toward the formation of a nearly continuous crystaline
layer. For example, an increase in the rate of crystal
growth in the substrate plane at relatively low tempera-
tures T, (~120°C) resultsin the formation of a continu-
ous crystalline layer within 6-8 min after the onset of
permanent deposition (Fig. 3). Moreover, the orienting
effect of the KCI(001) substrate becomes more pro-
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Fig. 2. Structures of Al layers formed upon condensation through the nuclestion mechanism vapor — crystal at (a) T, ~ 400—
420°C, Py~ 8x 1078 Pa, and Py, = 9 Paand (b) T, = 400°C, Py ~ 8 x 1078 Pa, and Pa, = 9 Pafor 4 h. (c) SEM image of the surface

of anAl island film.

Fig. 3. Structure of an Al film prepared at T, ~ 120°C (the time of continuous deposition is 6-8 min).

nounced and brings about the formation of a texture
with the relationship Al(001) || KCI(001); in this case,
some islands are rotated in the azimuthal plane through
an angle of 174 with respect to the principal direction of
growth (see the electron diffraction pattern in Fig. 3).
We did not reveal a crossover from the Volmer—\Weber
mechanism of condensation to the Stranski—Krastanov
mechanism with a decrease in the condensation tem-
perature T..
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For the above experiments, the overgrowth time t,

can be estimated by ignoring the evaporation of ada-
toms from the substrate (under the condition tg — oo,
where 1. isthelifetime of adatoms prior to evaporation)
and atoms from theisland surface. For this purpose, we
will use the notion of a domain of island influence
whose radius is designated as R, [5]. If the reevapora-
tion is insignificant (1 — ), the radius R, can be
determined from the following condition: all the atoms
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R

Fig. 4. Anidand in the form of a spherical segment with a
wetting angle 6 < 172.

Fig. 5. Anidand in the form of a spherical segment with a
wetting angle 6 > 172.

introduced by an external source into the domain of
influence of a particular island are adsorbed by it.
Hence, the total flux | (s?) of atoms caught in this
island can be calculated from the relationship

| = TR3K, 1)

where K isthe flux of atoms condensed on the substrate
(m?sY), Ry = Ry(R), and Ris the radius of the island
base.

Therate of changeintheisland volumeV isgiven by

dv _

where w is the volume occupied by an atom in the
island. For islands in the form of a spherical segment
(Figs. 4, 5), we have

T2 —3c0s6 + cos 6
3 sin’@

The rate dV/dt is related to the rate of change in the
radius R of the island base through the expression

av >dR
i = 3kR ar 3

V=KR3; K =
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From relationships (1)—(3), we obtain the equation

3K Rzgd—l? = IRGKw,

in which the variables R and t can be separated as fol-
lows:
3kR*dR

dt = .
IR KW

(4)

In order to estimate tyat 8 < 172, we integrate Eq. (4)
with respect to thetimet from O tot, and over theradius

Rfrom R (R isthe mean radius of theisland base at the
instant t = 0) to Ry(R). When integrating, we take into

account that the quantity Rg weakly (logarithmically)
depends on R and, to a first approximation, can be

treated as a constant [5]. Then, we obtain
ty Ry(R)

3K
J'dt = I RAdR, (5)

from whence it follows that

o =

Rok
1

N,

(where N; istheisland density) [5] and by assuming that
R3(R) > R’, wefinaly derive the relationship
KRy(R) K

th, = = . 6
7 Ko /TN Kw ©

Making alowance for the fact that R(R) =

At 8 =112, we have
t = ;
° 3./TIN; Ko
If 6 > 172 (Fig. 5), relationship (5) takes the form

to R,(R)sinb

3k
J’dt-nRoKw J’ R°dR,

because, in this case, the condition of joining islands
(the overgrowth of the substrate with islands) is defined

by the expression R(ty)/sind = Ry(R). As a result, we
have

o =

0-—
ROK (RI(R)sin’8-R’).
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Under the assumption that RY(R)sin®® > R’, we
obtain
. - KR(R)SN'® _ ksin'd 0
° KW /TN, Kw

Here, the multiplier ksin®0 = K, is determined by the
formula

K, = g(2—3cose + cosse).

The flux K can be estimated from the film growth rate:
K =2 x 10"® m2 s, By using relationships (6) or (7)
and the experimental values of tyand N;, the angle 6 can
be easily determined by a graphical method. Figure 6
depicts the obtained dependence 6(T,), which confirms
the aforementioned regularities in the formation of
island structures.

The crossover of the condensate nucleation mech-
anism (vapor — liquid phase — crystal) can also
be caused by a decrease in the partial pressure P,, to
3-0.8 Pa (at T, = 500°C and P, = 8 x 107 Pa). This
decrease in the pressure P,, favors the formation of the
amorphous phase at the stage of condensate nucleation.
The mechanism of nucleation of an amorphous phase
was considered in our recent works[8, 10]. It was dem-
onstrated that the nucleation of an amorphous phaseis
governed primarily by high energies of atoms at the
instant of their deposition and depends on the impuri-
ties adsorbed on the substrate surface. An increase in
the thickness of the continuous amorphous film
(approximately to 3-5 nm) leads to an increase in the
degree of its nonequilibrium. In turn, this brings about
the formation of crystal inclusions on the film surface
(Fig. 7a). It should be noted that these crystals grow only
inthe course of aluminum vapor deposition. The conden-
sation mechanism vapor — amorphous phase —
crystal substantially affects the shape and size of the
islands and the texture of their growth. Indeed, unlike
the island structures growing through the mechanism
vapor — liquid phase — crystal, thin crystals (up to
10 nm thick) grow on the amorphous phaseevenat T =
500°C. Consequently, the formation of a continuous
crystalline layer occurs within 7—10 min after the onset
of permanent deposition. Note that, prior to the forma-
tion of the continuous crystalline layer, intercrystaline
regions are filled with the binding amorphous phase.
Analysis of the bright-field (Fig. 7b) and dark-field
(Fig. 7c) images indicates that the contrast observed in
the intercrystalline regions stems from diffuse electron
scattering. This is the reason why the intercrystaline
regions in dark-field images are universaly darkened.
At the same time, examinations of dark-field images
and microdiffraction investigations demonstrate that
the same texture is formed only in local regions of the
layer. This can be associated with a misorienting effect
of the amorphous interlayers.
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Fig. 6. Dependence 6(T.).

An increase in the partial pressure Py to 10° Pa
(Par ~ 7-9 Paand T, = 500°C) results in the formation
of granular films within 30 min after the onset of per-
manent deposition (Fig. 8a). In this case, the electron
diffraction patterns contain additional diffraction max-
ima attributed to the impurity phase and the intensity
ratios of the diffraction lines change significantly. It can
be assumed that the microstructure shown in Fig. 8a
contains dark spherical aluminum inclusions sur-
rounded by the binding impurity phase. The inference
regarding the formation of granular films is confirmed
to some extent by the SEM investigation (Fig. 8b). In
actual fact, the contrast observed in the SEM images
stems from phase inhomogeneities of the condensate.
Brighter regions correspond to the reflection of elec-
trons from denser aluminum inclusions, and the dark
background surrounding the inclusions is formed
through weaker reflections from the impurity phase.

The mechanisms responsible for the structure for-
mation of idland films can be conveniently interpreted
in terms of the energies of bonding between an adatom
and the substrate surface (E), an adatom and the amor-
phous phase (E,), and an adatom and the crystal (E.).
It can be assumed that al uminum vapor deposition onto
glass, glass-ceramic, and KCl substrates satisfies the
following inequality: E; < E, < E,. It isreasonable that
therma accommodation of atoms deposited onto the
surface proceeds more efficiently at high bonding ener-
gies. On the other hand, low energies of bonding
between adatoms and the deposition surface encourage
their reevaporation and migration. The inequality Eg <
E, aso accountsfor the crossover from the bulk growth
to the surface growth of crystals upon formation of the
amorphous phase (Figs. 1, 7b). The diffusion Ostwald
ripening and intergrowth of islands are efficiently sup-
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Fig. 7. Structures of Al layersformed at T, = 500°C, Py = 8 x 107 Pa, and P, = 3-0.8 Pa: (a) initial stage of crystal nucleation on
the surface of the amorphous phase, (b) bright-field image of the structure, and (c) dark-field image of the structure.

Fig. 8. (a) Microstructure of an Al granular film prepared at T, = 500°C, Py = 1078 Pa, and Par ~ 7-9 Pa (the deposition time is
30 min) and (b) SEM image of the Al granular film.
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pressed in the case when the diffusion flux of adatoms
from the intercrystalline region onto the crystal and the
flux of atoms reevaporated from the intercrystaline
region add up to the flux of atoms deposited onto the
same intercrystalline region. However, in this situation,
at T, < 420°C, the crystals should grow in the substrate
plane, which must necessarily result in the formation of
acontinuous crystalline layer. The tendency toward the
formation of thislayer can be considerably depressedin
the case when the energy of bonding between the atoms
and the lateral face of the crystal islessthan the energy
of bonding between the atoms and the crystal surface
oriented nearly paralel to the front of the deposited
flux. This ratio of the bonding energies can actualy
hold, because, according to experimental data [4], the
lateral faces of crystals are usually enriched with impu-
rities. Most likely, thisisthe reason why theincreasein
theisland volume rather than the formation of a contin-
uous crystalline layer is observed even after aluminum
deposition for 4 h (Fig. 2c).

It isknown that, in the course of magnetron sputter-
ing, the condensation surfaceisirradiated by a second-
ary-electron flux [11], thusincreasing the condensation
temperature T.. Therefore, the thermal conductivity of
the substrate material also playsan important roleinthe
formation of island structures. Since the thermal con-
ductivity of the glass is less than those of the glass-
ceramic and KCI substrates, the growth of statistically
homogeneous island structures on the glass substrateis
more pronounced. In particular, it is revealed that the
growth of island structures on the glass substrate is
accompanied by a change in the layer color from blue
to pink and then to white. Thisregularity of the change
in color is explained by the corresponding increase in
the degree of periodicity of the statistically homoge-
neous island structure on which the diffraction of light
occurs. The change in color to white is observed upon
disturbance of this periodicity due to the intergrowth of
some islands. Note that the change in color and its
brightness upon condensation on the KCI and glass-
ceramic substrates are less pronounced.

4. CONCLUSIONS
The results obtained in thiswork allowed usto make
the following inferences.

(1) The deposition of weakly supersaturated alumi-
num vapors does not result in the classical variant of the
formation of a channel structure through island inter-
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growth followed by a high-rate overgrowth of channels
with the formation of bridges[7].

(2) Theresults of calculations of the wetting angle ©
between islands and the substrate on the basis of the
theoretical concepts advanced in this work are quite
consistent with the physics of processes responsible for
the formation of island structures.

(3) The condensation of weakly supersaturated
vapors can be used to control technological processes
of producing nanocrystalline layers with a specified
structure by varying the parameters Py, P, and T...
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Abstract—Therelative contents of short and long conjugated chainsin ethylene—acetylene copolymers (EAC)
aredetermined by varying the lasing wavelength, aswas done earlier for pure poly(acetylene). The Raman spec-
tra of the copolymer samples doped with iodine contain the bands attributed to the iodine polyions 15 and ..
Unlike poly(acetylene), the ethylene—acetylene copolymer is characterized by the Raman spectrain which the
intensities of the bands assigned to the |5 polyions are higher than those of the |; polyions even at low degrees
of doping. The structural features responsible for this difference are discussed. © 2002 MAIK “ Nauka/Inter pe-

riodica” .

1. INTRODUCTION

Among the polymers with conjugated chains,
poly(acetylene) (PA) possesses the highest conductiv-
ity (up to 10° Q* cm™) comparable to theoretical esti-
mates [1, 2]. However, poly(acetylene) is highly sus-
ceptible to oxidative destruction in air and, conse-
guently, has not found practical application. According
to Pochan [3], the oxidation is initiated by molecular
defects formed in the course of synthesis and (or) cis—
transisomerization of the synthesis products upon heat
treatment.

Over the last decade, considerable efforts have been
made to search for methods of improving synthesis pro-
cedures [1, 2]. This has allowed one to decrease sub-
stantially the concentration of molecular defects (and,
hence, to increase the conductivity). However, the oxi-
dation resistance of the high-conductivity PA samples
thus far synthesized remains extremely low.

It has been found that theintroduction of sufficiently
flexible poly(ethylene) (PE) spacers into PA molecules
through the synthesis of ethylene—acetylene block
copolymers (EAC) is an effective method of increasing
the oxidation resistance of poly(acetylene) [4, 5].
Nascent EAC powders can be kept in air over many
years without indications of destruction. Earlier [6], we
revealed that doping of copolymerswithiodineleadsto
a substantial increase in dc conductivity. However, the
maximum conductivity achievedin EAC isestimated to
beo <102 Q' cm™[7], whichis seven orders of mag-
nitude less than the maximum conductivity of PA [1, 2].

It can be assumed that such an essential difference is
associated with appreciable differences in both the
length and the length distribution of macromolecular
fragments with conjugated bondsin PA and EAC.

However, our investigations with the use of resonant
Raman scattering have reveaed that the size distribu-
tion of conjugated regions in EAC is similar to that
observed in PA synthesized by a conventional method
[8l.

It is known that ethylene-acetylene copolymers
contain conjugated chains tens and hundreds of ang-
stroms in length. These chains are separated from one
another by extended dielectric PE regions. In this
respect, it is of interest to elucidate whether the low
conductivity of EAC is associated with an insufficient
percolation of conducting regions or the doping of the
copolymer occurs through a mechanism differing from
that observed in PA.

Resonant Raman scattering investigations have
demonstrated that, upon doping of PA with iodine,
charge-transfer complexes of the I; and I types are
formed in conjugated fragments. These complexes are
responsible for the generation of free charge carriersin
the conjugated chains and conduction in PA in electric
fields. According to the results obtained in [9-12], the
relative content of these complexes depends on the
molar concentration of introduced iodine and the
degree of orientation of PA samples. Wang et al. [12]
showed that the concentration of the I3 complexes in
oriented high-conductivity PA samplesis one order of
magnitude higher than that of the I complexes. More-
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over, the doping of PA samples leadsto a considerable
change in the distribution of conjugated regions over
the length toward an increase in the percentage of short
fragments[13].

To the best of our knowledge, the specific features of
the doping mechanism in EAC have never been ana-
lyzed. In this respect, the main objective of the present
work was to perform this investigation.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

The experiments were carried out using unoriented
copolymer films 100-150 um thick. The films were
prepared by pressing powders at room temperature. The
content of double bonds in the copolymer was deter-
mined by the ozonization technique and was estimated
at 20 mol %. The iodine diffusion was performed at a
temperature of 25°C either from agas phase or from an
iodine solution in heptane. After doping, the samples
were placed in an evacuated tube in order to removethe
iodine which was not incorporated into the charge-
transfer complexes. The molar concentration y of
iodine in the copolymer samples was calculated from
the relative increment of the mass of the studied sample
[(m—=my)/my] according to the formula

m-my1Mcy

y = 1

m, nM,’

where M, is the molecular mass of iodine, My is the
molecular mass of the acetylene unit (CH), my is the
mass of the sample prior to diffusion, mis the mass of
the sample after diffusion, and n is the fraction of the
acetylene moiety in the mass of the copolymer.

The Raman spectrawere recorded on a SPEX |ndus-
tries spectrometer with holographic gratings at alinear
ruling density of 1800 mm at room temperaturein air.
The measurements were performed with radiation at
wavelengths A = 632.8 nm (helium—neon laser) and
AL = 476.5, 488.0, and 514.5 nm (argon laser). The
power of alight beam incident on the sample did not
exceed 20 mW. The diameter of an illuminated spot on
the sample was approximately equal to 100 um. The
backscattered light in a 180° scattering geometry was
recorded using an electronic signal-processing circuit
based on a PC486DX compuiter.

3. RESULTS AND DISCUSSION

Figure 1 shows the overall Raman spectra of the
undoped and doped copolymer samples.

According to the analysis performed in our recent
work [8], al the intense bands observed in the Raman
spectrum of the copolymer are assigned to the conju-
gated PA fragments in a trans conformation. The band
at 1085 cm is associated with amixing of the stretch-
ing vibrations of the single C—C and C-H bonds. The
band in the range of 1470 cm™ is attributed to the
stretching vibrations of the double C=C bonds in trans
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Fig. 1. Raman spectra of (1) undoped and (2) iodine-doped
(y=0.16) EAC samplesat A| = 632.8 nm.
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Fig. 2. Profiles of the fundamental bands in the Raman
spectraof EAC at different lasing wavelengths A| (nm): (1)
632.8, (2) 514.5, and (3) 476.5.

chains. A broader band centered at about 2170 cm
corresponds to the overtone of the band at 1085 cm™,
and the band at about 2550 cm! results from a mixing
of vibrations at frequencies of 1085 and 1470 cm™.

Earlier [13-15], it was demonstrated that the consid-
erable half-width and asymmetry of the bands at about
1100 and 1500 cm are due to a superposition of a set
of elementary resonant Raman bands whose frequen-
cies are close to one another and depend on the length
of conjugated chains.

As is known [13-15], the incident light in the red
lasing wavelength range (A, > 600 nm), for the most
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Sizes of conjugated regions in undoped and doped ethylene—acetylene block copolymer samples

Band in the range of 1100 cm Band in the range of 1500 cm™
X | dzeof the conjugated S | dzeof the conjugated
2 g region Ne—c 2 g region Ne—c
TS TS
A T S g _ v 25 —
el B % |e5F | E|_E| 5| % |g5F| | E
8g < f;’% esE& | 8xE o2 < f>% 255 | 85€C
goo | § |SEY |22 |23 |gzkP | § |SEY|22% | 2:2%
553 | £ |Szg |SBZ |8%f | o583 | = |SEg |EEs |BEs
8o 5 = 8%% So8 | 8328 825 5 85= Sod | 80
F=ReNs! < =T.E LE=Re 8<SoT =00 < =T .E 8<SS 8o
Undoped sample

632.8 | 1080.25 15.46 23.25 28 47 1471.0 8.2 22.8 26 40

1087.0 18.55 20.04 24 34 1474.7 14.7 13 25 33

1096.6 17.04 28.93 21 24 1476.2 7.9 313 24 32

1100.84 24.22 9.21 20 21 1479.4 14.2 10.1 22 26

1114.62 24.75 0.11 17 15 1482.2 10.8 29.5 215 25

1145.72 7.67 0.52 — - 1497.5 24.5 475 16 15

1162.76 18.4 0.29 — — 1514.8 12.1 0.21 15 12

476.5 | 1080.55 12.5 7.25 27 46 1474.2 11.5 16.9 25 35

1087.44 12.2 6.12 23 33 1480.7 10.9 18.6 2 26

1095.4 22.0 26.9 20 25 1487.6 11.7 17.8 19 21

1105.85 199 275 19 17 1494.9 13.0 18.3 18 17

1113.42 15.1 9.5 17 13 1502.9 7.0 4.6 17 15

1120.1 15.8 14.0 16 10 1507.0 7.6 4.5 16.5 13

1129.0 18.3 8.65 15 - 1513.1 17.0 10.9 16.0 —

1170.55 7.6 0.15 - — 1527.8 20.0 8.44 13 -

488.0 | 1080.84 13.32 9.7 26 45 1473.3 9.9 9.7 25 36

1087.23 12.35 10.0 23 32 1478.9 11.7 204 23 28

1095.23 17.72 22.0 20 25 1486.4 13.7 27.4 20 21

1105.54 18.75 28.0 19 18 1494.4 12.0 105 19 17

1111.21 16.83 11.1 18 15 1500.5 15.0 9.8 18 15

1119.22 14.71 12.3 16 13 1500.2 18.8 105 17 13

1130.0 16.59 59 145 10 1521.9 25.8 10.5 15 10

1170.0 14.45 11 — — 1563.1 28.7 11 — —

Doped sample (y = 0.016)

488.0 | 1079.23 16.6 5.8 27 50 1475.4 10.8 9.2 24 32

1086.5 14.6 4.2 24 35 1481.8 12.8 10.2 22 25

1994.5 19.2 18.9 21 25 1487.0 9.8 54 20 20

1105.6 17.2 18.0 19 18 1496.0 21.2 33.2 18 16

1115.0 17.6 17.2 17 15 1504.6 8.0 2.6 17 15

1122.6 16.8 14.8 16 12 1513.6 214 22.8 16 12

1129.5 16.2 15.6 15 10 1523.5 12.4 2.9 15 10

1141.0 204 54 - - 1531.7 284 13.7 14 8
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part, resonantly excites long chains, whereas short
chains, in this case, are excited nonresonantly; i.e., the
intensity of the corresponding bands in the Raman spec-
trum is underestimated out of proportion. By contrast,
the incident light at shorter wavelengths (A, = 350 nm)
gives rise primarily to resonant excitation of short
chains involving only afew double C=C bonds.

The profiles of the fundamental Raman bands at dif-
ferent lasing wavelengths are depicted in Figs. 2a and
2b. As can be seen, the expected effect of the wave-
length A, most clearly manifestsitself in the scattering
range corresponding to short conjugated chains. This
effect can be determined quantitatively from the data
(see table) obtained by computer decomposition of the
complex Raman band profiles at frequencies of 1100
and 1500 cm with the use of the standard Pick fit pro-
gram (by analogy with the decomposition performed
earlier in[8]).

Itisseen from Fig. 1 that the doping leadsto adras-
tic decrease in the intensity of all the observed bands.
Thisisespecially pronounced for the bandsat 2170 and
2550 cm, which become almost indistinguishable
even at y = 0.16. Asregards the fundamental bands, the
intensity of the band at about 1470 cm decreases more
steeply compared to that of the band at 1085 cm™. In
our opinion, this result is quite reasonable because the
charge-transfer complexes formed in the vicinity of the
double bonds should bring about considerable distor-
tions of local vibrations near these bonds.

The profiles of the fundamental bands (normalized to
the same intensity of the band at a maximum) in the
Raman spectra of the undoped and doped copolymer
samples at the lasing wavelength A, = 488.0 nm are dis-
played in Figs. 3a and 3b. The actua intensity ratio of
these bandsisillustrated in Fig. 3c. As can be seen from
Fig. 3, the doping results in a significant asymmetrical
change in the shape of the bands at about 1100 and
1500 cmr! due to a sharp decrease in the scattering inten-
sity in the wavel ength range corresponding to the longest
chains. This effect is caused by the separation of long
chains into shorter fragments during the formation of
charge-transfer complexes upon doping [13-15].

Theresults of computer spectral decomposition (see
table) clearly demonstrate that, upon doping, the frac-
tion of short conjugated fragments considerably
increases compared to that of longer fragments.

Thus, analysis of the fundamental Raman bands
attributed to the conjugated PA fragments in EAC
shows that the regularities observed in changes of these
fragments upon doping are similar to those found for
PA [13-15].

It should be noted that the type of charge-transfer
complexes formed upon iodination of conjugated chains
can also be determined by Raman spectroscopy. Thefor-
mation of different complexes was first observed in
methanol solutions of iodine and in a number of com-
pounds (with a known chemical structure) containing

iodine polyions of specific types: I3, Is, |7, |§—, etc.
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Fig. 3. Profiles of the fundamental bands in the Raman
spectra of (1) undoped and (2) iodine-doped (y = 0.016)
EAC samples at A| = 488.0 nm. (a b) The bands of the
undoped and doped samples are normalized to the same
intensity of the band at amaximum. (c) The bandsiillustrat-
ing the actual intensity ratio for the undoped and doped
samples.

[18, 19]. Inthe simplest case, the structure of these poly-

ionsis considered a combination of 1-, 1, and I3 ions.

For each type of ions, there are particular frequenciesin
the Raman spectra upon excitation at lasing wave-
lengthsin the visible spectral range. lons I~ do not man-
ifest themselves in the Raman spectra but can be
revealed by 12°| M 6sshauer spectroscopy [20].

In the Raman spectra of iodine solutions, molecules
I, can be identified from the broad band which is
observed at about 209 cm™ and assigned to the stretch-
ing vibrations of iodine molecules[19]. The polyions |,
and |5 are most frequently formed upon doping of con-
jugated polymers. Asfollows from the cal cul ations per-
formed by Marks and Kalina[19], the Raman spectrum
of the |5 polyion substantially depends on its geometric
structure. In the case when the ion has a symmetric lin-
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ear shape, the Raman spectrum, according to the selec-
tion rules, should exhibit only one active polarized
mode at the frequency v, = 118 cm™, which corre-
sponds to the symmetric stretching vibrationsinvolving
the motion of only terminal atoms with respect to the
central atom. The in-phase composition of the stretch-
ing vibrations of two iodine atoms |-l in the I35 ion
resultsin the band at 118 cm™.

The other two modes at frequencies v = 145 cm™
(asymmetric vibrations involving the motion of the
central atom) and v, = 69 cm (bending vibrations) are
active only in the IR spectrum. However, if the symme-
try of the polyion structureisviolated (for example, due
to the difference in the distances between terminal
atoms and the central atom or the deviation of the ion
structure from the linear geometry), the v, and v,
modes can manifest themselvesin the Raman spectrum
due to the violation of the selection rules. This would
indicate that the geometry of the I; polyion had
changed in response to force fields induced by sur-
rounding atoms or molecules. The high lability of the I3
structure can be explained by the fact that the halogen—
halogen bonds in the iodine polyion are substantially
weakened as the result of an appreciable increase (by
0.2 A) in theinteratomic distances. In this case, the ten-
sile force constants are less than one-half the corre-
sponding constant for the |, molecule [21]. Conse-
quently, the location of the central atom can easily
change under the action of sufficiently weak forces
induced, for example, by neighboring molecules or
chemical and conformational defects. This feature per-
mits the polyions to be readily incorporated into
paracrystal lattices formed by conjugated macromole-
cules. In the case when the |5 ions are distributed in a
nonrandom manner but form alinear regular chain (this
situation can occur in well-oriented PA samples [22,
23]), the Raman spectrum contains a very intense
(dlightly shifted in frequency) band at v, = 110 cm™.
This band is accompanied by a clearly defined progres-
sion of overtones up to the ninth overtone. For asymmet-
ric I3 ions, an intense band at v; = 150 cm™ can be
observed in addition to theintense band at v, = 105 cm™.
The aforementioned frequencies v, for the |5 polyions
vary significantly (from 118 to 105 cm™) for different
compounds and PA in the works of different authors
[18, 19]. This implies that, in the studied compounds,
the distances between iodine atoms should differ
noticeably. Asis known, adecrease in the v, frequency
suggests an increase in the halogen-halogen distance.
As was noted above, this seems to be quite reasonable
because the interatomic distances in the polyions can
readily change as the result of an appreciable decrease
in the force constants.

In the case of the I polyion, there exists a large
number of geometric structures, including a symmetric
linear chain, a chain symmetrically bent with respect to
the central atom, and a zigzag chain. It has been shown
that the low-frequency Raman spectrum is very sensi-
tive to the configuration of the I ; polyion. Note that the
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I ; polyion can betreated both asthe combination |, + 14
and as the combination of the I~ ion with two symmet-
rically added units |,. For a symmetric linear chain of
the type I-d-—-, the resonant Raman spectrum
exhibits an intense band at v = 160 cm™. Thisband is
attributed to the |- valence transition and is most fre-
guently observed upon doping of conjugated polymers.
As regards the 1,1, chain, the symmetric stretching
vibrations can be responsible for the appearance of a
weak band at 107 cmr™.

For the other combination (I, + I3), the changes in
the interatomic distances in the I, units result in the
appearance of the band at v = 185 cm instead of the
band at 209 cm [19].

For the I 5 polyionswith symmetrically bent and zig-
zag geometries, the Raman spectra exhibit amore com-
plex structure. These spectra are presented in [19].

It is quite reasonable that linear polyions of the I
and | types are most stable. These are singly charged
ions whose stability and size are important factors.

Upon heating of iodine-doped PA, the charge-trans-
fer complexes |5 and |; decompose to form the | ions.
These processes were observed by mass spectrometry
in the course of temperature measurements. The forma-
tion of the I, ions was judged from the appearance of
broad peaks in the mass spectra with variations in the
temperature [24]. The intensity and location of these
peaks depend on the degree of doping. Aty =0.07, only
one peak is observed at atemperature of 70°C. For this
concentration of iodine in PA, the Raman scattering
data indicate the occurrence of only the |5 ions, which,
most likely, arethermally stableupto 70°C. Aty =0.22,
the mass spectra exhibit two peaks: thefirst peak at T =
50°C and the second (more intense) peak at T = 100°C.
By comparing these findings with the Raman scattering
data, Saalfeld et al. [24] attributed the low-temperature
peak to the formation of I, upon decomposition of the
Iz complexes and assigned the high-temperature peak
to the decomposition of the I; complexes. From the
foregoing it follows that, upon the formation of chains
from the 15 and |5 anions, the stability of the I3 anions
increases by 20-30 K. The predominant formation of
these polyanions upon doping of partly crystalline con-
jugated polymers should be expected for the following
reasons. In PA crystals, linear segments of macromole-
cules are separated by channelswhosewallsareformed
by hydrogen atoms of the CH groups. These channels
can involve molecules |,. Coppens [18] proved that the
potential of the covaent interaction between hydrogen
and iodine atoms hasaminimum at r = 3.36 A; hence,
the diameter of the channels should be no less than
6-7 A. Itisevident that channels of similar sizesshould
encourage the predominant formation of linear iodine
polyions.

Among the currently known polyanions of iodine, the
I3 polyion hasthelargest constant of formation, whichis
almost two orders of magnitude greater than that for the
I polyion [19]. This accounts for the predominant for-
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mation of 15 polyionsupon doping of PA, which hasbeen
observed by many authors [9-15, 18-25].

From the aforesaid it is clear that a similar analysis
of the low-frequency Raman spectra can provide reli-
able and valuable information regarding the specific
features of the doping of conducting polymers and the
real structure of iodine polyanions.

Figure 4 displays the Raman spectra of lightly doped
(y = 0.04) EAC samples in the range Av < 200 cm?,
which we obtained upon excitation with red laser light
(A, =632.8 nm). For theiodine-doped sampl e, the spec-
trum exhibits two rather broad (with a half-width of
approximately 20 cm), well-pronounced bands with
maximanear 107 and 157 cm. According to the afore-
mentioned data available in the literature, we can state
that, upon doping of EAC, charge-transfer complexes
of two types, namely, |; and |5, areformed in poly(acet-
ylene) fragments, as was observed earlier for pure
poly(acetylene). At the same time, the doping kinetics
in the copolymer differsin that the concentration of |5
anions is three or four times higher than that of I3
anions even at initial low degrees of doping (y < 0.04,
Fig. 4). With afurther increase in the degree of doping,
the intensity of the band associated with the |5 anions
becomes progressively higher than that of the band
attributed to the I; anions. As a consequence, the latter
band completely disappears at y = 0.2-0.3. However,
the authors of all published works dealing with the dop-
ing of PA have argued that, at the early stages of dop-
ing, either only the band of the |5 anionsis observed in
the spectrum or the intensity of the band attributed to
the I anions always exceeds the intensity of the band
assigned to the |5 anions. The intensities of these bands
level off at y = 0.25, and the band of the I ; anions begins
to dominate over the band of the I; anions only at
higher (limiting) iodine concentrations. In the spectra
of high-conductivity oriented poly(ethylene) samples
with different degrees of extension, the band of the I
anions invariably dominates over the band of the Ig
anions even at the highest degrees of doping [12]. Fur-
thermore, at the maximum extension (L/L, = 8), the
spectracontain only the band at v = 107 cm 2, which cor-
responds to the I; complex. The highest conductivity
observed in these samples was attributed by Wang et al.
[12] not only to the absence of the |5 polyions but also
to the formation of a specific linear lattice composed of
I3 polyanions and aligned along the direction of macro-
molecule orientation. Similar conclusions were drawn
in[26].

The formation of particular complexes with an
increase in the degree of doping can be represented in
the form of a dynamic equilibrium according to the
scheme

(CH), 2~ (CH)yl5 <2~ (CH);l5. )

It is clear that the larger the amount of iodine I, intro-
duced into a polymer, the greater the shift of the equi-
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Fig. 4. Raman spectra of (1) undoped and (2) iodine-doped
(y = 0.04) EAC samples in the short-wavelength range at
AL =632.8 nm.

librium toward theright. And vice versa, the removal of
I, leads to the shift of the equilibrium toward the left.
We believed that the specific features in the supramo-
lecular structure of polymers should substantially affect
the character and the rate of diffusion into PA crystals.

As is known [1, 2], high conductivities have been
achieved upon doping of specially synthesized low-
defect PA samples with an increased content of long
conjugated chains. Electron microscopic and diffrac-
tion investigations have revealed that these samples
contain more perfect and extended PA microfibrils[26,
27]. Furthermore, these samples can be oriented to
higher degrees of extension. Thisresultsin avery close
packing of microfibrils with respect to each other and a
considerable decreasein the porosity of the samples. In
our opinion, al the aforementioned factors hinder the
diffusion of |, inside thefibrilsinto the crystal lattice of
PA and bring about the predominant formation of I3
anions and, also, column structures composed of these
anions. By contragt, if the PA crystalshave amoreloose
structure and are surrounded by a free volume, the
amount of penetrating iodine I, can be appreciably
larger, which resultsin a shift of reaction (2) toward the
right.

This mechanism is confirmed by the x-ray photo-
electron spectroscopic data obtained by Ikemoto et al.
[28], who showed that only the surface layers of PA
fibrils are doped at the initial stages (y < 0.05) and then
dopants are more homogeneously distributed over the
bulk of the sample.

Note that, in this case, a substantial amount of
iodine in the surface region isin a weakly bound state
and can be readily removed by evacuation.

It is significant that the I / |5 ratio for the surface
layersin PA (determined from the x-ray spectroscopic
data) proves to be considerably larger than the 15 / I3
ratio averaged over the sample thickness (obtained
from the Raman spectroscopic data) [28].

We believe that the specific structure of EAC favors
the diffusion of iodine into crystalline regions of PA
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Fig. 5. Linear sizesof the I and I polyions and their com-
binations according to x-ray diffraction data [23].

fragments. In our earlier works [6-8], we made the
inference that, in the structure of copolymers, well-
ordered (from the standpoint of x-ray diffraction) PA
crystalline grains involving extended conjugated
regions alternate with crystalline grains consisting of
PE trans chains. The size of crystalline grains of both
types is estimated at 100 A [6]. Moreover, the copoly-
mers involve rather narrow, strongly defective layers
between crystalline grains of both types. These inter-
layers accumulate conformational, disclination, and
chemical defects, including isolated double bonds and
short conjugated chains. It can be assumed that a more
loose (compared to crystalline grains) structure of these
interlayers facilitates access for iodine to end faces of
crystalline grains composed of conjugated chains,
which is unexpected for PA.

Furthermore, our x-ray structural investigations
demonstrated that the crystalline grains of poly(acety-
lene) in copolymers are less perfect than those in pure
poly(acetylene).

Thus, the above arguments and easier diffusion indi-
catethat equilibrium (2) for the copolymer should more
readily shift toward theright. Asaresult, the concentra-
tion of |5 anions exceeds the concentration of 15 anions.
This can also mean that the actual local degrees of dop-
ing y can be higher than those determined from the
increment of the sample mass due to the diffusion.

Anaysis of the data availablein the literature shows
that an increased concentration of |5 anions as com-
pared to that of |5 anions is an undesirable factor as
regards the possibility of achieving high conductivities
[9-12, 16-26]. First and foremost, making allowance
for the actual geometric sizes obtained by the diffrac-
tion methods for these singly charged anions and their
combinations (Fig. 5) [23], it becomes evident that dif-
ferent numbers of free carriers are generated in conju-
gated chains with the same length upon doping. It is
easy to determine that the generated charge has the
highest density per unit length of the conjugated region
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(0.131 e/A) for a one-dimensional lattice of |, anions
and the lowest density (0.073 €/A) for a one-dimen-
siona lattice of I anions. The intermediate densities
should be observed for combinations of the I5lsl;
(0.099 e/A) and 151515 (0.082 e/A) types. The former
combination is most frequently encountered in PA
(according to x-ray diffraction and Raman spectros-
copy). Judging from the intensity ratio of the low-fre-
guency bands in the Raman spectrum of the copolymer
(Fig. 4), it can be assumed that our samples contain
combinations of the I515l5 type. However, the ultimate
answer to this question calls for large-angle x-ray dif-
fraction investigation.

It can be seen from Fig. 5 that, upon formation of the
I51515 and 151515 combinations, the minimum lengths of
conducting PA regions should be egua to 30 and
36.5 A, respectively. This implies that shorter conju-
gated chains (for the given frequently realized type of
doping) do not participate in the generation of free
charge carriers, because they cannot combine with the
dopant in the given form. As a consequence, the attain-
able macroscopic conductivities decrease appreciably.
Unfortunately, the copolymer samples studied in the
present work are characterized not only by an increased
content of short conjugated chains (seetable) but also by
aconsiderable number of isolated double bonds [6-8]. It
seemslikely that all these factorsare responsiblefor the
sufficiently low electrical conductivities thus far
attained in EAC [6-8].

The analysis performed also demonstrates that, in
order to improve the electrical properties of poly(acet-
ylene) and its copolymers with ethylene, special atten-
tion should be focused on the doping process. In partic-
ular, the doping needsto be carried out under the mild-
est conditions with the aim of forming only the I3
anions and the column structures composed of these
anions.

Itisin this case that the number of generated charge
carriers can be increased at the expense of short conju-
gated chains. Moreover, the high conductivity can be
achieved only with a strict order in the arrangement of
the I3 anions in order to prevent disturbance of the
potential distribution along the molecular axis of PA
[27]. The incorporation of anions of other types (Is)
leads to a decrease in the conductivity along the chain.
As is known [29], hopping conductivity—a character-
istic property of polymers—is determined not only by
the transfer of carriers aong the chain but also by hop-
pings from one conjugated chain to another chain both
within a particular crystaline domain and between
poly(acetylene) domains. Using poly(acetylene) as an
example, Murthy et al. [23] showed that the efficiency
of the transverse carrier transfer is substantially
affected by the type of more complex structures con-
sisting of column conjugated chains formed in the
course of doping. These can be layers of alternating PA
molecules and incorporated iodine structures in differ-
ent molar ratios or even continuous layers and iodine
anions. For the purpose of elucidating thereal structure
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doped copolymer samples, we are, at present, per-

forming large-angle x-ray diffraction investigations.
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Abstract—Macroporous silicon with deep regular channels 3-4.5 um in diameter was infiltrated with discotic
and ferroelectric liquid crystals (L Cs) at the temperature of the isotropic phase, and then, the system was slowly
cooled to room temperature, with the liquid crystalline mesophase formed. The orientation of the LC molecules
in the porous matrix was studied by FTIR spectroscopy. The alignment of L Cs was ascertained by comparing
the behavior of various vibrational bands of aliquid crystal introduced into the porous matrix with that for LC
inside the bulk cells of planar and homeotropic alignment. The molecules of the discotic L C show a planar ori-
entation of their column’s axis with respect to the surface of the macroporous silicon wafer; i.e., they are per-
pendicular to the channel axis. The long molecular axis of the ferroelectric LC is aligned with the pore walls,
having homeotropic orientation with respect to the wafer surface. In a macroporous silicon matrix, both kinds
of LCs show unexpected enhancement of the low-frequency vibrational bands. © 2002 MAIK “ Nauka/Inter-

periodica” .

Over the last decade, considerable scientific effort
has been focused on studying liquid crystals within a
confined geometry. Liquid crystals are a crucialy
important enabling technology for the manufacture of
displays. The understanding of the layer structure,
phase transitions, order parameter fluctuations, liquid-
solid interface, and dynamics of collective modes and
molecular motions will be significantly advanced if
results on sampl es restricted to confined geometries are
compared with thosein the bulk [1-4].

Porous systems are suitable hosts for liquid crystal
molecules. These systems are characterized by a high
surface-to-volumeratio and, therefore, are very sensitive
to any interactions between the infiltrated molecules and
the surrounding walls. A possible interaction of thiskind
istheaigning power of thewalls[5], which can giverise
to such subphases as a quasi-nematic layer [6].

Polarized infrared spectroscopy with norma and
oblique incidence of light is one of the most powerful
techniques that can be used to investigate the orienta-
tion of liquid crystal (LC) molecules with respect to a
substrate [7, 8]. The application of this technique to
confined LCs is frequently restricted by the nature of
the host material (e.g., Vocor glass), which is usualy
opaqueto light inthe IR region. However, this problem
can be overcome by using porous silicon for LC infil-
tration. In this case, the size and depth of pores and the
porosity can be varied widely.

L This article was submitted by the authorsin English.

Regular porous structures, such as microporous
superlattices and macroporous silicon, have attracted
considerable scientific interest because of their having
a photonic band gap [9-11]. Infiltration of porous sys-
tems of thiskind with liquid crystals gives control over
the position of their photonic band gap, if one relies on
the fact that the refractive index of LC changes with
temperature [12] or external electric field [13]. It is
important to find out how different kinds of liquid crys-
tal moleculeswill behavein amacroporoussilicon (ma-
PS) matrix. In this study, Fourier Transform Infrared
Spectroscopy (FTIR) was used to investigate the align-
ment of liquid crystals, both discaotic and ferroelectric,
infiltrated into ma-PS.

1. EXPERIMENTAL

Two different types of liquid crystal materials were
used in this study: (i) acommercia ferroelectric liquid
crystal (FLC) mixture SCES8 (ii) and a triphenylene-
based discotic liquid crystal (DLC) H5T-NO, [14].
These LCs were chosen for experimental convenience,
as they both have a mesophase at room temperature.
The structural formulae and phase sequences of these
compounds are shown in Fig. 1a. These liquid crystals
were infiltrated into macroporous silicon (shown in
Fig. 1b) by means of the capillary effect at tempera-
tures approximately 10°C above the temperature of
transition to the isotropic phase.

The macroporous silicon used in this study (Fig. 1b)
has a system of regular cylindrical pores of micrometer

1063-7834/02/4406-1196%$22.00 © 2002 MAIK “Nauka/Interperiodica’
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SmC*-59°C-SmA-79°C-N*-100°C-I Cr—(-5°C)-D-134°C-1
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Fig. 1. Materia properties and experimental setup: (a) structural formulas and phase sequences of ferroelectric liquid crystalline
mixture SCE8 and tryphenylene-based discotic liquid crystal HST-NO, (R= OCsH14); (b) SEM image of the macroporous silicon
matrix (cross section side and top view) used to infiltrate with the liquid crystals; (c) the schematic view of the FTIR experiment
shows the sample rotation angle a' and macroporous Si sample coordinate frame; (d) planar and homeotropic alignment of the dis-
cotic liquid crystal in aZnSe cell; (€) planar and homeotropic alignment of the ferroelectric liquid crystal in aZnSe cell.
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diameter and high aspect ratio. The starting materia
was single-crystal (100)-oriented Czochralski-grown
n-type silicon with resistivity p = 15 Q cm. A standard
photolithographic process was employed to form pits
spaced 12 um apart on the polished surface of the sili-
con wafer. Deep pores were etched electrochemically
in a 2.5% agueous-ethanol solution of HF for 300 to
450 min under backside illumination [15] at avoltage
of 5V and a constant current density j = 3 mA/cm?.
The pore depth and diameter d were, respectively,
200-250 pum and d = 3-4.5 um, with these parameters
corresponding to a porosity of 5.7-12.8% for our trian-
gular lattice.

FTIR measurements were performed using aBiorad
FTS60A spectrometer fitted with a liquid-nitrogen-
cooled MCT detector. A schematic of the FTIR experi-
ment is shown in Fig. 1c. Scans were performed
between 450-4000 cm* with aresolution ranging from
2 to 8 cm™. A total of 64 scans were coadded to
improve the signal-to-noise ratio. IR spectra were ini-
tialy recorded for an empty macroporous silicon wafer
and then for amatrix infiltrated with the liquid crystal.
The difference between these two spectra was taken to
be the spectrum of a liquid crystal infiltrated into the
porous matrix. The alignment of the LCs within the
porous silicon matrix was deduced from a comparison
of the relative intensities and positions of the different
vibrational bands in the obtained spectra with those of
the bulk liquid crystal. For this purpose, a number of
liquid-crystal cells with different types of alignment
(homeotropic and planar, Figs. 1d, 1€) were prepared as
follows.

A planar cell with HST-NO, was fabricated with
ZnSe windows (with a spacer of thickness ~12 pm). A
homeotropic cell was obtained when two ZnSe win-
dows were coated with nylon 6/6 (see [7] for more
details). A planarly aigned cell with SCE8 was
obtained using two ZnSe windows coated with com-
mercia (Nissan Chemical Industries, Ltd.) orientant
RN-1266 (a 0.4% solution in a mixture of 10% butyl
cellosolve and 90% N-methyl pyrrolidone) and rubbed
with velvet in one direction. The thickness of this cell,
found from infrared fringes, was~9 pum. A homeotropi-
cally aligned SCES8 cell, of approximate thickness 9
um, was prepared using ZnSe windows coated with a
carboxylato chromium complex (chromolane) (see[16]
for more details). All these cellswerefilled by means of
the capillary effect at atemperature of ~10°C abovethe
transition to the isotropic phase.

2. RESULTS AND DISCUSSION

Complete information on the structure and orienta-
tion of LC molecules can be obtained by studying a
combination of polarized and oblique infrared trans-
missions [7, 8]. However, our investigations show that
additional interference effects appear in the frequency
range 700-1500 cm for tilted macroporous silicon
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samples. This makes the analysis of the IR spectra of
theliquid crystal itself impossiblefor obliqueincidence
of thelight. Therefore, the alignment of LCswas deter-
mined by comparing the behavior of variousvibrational
bandsin the spectraobtained at normal incidence of the
infrared beam on liquid crystals contained in a porous
matrix with that in spectra of planar and homeotropic
bulk LC cells.

The alignment of liquid crystals is usually consid-
ered with respect to the orientation of the long molecu-
lar axis (in the case of rodlike molecules) and with
respect to the column axis n (whichis, in general, per-
pendicular to the core plane) for discatic liquid crystals.
The aignment will be planar if the long molecular axis
(column axis) is oriented parallel to the substrate plane
and is homeotropic in the case of perpendicular orien-
tation. Therefore, conclusions about the alignment can
be drawn from the behavior of bands associated with
vibrations exhibiting the transition dipole moment par-
alel (|) and perpendicular (O) to the rigid part or core
of the molecules. These bands are listed in the table for
both kinds of liquid crystals under study. It should be
noted that the spectral position of the majority of the
vibrational bands of liquid crystalsin aporous matrix is
the same asthat in the bulk LC cells.

2.1. Discotic Liquid Crystal

There are two methods for determining the type and
extent of alignment for discotic liquid crystals: (i) from
the ratio of the peak intensities for a particular vibra-
tional band in the isotropic and in the discotic phase
(Rp = Aip/A;)) and (i) from the ratio of the peak inten-
sities for the same band in the discotic phase at normal
and oblique incidence of light (R = A;/Ap), which
allows the intensity of the vibrational band to be deter-
mined for vibrations with transition dipole moments
parallel (A) and perpendicular (Ap) to the substrate
plane (see [7] for more details). Neither of these tech-
niquesis suitable for our purposesfor the technical rea-
sons described above.

We introduce here a third method for determining
the type of alignment by measuring the ratio intensities
of two different vibrational bands, i and j, observed in
the mesophase (a type of dichroic ratio):

R; = A/A, 1)

where A is the intensity of the band associated with
vibrations paralel to the LC molecule core and A is
that associated with vibrations perpendicular to the
core. Particular care should be taken in choosing the
appropriate set of bands for calculating the dichroic
ratio by means of Eq. (1). These bands should corre-
spond to vibrations with transition dipole moments at a
right angle (~90°) with respect to each other. Our pre-
viousinvestigation [ 7] performed for anumber of triph-
enylene derivatives (H5T, H7T, and H7T-NO, discotic
liquid crystals) demonstrated that the aromatic C-C
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stretching vibrations at ~1510 and ~1610 cm are par-
allel to the core (i-band) while the C-H aromatic out-
of-plane deformation at ~830 cm is purely perpendic-
ular to the core (j-band). These vibrational bands are
shownin Figs. 2aand 2b for the HST-NO, discotic lig-
uid crystal in the porous matrix and for both homeotro-
pic and planar aignment of the molecules in a liquid-
crystal cell.

Qualitative information on the type of aignment in
the porous matrix can be obtained by comparing the
spectra of different samplesin the region 800-890 cm .
Although the vibrational band in this region is rather
complicated, it can be clearly seen that the main maxi-
mum of this band is shifted to ~830 cm™ for the cell
with planar alignment and for the porous matrix,
whereas for the cell with homeotropic alignment, the
peak lies at ~820 cm™.

In order to obtain more precise information on the
alignment of H5T-NO, molecules in a porous silicon
matrix, we estimated the dichroic ratio for three sam-
ples using Eqg. (1). For this purpose, we fitted the com-
posite band in the region 800-890 cm* with four (for
the bulk planar cell) or five (for the bulk homeotropic
cell) Voight functions in order to determine the inten-
sity of the band at ~830 cm™. The results of thisfit are
shown in Figs. 3a, 3b. It can be seen that the CH aro-
matic out-of-plane deformation occurs at 831 cm for
both liquid crystal cells and for the porous matrix. The
dichroic ratio R; is 31 for the cell with homeotropic
alignment, 7 for the cell with planar alignment, and is
only 0.4 for H5T-NO, infiltrated into the porous
matrix. At first glance, it seemsthat the alignment in the
porous matrix is even better than that for the bulk cell
with planar alignment, but a more detailed analysis of
both types of alignment for a number of triphenylene
derivatives shows that thisis not the case. The best pla-
nar alignment is observed for hexapentyltryphenylene
(HST) [7]. R was found to be in the range from 3to 5
for H5T.

We conclude that the obtained small value of the
dichroic ratio is due either to the enhancement of the
intensity of the low-frequency vibrational bands or to
the dampening of the intensity of the high-frequency
vibrational bands. In order to obtain more precise data
on thisissue, we compared the results obtained with all
three samples in terms of absorption per unit volume.
Thiswas particularly important for the porous matrix in
which the liquid crystal occupied only a part (V) of
the volume probed by the IR beam. This fraction was
evaluated by multiplying the total volume (V) by the
porosity (p = 9.5%). This comparison enabled us to
conclude that strong intensity enhancement is observed
for the low-frequency vibrational bands. This conclu-
sion is further supported by a comparison of the inten-
sities of the vibrational bands for the alkyl chain in the
region 2800-3200 cm™. It is accepted that the alkyl
chain is rather disordered for discotic liquid crystals
and its absorption intensity in this range for different
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Assignment of infrared vibrational bands
Band assignment and orientation | 5T-NO,| SCES
of the transition dipole moment 3 )
with respect to the core cm cm
CH, symmetric stretching [ 2861 2856
asymmetric stretching 2934 2926
CH; symmetric stretching O 2873 2873
asymmetric stretching 2957 2955
N=0O asymmetric stretching [ 1530 -
C—C aromatic stretching Il 1507 1513
1521
1616 1606
NO bending O 845 -
C—H aromatic out-of-plane O 890 846
deformation 831 829
818
791
C—C aromatic out-of-plane
deformation O 765
NO, wagging Il 750 -
C—H rocking ad 733 722

cells depends only on thickness, being independent of
the alignment.

Therefore, we compared the spectra of different
samples by reducing their intensity in the range
2600 cm™* to the same value. This normalization proce-
dure alowed us to conclude that there is a strong inten-
sity enhancement (~15 times) for the low-frequency
vibrational bands.

Finaly, it is obvious from our results that the align-
ment of HST-NO, in ma-PS is planar with respect to
the wafer surface. However, as seen from Fig. 4b, the
alignment of discotic LCs is homeotropic with respect
to the pore walls. Thisis in agreement with the results
of apreviously published work [7], where a high stabil-
ity of homeotropic alignment was found for discotic
liquid crystals deposited on untreated substrates.

2.2. Ferroelectric Liquid Crystals

It should be noted that for this type of molecular
shape, we have to take into account the polarization of
light when measuring the spectrum of the cell with pla-
nar alignment. We use the following notation: P = 0° for
the electric vector of the incident light coinciding with
the long molecular axis, and P = 90° otherwise. The IR
spectraof SCE8 introduced into aporous silicon matrix
show that the relative intensities of (i) “paralel” and (j)
“perpendicular” bands are, in this case, close to that
observed for the bulk LC cell with homeotropic aign-
ment (Fig. 5). In particular, as seen from Figs. 5aand 5b,
the intensity of the C—C aromatic stretching vibration



1200
— ma-PS+LC (a)
0.6 === Homeotropic
------- Planar
0.4F
0.2F
oL -
o | | | |
% 1580 1600 16200 1640
=
g 012 . Planar (b)
=z ——— Homeotropic L3
— ma-PS+LC
0.08} 1o
0.04 10.5
...u-"—""y-~_— i
0 - | | | | | 0
900 880 860 840 820 800

Wavenumber, cm™!

Fig. 2. FTIR spectra of the HST-NO, discotic liquid crystal
infiltrated into porous silicon (solid line) and embedded in
ZnSe cells with planar (dotted line) and homeotropic
(dashed line) alignments. (a) C—C stretching band, parallel
to the core; (b) C—H aromatic out-of-plane deformation
band, perpendicular to the core. (Note the different scales
for the heavy line in (b) and the fact that the absorption of
al the samples is reduced in accordance with the intensity
of thealkyl chain vibrationsin the region 2800-3200 cm™.)

(i-band at ~1513 cm™) in the case of the planar cell is
much higher with a polarizer angle of 0° (Il polariza-
tion) when the electric vector of the incident light coin-
cides with the orientation of the transition dipole
moment for this molecular unit. At the same time, the
intensity of the j-bands perpendicular to the core vibra-
tions (e.g., C—H out-of-plane deformation at ~828, C—
C aromatic out-of-plane deformation at ~765, and CH,,
rocking vibrations at ~722 cm) is smaller. The inten-
sity ratio found for these bands in the case of a planar
cell at a polarizer angle of 0° is R = Aqs13/Azes = 4.3.
For the homeotropic LC cdll, the intensity of the per-
pendicular bandsincreases, at least, in comparison with
the intensity of the parallel bands, owing to the differ-
ence in oscillator strength. In this case, the intensity
ratio R = Ays15/Azes = 1.1. For the SCE8 infiltrated into
the porous matrix, this ratio of R = As15/Azes = 0.4 is
even smaller than that obtained for the homeotropic LC
cell and indicates that the alignment of a ferroelectric
liquid crystal in aconfined porous silicon matrix is def-
initely homeotropic with respect to the substrate’'s
plane (Fig. 4a). This result coincides with the aign-
ment obtained for nematic LCs deposited on untreated
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Fig. 3. Example of the fitting procedure for the low-fre-
quency band for HST-NO, contained in (a) planar and
(b) homeotropic cells. Note that the thickness of the homeo-
tropic cell is 2.45 times that of the planar cell.

surfaces of Anapore membranes [17] and infiltrated
into both microporous [18] and macroporous [12] sili-
con. Such an orientation is expected if one considers
the alignment of rodlike molecules with respect to the
surface of the pore, in which case the alignment is pla-
nar. The planar alignment istypically observed for rod-
like molecules on various untreated surfaces, including
crystalline silicon [19]. Only a specia surface treat-
ment or coating of the substrate surface by a surfactant

Substrate plane

(a) /

(b)

Fig. 4. Side view of the orientation of (a) ferroelectric and
(b) discotic liquid crystals in the macroporous silicon
matrix.
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Fig. 5. FTIR spectra of the SCE8 ferroelectric liquid crystal infiltrated into porous silicon (short dotted line) and contained in ZnSe
cells with planar (heavy solid line) and homeotropic (thin solid line) alignments. (Note the different scales for the heavy linein (b)
and the fact that the absorption of the FLC cells decreases by afactor of 20 for both cells.)

may give ahomeotropic alignment of LCsformed from
rodlike molecules.

In the course of these investigations, we found
strong intensity enhancement of the low-frequency
vibrational bands in the region 600-900 cm for both
types of liquid crystals in ma-PS. This enhancement
becomes noticeable when comparing the intensity
ratios for the parallel and perpendicular bands. As
already mentioned, this intensity ratio is much smaller
than that obtained for both LC cells with homeotropic
alignment. Moreover, this enhancement is observed for
both paralel and perpendicular vibrational bands
shown in the low-frequency region. A similar effect has
been observed by Alievaet al. [20] for the speciesinthe
microcavity of a 1D photonic structure. It is worth not-
ing that the enhancement takes place as soon as the
light wavelength becomes close to the period of the
artificial lattice (12 um). Although the frequency range
is, in our case, outside the main photonic band gap,
which is expected in the lower frequency range, this
observation seems to be related to the properties of
holey wave guides [21].

Thus, we conclude that traditional IR methods can-
not establish the alignment of liquid crystals infiltrated
into a macroporous silicon matrix. We propose a hew
technique for determining the alignment which is based
on FTIR investigation of LCs in the mesophase and
impliesacomparison of the intensity of different vibra-
tional bands, namely, those with the transition dipole
moment parallel and perpendicular to the core. This
method is of particular interest for discotic liquid crys-
tals, since it allows the alignment to be determined
without heating a sample to the temperature of the iso-
tropic phase or using oblique transmission IR spectros-

copy.
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With this method, the alignments of two kinds of
liquid crystals infiltrated into a macroporous silicon
matrix have been determined. The channel walls of
macroporous silicon affect the orientation of LC mole-
cules such that the column axis of the discotic LC is
perpendicular to the walls. The long molecular axis of
the rodlike molecules of the ferroelectric LC is aligned
along the channel walls. A strong intensity enhance-
ment of the low-frequency vibrational bands was
detected for both kinds of LCs infiltrated into the
porous silicon matrix
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