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The spectra of the 11C and 10C nuclei from the 7Li(7Li, 11C)3n and 7Li(7Li, 10C)4n reactions, respectively, have
been measured at a 7Li energy of 82 MeV and an angle of 2° up to excitation energies of 20–30 MeV of the
desired multineutrons. The experiments were carried out with a magnetic separator, which made it possible to
significantly increase the intensity of a beam by removing scattered particles and to carry out small-angle mea-
surements. The energy spectra are well described by four- and five-particle phase spaces. No evidence has been
found for the existence of nuclear stable and resonance states (with Γ < 3 MeV) of multineutrons. The upper
limits have been obtained for the cross sections for the formation of nuclear stable states of 3n (1.4 nb/sr) and
4n (0.1 nb/sr) in the center-of-mass system. © 2005 Pleiades Publishing, Inc.

PACS numbers: 25.70.Hi; 27.10.+h
1. INTRODUCTION

Numerous experimental and theoretical investiga-
tions carried out during the last decades show that there
are neither bound nor quasi-stationary states of
dineutron and trineutron (see reviews [1–3] and refer-
ences cited therein) with a lifetime exceeding 10–22 s. At
present, only the situation with resonance states of the
trineutron remains contradictory. In particular, a signif-
icant increase in the cross sections for the 3He(π–, π+)3n
and 4He(π–, p)3n reactions has been found at an energy
of  = 140 MeV [4, 5] near the 3n threshold. This

increase was first attributed to the final state interaction
of three nucleons. However, more recent analysis
showed that the observed excess of cross sections over
the phase-space distribution can also be attributed to the
interaction between two neutrons [6]. No deviations
from the phase-space distribution were found in the
7Li(7Li, 11C)3n and 3H(7Li, 7Be)3n reactions [7, 8].
Thus, the existence of resonances in three-nucleon sys-
tem is an open question.

The lightest neutron nucleus that can probably be
nuclear stable is 4n. The discovery of such a nucleus
would have fundamental consequences for the exist-
ence of heavier neutron nuclei. The upper limit of the
binding energy of 4n is equal to 3.1 MeV and deter-
mined by the nuclear stability of the 8He nucleus. This
limit decreases to 1 MeV in view of a known experi-
mental fact that the decay of the 8He nucleus with the
emission of 6He prevails over the process with the emis-
sion of an α particle [9, 10]. Since the decay into four
neutrons is the only channel of the decay of the tetra-
neutron (4n), 4n can exist at an arbitrarily low binding
energy. The probability of its decay is reduced due to

E
π–
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the smallness of the phase space of the final state of four
particles [1].

Although theoretical estimates testify to the absence
of the bound tetraneutron, its existence is not com-
pletely excluded [1–3, 11, 12]. To date, the existence of
the nuclear stable tetraneutron has been reported only
in one experimental work [13]. A negative result has
been obtained in all the other experiments beginning
with [14, 15] and ending with recent works [16, 17],
although investigations were carried out with the use of
various procedures with beams of π– and heavy charged
particles, as well as with the use of an activation proce-
dure to search for the tetraneutron in the decay prod-
ucts. Resonances with T = 2 have also not yet been
detected in the four-neutron system.

More than four decades of investigations seem to
show that nuclear stable and quasi-stationary states of
the tetraneutron do not exist. However, recent paper
[18] reported the observation of six events associated
with the formation of an 4n cluster in the reaction of the
fragmentation of the nuclei of the secondary radioac-
tive 14Be beam with an energy of 35 MeV per nucleon
when they interact with carbon. More recently, the
observation of 12 events associated with a bound 4n
cluster in the α + 4n channel in the experiment with a
8He beam was reported [19]. Finally, stable and quasi-
stationary states of the tetraneutron were searched for
in the d(8He, 6Li)4n reaction [20]. Despite the low sta-
tistics, the preliminary result shows that the spectrum of
6Li nuclei near the 4n threshold noticeably differs from
the five-particle phase space distribution and testifies to
the observation of a resonance-like structure in the 4n
excitation spectrum at 2.5 MeV. These results stimulate
© 2005 Pleiades Publishing, Inc.
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interest in the problem of the stability of light neutron
systems.

The aim of this work is to study the 7Li(7Li, 11C)3n
and 7Li(7Li, 10C)4n reactions at small angles with the
use of a new procedure based on a magnetic separator.
A considerable increase in the beam intensity without
an increase in the load of the electronics makes it pos-
sible to significantly increase the statistical accuracy
of the measured spectra and to reduce the background
of random coincidences in a wide energy range, includ-
ing the region corresponding to nuclear stable
multineutrons.

Previously, we studied these reactions at an angle of
10° and a 7Li energy of 82 MeV using the standard ∆E–
E and E–t analysis [8, 16]. The spectra measured for the
11C and 10C nuclei were well described by the distribu-
tions of four- and five-particle phase spaces, respec-
tively. No features testifying to the presence of a bound
state and resonances have been found in the mentioned
multineutron systems.

2. EXPERIMENTAL PROCEDURE

The measurements were carried out on a 0.3-µA
beam of triply charged 7Li ions accelerated to an energy
of 82 MeV at the isochronic cyclotron, Russian
Research Centre Kurchatov Institute. A target was man-
ufactured by the vacuum evaporation of metallic lith-
ium enriched in the 7Li isotope to 99.9% on a thin
(<0.2 µm) organic film. The thickness of the target was
equal to 0.48 mg/cm2 and determined from the energy

Fig. 1. Energy spectrum of 11C nuclei from the 7Li(7Li,
11C)3n reaction obtained on the MASE magnetic separator
at an angle of 2°. The arrows show the positions of the
ground states of the 8Li and 12B nuclei formed in the
12C(7Li, 11C)8Li and 16O(7Li, 11C)12B reactions, respec-
tively. The solid line is the four-particle phase space.
losses of α particles from a 228Th α source. The pre-
pared targets were transported to the scattering cham-
ber in a special container with a vacuum lock, which
minimized the oxidation of the target.

The spectra of the 7Li(7Li, 11C)3n and 7Li(7Li,
10C)4n reactions were measured by means of a mag-
netic separator (MASE) [21] with a maximum input
aperture of ±1°. The setup is based on a magneto-opti-
cal system consisting of two dipole and five quadrupole
magnets forming a double symmetric achromat. The
first half of the achromat analyzes charged particles
emitted from the target placed at the center of the
MASE target block. The second half is focusing. The
separated particles are focused at the end of the setup
on a detector as a spot with a size ≤15 mm. Measure-
ments were carried out using a silicon detector tele-
scope, which includes thin (30 µm) and thick (0.5 mm)
counters for measuring the specific ionization (∆E) and
total energy (E), respectively, and forms a two-dimen-
sional ∆E–E spectrum. The E counter is included in the
scheme of two-dimensional E–t analysis with a flight
base of 4 m. Connection to the cyclotron frequency is
performed. The time resolution is equal to about 2 ns.
The 11C and 10C nuclei from the 7Li(7Li, 11C)3n and
7Li(7Li, 10C)4n reactions, respectively, are selected by
coincidence of the respective regions in the two-dimen-
sional ∆E–E and E–t spectra. The total energy resolu-
tion is equal to 400 keV. Since the MASE may pass par-
ticles within an interval of 10–15% of the average
energy of a detected particle with 100% efficiency at
the given magnetic rigidity of the separator, the total
energy spectrum is obtained by joining partial spectra
obtained for different regimes of the adjustments of the
MASE along the overlapping sections on a computer.
At a certain adjustment, each sort of particles has its
own energy range, and this circumstance enables one to
reliably separate the Be, B, and C isotopes. One more
advantage of this procedure is that the MASE separates
the desired nuclei from scattered particles, which
makes it possible to significantly increase the beam
intensity without the load of electronics and thereby
considerably reduces the background of random coin-
cidences.

3. MEASUREMENT RESULTS
AND DISCUSSION

Figures 1 and 2 show the spectra of the 11C and 10C
nuclei, respectively, emitted at an angle of 2° in the lab-
oratory system. The upper axes show the excitation
energies in the three- and four-neutron systems begin-
ning with the zero binding energy. The measured spec-
tra are similar to each other. In both cases, the cross sec-
tions increases continuously up to the excitation ener-
gies 20–30 MeV. For calibration, the (7Li, 11C) and (7Li,
10C) reactions on the 12C and 16O nuclei were used. The
spectra for these reactions were obtained at the same
angle. Previous measurements [8, 16] show that the
JETP LETTERS      Vol. 81      No. 2      2005
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cross sections for the formation of 8Li and 12B in the
ground states at an angle of 10° are equal to 150 and
100 nb/sr, respectively, in the center-of-mass system.
The cross sections for the emission of 10C with the for-
mation of the 9Li and 13B residual nuclei are equal to 20
and 230 nb/sr, respectively. The positions of the ground
states of the mentioned nuclei are shown by arrows in
the figure. The absence of any peaks in these positions
is evidence that the possible impurities of carbon and
oxygen in the target are insignificant and do not distort
the spectra of the 11C and 10C nuclei emitted due to
7Li−7Li interaction. Since the energies of the nuclei
formed on the most probable impurities in the target are
at least 3 MeV lower than the energies of 11C and 10C
corresponding to the zero binding energies of 3n and
4n, counts in the region Ex ~ 0 can be caused only by
the random-coincidence background. In the present
measurements, this background is nearly absent due to
the use of the magnetic separator.

The energy spectrum of 11C nuclei from the
(7Li, 11C) reaction up to an excitation energy of 30 MeV
is well reproduced by four-particle phase space for the
11C + 3n system (Fig. 1). Background events in the
region of the zero binding energy of 3n determine an
upper limit of 1.4 nb/sr for the cross section for the for-
mation of the nuclear stable trineutron in the center-of-
mass system. This value is much smaller than the esti-
mate of 70 nb/sr (center-of-mass system) obtained in
[22], where the same reaction was studied for an angle
of θls = 7.4° and a beam energy of 79.6 MeV, which is
close to the beam energy in our experiment. Thus, nei-
ther quasi-stationary nor resonance states with widths
Γ ≤ 3 MeV in the system of three neutrons are found in
the spectrum of 11C nuclei from the 7Li(7Li, 11C)3n
reaction at an angle of 2° up to an excitation energy
of 30 MeV.

The spectrum of 10C nuclei from the (7Li, 10C) reac-
tion is well reproduced by five-particle phase space for
the 10C + 4n system under the assumption of noninter-
acting neutrons (the solid line in Fig. 2). We emphasize
that the total yield of 10C nuclei is an order of magni-
tude higher than that obtained in the measurements at
an angle of 10° [16]. Events detected in the region of
the zero binding energy of the tetraneutron correspond
to an upper limit of 0.1 nb/sr for the cross section for the
formation of bound or quasi-stationary states of the tet-
raneutron in the center-of-mass system. This value is a
record for the reaction under investigation. Previously,
this reaction was studied with the use of the standard
∆E–E and E–t procedures in [16, 22], where estimates
of 2 and 30 nb/sr, respectively, were obtained.

In connection with reports on the discovery of the
nuclear stable tetraneutron in the reactions of the frag-
mentation of 14Be and 8He radioactive beams [18, 19],
we estimate the cross section for the formation of a
four-neutron cluster in the 7Li(7Li, 10C)4n reaction with
the use of the distorted wave method assuming the
JETP LETTERS      Vol. 81      No. 2      2005
mechanism of the pick-up of three protons by the 7Li
nucleus (∆L = 0). The wave functions of the bound
states of the three-proton cluster in the 7Li and 10C
nuclei are calculated with the Woods–Saxon potentials
with a radius of R = 2.1 and 2.3 fm, respectively, and a
diffusivity of 0.65 fm. Distortions in the input and out-
put channels are calculated with the optical potentials
found from analysis of elastic scattering in the systems
7Li + 6Li [23] and 12C + α [24]. The spectroscopic fac-
tors for 7Li(3p + 4n) and 10C(7Li + 4n) are set to unity.
Figure 3 shows the results of the calculation performed

Fig. 2. Same as in Fig. 1, but for the (7Li, 10C)4n reaction.

Fig. 3. Angular distribution for the 7Li(7Li, 10C)4n reaction
as calculated by the distorted-wave method.

θ1s

7Li(7Li, 10Cgs)4n
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with the DWUCK5 code. As is seen in this figure, the
cross section for the formation of the tetraneutron at
small angles may be equal to 400 nb/sr. The small value
is explained by the strong endothermic effect of the
reaction (Q = –18.17 MeV) and by the high momentum
transfer (0.85 fm–1 at 0°) that gives rise to the kinematic
suppression of transitions with the orbital angular
momentum transfer ∆L = 0. The value obtained above
should be considered only as an upper limit. First, the
spectroscopic factors entering into the expression for
the cross section are evidently smaller than unity. Sec-
ond, the nuclear stable tetraneutrons must have a low
binding energy and large sizes. As was mentioned in
[1], the emission of such a tetraneutron is suppressed
compared to the usual cross sections by a factor of
about F = (ε/E)9/2, where ε is the tetraneutron binding
energy and E = "2/2mr2 ~ 1 MeV is the characteristic
energy corresponding to the reaction radius. Therefore,
the calculated cross section may be an order of magnitude
smaller. Thus, the upper limit obtained above for the cross
section for the formation of the nuclear stable tetraneutron
apparently indicates that this tetraneutron is absent.

4. CONCLUSIONS

In this work, nuclear stable and quasi-stationary
states, as well as resonances, were searched for in the
3n and 4n systems. To this end, the energy spectra of the
7Li(7Li, 11C)3n and 7Li(7Li, 10C)4n reactions have been
measured for E(7Li) = 82 MeV and θls = 2° up to
multineutron excitation energies 20–30 MeV. These
investigations have considerable advantages over
experiments with radioactive beams due both to the
high intensity of stable nuclear beams (incomparable
with the intensities of radioactive beams) and to the suf-
ficiently large expected cross sections for the reactions.
The combination of the magnetic separator with the
∆E–E and E–t procedures enabled us (i) to carry out
measurements near 0°, to increase the beam intensity
without an increase in the load of the electronics, and to
thereby improve the statistical accuracy of the mea-
sured spectra; (ii) to ensure the reliable separation of
carbon isotopes; and (iii) to reduce the random-coinci-
dence background.

As a result, new upper limits have been obtained for
the cross sections for the formation of nuclear stable 3n
[(dσ/dΩ)cm = 1.4 nb/sr] and 4n [(dσ/dΩ)cm = 0.1 nb/sr]
at small angles. The measured energy spectra are well
described by four-particle (11C + 3n) and five-particle
(10C + 4n) phase spaces. Quasi-stationary states in the sys-
tems of three and four neutrons have not been found even
with the high sensitivity achieved in these measurements.

This work was supported by the Russian Foundation
for Basic Research (project no. 04-02-16365).
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Exact Results on Spin Dynamics and Multiple Quantum NMR 
Dynamics in Alternating Spin-1/2 Chains with XY Hamiltonian

at High Temperatures¶
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We extend the picture of a transfer of nuclear spin-1/2 polarization along a homogeneous one-dimensional
chain with the XY Hamiltonian to the inhomogeneous chain with alternating nearest neighbor couplings and
alternating Larmor frequencies. To this end, we exactly calculate the spectrum of the spin-1/2 XY Hamiltonian
of the alternating chain with an odd number of sites. The exact spectrum of the XY Hamiltonian is also applied
to study the multiple quantum (MQ) NMR dynamics of the alternating spin-1/2 chain. MQ NMR spectra are
shown to have the MQ coherences of zero and ± second orders just as in the case of a homogeneous chain. The
intensities of the MQ coherences are calculated. © 2005 Pleiades Publishing, Inc.

PACS numbers: 05.30.–d; 76.20.+q
1. INTRODUCTION

The discovery of the exact solution of spin-1/2
homogeneous one-dimensional chains with the XY
Hamiltonian [1, 2] gives the observable and measurable
features unraveling the NMR dynamics of spin-1/2
homogeneous one-dimensional chains [3]. Although
most of the NMR experiments for one-dimensional
spin chains appear to be well-explained by means of the
nuclear spin dynamics on the homogeneous spin
chains, NMR spin dynamics beyond the homogeneous
chains has attracted the attention of researchers
recently. For example, the experiments in [4] demon-
strate the propagation of spin wave excitations along
the inhomogeneous spin chains, and the mesoscopic
echo has been observed [5] due to the reflections of the
spin waves at the boundaries of the chain.

The paper presented is aimed at exploring the key
differences of the NMR of the homogeneous spin-1/2
chain from the inhomogeneous spin-1/2 chain. It may
be difficult, however, to calculate the NMR responses
for an inhomogeneous spin chain with a random varia-
tion of the nearest neighbor (NN) dipolar coupling.
Thus, as a first step to unravel the inhomogeneous
effects, we treat the one-dimensional chain with an
alternating spin-1/2 NN dipolar coupling and alternat-
ing Larmor frequencies.

In the approach in [1, 2], the basic tool in exploring
the 1D spin-1/2 XY Hamiltonian is the Jordan–Wigner
transformation of the original spin-1/2 XY Hamiltonian
to the Hamiltonian of the free fermions. In this way, the
exact thermodynamics for alternating infinite chains

¶ This article was submitted by the authors in English.
0021-3640/05/8102- $26.00 0047
with the spin-1/2 XY Hamiltonian were explored in [6].
In [7], the exact spectrum of the XY Hamiltonian with
alternating couplings on the finite rings is presented.
However, to our knowledge, the spectrum of the XY
Hamiltonian with alternating couplings on the open
chains is lacking now. This is what will be addressed in
Section 2. The derived exact spectrum of the spin-1/2
XY Hamiltonian of the alternating open chains permits
one to explain the transfer of the nuclear polarization
along the alternating chains in Section 3 and to calcu-
late the MQ intensities of the alternating spin-1/2
chains in Section 4. The concluding section, Section 5,
draws a distinction between the NMR dynamics on
alternating chains and those on homogeneous ones.

2. EXACT SPECTRUM OF THE SPIN-1/2 XY 
HAMILTONIAN WITH ALTERNATING 

COUPLINGS ON OPEN CHAINS

In this section, we derive the exact spectrum of the
spin-1/2 XY Hamiltonian

(1)

of the open chain of the odd number N of sites with the
alternating NN coupling constants D1 and D2 and alter-
nating Larmor frequencies ω1 and ω2, see Fig. 1.

H ωnInz

n 1=

N

∑=

+ Dn n 1+, In x, In 1+ x, In y, In 1+ y,+( )
n 1=

N 1–

∑

© 2005 Pleiades Publishing, Inc.
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The nuclear spins are specified by the spin-1/2 oper-
ators Inα at the sites n = 1, …, N with the projections α =
x, y, z. The Jordan–Wigner transformation [1]

(2)

from the spin-1/2 operators Inα to the creation (annihi-

lation) operators (cn) of the spinless fermions takes
the Hamiltonian (1) into the Hamiltonian

(3)

or in the matrix notations as

(4)

In Eq. (4), we denote the row vector c+ = ( , …, ),
the column vector c = (c1, …, cN)t (the superscript t rep-
resents the transpose), and specify the matrices Ω and
D as

(5)

Diagonalization of the matrix D + 2Ω is performed by
the unitary transformation

(6)

In –, In x, iIn y,– 2–( )n 1– Il z,

l 1=

l n 1–=

∏ 
 
 

cn,= =

In +, In x, iIn y,+ 2–( )n 1– Il z,

l 1=

l n 1–=

∏ 
 
 

cn
+,= =

In z, cn
+cn 1/2,–=

cn
+

H ωn cn
+cn 1/2–( )

n 1=

N

∑=

+
1
2
--- Dn n 1+, cn

+cn 1+ cn 1+
+ cn+{ } ,

n 1=

N 1–

∑

H
1
2
---c+ D 2Ω+( )c

1
2
--- ωn.

n 1=

N

∑–=

c1
+ cN

+

Ω

ω1 0 0 … 0 0

0 ω2 0 … 0 0

0 0 ω1 … 0 0

0 0 0 … ω2 0

0 0 0 … 0 ω1

,=

D

0 D1 0 … 0 0

D1 0 D2 … 0 0

0 D2 0 … 0 0

0 0 0 … 0 D2

0 0 0 … D2 0

.=

… … … … … …

…… … … … …

D 2Ω+ UΛU+, Λ diag λ1 … λN, ,{ } ,= =
so that the new fermion operators  and γk introduced
by the relations

(7)

bring Hamiltonian (4) into the Hamiltonian

(8)

with energies 1/2λν of the free fermion waves.

To go further in the explicit calculations, it is neces-
sary to find the eigenvalues λν and eigenvectors |uν〉  =
(u1ν, u2ν, …, uNν)t of the matrix D + 2Ω,

(9)

In Eq. (9), the components un, ν at the even sites n = 2,
4, …, N – 1 obey the equations

(10)

We now fix the indices k and ν in Eq. (10) and eliminate
from Eq. (10) the components u2k – 1, ν and u2k + 1, ν at the
odd sites (2k – 1) and (2k + 1) by writing down the
equations for the u2k – 1, ν, u2k + 1, ν from Eq. (9) as

(11)

Substituting (11) into (10), we get the relations for the
amplitudes un, ν at the even sites,

(12)

with the spatially independent coupling constant

(13)

The derivation of (12), (13) is a characteristic approach
in the theory of the real space renormalization [8],
which eliminates the half of the degrees of freedom
belonging to the odd sites yielding the field equations
on the (even) lattice sites with doubled lattice constants.
Equations (12) and (13) govern the amplitudes u2, ν,
u4, ν, …, uN – 1, ν (including the amplitudes u2, ν, uN – 1, ν at
the border sites 2 and N – 1) if we introduce the addi-
tional sites n = 0 and n = N + 1 and put there

(14)

Equation (14) implies cutting off the lattice at the sites
1 and N, thus, preventing the fermions from escaping

γk
+

cn
+ un k,* γk

+, cn

n 1=

N

∑ un k, γk

n 1=

N

∑= =

H
1
2
--- λ kγk

+γk
1
2
--- ωn

n 1=

N

∑–
k 1=

N

∑=

D 2Ω+( ) uν| 〉 λ ν uν| 〉 .=

D1u2k 1– ν, 2ω2u2k ν, D2u2k 1 ν,++ + λνu2k ν, ,=

k 1 2 … N 1–( )/2., , ,=

D2u2k 2 ν,– 2ω1u2k 1 ν,– D1u2k ν,+ + λνu2k 1 ν,– ,=

D2u2k ν, 2ω1u2k 1 ν,+ D1u2k 2+ ν,+ + λνu2k 1 ν,+ .=

gu2k 2 ν,– gu2k 2 ν,++ u2k ν, ,=

k 1 2 … N 1–( )/2,, , ,=

g
D1D2

λν 2ω1–( ) λν 2ω2–( ) D1
2– D2

2–
-----------------------------------------------------------------------------.=

u0 ν, 0, uN 1 ν,+ 0.= =
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the lattice shown on Fig. 1. The solution of Eq. (12)
conditioned by Eq. (14) reads

(15)

with the eigenvalues

(16)

Equation (16) gives 2[(N – 1)/2] = N – 1 eigenvalues λν
since for each index ν = 1, 2, …, N and for each super-

script (+) and (–) the relationship  =  holds.
It is convenient to arrange (N – 1) distinct eigenvalues
λν as

(17)

In accord with the enumeration of the eigenvalues λν in
Eq. (17), the missed Nth eigenvalue λν stands for the
index ν = (N – 1)/2 + 1 = (N + 1)/2 (recall that N is odd).
To find the eigenvalue λ(N + 1)/2 and the eigenvector
un, (N + 1)/2 at the even sites n, use is made of the proper-
ties (see Eq. (15))

(18)

According to the condition uN – 1, (N + 1)/2 = 0, the Nth
equation from Eq. (9) immediately gives the sought
eigenvalue

(19)

It remains to find the amplitudes uk, (N + 1)/2 at the odd
sites. The sought amplitudes obey the relations

(20)

Equation (20) gives the components of the eigenvector
un, (N + 1)/2 belonging to the odd sites n (up to the normal-
ization coefficient B),

(21)

Calculating the normalization coefficients Aν in
Eq. (15) and the coefficient B in Eq. (21), one finds all

u2k ν, Aν
2πkν
N 1+
------------- 

  , k ν,sin 1 2 … N 1–
2

-------------,, , ,= =

λν
±( ) ω1 ω2 ω1 ω2–( )2 D1

2∆ν+ ,±+=

ν 1 2 … N 1–
2

-------------,, , ,=

∆ν 1 2δ 2πν
N 1+
------------- 

 cos δ2, δ+ + D2/D1.= =

λν
±( ) λN 1 ν–+

±( )

λν

λν
+( ), for ν 1 2 … N 1–( )/2, , ,=

λν
–( ), for ν N 3+( )/2, N 5+( )/2 … N ., ,=




=

un N 1+( )/2, 0, n 0 2 4 … N 1 N 1.+,–, , , ,= =

λ N 1+( )/2 2ω1.=

D1u2k 1 ν,– D2u2k 1+ ν,+ 0,=

ν N 1+
2

-------------, k 1 2 … N 1–
2

-------------., , ,= =

un N 1+( )/2, B δ–( ) N n–( )/2, n 1 3 … N ., , ,= =
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the N eigenvectors |uν〉  and all the N eigenvalues λν of
Hamiltonian (8),

(22)

For all the indices ν = 1, …, N except the index ν = (N +
1)/2, the eigenvector |uν〉  has the elements

(23)

and the normalization coefficient

(24)

By Eq. (21), the elements of the eigenvector |u(N + 1)/2〉
read

(25)

with the normalization coefficient

(26)

λν

ω1 ω2 ω1 ω2–( )2 D1
2∆ν+ ,+ +

ν 1 2 … N 1–
2

-------------, , ,=

2ω1, ν N 1+
2

-------------=

ω1 ω2 ω1 ω2–( )2 D1
2∆ν+ ,–+

ν N 3+
2

-------------,
N 5+

2
------------- … N ., ,=














=

u j ν,

Aν
D1

λν 2ω1–
--------------------- δ πν j 1–( )

N 1+
----------------------- 

 sin

+
πν j 1+( )

N 1+
----------------------- 

 sin ,

j 1 3 5 … N, , , ,=

Aν
πνj

N 1+
------------- 

  ,sin

j 2 4 … N 1–, , ,=













=

Aν
2 λν 2ω1–

N 1+
--------------------------- 1

λν 2ω1–( )2 D1
2∆ν+

---------------------------------------------------.=

u j N 1+( )/2,
B δ–( ) N j–( )/2, j 1 3 5 … N, , , ,=

0,                    j 2 4 … N 1– , , , =  



 
=

B
δ2 1–

δN 1+ 1–
-------------------- 

 
1/2

.=
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3. SPIN-WAVE PROPAGATION IN OPEN CHAINS 
WITH ALTERNATING COUPLINGS

The spectrum of Eqs. (22)–(26) of the XY Hamilto-
nian (8) can now be applied to describe how the polar-
ization at a single site of the alternating chain with
equal Larmor frequencies ωn changes over the time.

Let the initial polarization be on the single site j;
hence, the spin dependent part of the initial density
matrix at the high temperature approximation is (see
[9])

(27)

Given the initial density matrix (27) and the Hamilto-
nian H (8), the Liouville–von Neumann equation (" = 1)

(28)

is solved in terms of the fermion operators (7) as fol-
lows:

(29)

Denoting the polarization at the j'th spin at the time
moment t by 〈Ij ', z〉(t) and invoking Eq. (27), we get

(30)

ρ 0( ) I j z, c j
+c j 1/2.–= =

i
∂ρ
∂t
------ H ρ,[ ] ,=

ρ t( ) e iHt– I j z, eiHt=

=  1
2
---– u j l,* u j m, e

i
2
--- λ l λm–( )t–

γl
+γm.

1 l m N≤,≤
∑+

I j' z,〈 〉 t( )
I j z,〈 〉 0( )

--------------------- = 
tr ρ t( )I j' z,{ }

tr I j z,
2{ }

----------------------------- = u j ν,* u j' ν, e
i
2
---λν t–

1 ν N≤ ≤
∑

2

.

Fig. 2. Time course of the polarization 〈I1, z〉(t)/〈I1, z〉(0)
of the first spin (Eq. (30)) for the chain of 201 spins inter-
acting with the coupling coefficients D1 = 2π · 4444 s–1

and D2 = 2π · 6666 s–1 and equal Larmor frequencies.
The initial polarization is on the first spin. The inset
shows the time course of the polarization on an earlier
time interval 0 ≤ t < 4 ms.
             

Figure 2 shows the time course of the polarization
〈I1, z〉(t)/〈I1, z〉(0) at the site j' = 1 when the initial polar-

ization is also at site 1 and D2 = D1. Just as in the case

of the polarization dynamics on the homogeneous
chain with equal couplings, D2 = D1, [3] the dynamics
of the polarization of the alternating chain can be
regarded as the propagation of the spin wave packet
starting at site 1 and bouncing back and forth at the
chain ends. To calculate the return time tR for the wave
packet to reappear at site 1, we first determine the group
velocity of the waves described by the Hamiltonian H
(8) with the dispersion law 1/2λν (16) and the equal
Larmor frequencies ω1 = ω2. By specifying the wave
vector p = 2πν/(N + 1), ν = 1, 2, …, (N – 1)/2, the dis-

persion law of Eq. (16) written down as λν =

D1  allows one to calculate the

sought group velocity

(31)

where a is the lattice constant and the coupling constant
D1 is the minimal coupling constant among the two
coupling constants D1 and D2. Thus, for N = 201-chain
with the coupling constants D1 = 2π · 4444 s–1 and
D2 = 2π · 6666 s–1, the time of the first returning of the
wave packet to site 1 becomes (see Fig. 2)

(32)

The traveling waves of the spin polarization
〈Ij, z〉(t)/〈I1, z〉(0) are shown in Fig. 3.

4. INTENSITIES OF MQ COHERENCES 
IN OPEN CHAINS WITH ALTERNATING 

COUPLINGS

The exact spectrum of Eqs. (22)–(26) of the Hamil-
tonian H (8) provides us with a technique for determin-
ing the multiquantum dynamics in an alternating open
chain. Again, we take the initial density matrix ρ(0)
(27) and calculate how the MQ coherences develop in
the spin system of the alternating spin-1/2 chain. The
MQ NMR dynamics of the nuclear spins coupled by the
nearest neighbor dipolar interactions are described by
the Hamiltonian [10, 11]

(33)

The Hamiltonian H (33) takes the form of the exactly
solvable Hamiltonian H (1) (with the Larmor frequen-

3
2
---

1
2
---

1
2
--- 1 2δ p( )cos δ2+ +

v a
dλ p( )
2dp

---------------
 
 
 

p
max

aD1

2
---------,= =

tR
2 N 1–( )

D1
--------------------- 14.5 ms.≈=

HMQ
1
2
--- Dn n 1+, In +, In 1+ +, In –, In 1+ –,+{ } .

n 1=

N 1–

∑=
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cies ωn = 0 for all the sites) by making use of the unitary
transformation [11] acting on the even sites

(34)

so that YHMQY+ = H (Eq. (1); {ωn = 0}). In addition, the
transformation Y brings the initial density matrix (27)
to the form

(35)

where we introduce the total polarization Iz =

. The Liouville–von Neumann Eq. (28) with
the Hamiltonian H (33) and the initial density matrix
(27) gives the intensities Gn(t) of n = 0 and n = ±2
orders, just as in the case of the homogeneous chain
with the conservation condition [11, 12]

(36)

and

(37)

Figure 4 demonstrates the development of the 2Q
coherence on the alternating N = 201-chain with the
couplings D1 = 2π · 4444 s–1 and D2 = 2π · 6666 s–1;
thus, δ = D2/D1 = 1.5. As time proceeds, the regular
course of the intensities G±2(t) is transformed to the
erratic temporary behavior just as in the case of the
homogeneous lattice with D1 = D2 [13]. For D1 = D2,

Y  = iπI2 x,–( ) iπI4 x,–( )… iπIN 1 x,––( ),expexpexp

ρ 0( ) Y IzY
+ 1–( )n 1– In z, ,

n 1=

N

∑= =

In z,n 1=
N∑

G0 t( ) G2 t( ) G 2– t( )+ + 1,=

G0 t( ) 1
N
---- λνt( ),cos

2

n 1=

N

∑=

G±2 t( ) 1
2N
------- λνt( ).sin

2

n 1=

N

∑=

Fig. 3. Propagation of the spin-wave packet along the 201-
site open chain. The packet starts at the boundary site j = 1.
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Eq. (37) exactly reproduces the results for the intensi-
ties of the 2Q coherence of [11].

5. CONCLUSIONS

The sensitivity of the NMR spin polarization
dynamics to the spatially periodic short-distance inho-
mogeneity of the lattice was explored in the previous
sections relying on the exact spectrum of the spin-1/2
XY Hamiltonian on the alternating open chain with an
odd number of sites.

If the spin polarization is prepared initially on the
single site, the spin dynamics on the nonhomogeneous
lattice are represented as the propagation of the spin
wave packet. The velocity of the wave packet on the
nonhomogeneous lattice is controlled by the minimal
coupling constant min{D1, D2}. In the extreme situa-
tion D1 ! D2 (D1, D2 ≠ 0), the spin polarization stays
fixed on the initial site.

As time proceeds, the regular spin propagation
along the alternating chain is transformed to the erratic
one.

The time scale of the regular behavior of the 2Q
intensities G±2(t) is 4 times shorter than the time scale
of the regular behavior of the polarization
〈Ij, z〉(t)/〈I1, z〉(0), as can be seen by a comparison of
Fig. 4 with Fig. 2. The same effect occurs in the case of
the spin dynamics on the homogeneous chain [13]. The
effect is caused by two reasons. First, the velocity of the
propagation of the 2Q coherence is doubled as com-
pared with the velocity of the propagation of the spin
polarization, as is obvious from the comparison of the
dispersion law in Eq. (37) with the dispersion law in
Eq. (30). Secondly, the two-spin local excitations of the
2Q coherence travel the path N before the two-spin

Fig. 4. Time course of the intensities of the 2Q coherence
(Eq. (37)) in the chain of N = 201 spins interacting with the
coupling constants D1 = 2π · 4444 s–1 and D2 = 2π · 6666 s–1

and zero Larmor frequencies. The insert shows an early
development of 2Q coherence over the times t < 1.5 ms.

(t
)
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excitations return back on the N-site chain. The path N
should be compared with the path 2N traveled by the
single local spin excitation before it reappears on the
initial site of the chain.
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We consider tunneling processes in QFT induced by collisions of elementary particles. We propose a semiclas-
sical method for estimating the probability of these processes in the limit of very high collision energy. As an
illustration, we evaluate the maximum probability of induced tunneling between different vacua in a (1 + 1)-
dimensional scalar model with boundary interaction. © 2005 Pleiades Publishing, Inc.

PACS numbers: 03.65.Sq; 03.70.+k; and 11.15.Kc
In many models of field theory one encounters tun-
neling transitions between states separated by an energy
barrier of finite height ES. The famous examples are
false vacuum decay in scalar theories [1] and topology-
changing transitions in gauge–Higgs theory [2, 3]. In the
weak coupling regime, the rate of tunneling at zero
energy is exponentially small [1, 2], but one suspects the
suppression to vanish once energy exceeding the height
of the barrier is injected into the system. A particular
way of inducing the tunneling process is a collision of
two highly energetic particles. It was conjectured some
time ago [4] that the collision-induced tunneling pro-
cesses may become unsuppressed at high collision ener-
gies. Semiclassical study of scalar and gauge–Higgs
theories [5, 6] showed, however, that this is not the case:
the tunneling probability remains exponentially small
even if the collision energy E considerably exceeds the
barrier height ES. Furthermore, analyses of toy models
[7, 8] and unitarity arguments [9] suggest that the colli-
sion-induced transitions should remain exponentially
suppressed even if E tends to infinity. In other words, it
was proposed that (contrary to the initial conjecture) the
probability of the process has the form

(1)

where g2 is a small coupling constant and the suppres-
sion exponent F(E) remains positive at all energies.
This has been confirmed recently by direct calculation
[10] of the suppression exponent in the whole range of
energies in a toy two-dimensional model. In addition, it
was found in [10] that the suppression exponent
reaches its minimum Fm at a certain optimal energy Eo
and remains constant above this energy

(2)

¶ This article was submitted by the authors in English.

3 E( ) e F E( )/g2– ,∝

F E( ) Fm, E Eo.>=
0021-3640/05/8102- $26.00 ©0053
One may ask whether or not the formulas (1), (2) are
valid for other models with model-dependent values of
Fm, Eo.

In this letter, we give a general semiclassical method
for evaluating the minimum value Fm of the suppres-
sion exponent and the energy Eo at which this minimum
is achieved. Our procedure is essentially an adaptation
of the method of [11], but it is more straightforward and
technically simpler. We consider the case in which,
after the appropriate rescaling of the fields, the action S

takes the form S = /g2, where  does not explicitly
depend on the small coupling constant g. One observes
that g2 effectively plays the role of the Planck constant,
and the limit g  0, which we consider below, corre-
sponds to a semiclassical situation.

Our starting point is the inclusive probability of tun-
neling from states with a given number of incoming
particles and any energy

(3)

Here (Tf, Ti) is the evolution operator, and 
denotes the projector onto states with N particles. The
initial and final states, |i〉  and | f 〉 , respectively, are at dif-
ferent sides of the potential barrier. Here and below the
limit, Tf  +∞, Ti  –∞ is assumed. As we will
shortly see, the quantity (3) can be evaluated semiclas-
sically provided the initial number of particles is para-

metrically large, N = /g2. We will see that the result
has a typical exponential form,

(4)

S̃ S̃

3m N( ) f〈 |8̂ T f Ti,( )P̂N i| 〉
2
.

i f,
∑=

8̂ P̂N

Ñ

3m N( ) e
Fm Ñ( )/g2–

.∝
 2005 Pleiades Publishing, Inc.
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We use the result (4) as a source of information on the
probability of collision-induced tunneling. It is clear
that the inclusive multiparticle probability 3m(N) sets
an upper bound on the two-particle probability of inter-
est, 3(E), at arbitrarily high energies E. Indeed, the
energy of the initial state in (3) can be arbitrarily high,
while any initial two-particle state can be promoted to
the multiparticle one by adding a number of “spectator”
particles that do not interfere with the tunneling pro-
cess. Hence, the exponential suppression of 3m(N)
entails the exponential suppression of 3(E), and the
inequality

(5)

holds. Following [11], we conjecture that

(6)

The conjecture (6) is based on the observation that, in
the leading semiclassical approximation, the probabil-
ity of tunneling does not depend on the details of the
initial state provided the initial number of particles is
much smaller than 1/g2. The analogs of the formula (6)
have been checked in various situations [12–14].

Now, we proceed to the semiclassical evaluation of

the multiparticle exponent Fm( ). Our strategy is to
represent the inclusive probability 3m(N) in the form of
a path integral and evaluate the latter making use of the

saddle-point technique. Taking into account that  ·

 = , one recasts Eq. (3) in the form

(7)

where |φf〉  are eigenstates of the field operators, which

we denote collectively by , while |a〉 , |b〉  are the coher-
ent states

Hereafter, we use the shorthand notation  ≡ (Tf,
Ti). Making use of the standard path integral for the
transition amplitude in the φ representation, one writes

(8)

Fm Ñ( ) Fm≤

Fm Ñ( )
Ñ 0→
lim Fm.=

Ñ

P̂N

P̂N P̂N

3m N( ) f〈 |8̂ i'| 〉 i'〈 | P̂N i''| 〉 i''〈 |8̂ f| 〉
i' i'' f, ,
∑=

=  $ φf a a* b b*, ,, ,[ ] e

1

g
2

-----∫dk akak* bkbk*+[ ]–

∫
× φf〈 |8̂ a| 〉 a〈 | P̂N b| 〉 φf〈 |8̂ b| 〉[ ] *,

φ̂

φ̂ x( ) φ| 〉 φ x( )
g

----------- φ| 〉 , âk a| 〉
ak

g
----- a| 〉 .= =

8̂ 8̂

φf〈 |8̂ a| 〉  = $φ 1

g2
----- iS̃ φ[ ] Bi φi a,( )+( )

 
 
 

,exp

φ T f( ) φf=

∫

where the boundary term Bi comes from the initial
matrix element 〈φ|a〉 ,

In this expression, φi(k) stands for the spatial Fourier
transform of the fields at t = Ti. For the matrix element

of the projector  one obtains (see e.g., [15, 16])

(9)

Substituting Eqs. (8) and (9) into expression (7) and
performing integration over the variables b, b*, one
obtains the desired path integral representation

(10)

where

(11)

Note that the integration over φ' in (10) comes from the
path integral representation for the complex conjugate

amplitude [〈φf | |b〉]*.

The functional F defined in Eq. (11) is independent
of the coupling constant g. Hence, at weak coupling,
the integral (10) is saturated by its saddle point. The
saddle-point equations are as follows. Extremization
with respect to φ and φ' gives the classical field equa-
tions

(12a)

The boundary conditions for these equations are
obtained by varying the expression (11) with respect to
the initial and final values of the fields. Using the rela-

tion δS/δφ(Tf, x) = (Tf, x) and taking into account the
constraint (see. Eq. (10))

(12b)

one obtains

(12c)

In the initial asymptotic region Ti  –∞, the evolution
of the fields φ, φ' is linear and one writes1

1 For concreteness we assume that the initial state is an excitation
above the vacuum φ = 0.

Bi φi a,( )

=  k
1
2
---aka–k–

ωk

2
------φi k( )φi k–( )– 2ωkakφi k( )+

 
 
 

.d∫

P̂N

a〈 | P̂N b| 〉 θ 1

g2
----- Ñθ kak*bke θ–d∫+( )

 
 
 

.expd

i∞–

i∞

∫=

3m N( ) $ φ φ' a a*, , ,[ ] θ e F/g2– ,d

φ T f( ) φ' T f( )=

∫=

F Ñθ– iS̃ φ[ ]– iS̃ φ'[ ]+=

– Bi φi a,( ) Bi* φi' a,( )– kak*akeθ.d∫+

8̂

δS̃
δφ
------ δS̃

δφ'
------- 0.= =

φ̇

φ T f x,( ) φ' T f x,( ),=

φ̇ T f x,( ) φ'˙ T f x,( ).=
JETP LETTERS      Vol. 81      No. 2      2005



REAL-TIME INSTANTONS AND SUPPRESSION OF COLLISION-INDUCED TUNNELING 55
The variation of the functional F with respect to φi, ,
a, a* yields the following relations between the fre-
quency components:

(12d)

The set of saddle-point equations (12) can be simplified
if we recall that the configurations φ and φ' saturate the
amplitude and its complex conjugate, respectively. This
suggests the Ansatz equation φ'(t, x) = [φ(t, x)]*, which
is compatible with the boundary value problem (12)
provided the saddle-point value of θ is real. Then, the
boundary value problem is formulated in terms of a sin-
gle set of fields φ(t, x). The conditions (12b), (12c)
imply the reality of the fields in the asymptotic future

(13a)

while Eqs. (12d) read

(13b)

The boundary condition in the asymptotic past,
Eq. (13b), can be understood as follows. In the limit
θ  +∞, it coincides with the Feynman boundary
condition and thus corresponds to the initial state with

a semiclassically small number of particles   0;
finite θ picks up the most favorable state with non-

zero .

The number of equations in the boundary value
problem (12a), (13) is equal to the number of
unknowns. Generically, for a given value of θ, this
problem has a unique solution φrt(t, x). We call this
solution a “real-time instanton,” as it lives on the real
time axis, in contrast to the ordinary instanton, which is
defined in Euclidean time. Note that the boundary con-
dition (13b) implies that the real-time instanton is com-
plex-valued. On the other hand, its imaginary part
should vanish in the asymptotic future due to condition
(13a). Let us discuss the consequences of this property.
Assume that, at large (but finite) times, the solution gets
linearized about some real static configuration,
φrt(t, x) = φs(x) + δφ(t, x). Then, Eq. (12a) implies that
Imδφ  0 as t  +∞. This amounts to requiring that
the configuration φs is unstable; consequently, Imδφ
evolves along its negative mode, Imδφ ∝  e–const · t. The
natural candidate for φs(x) is the static solution “sitting”
on top of the potential barrier separating the sectors of
the initial and final states. Accepting the terminology of

φi
kd

2π( )1/2 2ωk

------------------------------- f ke
iωkTi–

g–k* e
iωkTi+( )eikx,∫=

φi'
kd

2π( )1/2 2ωk

------------------------------- f k' e
iωkTi–

g–k'*e
iωkTi+( )eikx.∫=

φi'

f k' f ke
θ
, gk'* gk*e θ– .= =

Imφ t x,( ) 0, Imφ̇ t x,( ) 0 as t +∞,

f k e θ– gk.=

Ñ

Ñ
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gauge–Higgs theories [3], we call this solution “sphale-
ron.”2 

We arrive at the conclusion that the real-time instan-
tons describe the formation of the sphaleron as t 
+∞. This is, in fact, a common property of solutions rel-
evant for collision-induced tunneling at energies higher
than ES [14, 6, 10]. The transition is completed by the
decay of the sphaleron into the states of interest, which
proceeds with probability of order one.

The last saddle-point equation obtained by varying
the functional (11) with respect to the parameter θ
relates the value of θ to the initial number of particles,

(14)

Substituting the solution into Eq. (11), one obtains the
formula (4) with the suppression exponent

(15)

Note that the term in braces is the action of the real-time
instanton integrated by parts with respect to time.

At finite value of the parameter θ (the nonzero value

of ), the real-time instanton is by construction a
smooth solution to the equations of motion and has a

well-defined classical energy Eo( ). At t  +∞, the
real-time instanton describes semiclassical evolution in

the final state. Thus, Eo( ) coincides with the energy
of the final state saturating the probability (3). This
means that, if we restrict the sum in (3) to the states

with the fixed energy E = Eo( ) (cf. [11]), we obtain

the same result (4). One concludes that Eo( ) is the
optimal energy for tunneling from the states with the

given number of particles N = /g2. The limit

(16)

determines the optimal energy for collision-induced
tunneling.3 It is easy to understand the most favorable
transition at higher energies. The system releases the
energy excess (E – Eo) by a perturbative emission of a
few particles (which costs only a power suppression in
g2) and tunnels at the optimal energy Eo [7, 10]. Due to
this process, F(E) stays constant at E > Eo, i.e., formula
(2) holds.

Let us illustrate our method by considering a simple
example. We consider a free massless scalar field φ(t, x)
living in (1 + 1) dimensions on a half-line x > 0 with

2 In the case of scalar theories, such a solution is known as a “criti-
cal bubble” [1].

3 In general, we cannot exclude the situation when Eo( )  ∞
as   0. In the example below, Eo is finite.

Ñ kd f kgk*.∫=

Fm Ñ( ) = Ñθ– 2Im S̃ φrt[ ] 1
2
--- xφrtφ̇rtd∫ t Ti=

+
 
 
 

.+

Ñ

Ñ

Ñ

Ñ

Ñ

Ñ

Eo Eo Ñ( )
Ñ 0→
lim=

Ñ
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self-interaction localized at the boundary point x = 0.
The action of the model is4 

(17)

where the parameter µ sets the characteristic energy
scale of the boundary interaction. Model (17) is used in
solid state physics to describe the transport in quantum
wires [17] and Josephson chains with defects [18]. A
detailed semiclassical treatment of model (17) is given
in [10].

Model (17) has a number of vacua φn = 2πn, n = 0,
±1, …, which are separated by the potential barriers of
the height ES = 2µ/g2 determined by the maximum of
the boundary potential. One also finds an unstable static
solution φs = π, sphaleron, which “sits” on the top of the
“first” potential barrier. The process we are interested in
is the tunneling between the vacua φ = 0 and φ = 2π
induced by highly energetic particle scattering off the
boundary. To calculate the minimum suppression expo-
nent and the optimal energy of this collision-induced
tunneling process, one finds the family of real-time
instantons by solving the boundary value problem
(12a), (13).

Since the bulk evolution of φ(t, x) is that of a free
massless scalar field, we represent the general solution
in the form

(18)

where ϕin and ϕout are the incoming and outgoing
waves. The boundary interaction leads to the nonlinear
equation at x = 0,

(19)

Due to condition (13a), the outgoing wave ϕout is real.
Introducing the real and imaginary parts of the incom-
ing wave, ϕin(ξ) = a(ξ) + ib(ξ), one rewrites Eq. (19) as
a set of two real equations

(20)

(21)

where u(ξ) = a(ξ) + ϕout(ξ). The remaining conditions
in the asymptotic past, Eq. (13b), should be imposed on
the frequency components of the incoming wave ϕin. To
this end, one performs a Fourier expansion of ϕin,

(22)

and finds that the positive and negative frequency com-
ponents of the solution, f–k and , are proportional to
ϕin(–k) and ϕin(k), k > 0, respectively. Thus, Eq. (13b)

4 Normally, one should use some infrared regularization for the
massless scalar model in (1 + 1) dimensions. However, the spe-
cifics of the regularization turn out to be irrelevant for our pur-
poses.

S = 
1

g2
----- t

1
2
--- x ∂µφ( )2 µ 1 φ t 0,( )( )cos–[ ]–d

0

∞

∫ 
 
 

,d∫

φ t x,( ) ϕ in t x+( ) ϕout t x–( ),+=

∂xφ µ φ, xsin 0.= =

b' µ b u,cossinh=

u' 2a' µ b u,sincosh–=

ϕ in t x+( ) kϕ in k( )eik t x+( ),d∫=

g k–*
takes the form ϕin(–k) = e–θ[ϕin(k)]*, where k > 0. It is
straightforward to check using the Cauchy formula that
the latter condition is equivalent in its turn to the fol-
lowing relation between the real and imaginary parts of
the initial wave (see [10])

(23)

where the integral is understood in the sense of princi-
pal value. We use Eq. (23) as an alternative formulation
of condition (13b) in our model.

It is also required that the functions ϕin, ϕout have
appropriate asymptotics. To ensure a finite number of
particles in the initial state, we require the incoming
wave to be well localized, ϕin(ξ)  0 as ξ  ±∞. In
addition, as the initial state is an excitation above the
vacuum φ = 0, we write ϕout(ξ)  0 at ξ  –∞. On
the other hand, as we have already discussed, the rele-
vant solution contains the sphaleron at t  +∞. Thus,
ϕout(ξ)  π as ξ  +∞.

Problem (20), (21), (23) can be solved numerically
by the following iterative method. At each cycle of iter-
ations, one starts from the function5 u = u(0)(ξ) and
solves Eq. (20) explicitly

(24)

where κ is an integration constant. Then, integrating
numerically Eqs. (23), (21), one finds a(ξ) and u(ξ) for
a given value of κ. Finally, one picks up the value of κ
such that the function u(ξ) has correct asymptotics as
ξ  ±∞. In this way, the improved approximation for
u(ξ) is obtained and a new cycle of iterations begins.
After 30 cycles, one obtains the solution with precision
of order 10–6.

Given the family of real-time instantons, one calcu-
lates numerically the suppression exponent Fm(θ) via
Eq. (15) and also the energy Eo(θ). To calculate the
number of particles, it is convenient to recast Eq. (14)
in the form

(25)

The functions Fm(θ), Eo(θ), and (θ) determine the
dependence of the suppression exponent and the energy

on . These are plotted in Fig. 1. Taking the limit

  0, one obtains Fm = 10.27, Eo = 2.65ES. Thus,
the semiclassical suppression factor is exp(–10.27/g2)
at all energies exceeding Eo = 2.65ES, and the suppres-
sion is even stronger at lower energies.

5 At the very first cycle, one takes, e.g., u(0)(ξ) = π/2 + .

a' ξ( ) 1 e θ–+

1 e θ––
---------------- 1

πξ
------3 ξ1

ξ1b' ξ1( )
ξ1 ξ–

-------------------,d∫=

µξ( )arctan

b ξ( ) µ
2
--- u 0( ) ξ1( ) ξ1d κ+cos

0

ξ

∫–
 
 
 

,tanhln=

Ñ g2N≡ 2
θsinh

-------------- ξa' ξ( )b ξ( ).d∫–=

Ñ

Ñ

Ñ
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In conclusion, we summarize our method. To calcu-
late the minimum suppression exponent Fm and the
optimal energy Eo of a collision-induced tunneling pro-
cess, one finds the family of complex classical solutions
and real-time instantons satisfying boundary conditions
(13). Given the real-time instantons, one calculates the

number of particles ; the suppression exponent

Fm( ); Eqs. (14), (15); and the energy Eo( ). By

itself, the quantity Fm( ) provides the lower bound on

Fm, Eq. (5); the limit   0 yields Fm and Eo accord-
ing to Eqs. (6), (16).
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We report experimental evidence of waveguide self-compression for high-power Cr: forsterite-laser femtosec-
ond pulses in a hollow photonic-crystal fiber. Dispersion spreading typical of low-intensity laser pulses is
replaced by nonuniform compression for pulses with high power (above 100 MW) with the compression effi-
ciency reaching its maximum around the peak of the laser pulse. © 2005 Pleiades Publishing, Inc.

PACS numbers: 42.65.Wi; 42.81.Qb
Transmission and control of high-power ultrashort
laser pulses are the key problems of high-field physics
and laser technologies. Self-focusing and optical break-
down limit the use of standard optical fibers for these
applications. Hollow fibers with a solid cladding [1]
radically enhance nonlinear-optical interactions [2],
allowing the formation of ultrashort light pulses [3, 4]
and providing high efficiencies of high-order harmonic
generation [5, 6]. Such fibers are, however, intrinsically
multimode and offer only limiting options for broad-
band dispersion control.

Hollow-core photonic-crystal fibers (PCFs) [7–9]
can support isolated trully guided modes of high-power
laser radiation [10], thus, suggesting unique possibili-
ties of dispersion tailoring [8]. Recent experiments
demonstrate that hollow PCFs substantially enhance a
broad class of nonlinear-optical processes, including
stimulated Raman scattering [11], off-resonance four-
wave mixing [12, 13], coherent anti-Stokes Raman
scattering [14], and self-phase modulation [15]. Tem-
poral and spatial self-action of high-power laser pulses
in hollow PCFs gives rise to temporal solitons [16, 17]
and self-channeling of laser radiation [18]—interesting
new propagation regimes of ultrashort intense-field
pulses.

Earlier studies [19] revealed the high potential of
hollow PCFs for linear compression of prechirped
high-power laser pulses, allowing the creation of all-
fiber-optic chirped-pulse amplifiers. The idea of this
work is to use a gas-filled hollow PCF to integrate a
nonlinear-optical phase modulator and a chirp compen-
sator with a special dispersion profile. Our experiments
on the temporal self-action of multimegawatt femtosec-
0021-3640/05/8102- $26.00 ©0058
ond Cr: forsterite-laser pulses in a hollow PCF indicate
guided-wave self-compression of laser pulses of this
class.

The hollow-core PCFs designed for the transmis-
sion and nonlinear-optical transformation of high-
power ultrashort laser pulses had a period of the photo-
nic-crystal cladding of about 5 µm and a core diameter
of approximately 50 µm (Fig. 1). The basic waveguid-
ing properties of such fibers have been discussed else-
where [20]. The transmission spectra of these fibers dis-

¥1.000 10 mm 27/JUL¥U

Fig. 1. An SEM cross-section image of the hollow photonic-
crystal fiber.
 2005 Pleiades Publishing, Inc.
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play characteristic well-pronounced isolated pass-
bands, which are related to the photonic band gaps of
the periodically structured cladding. The passbands in
the PCF transmission were tuned by changing the struc-
ture of the fiber cladding [21].

To model the guided modes and transmission spec-
tra of hollow PCFs, we numerically solved the wave
equations for the transverse components of the electric
field using a modification of the technique developed
by Poladian et al. [22]. We consider a waveguide where
a central cylindrical part with a radius R and a compli-
cated refractive index profile is surrounded by a solid
uniform cladding with the refractive index ncl. The two-
dimensional refractive index profile n(r, ϕ) in cylindri-
cal coordinates r and ϕ in the central part of the struc-
ture is represented as an expansion in polynomials and
periodic functions in such a way as to provide the best
fit for the hollow core and the photonic-crystal cladding
of the PCF (examples of such expansions can be found
in [13, 23]). The wave equations for the transverse com-
ponents ψ = ψ(r, ϕ) of the electromagnetic field are
written as

(1)

where V2(r, ϕ) = k2R2(n2(r, ϕ) – ), k is the wave num-

ber, W2 = k2R2(  – ), neff = β/k is the effective
mode index, and β is the propagation constant for the
waveguide mode defined as an eigenvalue of Eq. (1).

Inside the central cylindrical domain with the radius
R, the field is represented, according to Poladian et al.
[22], as an expansion

(2)

∂2ψ
∂r2
---------

1
r
---∂ψ

∂r
------- 1

r2
----∂2ψ

∂ϕ2
--------- V2 r ϕ,( )ψ+ + + W2ψ,=

ncl
2

neff
2

ncl
2

ψ r ϕ,( ) Amnψmn r ϕ,( )
mn

∑=

Fig. 2. The effective mode index neff – 1 and the group-
velocity dispersion D as functions of the radiation wave-
length for the fundamental mode of the hollow PCF with the
cross-section structure shown in Fig. 1.
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in the set of basis functions

(3)

where

(4)

(5)

and Km(x) is the modified Bessel function of the mth
order.

Outside the inner domain with the radius R, the solu-
tion to Eq. (1) is represented as

(6)

Substitution of Eqs. (2) and (6) into Eq. (1) yields an
eigenfunction and eigenvalue problem for a matrix
equation with eigenfunctions and eigenvalues identi-
fied as field intensity profiles and propagation constants
of waveguide modes, respectively.

The group-velocity dispersion (GVD) D =
−2πcλ−2d2β/dω2 (where β is the propagation constant of
the waveguide mode; λ and ω are the radiation wave-
length and frequency, respectively; and c is the speed of
light) is the key parameter of a fiber controlling the
pulse lengthening rate for ultrashort light-field wave-
forms. Lines 1 and 2 in Fig. 2 represent the effective
mode index neff – 1 and the GVD as functions of the
radiation wavelength for the fundamental mode of a
hollow PCF with the cross-section structure shown in
Fig. 1. The results of the calculations presented in
Fig. 2 show that the hollow PCF designed for this study
provides anomalous GVD (D > 0) within a broad spec-

ψmn r ϕ,( ) = eimϕ nπr( )sin
πr

---------------------- αmn W( ) βmn W( )r+ + 
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αmn W( ) nδm 0, 1 K0 W( ) 1–( )n 1–
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βmn W( )

=  n δm 0,– 1 δm 0,–( )Km W( )
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WKm' W( ) Km W( )–
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ψ r ϕ,( ) BmeimϕKm Wr( ).
m

∑=

Fig. 3. Diagram of the experimental setup.
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tral range, including the fundamental wavelength of Cr:
forsterite-laser radiation (1.25 µm). Such a fiber allows
self-compression of Cr : forsterite-laser pulses due to
the GVD compensation of the chirp of these pulses
induced by self-phase modulation in the hollow-core of
the PCF filled with a gas having a nonlinear refractive
index n2 > 0.

The laser system employed in our experiments
(Fig. 3) consisted of a Cr4+: forsterite master oscillator,
a stretcher, an optical isolator, a regenerative amplifier,
a compressor, and a crystal for frequency doubling. The
master oscillator, pumped with a fiber ytterbium laser,
generated 50–70-fs light pulses with a repetition rate of
120 MHz, a central wavelength of 1250 nm, and a mean
power of about 300 mW. These pulses were then trans-
mitted through a stretcher and an isolator to be ampli-
fied in an Nd: YLF-laser-pumped amplifier. Amplified
pulses with an energy up to 100 µJ were recompressed
to a 100–200-fs pulse duration in a grating compressor.
Approximately 50% of the radiation energy was lost at
this stage.

A cross-correlation technique was used to measure
the temporal envelope and the duration of the laser
pulses transmitted through the hollow PCF. The signal
coming out of the PCF was mixed with a fundamental-
wavelength reference Cr: forsterite-laser pulse in a
BBO crystal with a thickness of about 1 mm (Fig. 3).
The resulting sum-frequency signal was measured as a
function of the delay time between the signal and the
reference pulse to give the cross-correlation trace.

A standard micro-objective served to couple the
amplified Cr: forsterite-laser pulses into a hollow PCF
filled with atmospheric air and placed on a three-
dimensional translation stage. Beam coupling was opti-
mized to provide the maximum efficiency of the funda-
mental-mode excitation in the PCF. The input laser
pulses had an initial duration of about 270 fs (curve 3 in
Fig. 4) and energy ranging from 10 nJ up to 50 µJ.

Fig. 4. Cross-correlation traces for Cr: forsterite-laser
pulses at the output of the hollow PCF (1, 2) and at the out-
put of the laser system (3). The energy of the laser pulse at
the input of the PCF is (1) 50 nJ and (2) 35 µJ.
The results of the cross-correlation measurements
are presented in Fig. 4. In the regime of low intensities,
the laser pulses increase their pulse width as they prop-
agate through the PCF. Pulses with an initial duration of
about 270 fs and an energy of 50 nJ lengthen up to
approximately 350 fs as they reach the output of the
fiber with a length of 9 cm (curve 1 in Fig. 4). The high-
intensity laser pulses experience self-phase modulation
due to the Kerr nonlinearity of the gas filling the hollow
core of the PCF. The characteristic length for this non-
linear-optical process Lnl is determined by the nonlinear
coefficient γ = n2ω/cSeff, where Seff is the effective area
of the waveguide mode, and the power of the laser pulse
P: Lnl = (γP)–1. For laser pulses of 1.25-µm radiation
with an initial duration of 270 fs and an energy of 35 µJ,
the characteristic length of the self-phase modulation in
a hollow PCF filled with atmospheric air at the pressure
p = 1 atm (n2 ≈ 5 × 10–19 cm2/W), Lnl ≈ 6.3 cm, is less
than the chosen PCF length. The optical nonlinearity of
the gas in the fiber core under these conditions gives
rise to a noticeable chirp of the laser pulse.

In the regime of anomalous dispersion provided by
the hollow PCF, laser pulses experience nonuniform
frequency deviation and their duration decreases. A
typical duration of a laser pulse with a power P ≈
130 MW at the output of the PCF is about 210 fs
(curve 2 in Fig. 4). High-order dispersion noticeably
distorts the output pulse. Comparison of curves 1 and 2
in Fig. 4 shows that the highest efficiency of the pulse
compression is achieved around the peak of the laser
pulse, where the laser intensity reaches its maximum.
Off the laser pulse peak, the radiation intensity is lower
and the optical nonlinearity is smaller. As a result, the
pulse edges virtually coincide for low- and high-inten-
sity pulses (see Fig. 4). A further increase in the input
energy of the laser pulses gave rise to a considerable
distortion of the output pulses. This tendency can be
attributed to the ionization nonlinearity of the gas fill-
ing the fiber core, as well as to the solitonic effects.

The experiments presented in this paper show that
hollow PCFs with a special dispersion profile can effi-
ciently control the duration and the waveform of high-
power ultrashort laser pulses. We have experimentally
demonstrated a waveguide self-compression of
ultrashort pulses with a power exceeding 100 MW. We
expect that dispersion optimization of hollow PCFs,
extended to include high-order dispersion terms, multi-
soliton interactions, and ionization nonlinearity, should
allow the creation of efficient fiber-optic compressors
and transmission lines for high-power ultrashort laser
pulses.
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Photoluminescence Kinetics of Wurtzite GaN Quantum Dots 
in an AlN Matrix
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The photoluminescence (PL) of GaN quantum dots in an AlN matrix is studied. It is found that the maximum
of the PL line does not shift when the laser excitation power varies. The transient PL spectra indicate that the
quenching kinetics is nonexponential and the quenching law depends on the spectral range. The experimental
data are explained in the framework of a model taking into account the strong built-in electric field in wurtzite
structures and the transport of charge carriers between them. © 2005 Pleiades Publishing, Inc.

PACS numbers: 78.55.Cr; 78.67.Hc
In recent years, quantum wells (QWs) and quantum
dots (QDs) based on group III nitrides have been inten-
sively studied. The structures grown in the wurtzite
phase are of special interest. This is due to the occur-
rence of a built-in electric field along the (0001) axis
induced by the spontaneous and piezoelectric polariza-
tion of the QW (or QD) material and the barrier. The
values of the electric field strength reported in the liter-
ature for GaN QDs in an AlN matrix vary from
3.8 MV/cm [1] to 7 MV/cm [2]. Such a strong field sub-
stantially affects the optical properties of structures
with QDs.

The main manifestation of the internal electric field
is the quantum dimensional Stark effect: the energy of
the recombination emission is less than the bandgap
energy of bulk unstrained GaN in large-size QDs (the
height of the dots is larger than 3 nm at the average field
of 5 MV/cm [3]). The energy of dimensional quantiza-
tion in small-size QDs is sufficiently large; therefore,
the energy of recombination emission exceeds the
bandgap energy of bulk GaN. As a result, the energy of
recombination emission varies in a wide range from 2.3
to 4.2 eV upon variation of the QD sizes [3–6]. More-
over, oppositely charged carriers are spatially separated
by the electric field, resulting in an increase in their life-
time.

Screening the built-in electric field with nonequilib-
rium charge carriers can change the QD energy spec-
trum and hence the spectrum of the emitted light and
the lifetime of the nonequilibrium charge carriers [3].
The theoretical calculations performed in [1] demon-
strate that the screening of the built-in electric field by
two pairs of free charge carriers leads to a shift of the
GaN/AlN QD photoluminescence (PL) line by several
tens of millielectronvolts. The line shift of the transient
0021-3640/05/8102- $26.00 0062
PL of QDs found experimentally at room temperature
[7] and at liquid helium temperature [8] makes up
almost 1 eV. As far as we know, this energy shift is the
largest for semiconductors and semiconductor struc-
tures. It is evident that such a large shift cannot be
explained only by the screening of the built-in electric
field. Estimates show that each QD must contain sev-
eral tens of electron–hole pairs for the observed shift to
be provided by the screening of the electric field; this
will inevitably cause fast (from 0.1 to 1 ns) Auger
recombination. However, the PL shift is observed
within several milliseconds after the excitation pulse.

In this work, the steady-state and transient PL of
QDs was studied to elucidate the mechanisms deter-
mining the recombination emission spectrum of GaN
QDs in an AlN matrix under various excitation levels.

The structures with self-organized GaN/AlN QDs
were grown by molecular beam epitaxy on a sapphire
substrate in the (0001) direction. NH3 was used as the
source of active nitrogen. The given sequence of layers
was accomplished as follows: a buffer AlN layer
(100 nm) was grown first, and then 3D islands of GaN
were formed on the AlN surface. It was found by reflec-
tion electron diffraction that the islands were formed at
extremely thin coatings corresponding to two GaN
monolayers without the formation of a two-dimen-
sional GaN layer. These data were confirmed in study-
ing the samples by high-resolution transmission elec-
tron microscopy. The height (4–6 nm) and the diameter
(15–20 nm) of the QDs were also determined (see the
inset in Fig. 1b). The density of the QDs did not exceed
1011 cm–2. The layer of GaN QDs was covered by a
10-nm AlN layer. To increase the emission intensity,
this procedure was repeated ten times. Nevertheless,
the number of layers with QDs was sufficiently small to
© 2005 Pleiades Publishing, Inc.
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minimize the effects associated with the nonuniformity
of QD excitation, which were discussed in [9].

The excitation of the steady-state photolumines-
cence was carried out by a He–Cd laser with a wave-
length of 325 nm (3.81 eV) and by the second harmonic
of an Ar+ laser with a wavelength of 244 nm (5.08 eV).
The diameter of the excitation light spot on a sample
was approximately 0.25 µm. The transient PL was
excited by pulsed nitrogen laser radiation (a wave-
length of 337 nm and a half-height pulse duration of
7 ns) with a pulse repetition frequency of 1 kHz. The
energy density in a laser radiation pulse was
0.02 mJ/cm2, and the beam diameter was about 5 mm.
Note that the radiation energy of all the lasers used in
this work was lower than the AlN bandgap (6.2 eV).

Figure 1 presents the steady-state PL spectra mea-
sured at various temperatures and the temperature
dependence of the position of the PL peak. It is evident
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Fig. 1. Steady-state PL spectra: (a) spectra measured at var-
ious temperatures and (b) temperature dependence of the
PL line maximum. The inset in the figure shows an image
of GaN QDs in an AlN matrix obtained with a transmission
electron microscope (TEM).
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that the PL maximum at 5 K lies at 2.55 eV, which is
approximately 0.9 eV lower than the bandgap width of
bulk unstrained GaN (3.47 eV). The PL line width at
half-height comprises about 0.7 meV. This line was not
observed in the GaN and AlN films. With increasing the
temperature from 5 to 300 K, the PL intensity drops
approximately by a factor of 2.5, which is insignificant;
the line shape and half-width remain virtually
unchanged (Fig. 1a); and the PL maximum shifts
toward the region of low energies by approximately
80 meV in accordance with the decrease in the bandgap
width of bulk GaN (Fig. 1b). The data obtained indicate
that the radiative recombination of nonequilibrium
charge carriers occurs in GaN QDs.

The emission of GaN QDs below the bandgap width
of bulk GaN is due to the quantum Stark effect [10].
The dependence of the optical transition energy on the
QD height at different values of the electric field was
reported in [3]. According to this dependence, the emis-
sion with energy at 2.55 eV observed in QDs 5 nm in
height (which equals the average height of the QDs
studied in this work) corresponds to an electric field of
5.5 MV/cm. The broadening of the PL line is related to
fluctuations of QD sizes. In the structures grown with
QDs, the height varied from 4 to 6 nm. This corre-
sponds to the recombination emission energy in the
range from 2.2 to 3.0 eV at the above field value. The
weak drop in the PL intensity with temperature con-
firms the occurrence of strong charge carrier localiza-
tion in QDs. In fact, under the action of the built-in
field, electrons and holes shift toward the vertex and
base of the QD, respectively, because of which the car-
riers undergo additional localization at barriers. With
increasing temperature, the degree of localization
decreases, resulting in an increase in the probability of
the capture of charge carriers by radiationless sites,
which occur in QDs.

Figure 2 presents the spectra of steady-state PL
measured at 13 K and various laser excitation powers.

Fig. 2. Steady-state PL spectra measured with various pump
powers at 13 K.
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The figure demonstrates that the QD PL spectrum cov-
ers the entire range of visible radiation. The appreciable
luminescence in the range of photon energies hν > 3 eV
is associated with recombination in small-size QDs,
which also occur in the studied samples according to
electron microscopy data. The PL spectrum varies
insignificantly upon varying the pump power. It should
be noted that the relative PL intensity in the low-energy
spectral region increases upon decreasing the pump
power. Such a relative increase in the PL intensity in the
red spectral region was more pronounced at room tem-
perature, and the PL spectrum shifted toward the red
side approximately by 200 meV upon decreasing the
pump power from 10 to 0.01 mW.

The transient PL spectra of QDs at T = 5 K are
shown in Fig. 3a. This figure demonstrates that the PL
spectrum at small delay times after the excitation pulse
is broad and spans the entire visible range. In the course
of time after the excitation pulse, the PL line becomes
narrower and the maximum shifts toward the low-
energy side from 3.0 to 2.2 eV. The main shift of the PL
line takes place in the first 10 µs after the excitation
pulse. The decrease in the width of the PL spectrum

Fig. 3. Transient PL spectra: (a) spectra measured at differ-
ent instants of time after an excitation pulse; (b) PL decay
curves at different points of the spectrum.
points to the fact that the recombination of nonequilib-
rium charge carriers in small-size QDs is faster than
that in large-size QDs.

The PL decay law at different points of the spectrum
is presented in Fig. 3b. It is evident that this law is non-
exponential at all spectral lines and strongly varies
along the spectrum. The decay law in the high-energy
part of the spectrum is well approximated by the 1/tγ

law with γ = 2, indicating that the lifetime dispersion of
nonequilibrium charge carriers in QDs is significant.
The most interesting experimental observation is the
constancy of the PL intensity within about 10 µs after
the excitation pulse in the low-energy wing of the PL
line (curve A in Fig. 3b). The QD PL decay law remains
virtually constant upon increasing the measurement
temperature up to 300 K. The QD PL decay law mea-
sured in this work differs from the data reported in [2].
In this work, it was inferred from measurements of PL
kinetics in a narrow time range up to 1ns that the QD
PL decay is exponential. Nevertheless, an increase in
the PL decay time in the red spectral region was also
noted in this work. The relatively long absence of the
decay of red PL found in our work means that the con-
centration of nonequilibrium charge carriers in large
QDs remains constant during this time. Hence, the loss
of nonequilibrium charge carriers in large QDs due to
recombination is replenished by the external supply of
charge carriers. It should be noted that the PL intensity
in the high-energy line wing almost completely
decays in the same time (curve C in Fig. 3b); that is,
nonequilibrium charge carriers virtually do not remain
in small QDs.

The experimental data presented above indicate that
the huge shift of the transient PL line toward the red
side within some time after the excitation pulse is pri-
marily associated with the dependence of the lifetime
of nonequilibrium charge carriers in QDs on their
height. This dependence appears because of the occur-
rence of the built-in electric field in wurtzite structures
with QDs. This conclusion is in agreement with the
data of theoretical calculations [1], from which it fol-
lows that the lifetime of nonequilibrium charge carriers
in QDs changes by more than one order of magnitude
upon changing the QD height by 1 nm, and also with
the experimental data on the lifetime in QDs obtained
by other authors [7].

The unusual PL decay law in the red spectral region
is evidently related to the transition of charge carriers
from small-size QDs to larger QDs. The rather high
density of QDs in our structures gives grounds for such
a suggestion. Correlation between the onset time of PL
decay in large QDs and the time required for the com-
plete depletion of small QDs also provides evidence in
favor of this suggestion. The invariability of the PL
decay law with increasing temperature points to a tun-
neling mechanism of exciton transfer between QDs. At
the same time, the supply of charge carriers from some
local centers in the AlN matrix would lead to approxi-
JETP LETTERS      Vol. 81      No. 2      2005
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mately the same increase in the PL decay time of large-
size and small-size QDs. It should be noted that exciton
transfer between QDs was observed previously in QDs
of other types, for example, between InAs QDs in an
AlAs matrix [11].

Thus, the PL of self-organized GaN QDs was stud-
ied in this work. A PL line below the GaN bandgap
width related to recombination in QDs was found. The
line maximum in the transient spectrum shifts to the red
side by approximately 1 eV for several tens of micro-
seconds. This shift is associated with the dependence of
the recombination rate of charge carriers on the dot size
in the strong internal electric field. The long decay of
the low-energy region of the transient spectrum is also
caused by the transfer of nonequilibrium carriers from
small to large GaN QDs.
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The temperature dependences of resistivity and thermal emf on a Kondo lattice are calculated using the spin-
polaron approximation. The peaks and sign reversal points of thermal emf as a function of temperature and con-
centration below the temperature of the transition to the paramagnetic state are determined. The concentration
region containing the metal–insulator transition below the Curie temperature and the shift of the upper spin-
polaron band are calculated. © 2005 Pleiades Publishing, Inc.

PACS numbers: 72.15.Qm; 72.20.–i
Intensive studies of manganites are stimulated by
both the existence of the giant magnetoresistance effect
and the possibility of application of these materials in
spintronics. The magnetic ordering changes from the
antiferromagnetic to ferromagnetic (FM) type, and the
semiconductor–metal transition occurs at the critical
concentration of the substitution of bivalent Ca2+ and
Sr2+ ions for trivalent lanthanum ions [1–3]. Above the
critical concentration (x > xc), the resistivity in the FM
region below the Curie temperature drops abruptly and
is correctly described in the double exchange model [4].
In the vicinity of a concentration of x ~ 0.5, the metal–
insulator transition is observed in La0.5Ca0.5 – xBaxMnO3

[5] below the Curie temperature TMI/Tc = (x = 0) 0.87,
(x = 0.1) 0.78, and (x = 0.2) 0.6. This transition can be
interpreted using the phase-separation model. In other
words, regions with the metal- and semiconductor-type
conductivity exist due to small-radius polarons. How-
ever, the values of the activation energy calculated from
the temperature dependences of the Seebeck coefficient
S(T) and resistivity differ from each other by an order
of magnitude.

Available theories cannot explain an increase in the
absolute value of thermal emf in double-layer mangan-
ites RSr2Mn2O7 (R = La, Pr) in the helium temperature
range [6]. The minimum observed in the S(T) depen-
dence for La1.4(Sr1 – yCay)Mn2O7 in the temperature
interval 60 K < T < 150 K can be interpreted as a com-
plex contribution from phonons and electrons to S(T) =
A/T + BT. The sign reversal of the thermoelectric coef-
ficient as a function of the temperature and concentra-
tion in manganites is explained by the presence of two
types of carriers (electrons and holes) with different
activation energies.
0021-3640/05/8102- $26.00 0066
In this study, the above-mentioned effects are
described in the Kondo-lattice model using spin
polarons as charge carriers. The temperature and con-
centration ranges in which the Seebeck coefficient
changes its sign and the metal–insulator transition
occurs below the temperature of the transition to the
magnetically ordered state are determined as functions
of the spin-polaron band population and the Hund inter-
action parameter. The model proposed here differs from
the double-exchange model, in which the hopping of
Mn ions over eg levels leads to the formation of ferro-
magnetic exchange, while hopping over t2g states leads
to the antiferromagnetic exchange between localized
electrons. We assume that the motion of charged carri-
ers takes place in the oxygen system and that the elec-
tron spin is polarized by the ordered arrangement of
manganese spins due to the hybridization of oxygen
and manganese ions. According to the x-ray diffraction
data [7], the weights of the 3d5L1 and 3d6L2 states are
approximately equal to 41 and 9%, which corresponds
to one- and two-hole states. These states are located in
the gap, and they can be treated as impurity bands near
the chemical potential and described in the model of
nearly free electrons. As applied to manganites, our
model presumes that the substitution of the bivalent ion
Sr2+ or Ca2+ for the trivalent La3+ ion leads to an
increase in the concentration of holes on oxygen ions.
Oxygen nonstoichiometry also forms the hole states on
oxygen.

Spin-polaron excitations can be calculated in the
framework of the Kondo-lattice model using the
method proposed by Barabanov et al. [8]. The Hamilto-
nian has the form

H H0 H1 H2,+ +=
© 2005 Pleiades Publishing, Inc.
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(1)

where summation is carried out over the cubic lattice
sites, I1 and I2 are the exchange interactions between the

nearest and next-to-nearest neighbors,  is the cre-
ation operator for an electron with the spin index σ =

±1, H1 is the Hamiltonian of the s–d interaction, and 
are the Pauli matrices with α = x, y, z.

Let us write the equations of motion for the Green’s
functions describing the motion of the electron over
oxygen ions. The electron spin interacts with the mag-
netically ordered spins of manganese ions. Using the
random phase approximation, we close the system of

equations for the Green’s functions 〈〈 ar, σ| 〉〉  and

〈〈 br, σ| 〉〉 , where brσ =  and α = x, y.

These equations have the form

(2)

Here, bk, σ, ak, σ, and Gk are the Fourier transforms of
the corresponding single-node operators and Green’s

functions, respectively, c1, 2 = 〈  + 〉  is
the spin–spin correlation function for transverse spin
components, and z1 and z2 are the numbers of the near-
est and next-to-nearest neighbors. All energies are mea-
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sured from the chemical potential µ. The excitation
spectrum has the form

(3)

The chemical potential is calculated self-consis-
tently for a given electron concentration n,

(4)

where f(ω) = (exp(ω/T) + 1)–1. Summation is carried out
over 8 × 106 points in the first Brillouin zone. Here, we
analyze the effect of magnetic ordering on the transport
properties. For this reason, we consider the magnetic
system in the adiabatic approximation to simplify the
problem. The free energy expansion gives a power

dependence for magnetization m = m0 ,
where m0 varies from m0 = 3.8µB in LaMnO3 [9] to m0 =
2.8µB in CaMnO3 [10]. The spin–spin correlation for
the transverse spin components in the phase-transition
region is about cc1 ~ 0.1m0 for r = 1 in accordance with
Monte Carlo calculations in the classical Heisenberg

model [11]. For r = , we have cc2 ~ cc1/ . The tem-
perature dependence of c1 and c2 was described by the
power function c1, 2 = cc1, 2(T/Tc)2 for T < Tc and c1, 2 =
cc1, 2(2 – T/Tc)2 for T > Tc. The typical values of
exchange integrals, I1 ~ 1 meV and I2 ~ 0.2 meV [12],
are three orders of magnitude smaller than the hopping
integral and practically do not affect conductivity. The
temperature of the transition from the magnetically
ordered state to the paramagnetic phase in manganites
varies in the interval 150 K < Tc < 300 K, and we used
the normalized quantity Tc/t = 0.15 in our calculations.
The dynamic conductivity σ and the thermoelectric
coefficient S were calculated using the Kubo–Green-
wood formula [13]

(5)

where Aσ(k, ω) = –(1/π)ImGσ(k, ω) is the spectral
Green’s function.

According to the calculations of the electron density
functional LDTA + U, the gap width for the Mn–O
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Fig. 1. (a, c) Resistivity ρ(T)/ρ(Tc) and (b, d) thermal emf S(T)/S(Tc) vs. the normalized temperature for J/t = (a, b) 8 and (c, d) 3
and x = (1) 0.1, (2) 0.3, (3) 0.5, and (4) 0.65.
charge transfer in LaMnO3 is (εp – εd) ~ 3.2 eV [14] and
the upper edge of the electron excitation band for oxy-
gen lies below the chemical potential level by ~ 1 eV.
The Mn–Mn electron orbitals do not overlap directly;
the overlap integral of the wave functions between the
Mn and O ions is t(pdσ) = –1.99 eV and t(pdπ) =
1.1 eV, and t(ppσ) = 0.7 eV and t(ppπ) = –0.16 eV for
the O–O overlapping [15]. Electron excitations are
localized on the manganese ions due to the large charge
gap and Coulomb interaction, and nonstoichiometry
facilitates the formation of holes with a higher mobility
in the oxygen subsystem. The exchange interaction of
hole spins on the oxygen ions with the spins on the
manganese ions leads to the splitting of the hole band.

Numerical calculations of the transport coefficients
by formulas (5) give two main temperature depen-
dences of resistivity: a sharp decrease in the resistivity
at a temperature of T* ≤ Tc, x < xc1 and at the metal–
insulator transition at TMI < Tc, x > xc1. The correspond-
ing ρ(T) dependences are shown in Fig. 1. This behav-
ior becomes clear from analysis of the spectrum of
spin-polaron excitations and the density of states g(ω).
In the vicinity of the Curie temperature, the two sub-
bands overlap and form a peak of g(ω) in the overlap
region. For low concentrations x < xc1, the chemical
potential lies at the bottom of the band. Upon cooling,
the bands split and the chemical potential level gets into
the van Hove region in the lower band. Since the con-
ductivity is proportional to the density of states N(0) at
the chemical potential level, this behavior gives rise to
a singularity in the ρ(T) dependence. In the concentra-
tion range xc1 < x, the density N(0) of spin-polaron exci-
tations decreases sharply during the formation of long-
range magnetic order, which corresponds to semicon-
ductor-type conductivity. The transition temperature
TMI depends on the s–d interaction parameter and the
band population and is determined by the shift of the
chemical potential level from the upper subband to the
lower one upon an increase in magnetization. The elec-
tron group velocity decreases sharply in this case, v k =
∇ω (k), and the conductivity is of the semiconductor

type, because σ ~ N(0)2, with a peak of ρmax(TMI) at
the temperature at which the chemical potential level
exactly coincides with the bottom of the upper subband.

v µ
2
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Figure 2a shows the dispersion curves in the [111]
direction for two temperatures: T < TMI and T > TMI. The
density of states remains virtually unchanged at these
temperatures (Fig. 2b). Band splitting increases with
the s–d interaction parameter, and higher electron con-
centrations are required for the chemical potential to lie
in the upper band. This leads to an increase in the
metal–insulator transition temperature TMI, which is
observed in Fig. 1.

The calculated temperature dependences of thermal
emf are in qualitative agreement with the conductivity
type. Namely, the Seebeck coefficient for ρ(T) of the
metal and semiconductor types increases and
decreases, respectively, with increasing temperature
(see Fig. 1). In the quasi-two-dimensional case, this
correlation is violated. Figure 3 shows the ρ(T) and S(T)
curves for the anisotropic hopping parameters tz/txy =
0.1, which are typical of double manganites
LaSr2Mn2O7 [16]. The thermal emf attains its minimum
in the region of the transition to the paramagnetic state
and changes its sign from positive to negative both in
temperature and in concentration for xc < x. The sign
reversal of S(T) is due to the specific behavior of the
density of states in the vicinity of the chemical poten-
tial, which is shown in Fig. 2. For example, the densi-
ties of states for ω > 0 and ω < 0 in the energy range
close to the Curie temperature differ from each other
by several times, while the density of states g(ω) in
the low-temperature range for constant parameters x
and J is practically symmetric with respect to the
chemical potential in the interval ∆ω . 2Tc. Doped
manganites are semimetals in accordance with the
spin-resolution photoemission data [17]. The calcu-
lated ρ(T) and S(T) dependences qualitatively explain
two peaks in the temperature dependence of the ther-
mal emf with a minimum in the vicinity of the Curie
temperature in La1.2Sr1.8Mn2O7 [18] and the sign
reversal of the thermal emf as a function of the temper-
ature in La1 – xCaxMnO3 for x = 0.32 [19]. The region in
which the thermal emf changes its sign in the magneti-
cally ordered state at T < Tc strongly depends on the
dimensionality of the space and is shown on the x–J
phase diagram in Fig. 4a.

The conductivity calculated using the dynamical
mean field method disregarding the dependence of the
electron self-energy on the quasimomentum [4]
decreases rapidly with increasing magnetization
ρ(m)/ρ(m = 0) = 1 – Cm2. In this approximation, it is
impossible to obtain a metal–insulator transition in
temperature for TMI < Tc.

In our model, we assume that conduction is realized
over oxygen ions and that the upper edge of the band
shifts towards high frequencies at T < Tc, where tz = txy,
and the shift increases with concentration (see Fig. 4).
The intrinsic absorption edge corresponding to a gap of
approximately 1 eV is determined from the diffuse
reflection spectra for La0.9Sr0.1MnO3 [20]. In the tem-
JETP LETTERS      Vol. 81      No. 2      2005
perature range from Tc = 155 K to 140 K, the intrinsic
absorption edge shifts by a giant value of about 0.4 eV
[20]. Figure 4 shows the theoretical and experimental
results, which are in satisfactory agreement. According

Fig. 2. (a) Spectrum of spin-polaron excitations w[111](k) at
temperatures T/Tc = (solid curves) 1/3 and (dashed curves)
0.47 for J/t = 3 and x = 0.5. (b, c) Density of states of spin-
polaron excitations for J/t = 3 and (b) x = (1) 0.5 and
(2) 0.25, T/Tc = (1) 0.4 and (2) 0.8, and tz/txy = (1) 1 and
(2) 0.1; and (c) x = 0.5, tz/txy = 0.1, and T/Tc = (1) 0.55 and
(2) 0.88.
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Fig. 3. (a, c) Resistivity and (b, d) thermal emf in a quasi-two-dimensional system vs. the normalized temperature for tz/txy = 0.1,
J/t = (a, b) 3 and (c, d) 6, and x = (1) 0.1, (2) 0.3, (3) 0.5, and (4) 0.65.
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to Demin et al. [20], the red shift of the gap is associ-
ated with the shift of the top of the valence band and
rules out the electron-phonon interaction mechanism in
view of its smallness, because the isotopic effect is
small in this band [21].

The application of our spin-polaron model for
describing the transport properties of manganites is
restricted to metallic compounds with a long-range or
short-range ferromagnetic order in the vicinity of the
Curie temperature. In the framework of this model, it is
impossible to obtain the temperature dependence of
resistivity for nonferromagnetic doped manganites.
The temperature and magnetic-field dependences of
resistivity in these compounds are described in the
inhomogeneous-state model [22], in which a ferromag-
netic polaron is pinned at an impurity center or moves
very slowly in the insulator matrix. The main contribu-
tion to transport in this case comes from electron hop-
ping from one stationary ferron to a neighboring one.
The resistivity in the phase-separated region is gov-
erned by the Mott law ρ(T) ~ Texp(A/2kBT), where the
energy barrier height A ~ e2/ε0Rf depends on the ferron
radius Rf. Our model can be used in the concentration
range 0.18 < x < 0.5 for La1 – xAxMnO3, A = Ca, Sr [23]
and in the range 0.2 < x < 1 for La2 – 2xSr1 + 2xMn2O7 [16]
and other ferromagnetic compounds exhibiting the
metal–insulator transition in temperature.

Thus, the interaction of free charge carriers with
localized spins in the range of high concentrations leads
to a resistivity peak below the Curie temperature. The
peak observed in the ρ(T) dependence for manganites
with the FM ordering is also successfully explained in
JETP LETTERS      Vol. 81      No. 2      2005
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the spin polaron model as in the case of lower concen-
trations. The sign reversal in the temperature depen-
dence of the Seebeck coefficient, as well as in its con-
centration dependence, also fits the spin-polaron exci-
tation model without including the phonon mechanism
or phase separation. The splitting and shift of the spin-
polaron band satisfactorily correlate with the shift of
the top of the valence band determined from the diffuse
scattering data for manganites.
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X-ray absorption spectra from iron donor impurities in mercury selenide have been analyzed in a concentration
range where the Fermi energy of conduction electrons is close to the energy of the donor d level. At high impu-
rity concentrations, the resulting spectrum corresponds to the completely filled donor state and coincides with
the spectrum of a bivalent iron ion. A transition to an intermediate-filling state is observed with decreasing the
concentration. The spectra are quantitatively analyzed in a model implying the existence of a mixture of ions
that contain and do not contain a donor electron in a bound state. It has been found that such a model is signif-
icantly inconsistent with the experimental data. It has been shown that the concentration dependence of the
x-ray spectra corresponds to the manifestation of the significant hybridization of localized and delocalized
donor electron states in the conduction band. © 2005 Pleiades Publishing, Inc.

PACS numbers: 71.55.Gs; 78.70.Dm
The aim of this work is to demonstrate the manifes-
tation of the effects of the hybridization of electron
states on an impurity of a transition d element with the
states of the conduction band of a semiconductor in
x-ray absorption spectra. The problem of revealing a
role of such a hybridization arises when interpreting
certain dependences in electron phenomena observed
when impurity energy levels lie in the conduction band,
which can be realized in narrow-gap and gapless semi-
conductors. Mercury selenide with iron impurities is a
remarkable object of investigations in this field. It has
been found that Fe2+ ions in the HgSe gapless semicon-
ductor have a donor level at an energy of about 0.2 eV
above the conduction band edge [1–3]. When, with
increasing the impurity concentration ni, the Fermi
energy of conduction electrons reaches this level (at
ni ~ 5 × 1018 cm–3), phenomena associated with such a
resonance are observed. Among these phenomena are
the stabilization of the electron concentration and the
maximum of electron mobility with increasing the con-
centration of impurities above the resonance level. In
many works reviewed in [4, 5], the hybridization of
electron states was thought to be immaterial when
explaining such phenomena. Accordingly, it was
assumed that impurity ions Fe3+ and Fe2+ that respec-
0021-3640/05/8102- $26.00 0072
tively give and do not give an electron to the conduction
band coexist near the resonance. In the framework of
this concept, to explain the observed dependences, one
must accept an assumption that the impurity electron
density is ordered [6] and other assumptions whose
strict justification is difficult. At the same time, it has
been shown recently [7, 8] that the main resonance effects
can be consistently explained by the hybridization of elec-
tron states, which is described by the theory of the reso-
nance scattering of conduction electrons on donor impuri-
ties. For this reason, it appears necessary to obtain or jus-
tify the absence of direct experimental evidence of
hybridization. X-ray spectra of absorption on impurities
can provide such evidence. It is evident that the solution to
this problem concerns a wide range of systems with impu-
rity energy levels in the conduction band.

Experiments on Fe L3 x-ray absorption spectra were
carried out at the Berkeley synchrotron (ALS) on mer-
cury selenide with iron impurities with concentrations
beginning with the resonance concentration. Iron L3
(2p3/2  3d4s transition) absorption spectra have
been measured with an energy resolution of 0.8 eV in
the total-electron yield mode.

The figure shows the resulting spectra. We first dis-
cuss the data for the maximum concentration 1021 cm–3.
© 2005 Pleiades Publishing, Inc.



        

EXPERIMENTAL EVIDENCE OF THE HYBRIDIZATION 73

                                                                                                                                                      
Such a concentration is two orders of magnitude higher
than the resonance value. In this case, one should
expect that the manifestations of electron states on
impurities nearly coincide with the manifestations of
bound electrons. Therefore, the spectrum observed for
this concentration apparently corresponds to the Fe2+

ion at any possible types of states in the resonance con-
centration range. Such an interpretation of this spec-
trum is corroborated by analyzing the data of the same
experiment specially carried out for the x-ray absorp-
tion on zinc selenide crystals with iron impurities with
a concentration of 6 × 1020 cm–3. According to the cur-
rent concepts, iron impurity ions are in the Fe2+ state in
zinc selenide and the d energy level is located in an
energy gap; i.e., it corresponds to a bound state [9].

The change in the spectrum with decreasing the
impurity concentration is associated with a transition to
incomplete occupation of electron states localized on
impurities. If the donor state is thought to be bound, it
is necessary to assume that it becomes unfilled for some
impurities and remains completely filled for the
remaining impurities. Therefore, the manifestations of
the mixture of Fe2+ and Fe3+ ions must be observed. At
the same time, the thermal ionization of impurities is
insignificant at this temperature, because the stabiliza-
tion of the electron concentration is manifested. In this
case, the absorption intensity I for this model in the ni

impurity concentration range under consideration must
be described by the formula

(1)

Here, i0 and i1 characterize absorption by the Fe3+ and
Fe2+ ions, respectively, and n0i is the Fe3+ ion concentra-
tion, which is equal to the conduction electron concen-
tration ne. The value ne for the given samples was deter-
mined in [7] and is presented in the table (second row)
with the correction made for room temperature. The
relative concentration of the Fe3+ ions, which is deter-
mined in the bound-state model as n0i/ni, is presented in
the sixth row of the table. The second term in Eq. (1) is
the contribution to I from Fe2+ ions, the number of
which is determined by the difference between ni and
n0i (i.e., between the first and second rows of table).

Our aim is to determine whether the Fe3+ ion con-
centration corresponding to the observed intensity of
the x-ray absorption spectra agree with the values that

I i0n0i i1 ni n0i–( ).+=
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are predicted in the bound-state model and presented in
the fifth and sixth rows of the table. To find the relative
contributions of the Fe3+ and Fe2+ ions to the total
absorption spectrum, we decompose the spectrum into
two components thus, involving the absorption spectra
of the standards for the bound states of Fe3+ and Fe2+

into the description of the shape and energy position of
the partial intensities i0 and i1. The aforementioned Fe
L3 absorption spectrum from the ZnSe:Fe sample with
an iron concentration of 6 × 1020 cm–3 is used as the
standard for Fe2+. The calculated multiplet of the Fe3+

L3 absorption spectrum in a tetrahedral field [10] is used
as the standard for Fe3+. Such a field is realized in the
HgSe:Fe system. We emphasize that, if the experimen-

Fe L3 x-ray absorption spectra in the HgSe:Fe system. The
solid lines are fitting curves. The iron impurity concentra-
tions are given on the plots.
Table

Impurity concentration ni, 1018 cm–3 5 10 50 200

Conduction electron concentration ne, 1018 cm–3 2 2.5 3.9 5

Fe3+ ion concentration n0i , 1018 cm–3 (experiment) 2 3.3 12.5 36

Relative Fe3+ ion concentration n0i/ni (experiment) 0.38 0.33 0.25 0.18

Fe3+ ion concentration n0i, 1018 cm–3 (bound-state model) 2 2.5 3.9 5

Relative Fe3+ ion concentration n0i/ni (bound-state model) 0.4 0.25 0.08 0.025
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tal Fe L3 absorption spectrum from Fe2O3 is used
instead of the calculated Fe3+ spectrum, the results
change only slightly. Therefore, the final conclusions
are insignificantly sensitive to the choice of the Fe3+

spectrum standard. The relative intensities of the stan-
dard contributions from the Fe3+ and Fe2+ ions vary to
achieve the best approximation of the envelope of the
synthesized spectrum to the experimental absorption
curve. The ratio of the area under the Fe3+ contribution
to the area of the entire spectrum is then determined
from the synthesized spectrum for each concentration
and presented in the table as the relative concentration
of Fe3+ ions n0i/ni (fourth row).

The comparison of the third row with the fifth row
and the fourth row with the sixth row shows that the
experimental values of both the absolute and relative
concentrations of the Fe3+ ions are inconsistent with the
respective values predicted in the bound-state model.
Significant excess of the absolute and relative concen-
trations of the Fe3+ ions is observed for all the interme-
diate compositions, and the ratio n0i/ni varies more
slowly than the respective ratio predicted by the bound
state model. This difference can be treated as evidence
of electron localization that arises due to the hybridiza-
tion of the states of the impurity and the conduction
band. With the inclusion of hybridization, the formula

(2)

can be written instead of Eq. (1). The right-hand side of
Eq. (2) is a characteristic of the intermediate-valence
state of each of the impurities that are equivalent to
each other, and the coefficient α varying slowly with
the concentration (the fourth row of the table) from
unity (a donor electron is given to the conduction band)
to zero (a donor electron is on an impurity) can be
called the donor-electron hybridization coefficient.
Thus, according to the data obtained in this work, the
system of donor electron states of iron impurities in
mercury selenide is inadequate to the set of bound
states of two types and can be more adequately
described as a set of states equivalent to each other.
According to present knowledge, the formation of such
unbound states should be treated as a result of the
hybridization of electron states on impurity ions and in
the conduction band.

I/ni α i0 1 α–( )i1+=
Thus, in the experiments on x-ray absorption on iron
impurities in mercury selenide crystals, we have
observed a change in the electron state of the impurity
with decreasing the concentration from neutral in the
Fe2+ ion lattice to the state corresponding to the inter-
mediate filling of the resonant donor level. Accepting
the justified criterion of the existence of two types of
electron bound states corresponding to the Fe2+ and
Fe3+ ions near the resonance, we have demonstrated
that this hypothesis contradicts the dependences
observed experimentally and have thereby found evi-
dence of the hybridization of bound and conduction
states.
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The rectification of current has been observed in a quasi-one-dimensional ballistic quantum channel. The effect
is explained by the asymmetry of the potential profile in the channel. The dependence of the rectified current
on the height of the potential barrier in the channel exhibits sharp maxima, which are associated with conduc-
tance quantization steps. A model of the rectification is proposed. © 2005 Pleiades Publishing, Inc.

PACS numbers: 73.23.Ad; 73.40.Ei; 73.63.Nm
Quantum structures with asymmetric conductance
(ratchets) have attracted considerable interest in recent
years. One of the properties of such systems is the rec-
tification of an alternating current [1]. The magnitude
and sign of the rectified current (or voltage) and its
dependence on the chemical potential are determined
by both the initial asymmetry of the structure and the
symmetry breaking under nonequilibrium conditions.
The rectification has been studied on multiterminal bal-
listic structures fabricated from semiconductor hetero-
structures [2–6], on arrays of asymmetric electron scat-
terers [7, 8], and on vortices in superconductors [9, 10].
The mechanism of rectification in ballistic semiconduc-
tor structures remains poorly understood despite the
seeming simplicity of the basic idea that attributes the
rectification to the asymmetry of electron scattering [2].
Experiments have revealed different dependences of
the effect on the potential across the electrodes and
even different signs of the rectified voltage. In view of
these difficulties, the role of electron–electron interac-
tion at the level of the self-consistent field of the excess
charge arising in these structures under nonlinear trans-
port conditions is discussed [11–13]. However, the
electronic structure of multiterminal mesoscopic sys-
tems is still poorly understood, and, hence, the afore-
mentioned important effect can be taken into account
only within fairly rough estimates.

In this paper, we note that the rectification effect
also occurs in a much simpler structure containing only
one quantum contact. Multiterminal structures contain
several such contacts, which can make a considerable
contribution to the effect observed in the experiment. In
principle, rectification is possible when electrons pass
through an asymmetric potential barrier. Such a barrier
can be implemented in a relatively short quasi-one-
dimensional quantum wire connecting two electron res-
ervoirs. The potential relief in the wire is not flat due
either to the charge formed in the wire [14, 15] or sim-
ply to the charge of the nearby random impurities. In
0021-3640/05/8102- $26.00 0075
any case, the potential relief has a maximum whose
position is generally asymmetric with respect to the res-
ervoirs. We have fabricated such structures and mea-
sured the dc current component arising in them when a
low-frequency alternating voltage is applied. We have
found that a rectified current is observed even at low
voltages and that this current exhibits sharp maxima at
certain values of the gate voltages governing the elec-
tron density. Below, we describe the experiment in
more detail and propose a mechanism of this effect.

Structures with a quantum channel were fabricated
on the basis of selectively doped GaAs/AlGaAs hetero-
structures with a two-dimensional (2D) electron gas
characterized by an electron concentration of ~1.4 ×
1011 cm–2 and an electron mobility of ~3 × 105 cm2/V s
at 10 K. Using electron beam lithography and ion etch-
ing by a low-energy Ar+ ion beam with subsequent
elimination of the damaged layer, we fabricated transis-
tor structures with a quasi-one-dimensional channel
and side gates lying in the 2D electron gas plane. An
electron microscope image of such a structure is shown
in Fig. 1. The length of the channel (~0.7 µm) is several
times smaller than the mean free path of electrons,
which is estimated as 2 µm. The geometric width of the
channel obtained after etching is about 0.3 µm. In the
normal state, the channel is usually blocked likely due
to the charge adsorbed on the surfaces. When a positive
potential is applied to the gates, the channel is open. In
this case, characteristic quantization plateaus appear in
the dependence of conductance G on the gate voltage
Vg (Fig. 2a). The conductance was measured using a
small alternating voltage (with an amplitude of 50–
150 µV and a frequency of 130 Hz), which was applied
without any dc bias. In addition, the dc current compo-
nent  was measured. As is seen in Fig. 2b, the dc cur-
rent exhibits sharp maxima at the points where Vg cor-
responds to the values of G close to a half-integer num-
ber of the quantum 2e2/h.

j
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The rectification effect can be explained as follows.
We assume that the potential relief in the quantum
channel is nonuniform and has a maximum whose posi-
tion is asymmetric with respect to the electron reser-

Fig. 2. (a) Conductance and (b) rectified current vs. the
gate voltage at a temperature of 4.2 K. The solid lines rep-
resent the experimental data, and the dashed lines, the cal-
culation according to the model with two subbands and with
the use of the following parameters: β = 0.8, ∆ = 0.05 meV,
V = 0.3 mV, and an intersubband energy of 4 meV.

drain

gate 1 gate 2

source

470 0.7 300 nm00000

Fig. 1. Electron microscope image of a structure with a
quantum channel and side gates. The light strips are the
edges of the regions filled with the electron gas.
voirs (Fig. 3). An alternating voltage V(t) = Vsin(ωt) is
applied to the reservoirs. The potential of the left-hand
reservoir is assumed to be fixed, and the potential of the
right-hand reservoir oscillates with the amplitude V.
The electrochemical potential µR in this reservoir varies
similarly, while the barrier height varies with a smaller
amplitude βeV, where β is the standard phenomenolog-
ical parameter [16, 17], which ranges from 0 to 1 and
indicates the applied-voltage fraction of the voltage that
drops between the source and the maximum of the
potential relief. If the equilibrium level of the chemical
potential µ is close to the maximum of the unperturbed
potential relief um within the band ±eVmax[β, (1 – β)],
there is an asymmetry in the electron transport from left
to right and vice versa. If β ≠ 1/2, the electrons from one
reservoir (the left-hand one in Fig. 3) are blocked by the
barrier for a longer time as compared to the electrons
from the other reservoir. This is the case where the rec-
tification of current occurs.

The quantity β is determined by both the geometric
asymmetry of the structure [16] (when the bottleneck of
the quantum constriction is closer to one of the reser-
voirs) and the charge arising in the quantum channel
under dc bias. Owing to this charge, the maximum of
the potential relief is shifted to one of the reservoirs
even in a symmetric structure [14, 18].

Let us find the magnitude of the rectified current
using the standard Landauer–Büttiker approach disre-
garding the effects of electron–electron interaction.
This approach gives a qualitatively correct description
of conductance quantization [19, 20] but does not
explain the fine structure of the conductance quantiza-
tion steps such as 0.7(2e2/h) feature, which is associ-
ated with electron–electron interaction. The calculation
on the basis of the Landauer–Büttiker approach is use-
ful to demonstrate the rectification effect and to deter-
mine the behavior of the current as a function of the
chemical potential, temperature, and barrier shape. The
deviation from these dependences in the experiment
would be an instrument for studying the shape of the
potential relief in the structure and the effect of the elec-
tron–electron interaction.

The current through the barrier is determined by the
partial currents from the left-hand and right-hand
reservoirs:

(1)

where ε is the electron energy measured from the bot-
tom of the conduction band in the left-hand reservoir
for the electrons moving rightwards and in the right-
hand reservoir for the electrons moving leftwards, f(ε)
is the Fermi distribution function, and Tn(ε – u) is the
electron transmission coefficient through the barrier in

j t( ) 2e
h

------ εf ε( ) Tn ε un
m( )– βeV t( )+[ ]{d

0

∞

∫
n

∑=

– Tn ε un
m( )– 1 β–( )eV t( )–[ ] } ,
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the nth subband. The quantity Tn is considered as a
function of the energy measured from the maximum
potential in the respective subband. In the case of the
parabolic approximation of the barrier shape u(x) ~

[  – (x – xm)2/2], the electron transmission
coefficient is given by

where ∆ = "ωx/2π.

For simplicity, the following consideration is per-
formed for the current in a single subband. The rectified
current

can be represented in the form

(2)

where q(ξ) =  – ξ  and (ε) =
dTn/dε.

The simplest result is obtained for zero temperature
and an extremely smooth barrier (T = ∆ = 0) when the
distribution function and the tunnel transparency are
step functions of the energy. Then, Eq. (2) yields

(3)

where ξ1 = (µ – )/βV and ξ2 = (µ – )/(1 – β)V.
The resulting dependence of the rectified current on the
chemical potential is shown in Fig. 4a. The current (µ) is

nonzero within the band |µ – | ≤ eVmax[β, (1 − β)].

The maximum current  = (2e2V/h)(2β – 1)/π is

reached at µ = , and the shape of the peak is
described by the function q(ξ).

un
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At a finite temperature and ∆ ≠ 0, the peak of the

function (µ) is broadened to a width of about
max[T, ∆] and decreases in height. The maximum value

of  is reached at µ =  as before. The results of cal-

culating the rectified current by Eq. (2) for different
temperatures are presented in Fig. 4b.

j

j un
m( )

Fig. 4. Rectified current vs. µ calculated for (a) zero temper-
ature and a sharp tunnel edge, ∆ = T = 0 and β = 0.8, and (b)
temperatures from 0.2 to 5 K at V = 0.1 mV, ∆ = 0.05 meV,
u(m) = 30 meV, and β = 0.8.

Fig. 3. Potential relief in the quantum channel for the cases
of (solid line) zero, (dashed line) negative, and (dot–dashed
line) positive bias applied to the right-hand reservoir. In the
case of a negative bias, the electrons of the left-hand reser-
voir are blocked by the barrier and the electrons from the
right-hand reservoir pass over the barrier.
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If ∆ ! T, the dependence of the maximum current on
the voltage amplitude and temperature is described by
the expressions

Hence, when the voltage is low (eV ! T), the rectified
current is proportional to the voltage squared, and when
eV @ T, the rectification effect is linear in V. The maxi-
mum rectified current is of the same order of magnitude
as the alternating current. An increase in temperature
leads to a decrease in the rectified current asymptoti-
cally as ~T–1.

The current decreases similarly with an increase in
the tunneling parameter ∆ in the other limiting case of
∆ @ T.

The direction of the current depends on the position
of the maximum of the potential relief: electrons are
transferred to the reservoir that is farthest from this
maximum. The aforementioned peaks of the rectified
current as a function of µ must evidently arise when the
chemical potential level approaches the bottoms of the
dimensional quantization subbands in the transverse
direction.

The rectification mechanism is closely associated
with the nonlinear current–voltage characteristic,
which is strongest when the chemical potential level is
close to the maximum of the potential relief. The
parameters that determine the nonlinearity of the cur-
rent–voltage characteristic are T and ∆. For a small
voltage eV ! max[T, ∆], the expression for the rectified
current can be obtained from Eq. (1) by expanding it in
voltage:

.

Averaging over time and taking into account that the
maximum of the potential relief u depends on the gate
voltage Vg, we arrive at the following relation between

 and the conductance G:

(4)
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From this expression, one can see that the current  as
a function of the gate voltage becomes maximal when
Vg takes the values corresponding to the fastest growth
of conductance with Vg. In the regime described by
Eq. (4), the rectification effect is quadratic in voltage V.

If the applied voltage V is not small compared to
max[T, ∆], the expansion in V is impossible and the rec-
tified current is described by more general formulas (2)
and (3). In this case,  varies linearly with V.

These laws describing the rectification of current
agree qualitatively with the experiment. As the gate
voltage is varied, a sequence of peaks of current are
observed. The positions of the peaks correlate with
changes in the conductance. At the points of the maxi-
mum current, the conductance is close to half-integer
numbers multiplied by 2e2/h, which corresponds to the
points where the subband bottoms intersect the chemi-
cal potential level [21]. With increasing temperature,
the height of the peaks of the current decreases rapidly.
Figure 2 shows the results of the calculations for the
conductance and the rectified current. As is seen, they
agree well with the experiment. A detailed quantitative
comparison between the theory and experiment was
impossible, because the quality of the samples under
investigation was insufficient: the mobility of the elec-
trons and their density in the 2D electron gas were rel-
atively low. These causes gave rise to mesoscopic fluc-
tuations distorting the conductance quantization pat-
tern. Such a distortion is stronger for longer quantum
wires. For structures with parameters close to those of
our samples, the critical channel length distorting the
quantization is estimated as ~0.5 µm [22]. A channel
with a length of ~0.7 µm is used in our study because
an asymmetric barrier is easily realized (randomly) in a
sufficiently long channel.

As one can see from Fig. 2, the parameters of the
model used by us can be chosen so as to obtain a qual-
itatively correct description of the two main sharp max-
ima of the current (Vg) observed experimentally.
However, it is difficult to fit the maximum value of the
current to the experiment. In the experiment, the current
proves to be much higher than in the theory (the theo-
retical curves twofold overestimate the voltage ampli-
tude). The discrepancy between the theory and experi-
ment for the first maximum is noticeably greater than
the corresponding discrepancy for the second maxi-
mum.

The deviation of the current observed in the experi-
ment from the calculated values may be attributed to
the disregarded effects of the electron–electron interac-
tion, which are strongest before the first plateau of the
quantum wire conductance quantization, where the
electron density is small. At present, these effects are
being intensively investigated, and their study with the
use of the rectification effect seems to be rather prom-
ising. In view of these circumstances, it is necessary to
carry out measurements on higher-quality structures. In

j

j

j
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addition, the rectification effect provides information
on asymmetry that is initially present in the structure or
appears under highly nonequilibrium conditions. The
presence of the rectified current (and voltage) compo-
nent may be important for analyzing the conductance
quantization steps when the contact resistance is con-
siderable.
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Low-energy singlet states of a spin-1/2 trimerized kagomé antiferromagnet are mapped to an effective quantum
dimer model on a triangular lattice. The mapping is done in the first-order of perturbation theory in a weaker
coupling constant of the trimerized model. The derived quantum dimer model is dominated by kinetic energy
terms (dimer resonances) on a few shortest loops of the triangular lattice. © 2005 Pleiades Publishing, Inc.

PACS numbers: 75.10.Jm; 75.50.Ee
The resonating valence bond (RVB) state intro-
duced by Anderson and colleagues a long time ago [1]
is nowadays a popular paradigm in condensed matter
physics. Short-range RVB states are considered to be
probable candidates for an elusive spin-liquid phase of
magnetic insulators. On a quantitative level, the idea of
short-range RVB states is formulated by so-called
quantum dimer models (QDM) [2–4]. In QDMs, each
dimer represents a singlet state (valence bond) between
a pair of neighboring spins. The QD Hamiltonian is
defined on the Hilbert space of close-packed dimer cov-
erings of a lattice. The dimer states are assumed to be
properly orthogonalized. The local dynamics of an
RVB state are typically described using only the small-
est plaquettes (h), which are squares (square lattices) or
rhombi (triangular lattices):

(1)

The first term is the dimer kinetic energy, which flips a
pair of parallel dimers around an arbitrary plaquette;
the second term is the potential energy between such
pairs. Rokhsar and Kivelson [3] have shown that a
short-range RVB state given by a superposition of all
dimer coverings of a square lattice is an exact eigen-
state of the QD Hamiltonian for a special choice of the
parameters t = V. On a bipartite square lattice, the RVB
state at the Rokhsar–Kivelson (RK) point has long-
range power low correlations and consequently
describes a gapless spin-liquid state [3, 5]. The small
perturbations away from the RK point will drive the
system into one of the ordered crystalline dimer states.
The QDM on a triangular lattice exhibits a quite differ-

¶ This article was submitted by the author in English.
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ent behavior at the RK point [5–7]. The short-range
RVB state has exponentially decaying correlators and,
therefore, should be stable with respect to deviations
from the RK point or on switching on extra perturba-
tions to the QD Hamiltonian. Still, the question whether
such states or Hamiltonians can describe realistic quan-
tum spin systems remains to a large extent unsettled. In
the present work we discuss a realization of QDM on a
triangular lattice.

The most probable candidates for a singlet spin-liq-
uid ground state are frustrated quantum antiferromag-
nets [8]. Numerical exact diagonalization studies of a
spin-1/2 Heisenberg kagomé antiferromagnet have
shown that this spin model has a nonmagnetic ground
state with a large number of low-lying singlet excita-
tions [9, 10]. The available cluster sizes do not allow us
to draw a definite conclusion on the possible nature of
the singlet ground state.

One of very few analytic approaches to such prob-
lems is a strong-coupling expansion from small clus-
ters. The main motif of a kagomé lattice is a triangle. It
is, therefore, natural to start from a trimerized kagomé
lattice, which is shown in Fig. 1. Such a strong-cou-
pling approach was pursued in relation to kagomé anti-
ferromagnets in several theoretical works [11–14].
Recently, an experimental scheme to create a trimer-
ized kagomé lattice was suggested for ultracold atomic
gases in optical traps [15]. This opens a possibility for
an experimental check of RVB physics in the corre-
sponding spin model.

The Heisenberg model on a trimerized lattice

(2)

is described by two coupling constants: J1 for a stronger
interaction between spins in n triangles and J2 for a
weaker interaction inside , triangles. An array of iso-

*̂ JijSi S j⋅
ij〈 〉
∑=
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lated n triangles is a zeroth order Hamiltonian, which
has a highly degenerate ground state. Interactions
between n triangles should lift such a degeneracy even
in the first-order of perturbation theory.

In the beginning, let us derive the previous results on
the effective first-order Hamiltonian [11–13] using
somewhat different notations. One starts with an iso-
lated triangle. Its Hamiltonian is

(3)

The energy levels are determined by the total spin. For
S = 1/2, which is always assumed below, the levels are

(i) two doublets with S = 1/2 and E = – J1 and (ii) one

quartet with S = 3/2 and E = J1. In the lowest order of

a perturbation expansion in J2/J1, one can neglect states
with S = 3/2, which are separated from the lowest dou-

blets by a finite gap ∆E = J1. The two degenerate

states with S = 1/2 and Sz = 1/2 are

(4)

where |d↑〉  is a combination of the spin-up apex spin and
a singlet bond between the two base spins (Fig. 1).
Spin-down states |d↓〉  and |p↓〉  are obtained from the
spin-up states (4) by acting with S– operator. The choice
of the basis is, of course, not unique. The apex spin can
be instead put into a singlet state either with its right or
left neighbor, which yields two other states | 〉 =

(↓↑↑  – ↑↑↓ ) and | 〉 = (↑↓↑  – ↓↑↑ ) with the

appropriate orthogonal partners | 〉 and | 〉. The
transformation from the old basis (4) to the new states
is given by

(5)

where α = ↑ , ↓  is a spinor index. The main difference
with the previous works [11, 12] is that we use real
basis states (4) or (5) instead of defining complex chiral
states. This yields a more transparent form of the first-
order Hamiltonian and simplifies the subsequent deri-
vation of a QDM.

*̂n J1 S1 S2⋅ S2 S3⋅ S3 S1⋅+ +( )=

=  
J1

2
----- S1 S2 S3+ +( )2 3

2
---J1S S 1+( ).–

3
4
---

3
4
---

3
2
---

d↑| 〉 1

2
------- ↑↑↓ ↑↓↑–( ),=

p↑| 〉 1

6
------- 2↓↑↑ ↑↑↓ ↑↓↑––( ),=

d↑'

1

2
------- d↑''

1

2
-------

p↑' p↑''

dα'| 〉 1
2
--- dα| 〉–

3
2

------- pα| 〉 , pα'| 〉+
3

2
------- dα| 〉–

1
2
--- pα| 〉 ,–= =

dα''| 〉 1
2
--- dα| 〉 3

2
-------–– pα| 〉 , pα''| 〉 3

2
------- dα| 〉 1

2
--- pα| 〉 ,–= =
JETP LETTERS      Vol. 81      No. 2      2005
At this point, we introduce two sets of the Pauli
matrices: σi, which act between the spin-up and spin-
down states, and τi, which act in the orbital subspace
(d, p) preserving the total spin. The convenient choice
of orbital axes shown in Fig. 1 corresponds to

(6)

Then, the orbital operators projected onto the rotated

axes  = –  –  and  = –  + 

yield | 〉 = | 〉 and | 〉 = | 〉 and so on.

In order to find the effect of coupling J2 between the
triangular blocks, we have to calculate the matrix ele-
ments of the on-site spin operators between the basis
states |dα〉  and |pα〉 . This problem is greatly simplified
once all the symmetries are taken into account. The
final result is

(7)

The spinor structure is a consequence of the spin-rota-
tional symmetry, while the permutation symmetry P23
fixes the orbital part in (7). The above representation is
further simplified once the total spin of a triangle S =

s is defined and the orbital operators  are used.

Then, the nth spin (n = 1, 2, 3) of the ith triangular block
is represented by

(8)

where  goes from the center of a triangle in the direc-
tion of the corresponding spin (see Fig. 1).
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Fig. 1. Trimerized kagomé lattice with two exchange con-
stants. The indicated labeling of sites and axes is used in the
text.
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The effective Hamiltonian of the first order in a
weaker coupling J2 is found by substituting Eq. (8) into
the Hamiltonian (2):

(9)

where a trivial constant term – J1Nn is omitted for

convenience. The derived spin-orbital Hamiltonian 
is defined on a triangular lattice such that every site cor-
responds to one n block of the trimerized kagomé
model and is attributed with spin and orbital operators.
The bond orientation uniquely determines the orbital
axes for two participating sites. In the following, we
drop the common energy factor J2, which is the same
for all the results obtained in the first-order perturbation
theory.

The search for the low-energy states of Hamiltonian
(9) can be approached from a two-site problem (two
adjacent n triangles of the original kagomé lattice)
[12]. This problem is solved exactly and its ground state
corresponds to a spin singlet with the orbital degrees

fully polarized along the bond: 〈 〉  = 〈 〉  = 1. The
ground-state energy is –3/4. A variational solution for
the lattice problem (9) is constructed by splitting the
whole lattice into a close-packed structure of dimers
between nearest-neighbor sites such that the dimer
wave-function is given by the ground-state solution of
the two-site problem. A remarkable feature of these
variational states is that, at the mean-field level with
respect to the orbital degrees of freedom, the total
energy is just a sum of energies of individual dimers
and does not depend on a particular dimer covering of

a triangular lattice [12]. Indeed, once 〈 〉  = 1, then, for

the two other axes, 〈 〉  = 〈 〉  ≡ – . Therefore, the

expectation value of any empty bond, i.e., a bond with-

*̂1
J2

9
----- Si S j 1 2τ i

zn+( ) 1 2τ j
zm+( ),⋅

ij〈 〉
∑=

3
4
---

*̂1

τ i
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zm

τ i
zn

τ i
zm τ j

zk 1
2
---

Fig. 2. Effective triangular lattice with five shortest loops.
The arrow direction indicates a sign convention for the sin-
glet wave-function on each bond.
out a dimer, identically vanishes over the variational
wave-function: either one or both sites of the bond have

〈 〉  = –1/2.

In [12, 16] the degenerate set of variational mean-
field states has been identified with low energy states of
spin-1/2 antiferromagnets on trimerized and isotropic
kagomé lattices. The number of low-lying singlets of
the kagomé model scales are then, as 1.15N, in good
agreement with the full exact diagonalization study
[10]. The previous works leave off, however, without
answering the following questions: (i) how good is the
mean-field approximation? (ii) does the true singlet
ground state break certain symmetries of the lattice?
(iii) is there a finite gap between the ground state and
the first excited singlet levels? We shall address these
problems in the following text.

In order to go beyond the mean-field approximation,
one has to consider the off-diagonal matrix elements of
Hamiltonian (9) between various dimer configurations
as well as the corresponding overlap matrix. The gen-
eral rule to compute the overlap matrix for models,
where every dimer represents a singlet pair, is to con-
struct the transition or overlap graph by drawing two
dimer configurations on the same lattice [2]. Every
closed nonintersecting loop of dimers contributes 2/2l/2

to the overlap matrix, l being the length of the loop. The
sign of the overlap matrix element depends on the sign
convention for singlet wave-functions. We adopt the
standard convention such that the singlet bond wave-

function is [ab] = (↑ a↓ b – ↓ a↑ b), where b is an upper

site in the pair or is directly to the right from a (see
Fig. 2).

To study the local dynamics of the valence bonds in
the trimerized kagomé model, it is natural to select a
few shortest loops on an effective triangular lattice
shown in Fig. 2. Taking into account the orbital part of
the wave functions, the overlaps of two dimer configu-
rations on each loop are calculated as c1 = –1/24, c2 =
c3 = –1/27, c4 = –1/28, and c5 = 1/25. These overlap
matrix elements are significantly smaller than for the
singlet bond configurations on the original triangular
lattice. In the latter case, the corresponding loops have
c1 = 1/2, c2 = c3 = 1/22, and c4 = c5 = –1/22. The differ-
ence reflects the fact that the loops on an effective trian-
gular lattice correspond to significantly longer loops on
the original trimerized kagomé lattice. Note also that
loops C4 and C5 are different for the considered model
because the trimerized kagomé lattice has only a three-
fold rotation axis in the center of every triangle. Com-
parison of the overlap matrix elements explains why the
QDM is a poor approximation for a spin-1/2 Heisen-
berg antiferromagnet on a triangular lattice but might
be a good one for the trimerized kagomé model.

In [3], the derivation of QDM from a particular spin
Hamiltonian has been formulated in a general form via

τ i
zm

1

2
-------
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calculation of the inverse square root of the overlap
matrix. The actual calculations can be performed more
straightforwardly by operating with the wave functions.
The final result are, of course, equivalent in both
approaches. Specifically, let us consider two linearly
independent normalized states |ψ1〉  and |ψ2〉  that have a
small (real) overlap 〈ψ1|ψ2〉  = c. The matrix elements of
the Hamiltonian between the two states are assumed to

be known: E11 = 〈ψ1| |ψ1〉 , E12 = E21 = 〈ψ1| |ψ2〉 , and

E22 = 〈ψ2| |ψ2〉 . The aim is to compute the matrix ele-
ments in a new properly orthogonalized basis |ϕn〉 . We
write for this

(10)

and demand that 〈ϕ 1|ϕ2〉  = 0, 〈ϕ 1|ϕ1〉  = 〈ϕ 2|ϕ2〉  = 1.
This yields

(11)

Now, calculating the matrix elements between the new
states and assuming E11 = E22, for simplicity, we find

(12)

Since |c| ! 1, one can safely neglect c2 in the denomi-
nators and also use µ ≈ c/2.

Returning back to model (9), let us explicitly write
the wave-functions of the two dimer configurations for
the shortest loop C1 while numbering the sites counter-
clockwise starting from the left lower vertex:

(13)

Here, the first part of |ψ1, 2〉  is given by a product of two
spin singlet states, while the second part is an orbital
wave-function represented as a product of states (4) or
(5) such that every site is in fully polarized orbital states
along one of the  axes. An explicit calculation gives
for the diagonal matrix element a sum of two dimer

energies E11 = 〈ψ1| |ψ1〉  = 〈ψ2| |ψ2〉  = –3/2, while

the off-diagonal matrix element is E12 = 〈ψ2| |ψ1〉  =
9/64. Substituting the above values into Eq. (12), we
obtain for the properly orthogonalized basis

(14)

The off-diagonal matrix element  is identified with
the kinetic energy term in the corresponding QDM
Hamiltonian. It amounts to less than 5% of the coupling
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constant J2. The diagonal matrix element  is split
into the mean-field energy EMF = –3/2 and an excess
part determined by quantum fluctuations. This excess
part is present only if two parallel dimers occupy an ele-
mentary plaquette and should be identified with the
potential energy V of QDM. The ratio of the potential
energy to the kinetic term constant is very small V/|t | =
1/16. Note that t < 0 in the above calculation. As was
noted in [3, 5], the sign of t is a matter of convention. A
gauge transformation from real wave-functions used to
calculate Eq. (14) for complex wave-functions with
appropriately chosen phase factors leads to t  –t
(see below).

Since the potential energy V is very small, the next
relevant interaction in the QDM Hamiltonian may be
resonances along longer loops. Let us first consider the
loops C4 and C5, which can be investigated by a simple
extension of the previous analysis. For two dimer con-
figurations consisting of three dimers along the loop C4

(c4 = –1/28), the diagonal matrix elements coincide
again with the mean-field result E11 = E22 = –9/4 while
E12 = –9/29. Using Eq. (12), we find that, for the prop-

erly orthogonalized basis,  = –27/210 = –t while the
potential energy term is vanishingly small V/t = 1/28.
For loop C5 (c5 = 1/25), explicit calculations yield

 ≡ 0 or no tunneling. This can be understood by
drawing the two dimer configurations on a correspond-
ing cluster of a kagomé lattice and noticing that they are
exact degenerate eigenstates for such a cluster.

Finally, let us consider the loops C2 and C3. One
cannot use the previously derived Eq. (12) in this case
since, in addition to the two dimer configurations reso-
nating along a perimeter of C2, there is an extra state
with three parallel dimers on the same parallelogram.
The first two state are denoted by |ψ1〉  and |ψ2〉 ,
〈ψ2|ψ1〉  = c' and the third state by |ψ3〉 , 〈ψ3|ψ1, 2〉  = c.
Three orthogonal states are constructed similar to
Eq. (10):

(15)

The orthogonality conditions yield µ ≈ c + O(c2),

which coincides in the leading order with Eq. (11). The
second relation for the relevant case |c'| ! |c| ! 1

becomes µ' = . The resonances around

smaller loops lead to a renormalization of the large loop
resonance. Now, calculating the matrix elements of the
Hamiltonian between states (15), we find that the reso-

nances on smaller loops, that is,  and , do not
change compared to Eq. (12), whereas the large loop
resonance is

(16)
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Using the above expression to calculate the resonance
of the singlet bonds on C2 and C3, we find that in both

cases  = 15/210 = –t. The potential energy term is
again extremely small.

Following [6], let us consider now more carefully
the issue of the sign of the kinetic energy coefficients t.
To change the sign of the resonance matrix element for
the shortest loop, one multiplies the basis states by a

factor , where, for a given dimer configura-
tion, nr counts the number of dimers on links pointing
upwards and right and nl, e(nl, o) counts the number of
dimers on links pointing upwards and left from sites
with even (odd) vertical coordinates. Dimers on strictly
horizontal bonds do not contribute to the phase factor.
By means of this operation, every resonance move
along C1 loops picks up an extra (–1) factor, thus,
changing t1  –t1. At the same time, the resonance
moves along C2 and C3 loops and does not change its
sign, while the sign change takes place again for the C4
loops: t2, 3  t2, 3 and t4  –t4. An effective QD
Hamiltonian for the trimerized kagomé antiferromag-
net is, therefore, dominated by kinetic energy terms for
resonance moves between the orthogonal dimer config-
urations | 〉 and | 〉 for every loop Cn of four differ-
ent types n = 1, …, 4 on an effective triangular lattice:

(17)

The kinetic matrix elements are t1 = 3/26, t2 = t3 =
−15/210, and t4 = –27/210. The tunneling matrix ele-
ments for the longer loops have no significant smallness
compared to the strongest resonance move: t4/t1 ≈
−0.56, t2, 3/t1 ≈ –0.31. They have also different signs,
which leads to frustration and a sign problem for possi-
ble Quantum Monte Carlo investigations of this model
[17].

The QDM (17) with only the shortest loop reso-
nance was investigated in [5, 6] via mapping to a frus-
trated Ising model in a transverse field. The ground
state of the dimer model is believed to be a crystalline

 ×  state, which consists of locally resonating
dimer pairs and breaks the translational symmetry of
the lattice. Such a state should have a fully gapped exci-
tation spectrum. The properties of the QDM (17) with
several dimer resonances are not clear at the moment.
Since the potential terms are vanishingly small, the QD
Hamiltonian is far away from the RK pint and the
ground state should break certain lattice symmetries.

Ẽ12

i
nr nl e, nl o,–+

ϕ ln
ϕ ln

'

*̂QD tn ϕ ln
| 〉 ϕ ln

'〈 | .–
ln

∑=

12 12
The excitation spectrum is also expected to be gapped
unless a fine tuning of tn drives the system towards a
transition point between two crystalline states.

In conclusion, the presented derivation of QDM for
a realistic spin model on a trimerized kagomé lattice
illustrates the generation of small energy scales in frus-
trated quantum magnets. The dimer resonance matrix
elements in (17) are given by small fractions of a
weaker exchange constant, e.g., t1 ≈ 0.047J2. In a wide
temperature interval t1 ! T ! J2, the quantum spin sys-
tems are described by an RVB liquid of singlet pairs. At
very low temperatures T < t1, a valence bond crystal
probably replaces the RVB state. The dimer crystalliza-
tion is, however, driven by local resonances. Therefore,
variational mean-field type approaches [12, 14] are not
capable of describing the precise nature of the corre-
sponding ground states.

The author is grateful to D.A. Ivanov and G. Jackeli
for interesting discussions.
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