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Abstract—The effects of a significant decrease in the sputtering rate and of the symmetrical separation of the
isotope pairs 1%8Pd-1%pPd and 1°Pd—194Pd at depths up to 500 A are experimentally detected in Pd specimens
saturated with deuterium during electrolysis (i.e., having ahigh concentration of internal stresses). These effects
are shown to be qualitatively explained using the concepts of isotope separation by centrifugation and diffusion
with allowance for defects and mechanical stresses that appear in the near-surface Pd layer during deuterium

penetration. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Theinteraction of hydrogen (deuterium) with metal-
lic Pd isknown to cause the formation of PdH, hydrides
(x ~ 0.7), which is accompanied by the generation of
numerous structural defects [1-3] and changes in the
shape and linear sizes of specimens [4] and their elec-
trophysical properties [5]. The hydrogenation of Pd
leadsto extremely high vacancy concentrationsin spec-
imens (more than 20% of their volume) [6]. The forma-
tion of PdH,,; hydridesin cold-rolled Pd foilsis accom-
panied by the generation of dislocations with a density
of 2 x 10" cm [4]. These structural changes during
hydride formation in metallic Pd (interna loading)
indicate the generation of giant mechanical micro- and
macrostresses in the metallic crystal lattice, which are
likely unachievable by the traditional methods of exter-
nal mechanical loading of metals[7].

The generation of such high mechanical stressesin
Pd during its hydrogenation should cause not only the
activation of diffusion of defectsand impuritiesbut also
the self-diffusion of Pd isotopes belonging to the metal-
lic matrix. If the mobility of Pd atoms is sufficiently
high, the mechanical stresses affecting them could
result in the local separation of the matrix isotopes in
the zones of stress concentration (dislocation loops,
Frank—Read dislocation sources, vacancy aggregates,
and so on). The authors of [8-11] detected significant
deviations of isotope compositions from the stoichio-
metric values in the surface layers of semiconductors
and metals with a high hydrogen affinity during ion
bombardment. However, they did not relate the changes
in the isotope compositions to the effect of surface
mechanical stresses.

Lipson et al. [12] found that irradiation with an
ultraweak flux of thermalized neutrons (UFTN) at a
neutron concentration of ~10° cm= (flux &, ~
102 neutrons/(s cm?), energy E, ~ 60 meV) noticeably
increased the level of mechanical stresses in loaded
crystals [13], in particular, in electrochemically satu-
rated crystals with hydrogen [12]. Therefore, the appli-
cation of an UFTN during electrochemical loading of
Pd can increase the mechanical stresses and favor iso-
tope separation in it.

The purpose of this work is to experimentally
observe the effect of Pd isotope separation under high
mechanical stresses generated during saturation of Pd
with hydrogen. In some cases, the stresses are enhanced
by the irradiation of specimens with an UFTN.

2. EXPERIMENTAL

To analyze the isotope composition of Pd speci-
mens, we used secondary-ion mass spectrometry
(SIMS). A CAMECA IMS 5f devicein the high-resolu-
tion mode (1 : 20 000) alowed usto reliably select all
Pd isotopes (102-110) and separate them from the
hydrides (deuterides) that correspond to these i sotopes,
have similar masses, and enter into the composition of
the secondary-ion beam. Using SIMS, we could also
obtain Pd isotope depth profiles (to a depth of 0—
0.16 pm) and determine the sputtering-rate depth pro-
files. The typical etching rate was 4.1 A/s at aprimary-
ion beam current of 10 nA (O?* ions with an energy of
E=8.0keV). Theerror in SIMS measurement of the Pd
isotope concentration at adepth h> 100 A was|essthan
1at. %. Theerror for surface layers of thicknesses com-
parable to the roughness of specimens (<100 A) is
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Fig. 1. Depth profiles (in the range 0-0.16 um) of theinten-
sities of Pd specimen sputtering according to the SIMS
data: (@) initial specimens; (b) specimens subjected to elec-
trolysis for three days under the conditions of a natural
neutron background; (c) specimens subjected to electroly-
sis and, simultaneously, to UFTN irradiation at ®, =

200 neutrons/(s cm?) for three days; and (d) the same spec-
imens as in (c) but after additional vacuum annealing (p =

10710 Torr) at T = 800°C.
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dlightly higher (~3.0%) because of the deterioration of
the SIM S spatia resolution.

For investigation, we used cold-rolled Pd (99.99%
purity) foils 100 pum thick. Specimens5 x 2 cmin size
cut from one Pd sheet were subjected to electrolysisin
alM NaOD solutionin acell with separated anode and
cathode spaces at an electrolysis current density of I, =
30 mA/cm? for 1-3 days at room temperature. The
composition of the final deuteride PdD, obtained after
the completion of electrolysis was determined using
thermal desorption [5] and varied in the range 0.72 <
x < 0.80. In special experiments, weirradiated the spec-
imens with an UFTN at aflux energy of E, = 60 meV
and a flux density of ®, = 200 neutrons/(s cm?) during
electrolysis. We used a %5Cf neutron source with an
intensity of 1, = 2.0 x 10* neutrons/s in 41t steradians
surrounded by alarge mass of moderator (PE(Co)); the
technique used is described in detail in[12, 13].

After the completion of electrolysis, we measured
the macroscopic buckling | of a specimen and the resid-
ual plastic strain g, [12]. For electrolysis under the con-
ditions of a natural neutron background, the average
values of these parameters were found to be 0=
1.5 cmand [8,CF 3.0 x 1073, For electrolysisin the pres-
ence of the UFTN, these deformation characteristics
were much higher: = 5.0 cm and (8,0~ 1.3 x 102,

Samples 10 x 10 mm in size were cut from the sam-
ples after deuteration and were analyzed using SIMS.
The spot area of the primary SIMS beam was 100 x
100 um?. Five spots per sample were analyzed. To
reveal the effect of mechanical stresses on the isotope
distribution, the samples saturated with deuterium and
analyzed by SIMS were annealed in high vacuum (p =
10 Torr) at T=800°C for 5 h and them slowly cooled
a arate of ~0.2 K/min.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

Figures 1a—1d show the data on the rate of Pd spec-
imen sputtering. It is seen that the character of Pd sput-
tering at depths 0-0.16 pm from the surfaces of theini-
tial specimens (not subjected to deuteration and anneal -
ing) differs only insignificantly from that for the
specimens saturated with deuterium under the condi-
tions of a natural neutron background (Figs. 1a, 1b).
The sputtering rate of the specimens with deuterium is
20% lower than that of the initial ones (on the average
over all isotopes, 19%2Pd-'°Pd). However, the rate and
character of sputtering of the specimen subjected to
electrolysis during the UFTN irradiation, i.e., more
severely strained (Fig. 1c), sharply differ from those of
the initial specimen (Fig. 1a). For example, at a depth
of ~500 A, the sputtering rate of Pd isotopesin the spec-
imen represented in Fig. 1cis, on the average, 20 times
lower than that in the initial one. At depthsh < 100 A,
the sputtering rates of these specimens become equal.
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Fig. 2. Depth profiles of the concentration 8N of the matrix

isotopes 1%4Pd, 1%5pd, 198pq, and 119Pd from which the sim-
ilar datafor theinitial specimen (not subjected to electroly-
sis) are subtracted: (a) specimen subjected to electrolysis
for three days under the conditions of a natural neutron
background; (b) specimen subjected to electrolysis and,
simultaneously, to UFTN irradiation for three days; and
(c) the same specimen asin (b) but after additional anneal-
ing at T = 800°C.

After annealing of the specimen represented in Fig. 1c,
itssputtering rateincreases (Fig. 1d) and becomesclose
to that of the initial sample (Fig. 1a). Thus, the deuter-
ation of the Pd specimensthrough electrolysisresultsin
a sharp change in their sputtering rate, which is likely
due to the different mechanical properties of the near-
surface layers of the initial (annealed) specimens and
the specimens with deuteration-induced structural
defects.

Measurements of the Pd isotope depth profiles
showed that the concentrations of %4Pd, 19pd, 1%8pd,
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Fig. 3. Concentrations *N of Pd isotopes at x = 104, 105,
108, and 110 for the specimen of Fig. 2b normalized to the

corresponding concentration of the 1%6Pd isotope 198N. The

natural concentrations of the 194Pd, 195pd, 198pg, and 119pg
isotopes normalized to the natural concentration of the

106pq jsotope are indicated in the ordinate on the right.

and 1°Pd isotopes considerably deviate from stoichi-
ometry (natural isotopic composition) in the specimens
subjected to deuteration (Figs. 1b, 1c) and, hence, hav-
ing residual deformation in a thin surface layer up to
500 A thick. However, the changes in the concentra-
tions of 1%2Pd, 1%pPd, and 9’Pd isotopes are insignifi-
cant.

Figures 2a—2c show the concentration depth profiles
of the 104Pd, 1%Pd, 1%8pPd, and *1°Pd isotopes from which
the depth profilesfor theinitial specimen (not subjected
to electrolysis and/or annealing) are subtracted. As is
seen from Fig. 23, the separation of the 1%®Pd—%°Pd and
110pg104pq jsotope pairs in the 200-A-thick surface
layer in the specimen subjected to el ectrolysisunder the
conditions of a natural neutron background is statisti-
caly insufficient. A layer with h < 50 A is enriched in
the heavy (108, 110) isotopes and depleted of the light
(104, 105) isotopes. At h > 50 A, the isotope composi-
tion isinverted, so that the layer is enriched in the light
isotopes and depleted of the heavy ones. At h> 200 A,
no isotope separation is observed. The isotope separa-
tion in the specimen subjected to el ectrolysisduring the
UFTN irradiation is more pronounced and statistically
significant (Figs. 2b, 3). The degree of enrichment in
the heavy isotopes (and of depletion of the light ones)
inanear-surfacelayer at h <50 A reaches 10-12%. The
depth profiles of the heavy (108, 110) and light (105,
104) isotopes are completely symmetrical. Figure 3
showstheisotope separation in more detail: the datafor
the 1%Pd, 195Pd, 1%8pd, and 1'°Pd isotopes are normal-
ized to the 19Pd isotope concentration, which virtually
does not vary with depth. Asis seen from Fig. 3, the
symmetry of separation is pronounced for the %Pd—
105pd and °Pd—1%4Pd pairs. The depth at which the sep-
aration of the 1%®Pd-%Pd pair is noticeable is greater
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(400-500 A) than that for the 10Pd—1%Pd pair (200
250 A).

The separation of the Pd isotopes in near-surface
layers (Figs. 2a, 2b) fully disappears after vacuum
annealing (Fig. 2c), i.e., after the internal stresses are
relieved. As follows from Fig. 2c, the specimen repre-
sented in Fig. 2b exhibits no statistically important dif-
ferences dN and no separation into heavy and light iso-
topes over the whole depth range after annealing.

Thus, we have found that cold-rolled Pd foils sub-
jected to electrochemical loading with deuterium
(which causes significant mechanical deformation)
exhibit a decrease in the rate of surface atom sputtering
(Figs. 1b, 1c) and symmetrical separation of the 1%®Pd—
105pd and '9Pd-1%4Pd isotope pairs at depths of up to
500 A. These specific features disappear after vacuum
annealing, which relievesinternal stresses.

Let us consider possible causes of these effects.

As noted above, the hydrogenation of the Pd speci-
mens leads to high internal stresses generating numer-
ous structural defects: vacancies, dislocations, low-
angle tilt boundaries, grain boundaries, etc. Therefore,
the internal mechanical stresses are most likely respon-
sible for the effects under study in the specimens sub-
jected to electrochemical saturation with deuterium.

Indeed, the decreasein therate of Pd specimen sput-
tering as the level of deformation increases (Figs. 1a—
1d) could be related to an increase in the vacancy con-
centration in near-surface layers. However, it is
unlikely that the vacancy concentration in the deformed
specimens can rise by 20 times. To find the cause of the
sharp decrease in the sputtering rate of deformed PdD,
specimens, we consider the basic SIMS equation as
applied to the yield of secondary Pd ions Y (E;) [14]:

3 aSy(Ep)
4T[2C0 US
where E, = 8keV istheenergy of theincident (primary)
O?*ions, C, isthe scattering constant for primary ions,
U, = 3.9 eV is the surface binding energy of Pd ions,
o isadimensionless constant depending on the ratio of
the masses of atarget atom (M,,) and a primary-beam
particle (M,), S(E;) is the nuclear stopping cross sec-
tion of the target (Pd) (depending on the concentration
of the target nuclei), Y is the angle of incidence of the
primary beam measured from the normal to the surface,
and f = 5/3 for M,/M; = 3[15].

As follows from Eq. (1), the yield Y; of secondary
ions from Pd targets in different states under the same
conditions of the primary beam depends only on U,
S(E), and cosy.. The value of U can vary only insignif-
icantly (within 20% in the presence of deformation). At
the sametime, at low energies of the primary beam and
under severe deformation, the quantity S,(E) can vary
such that most of the energy loss of the primary beam
isredistributed toward the electron Sy(E) and/or phonon

Y(E,) = (cosy) ™, (1)
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Sih(E) components of S[E) because of anincreaseinthe
cross section of inelastic beam scattering in alayer with
severe plastic deformation [14, 15]. In this case, the
total stopping cross section SE) = S(E) + S(E) +
Sih(E) remains virtually constant, whereas the energy
loss of the primary beam shifts toward inelastic pro-
cesses described by the quantities S(E) and S,,(E).
Whence it follows that the nuclear stopping cross sec-
tion in a plastically deformed layer with a high defect
concentration can significantly decrease during
strongly inelastic scattering. Therefore, a decrease in
S(E) should be taken into account in severely
deformed specimens.

However, in the presence of internal stresses and
significant surface roughness, the yield of secondary
ions can be most strongly affected by variations in the
angle of incidence Y of the primary beam with respect
to the crystall ographic planes at the surface of the spec-
imen. In the presence of alarge number of point defects
and dislocationsin the surface layer of a specimen sub-
jected to deuteration (deformation) and having high
roughness as compared to the initial specimen, the ori-
entation of the crystallographic planes in the surface
layer and, hence, the angle Y can vary, which would
cause a strong decrease in the yield Y, compared to the
yield in theinitial (undeformed) specimen.

Thus, the decrease in the yield of the secondary ions
of the palladium matrix in a deformed specimen (sub-
jected to electrolysis) can be due both to a decrease in
the elastic scattering cross section of the primary beam
and to the surface roughness caused by supersaturation
of the surface layer with defects and resulting in a
change in the effective angle between the beam and the
specimen surface. It should be noted, however, that
none of the factors affecting Eq. (1) can even qualita-
tively explain the experimentally observed separation
of the palladium isotopes in a thin surface layer
(Figs. 2, 3).

We consider possible models for isotope separation
in deformed (deuterated) Pd foils on the example of a
specimen irradiated with an UFTN during electrolysis
(Fig. 1c). Assuming that, on average, the 1°®Pd concen-
tration decreases by 5% and the 1®Pd concentration
increases by 5% (for the 1*°Pd—%*Pd pair, on average,
the corresponding change is 4%) at a depth of h >
100 A, we calculate the total enrichment factors for
them [16]:

Ne/(1—N;)
N/(I-N,)’ &)

where INe[J= 0.265 is the average ®Pd concentration
and N,O0= 0.225 is the average °Pd concentration.
Thus, we have A, = 1.24. Similarly, for the *°Pd—%Pd
pair, we have A, = 2.55. We apply the diffusion model
of Pd isotope separation; that is, we assume that the Pd
isotopes diffuse through vacancy layers during self-dif-
fusion (by analogy with gaseous-diffusion separation,

A =
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where isotopes go through a porous materia in their
gaseous state). Here, we assume that the mobility of the
palladium isotopesin a defect surface layer with ahigh
vacancy concentration is very high in comparison with
their mobility in the bulk of the specimen. In this case,
the self-diffusion activation energy of palladium atoms
significantly decreases[1, 17] and, their mean free path
increases to a length exceeding the lattice parameter.
The heavy isotopes (108, 110) will be entrapped by
vacanciesinthe Pd crystal latticein anear-surface layer
of the specimen, whereas the light isotopes (104, 105)
will retain their high mobility and diffuseto the surface.
As a result, near-surface layers at h > 50 A become
enriched in the light isotopes and depleted of the heavy
ones. In this case, according to Eq. (1), the sputtering
rate of the light isotopesis higher than that of the heavy
ones, since the binding energy U of the light (mobile)
isotopes is lower than that of the heavy (entrapped by
vacancies) isotopes, all other thingsbeing equal. There-
fore, the SIMS yield of the light Pd isotopes is aso
higher.

Based on the model considered, we calculate the
minimum thickness of the surface layer required for
isotope diffusion separation. Taking into account that
the isotope separation factor for diffusion is a =
(M,/M))¥2, where M, and M, are the masses of the
heavy and light isotopes, respectively, we obtain a, =
1.0142 and o, = 1.0284 for the 1%Pd—1%5Pd and °Pd-

104pd pairs, respectively. Since thetotal enrichment fac-
tor and the separation factor for asingle event areinter-
related as A = a° (where s is the number of separation
stages) [16], the numbers of stages needed are s, = 16
and s, = 33, respectively. Assuming that the minimum
spacing between vacancies is equal to the Pd lattice
parameter (a, = 3.89 A), it can be shown that the thick-
ness of the layer required for diffusion separationisR~
2a,s. Therefore, R, = 117 A and R, = 257 A. It follows
that, in order to provide the experimentally observed
isotope separation during self-diffusion of Pd atoms,
the atoms have to move a minimum distance 120 < R<
260 A from the bulk toward the surface.

A different situation arisesin alayer ath <50 A, in
the immediate vicinity of the specimen—vacuum inter-
face. As follows from Fig. 2b, the isotope separation
changes sign, so that the heavy isotopes enrich the sur-
face. The degree of separation immediately at the sur-
faceismuch higher thanin alayer at h> 100 A, and the
total enrichment factors for the 1%Pd—%Pd and 1*°Pd—
104pd pairs are A; = 3.05 and A, = 4.55, respectively.
Within the framework of the diffusion model, such high
values of A require the numbers of separation stages to
be s, = 80 and s, = 54, respectively, or the minimum
depths of diffusion layers, R, =620 A and R, = 420 A.
In our case, however, the maximum depth of the surface
layer enriched in the heavy Pd isotopes and depleted of
the light isotopes does not exceed 50 A (Fig. 2b), which
means that the diffusion modd is inapplicable here.
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Therefore, we have to assume that other, more efficient
mechanisms of isotope separation operate in the surface
layer. Such mechanisms can be associated with screw
dislocations, dislocation loops (Frank—Read disloca
tion sources), or spiral steps forming at the intersection
points of screw dislocations with the surface [7]. If the
linear defects, in which mass transfer (motion of Pd
atoms) occurs, rotate at a velocity close to the sound
velocity in Pd, then these sources can serve as efficient
“nanocentrifuges,” in which isotope separation pro-
ceeds. Indeed, the separation factor for asingle event a
inthis caseis defined as[16]

(M= M,)ve
22RT } 3

where v is the rotational velocity of the source, which
is taken to be half the sound velocity vy; R is the gas
constant; and T is the source temperature. According to
Eg. (3), we have a = 2.60 for the 1%®Pd-%Pd pair and
a = 6.50 for the 1°Pd-1%Pd pair. As follows from the
relation A = as, isotope separation during centrifugation
israther efficient and can be accomplished in one stage
(s<1)inalayer ath<50A. Note that, during isotope
centrifugal separation, the heavy isotopes move toward
the periphery of a source (unlike the diffusion separa-
tion), whereas the light isotopes remain left in place
(i.e., entrapped by dislocations). Therefore, the result
will be opposite to that for the method of diffusion sep-
aration: the surface will be enriched in the heavy (mov-
able) Pd isotopes and depleted of the light Pd isotopes
(bound to dislocation cores).

For deeper insight into the mechanisms of Pd iso-
tope separation under the effect of high internal
stresses, further experimental and theoretical investiga-
tions are needed.

It should be noted that the effects of isotope separa-
tion detected in this study can be much more pro-
nounced and occur at alarger depth for alow amount of
impuritiesin Pd [15]. Since impuritiestend to segregate
only intheregions of concentrated internal stresses, the
isotope separation models described above are most
applicable to impurity atoms diffusing in the Pd matrix.

Moreover, the results obtained (in particular, the
decrease in the sputtering rate of the Pd matrix in spec-
imens with a high defect concentration) indicate that
the application of SIMS can give substantial errorsin
determining the concentration and isotopic shifts of
impurity atoms. This circumstance can shed light on the
problem of the so-called “transmutations’ in electro-
chemical experiments upon saturation of palladium
with heavy hydrogen isotopes [18, 19]. The results
obtained in this study allow one to conclude that the
isotopic shifts and changes in the concentrations of
most elements can be satisfactorily interpreted using
the concepts of isotope separation in palladium under
the action of high internal stresses stimulated by the
interaction of palladium with hydrogen (deuterium).

a:exp[
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It should also be noted that errorsin determining the
impurity concentrations and isotopic shifts can appear
not only when using SIMS but neutron activation anal-
ysis as well. Within the model considered, the cross
section of theinteraction between thermal neutrons and
nuclei localized in regions of concentrated internal
stresses can be several orders of magnitude larger, as
was shown in [20]. This effect may cause overestima-
tion of the concentration of a particular isotope local-
ized in these regions.
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Abstract—BY on the analyzing the general structure of the Green function of a strongly correlated electron
system, it is shown that, for the regime of strong correlations, L uttinger’s theorem should be generalized in the
following way: the volume of the Fermi surface of the system of noninteracting particlesis equal to that of the
quasiparticlesin the strongly correlated system with due regard for the spectral weight of the quasiparticles. An
investigation of the t—J model and of the Hubbard model, as applied to the paramagnetic nonsuperconducting
phase, shows that the generalized L uttinger theorem isvalid for these models. © 2003 MAIK “ Nauka/Inter pe-

riodica” .

1. INTRODUCTION

At present, it iswidely believed that L uttinger’s the-
orem [1] is violated for strongly correlated systems,
among which is, in particular, the broad class of super-
conducting cuprates. This theorem states that the vol-
ume of the Fermi surface of interacting particles is
equal to that of the noninteracting particles. The proof
of Luttinger’stheorem [1] isvalid for the normal Fermi
liquid only. A topological proof of the theorem for
strongly correlated electron systems (without resort to
perturbation theory) was given in [2] on the assumption
that these systems are normal Fermi liquids. Since the
proof givenin[2] isbased on general considerations, it
is valid for the t-J model and the Hubbard model as
applied to the Fermi-liquid phase. In the strongly corre-
lated electron system, however, other phases can aso
exist, whose properties differ from those of the Fermi
liquid. Deviations from the Fermi-liquid behavior
reveal themselves in the redistribution of the spectral
weight of a quasiparticle between different Hubbard
subbands and in the fact that the imaginary part of the
self-energy ImZ,(E) is nonzero on the Fermi surface.
Indeed, the relationship ImZ(E) ~ (E —¢p)?isvalidin
the vicinity of the Fermi level g of the Fermi liquid.

Calculations carried out for the Hubbard model in
the dynamical mean-field theory, which is exact in the
limit of infinite dimensionality (d = «) [3-5], demon-
strated that the distribution function of the quasiparti-
cles has ajump in the vicinity of the Fermi level. This
jump continuously decreases down to zero with
increasing the parameter of the on-site Coulomb repul-
sion U. Nevertheless, the Fermi-liquid pattern persist
up to acertain critical value U, in this case, after which
the system transfersto theinsulating state. Edwards and
Hertz [6], however, demonstrated (using an interpola

tion scheme for the Hubbard model not based on the
limit d = o) that the imaginary part of the self-energy is
nonzero on the Fermi surface at U ~ U, and near the
half-filling (x < 1, wheren = 1 — x is the electron con-
centration). But with a deviation from the half-filling,
the Fermi-liquid properties of the system are restored
fairly rapidly. That the Fermi liquid properties in the
Hubbard model with U = 8t (t is the hopping integral)
begin to be restored already at x > 0.1 was shown in [7]
in the framework of the dynamical cluster approxima
tion without resorting to perturbation theory. At
present, the problem of the transition from the Fermi
liquid phase to a metallic non-Fermi-liquid state with
strong electron correlations (and of the behavior of the
system in the transition range) has only been stated and
isfar from being solved (see, for example, [8]).

The most interesting range isx < 1, becausein rea
materials the transition to the metal stateis observedin
this range. At extremely small values of X, it would be
expected that the additional carrierswill belocalizedin
the vicinity of the bottom of the band and the condition
ImZ,(gr) # 0 will bevalid for them. As x increases fur-
ther, however, the Fermi level falls within the range of
delocalized states, for which the imaginary part of the
self-energy is equal to zero, but the non-Fermi-liquid
effectsare still present due to redistribution of the spec-
tral weight between the Hubbard subbands. Deviations
from Luttinger’'s theorem for the Hubbard model in the
region where ImZ,(gg) # O were discussed in [9] in the
framework of the FLEX approximation. In this paper,
we restrict ourselves to the concentration range over
which ImZ,(eg) = 0.

Asfor the case when the spectral weight of a quasi-
particle in a strongly correlated electron system is not
equal to unity, the properties of the system are different

1063-7834/03/4508-1415%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. Dispersion law of the Hubbard bands E; and of the
one-particle spectrum g,. &g is the Fermi level, and kg and

k,? are the Fermi momenta for the Hubbard bands and free
electrons, respectively.

from those of the normal Fermi liquid and the original
Luttinger theorem is violated. Indeed, the Fermi
momentum kg of the Hubbard bands is larger than the

Fermi momentum k{ for free electrons at the same

Fermi energy ¢ (Fig. 1); therefore, the geometric vol-
ume of the Fermi surface is larger for the Hubbard
bands[10]. However, the system isin the metallic state
inthis case and, since the distribution function of quasi-
particles undergoes a jump in the vicinity of the Fermi
level, Luttinger’s theorem can be generalized to quasi-
particlesin the following way: the volume of the Fermi
surface of noninteracting particlesis equal to that of the
interacting quasi particles with allowance for the spec-
tral weight of the quasiparticles. In this paper, by ana-
lyzing the general structure of the Green function and
thoroughly investigating the Hubbard-1 solution for the
t=J model and for the Hubbard model [11], we shown
that thisgeneralized formulation of Luttinger’stheorem
is valid for metalic, strongly correlated electron sys-
tems. Actually, such a metallic system is not rather a
normal but a“compressible” Fermi liquid, which isdue
to the spectral weight of the quasiparticles being differ-
ent from unity and to the Fermi surface being “loose”.
Such an idea of the system makes it possible to elimi-
nate the inconsistency between the concentration of the
excess carriersin the superconducting cuprates and the
unduly large volume of the Fermi surface calculated in
the framework of the model of the normal Fermi liquid.

2. GENERAL STRUCTURE
OF THE GREEN FUNCTION

Luttinger has shown [1] that the equality between
the volumes of the Fermi surface in the momentum
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space for interacting particles, Vg, and for noninteract-
ing particles, vﬁs,

Ves = Vs )

follows from the fact that the average number of parti-
cles INCIfor interacting and noninteracting fermions is
the same. Indeed, for a system without interaction, we
have

MNO= %0608
k

v v 2
dkO (Mo — &) = —— V¢
(2 3I (Mo—&) (2T[)3 s

and, for the Fermi liquid systemwith interaction[1], we
have

(NO = ZG (UL —€—ReZ,)
k

©)
Vv,

(2m)°

\%
(2n)3Idke(u -g—ReZ)) =

Here, V isthe volume of the system of fermions; p and
o are the chemical potentias of the system with and
without interaction, respectively; €, are one-particle
energies, ReZ, isthe self-energy part of the Green func-
tion; and B(x)is the Heaviside unit-step function.

For strongly correlated electron systems, however,
the definition of the average number of particles as the
sum of the Heaviside unit-step functions is invalid,
because the spectral weight of each quasiparticlein the
system is taken to be the unit in this definition. One of
the essential peculiarities of strongly correlated elec-
tron systems is a variation of the spectral weight from
unity in each band dueto its redistribution between the
Hubbard subbands at U > W (Wisthe half-width of the
band). For this reason, analogs of Egs. (2) and (3)
should be derived for this case.

In what follows, we use the Hubbard X operators

[12] defined in the following way: X{* = |p[|, where
[pCland [q)| are states at site f. Since the number of root
vectors a(p, q) isfinite, they can be enumerated; thus,
we have

a(p, )
X

XPH s = X" X[ 4)

Here, index m = (p, g) enumerates quasi particles
with the energies

Wy = Wpq = €p(N+1) —g4(N), 5)

where g, isthe energy level with index p for the N-elec-
tron system.
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The Hubbard operators are related to one-electron
creation and annihilation operatorsin the following way:

a:)\o = Zy;\co(m)xgjv af)\c = ZVAo(m)X?Qn (6)

where y,,(m) is the partial weight of a quasiparticle m
with spin o and orbital index A.

The average occupation numbers [y, ifor the par-
ticles with momentum k and spin o are expressed in
terms of the electron Green function written in the
energy representation, Gog = Mg |age T8 i, in the
following way:

1
Moo = [dETe(E) E—ﬁlmekmg, (7)

where f(E) is the Fermi function,n — 0, and n > 0.
In the X representation, the Green function hastheform

D@kxdal:mm%nn
. mEo (8)
= zy)\o(m)y)\o(p) (X ol Xio M + i1y -

m p

For the matrix Green function D" (E) =

Xyl )+(|E’0 M., , the generalized Dyson equation [13]
can be written as

Dio(E) = {[G(E)] ™ +5(E)}  Pio(E).  (9)

Here, 25 (E) and Py (E) are the self-energy and the
force operator, respectively. The presence of the force
operator is due to the redistribution of the spectral
weight and isan intrinsic feature of strongly correlated
electron systems. The concept of the force operator was
introduced earlier in a diagram technique for spin sys-
tems [14]. The Green function G(k?,) (E) in Eq. (9) is
defined by the formula

[G(E)] " = Go'(E) - Puo(E) Tho, (10)

where Ty is the interaction matrix element (for the
Hubbard model, Tyo.” = y,(m)yZ (p)ty).

In the Hubbard-I approximation at U > W, the struc-
ture of the exact Green function (9) remains unchanged
but the self-energy is supposed to be zero and the force

operator P’ (E) is replaced by Pyg” (E) — Pgg” =
B pFg » Where Fg' = F(p, 0) = X{*0+ IX{Disthe

occupation factor, which isreferred to as the end factor
in the diagram technique for the X operators developed
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in [15]. In terms of the Hubbard-I approximation, the
following formulais derived from Eq. (9):

N A A A 1A
DY = {Go'(E) = Poo Tk}~ Pos. (11)

In order to estimate the contributions to Eq. (11) in
higher order approximations (with respect to the Hub-
bard-I approximation), let us compare the exact equa-
tion (9) for the Green function with Eq. (11), writtenin
the Hubbard-1 approximation. First, there is a differ-
ence due to the renormalization of the occupation fac-

tors F, which arises when the exact equation for the

force operator Pys (E) is used. However, taking into
account the corrections due to the force operator keeps
the structure of the Hubbard bands unchanged and,
therefore, does not lead to aqualitative difference of the
exact Green function from that in the Hubbard-I
approximation. A second essential difference is the
renormalization of the rea part of the self-energy

2o (E) and the appearance of quasiparticle damping.
Thelatter implies non-Fermi-liquid behavior of the sys-
tem and, as mentioned above, the consideration of the
region where ImZ,(gz) = 0. In this region, the exact
Green function given by Eq. (9) can be rewritten asthe
sum of one-pole contributions over the quasiparticle
bands labeled by index ¢ (for the t—J model, & has one
value, ¢ = 1; for the Hubbard model, & = 1, 2). In the
general multiband case, the exact Green functionis

_ Fiao(€)
Goo(B) = ZE—QKOK(AE)WHW

(12)

Here, the rea part of the self-energy contributes not
only to the renormalization of the dispersion law but
also to the renormalization of the spectral weight. Such
a representation for the electron Green function has
been obtained earlier in the Hubbard model in terms of
the spectral density approach (SDA) [16]. This
approach is nonperturbative and assumes the absence
of the quasi particle damping only. The spectral weights
Fino(§) and the band energies Q,,(§) are calculated in
the SDA by using the method of moments (see the
review and comparison with other methodsin [17]).

As for the renormalization of the real part of the
self-energy, this effect introduces corrections to the
energy spectrum Q,,(¢) and qualitatively does not
change the further reasoning. The fact that the structure
of the Green function is correct even in the Hubbard-1
approximation (it is the structure of the Green function
that isessential for further derivation of Luttinger’sthe-
orem) follows from a comparison of the Hubbard-I
solution and the exact solution in the infinite-dimen-
sionality limit obtained by using the method of the
dynamical mean-field theory [4, 5], as well as from a
comparison of the Hubbard-I solution and a numerical
solution obtained using the exact quantum Monte Carlo
method for the Hubbard model [18]. A comparison of
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the spectral densities obtained in the Hubbard-I approx-
imation at U > W and those derived by the quantum
Monte Carlo method shows[18] numerical coincidence
between them in the region of the phase diagram, where
the long-range magnetic order is absent. In terms of the
diagram technique for the X operators, it has also been
demonstrated that this approximation gives simple and
pictorial relationships which correctly describe the
physics of the phenomenaat U >t [13, 19].

Substituting Eq. (12) into Eq. (7) and using the spec-
tral theorem, we obtain

Mo = J'dEf,:(E)z Fiao(§)O(E—Qs(&) + 1)
‘ (13)

= Z Fiao (&) Tr(Quo(E) —1).
&

Taking into account that the quantities in Eq. (13) do
not depend on spin in the paramagnetic phase, the aver-
age number of particles INLiat zero temperature can be
written in the compact form

[(NOJ = gmk)\am = éFk(E)e(u_Qk(E))v (14)

Fi(€) = 2% Fuo(8): (15)
A

For noninteracting particles, we have F (&) = 1; the
equation for [INClcompletely coincides with Eqg. (2) in
this case. For the system of interacting quasiparticles,
Eqg. (14) can be written as

__V _
[NO = (Zn)3ZIdka(E)9(u Q,(8))
(16)
\Y £
= —) Vis
(2n>SZ
By comparing Eq. (2) with Eqg. (16), we obtain
17)

0 g
Ves = Z Vs,
g

where Vf;S is the volume of the energy subband & tak-
ing into account the spectral weight F,(¢) of this sub-
band,

Vis = [AFUE)O(1— (D). (18)

Equation (17) isthe generalized L uttinger theorem: the
right-hand side of the equality is a superposition of the

volumes VE s for the different energy subbands § rather
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than the volume Vg and each state |k, oJfor band ¢
enters with a decreased spectral weight.

Therefore, the region bounded by the Fermi surface
in the k space becomes “less dense.” Indeed, let us use
the relationship meg = prVes Where megis the “mass’
of the Fermi surface, prgisits “density,” and Vegisits
volume. It is obvious that the mass mgg is proportional
to the average number of particles INOand pgs is the
spectral weight of the quasiparticles in the region
bounded by the Fermi surface. For the system of nonin-

teracting particles, we have mgs = pESvﬁs. Further,

from the equality mgg = mgs, it follows that ppgVes =
0 0

PrsVes and

1.0
Ve = —Vig,
Fs = o VFs

(19)

because, for the system without interaction, we have

pgs =1. Itisseenthat, if the spectral weight of the qua-

siparticles differs from unity, we have the inequality
Ves# V,?S. It isprecisely thiscase (pes< 1) that isreal-
ized in strongly correlated electron systems. On the
other hand, the quantity given by Eq. (19) is invariant
under the interaction in the system; therefore, the gen-
eralization of Luttinger's theorem for quasiparticlesis
asfollows: the volume of the Fermi surface of a system
of noninteracting particlesisequal to that of interacting
quasi particles with allowance for the spectral weight of
these quasiparticles. Thisformulation of the theorem is
valid for both the band electrons and the quasiparticles
in metallic, strongly correlated electron systemsin the
limit U > W.

The deviation of the spectral weight from unity can
be considered to be atransition to a space with adiffer-
ent metric. Thisis demonstrated in Section 5, in which
it is shown that the quantity given by Eq. (19) rather
than by Eq. (1) isinvariant under this transition.

3. t-J MODEL

The Hamiltonian of the Hubbard model in the X-
operator representation [11] has the form

U
H = 3 He—m(X{"+ XP) + 5X7H
ho (20)
Y trg(X7"+ 20X7°) (X" + 20X]).
f#£g 0

The Hamiltonian of the t—J model can be derived form
Eq. (20) inthe limit of the strong Coulomb interaction,
Ut
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— Z(S—H)X + Z tfg 00 00
f,o

f#£g9,0

+J Z %fsg—%nfnq%,

f#g

(21)

wheret;y isthe hopping integral, J isthe exchange inte-
gral, S isthe spin operator, and n; is the operator of the
number of particles. Here, there is only one fermionic
root vector, {X?"} — {X%}; therefore, the Green
function in the region ImZ,(E) = 0 has the form

F(1)
E-E +u
where F(1)/2 = (1 — x)/2 is the spectral weight of the

only band ¢ = 1 and E, is the spectrum of the system in
the Hubbard-I approximation,

D1—>4] I+ X7
O2 0 202 O

D kc( E) = (22)

E, = e+t (23
Here, t, = 2t(cosk, + cosk)) is the Fourier transform of
the hopping integral in the case of a square lattice. The

number of particlesis

00,00,
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At zero temperature, we have

D= $ (1-%)8(u-Ey). (25)
k

This eguation coincides with Eq. (14); thus, the volume
of the Fermi surfaceis Vgs =F(1)V-=(1-x)V-, where
dk6 (1 — E)). In multiband models, such as the

Hubbard model, the spectral weight of the quasiparti-
cles is redistributed between the bands due to strong
correlations. In our case, there is only one band, but its
spectral weight is smaller than unity [see Eq. (25)]
because part of the spectral weight goes to the upper
Hubbard band. In deriving the equations for the t-J
model from the Hubbard model, this band is taken into
account only in terms of the perturbation theory with
respect to the parameter t/U < 1 and does not appear in
the Hamiltonian (21) because of the constraint of two-

particle excitations being absent, D(fSSD — 0.

4. HUBBARD MODEL
The basis fermion operators for the Hubbard
model (20) are { X, X%°} — { X}, X}, where
|[SCE= |1, L0Ois atwo-particle singlet, |0is the vacuum

(NO = Z X, Xe 0= Z(l—x)fF(Ek—p). (24) sate, and |oUand |0 are one-particle singlets. The
ko K Green function has the form
IR 1457 FQF() O
QO3 EErH-U-tey 20by 0
Buo(E) = gL u (@
F(1)F(2) F(O-_ 10
E 20t 5 5 5 % E+U—t, > DE

wheredet = (E— E, +p)(E—E, +p)and F(1)/2=(1-
X)/2, and F(2)/2 = (1 + X)/2 are the occupation factors of
the lower and upper Hubbard bands, respectively. The
energy spectrum of the systemis

Ex = Ht Uz jto+ U+ 20082

The number of particles can be easily found using the
Green function (26):

(27)

[NO = zﬁ X(U+t"x) fe(Ex — 1)
(28)
+[1- M} (Er - u)D
E —E;

This equation coincides with Eq. (14). The expres-
sions in sguare brackets in Eq. (28) are the spectra
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weights of the upper and lower Hubbard bands, respec-
tively. Their sum (taking into account the spin) is equal
to the spectral weight of noninteracting electrons, as it
must be. Now, let us analyze Eq. (28) in the regime of
strong Coulomb repulsion U > t. In this case, the

denominator E, — E, can be expanded in powers of
the small parameter t/U < 1. Neglecting second-order
terms, we have

[NO = 1+X)fe(E, —
Z(( +X) fe(Ec— 1) 29)
+(1-X) fe(Ec—H)).

At zero temperature, this equation becomes

IND=% ((1+x)8(k - E) +(1-x)8(1—E})). (30)
k
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Fig. 2. Dependence of the chemical potential 1 on x.

The relation between the volumes of the Fermi sur-
facesis

Vee= FQV +F)V = (1+X)V' + (1-x)V, (31)

where V* = [dk (1 — E). It is clearly seen that the

strong Coulomb interaction redistributes the spectral
weight between the lower and upper subbands. It isthis
effect that necessitates generalization of Luttinger's
theorem for strongly correlated el ectron systems.

The splitting into two Hubbard bandsis clearly seen
in Egs. (29)<31); therefore, it is easy to transform the
Hubbard model to the t—J model simply by neglecting
the influence of the upper (or lower) band, because the
bands are separated by a gap U (the interband hopping
was already eliminated by the expansion in powers of
t/U). The occupation numbers are immediately found
to be

lim NO =

U- o

A-fE-w. (3
2
k

This expression coincides with Eq. (24), obtained for
the number of particles in the t-J model. Thus, the
decrease in the spectral weight in the t=J modd is a
result of the approximations used (t/U < 1) rather than
of its spontaneous disappearance.

Figures 2 and 3 show the results of calculations for
zero temperature at U = 10|t| and t = -0.2 eV. Calcula-
tions for finite temperatures were aso carried out, but
they did not reveal any qualitative difference from the
case of zero temperature. The chemical potential | cal-
culated self-consistently by using Eqg. (28) is shown in
Fig. 2. Figure 3 shows the dependence of the density of
particlesn = [IN[ZN on x calculated by using Eq. (29). It
isclearly seen that this dependenceislinear and, more-
over, n=1+ x. Actually, thelast equality meansthat the
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Fig. 3. Dependence of the density of particlesn = ININ on
X (N is the number of vectors in the momentum space).

generalized Luttinger theoremisvalid. Indeed, the | eft-
hand side of Eq. (29) is the number of particles calcu-
lated with due regard for the interaction in the system,
while the right-hand side of the equation is the number
of noninteracting particles. The equality of these two
guantitiesis a prerequisite for the equality of the Fermi
surface volumes multiplied by the corresponding spec-
tral weights, as given by Eq. (31).

5. QUASIPARTICLE DESCRIPTION
AS A TRANSFORMATION
OF THE METRIC SPACE

Let g, be natura reference vectors associated with

the system of curvilinear (in general) coordinates x*. In
what follows, upper indices indicate contravariant
quantities and lower indices, covariant ones. The metric
tensor is defined as

gpv = (ep l:év)

In going to new coordinates y*, we have

(33)

e, = a,e,
guv = (eu [ev) = aﬁa\r)](ep [en) = aﬁa\r}g;)nv
v
where a; = % are the coefficients of the axis trans-
X
formation.

By definition, an elementary volume of the n-
dimensional spaceis
dt = dx'dx’... dx". (34)

In this case, the value ./—gdt rather than the volume
element dt isinvariant under transition to another sys-
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tem of coordinates. Here, g = detg,, is the determinant
of the components of the metric tensor; i.e.,

J-gdt = ./—gdr. (35)

Now, let us consider two n-dimensional spaces: one
for quasi particles with the spectral weight p' (quantities
referred to this space are labelled by prime) and one for
guasiparticles with the spectral weight p. Obviously, a
transition between these coordinate systems can be

made by simply changing the axis scales, aﬁ =1/plp'.
The corresponding transformation of the metric tensor is

2/n

gpv - $D gpv . (36)
The relation between the elementary volumes can be
derived from Egs. (35) and (36) to be

dt = Bdr', (37)

p

thisequation coincideswith Eq. (19) at p' = 1. A similar
relationship takes place in the hydrodynamic theory for
a compressible liquid. Thus, in the case of quasiparti-
cles with a spectral weight smaller than unity, we deal
with modification of the normal Fermi liquid instead of
the normal Fermi liquid; by analogy with hydrodynam-
ics, this modification can be called the compressible
Fermi liquid. The original Luttinger theorem is valid
only for quasiparticles with a spectral weight equal to
unity and, therefore, is of limited use. In systems with
different spectral weights of quasi particles, the quantity
given by Eq. (35) rather than the volume of the Fermi
surface is conserved; thus, the scalar density of nonin-

teracting particles ./—g'dt’ isequal to the scalar density

of quasiparticles with interaction, ,/—gdt. It is clearly
seen that Luttinger’stheorem [1] isaspecial case of this
Statement.

6. CONCLUSION

One of the problems of the theory of strongly corre-
lated electron systemsiswhether Luttinger’stheoremis
valid for them. This question is of great importance in
describing high-temperature superconductors, because
they belong to the category of strongly correlated elec-
tron systems. It has been shown that, in the Hubbard
model, Luttinger's theorem [1] is violated for under-
doped samples (X < X,y) because of the presence of
short-range magnetic order and the occurrence of spin
fluctuations associated with it [9, 10, 18]. However,
Luttinger’'s theorem is valid in the overdoped regime
(X> Xop), Where the paramagnetic metal state takes
place. Actualy, the original Luttinger theorem in the
form of Eq. (1) isnot valid for strongly correlated elec-
tron systems; the proof of theorem (1) isinapplicableto
such systems, because it does not take into account the
difference of the spectral weight of quasiparticlesfrom
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unity, which isone of the most remarkable peculiarities
of strongly correlated systems [13]. In this paper, we
have formulated Luttinger’s theorem (17) generalized
to the case of quasiparticle description within the Hub-
bard-I approximation. Qualitative analysis of this gen-
eralization given by Eqg. (19), as well as analytically
exact derivation of Eq. (37) for the scalar densities,
showed that the region of k space bounded by the Fermi
surface becomes less compact (or, in other words, less
dense) in quasiparticle systems. the contribution of
each state is renormalized because of a decreasein the
spectral weight of the corresponding quasiparticle.

The momentum space is divided into quantum cells,
each of which can contain one electron or, taking into
account the Pauli principle, two electronswith opposite
spins. Some states from the whole set of quantum states
in a cell move away to infinite energies due to strong
electron correlations. Therefore, the spectral weight F
of the remaining states is smaller than unity; quasipar-
ticle excitationsin such a system become renormalized,
and their spectral weight F < 1. It is this effect that
causes the k space to be less compact.

From Eq. (37) for the scalar densities, it is seen that
we deal with a compressible Fermi liquid. A normal
Fermi liquid belongs to a subclass of the class of com-
pressible Fermi liquids; in this subclass, the spectral
weights of the quasiparticles are equal to unity. The
generalized Luttinger theorem is formulated for the
case of acompressible Fermi liquid in which the effects
of strong electron correlations necessitate deviation
from the description of the system as a normal Fermi
liquid.

In this paper, we have considered basic models of
strongly correlated systems, such as the t—J model and
the Hubbard model. It has been shown that, in the non-
superconducting paramagnetic phase, these models sat-
isfy a generalized Luttinger theorem. In the Hubbard
model, the spectral weight is redistributed between the
Hubbard subbands; in the t—J model, a decrease in the
spectral weight occurs, because part of the states moves
away to infinite energies due to the strong correlation
between the electrons (the upper Hubbard subband is
separated form the lower band by agap U > t).
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Abstract—Modulation instability of nonlinear el ectromagnetic excitations (oscillating with the Josephson fre-
guency) of finite amplitude is investigated in a Josephson junction in a film of a nonmagnetic, as well as of a
magnetic (two- or three-dimensional), superconductor. The instability is accompanied by a nonlinear shift in
frequency. Dispersion relations are derived for the time increment of small perturbations of the amplitude. It is
shown that, for this type of excitations in a Josephson junction in a thin film of nonmagnetic superconductor,
modul ation instability develops only in a certain finite range of wave vectors, whereasin athin film of atwo-
or three-dimensional magnetic superconductor it develops for any wave vector. © 2003 MAIK “ Nauka/ I nter-

periodica” .

1. INTRODUCTION

A great number of magnetic superconductors exhib-
iting new unigue properties [1-3] are presently known
and attract considerable interest. Coexistence of mag-
netism and superconductivity has been observed not
only internary compounds [4] but also in high-temper-
ature superconductors, such as REBaCuO and RECuO,
where RE is arare-earth ion. One of the important fea-
tures of high-T. superconductors is the fairly strong
antiferromagnetic correlation of the spins of copper
atomsin the CuO, planes[5].

Continued attention also focuses on awide range of
instabilities of waves in various nonlinear systems and
media[6, 7]. It is known that compression of anonlin-
ear wave can occur both in the cross section and in the
direction of propagation of the wave beam. Examples
arethe self-focusing of light predicted by Askar’yan [8]
and the instability of waves to breaking up into wave
packets and the self-compression of wave packets
(modulation instability) first studied by Lighthill [9].
Modulation instability of electromagnetic waves
observed in optical fibers corresponds to the instability
of solutions to a nonlinear Schrédinger equation [10],
and that observed in distributed Josephson junctions, to
the instability of solutionsto the sine-Gordon equation
[11, 12]. Modulation instability is of interest from the
fundamental point of view and for practical applica-
tions. For example, this phenomenon is used for gener-
ating series of ultrashort optical pulseswith ahigh rep-
etition frequency [10] and for developing novel logic
units[13].

In many cases, spatialy nonlocal modifications of
the nonlinear Schrédinger equation [14] and of the
sine-Gordon equation [15-26] should be used in study-
ing modulation instability. For example, it was shown
in [15, 16] that spatial nonlocality can be significant
even in junctions of bulk superconductors of large
thickness d > A (A is the London penetration depth)
along the magnetic field (vortex lines), i.e., in the cases
where the local approximation was used earlier. For
junctions in thin films of d << A, there is no local limit
and the spatial nonlocality is significant and becomes a
determining factor. The corresponding equations were
derived and investigated in [17-20]. It has been shown
[21-23] that, in the Josephson electrodynamics of thin
films of magnetic (two- and three-dimensional) super-
conductors, not only spatial effects but also time nonlo-
cality (which is ultimately due to retardation effects)
must be taken into account. The Josephson junction at
the interface between two superconducting layers of
finite thickness along a direction perpendicular to the
magnetic vortex field was studied in [24]. In [25, 26], a
butt junction and a tilted (tapered) junction (having,
therefore, afinite thickness along the magnetic field of
vortices) were considered for arbitrary values of the
ratio d/A.

Due to the difference in geometry of the problems
considered in the papers mentioned above, the equa-
tions for the Josephson electrodynamics in them differ
in the form of the kernel of the integral operator
describing the spatial nonlocality. However, in all those
papers, the spatial nonlocality of the equations for the
phase differenceis dueto the nonlocal relation between

1063-7834/03/4508-1423%24.00 © 2003 MAIK “Nauka/ Interperiodica’
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the fields at the interface and in the superconductor.
This origin of spatial nonlocality is universa for the
electrodynamics of Josephson junctions; therefore, the
nonlocality itself isthe rule rather than the exception.

In the framework of the spatially nonlocal Joseph-
son electrodynamics of the junction at the interface
between bulk superconductors, the modul ation instabil -
ity was first considered in [15]. It was shown that
increasing small perturbations of the amplitude and
phase correspond to the development of modulation
instability in the electromagnetic wave with a finite
constant amplitude; the instability is characterized by a
nonlinear shift in frequency and by the dispersion law
of the linear approximation. It was also found that spa-
tial nonlocality suppresses the modulation instability.
Abdullaev [27] also considered the Josephson junction
a the interface of bulk superconductors and investi-
gated the modulation instability of a plane nonlinear
electromagnetic wave with a finite amplitude and with
a frequency equal to the Josephson frequency. It was
shown that the instability causes small perturbations of
the amplitude to increase and brings about the breaking
up of the wave into wave packets.

It is of interest to investigate the modulation insta-
bility of electromagnetic excitations (in the framework
of the nonlocal Josephson electrodynamics) in thin
two-dimensional superconducting films, asthis has not
been done to date. This type of instability may arisein
the Josephson junctionin an ultrathin film of anonmag-
netic or (two- or three-dimensional) magnetic super-
conductor of thicknessd < A.

A thin film of a magnetic superconductor can be
two- or three-dimensional, in terms of its magnetic
properties, depending on whether the (time-dependent)
magnetic permeability p of thefilm isafunction of two
coordinates (in the plane of the film) or three coordi-
nates. The point is that, in afilm which is two-dimen-
sional in terms of superconducting properties, the mag-
netic subsystem may exhibit two-dimensional (in the
film plane) or three-dimensional magnetic ordering (in
the film plane and across the film thickness) because of
the short-range interaction between the spins of impu-
rity atoms.

The geometry of the problem under study is as fol-
lows: the film plane is taken to be the xy plane, the cur-
rent flows along the y axis, and weak links are oriented
along the x axis.

2. FILM OF A TWO-DIMENSIONAL MAGNETIC
SUPERCONDUCTOR

We assume that the film istwo-dimensional in terms
of its superconducting and magnetic properties; there-
fore, its magnetic permeability can be written as

H(r—rt-t) = p(p-p,t-1)0(z-z), (1)
wherer =(x,y,2) and p = (X, ).
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The dynamics of the phase change ¢(x, t) acrossthe
Josephson junction, for any type of magnetic ordering
in the thin two-dimensional magnetic superconducting
film, is described by the nonlinear integrodifferential
sine-Gordon equation with spatial and time nonlocality
[21, 22]

sing(x, 1) + 290X | 10°%0(x1)

w; 0w at?

2
(2N g O ax?

Here, w; is the Josephson frequency, B is a dissipation

00 00 I 2 ‘ I
= IJIdX'J’dt'KM,t—tDM_

parameter, |; = )\le)\ , A; isthe Josephson length, A4 =
A?/d is the Pearl penetration depth, and the kernel

X=X . .0 , . , .
KDZ)\eﬁ't e, nonlocal in the spatial and time vari

ables, has the form

X=X . .
KDZ)\eff,t tg

4]

w . ©)
_ dg o de2Aerdo[a(x— X)] exp[—iw(t—t)]
[7lon™ w@oeeon.
where J,(gx) isthe zero-order Bessel function. Thetime
nonlocality in Eg. (2) isdueto the frequency dispersion
of the magnetic permeability p(qg, w).

Since A > a (aisthe crystal lattice parameter), we
can use the hydrodynamic approximation for the mag-
netic subsystem. In the paramagnetic temperature
range, the magnetic permeability has the form [28]

. 2
iD,q
w+iD,q"

H(g, w) = 1+4my, (4)
where X, is the static magnetic susceptibility and D, =
(U3)(2mY2Jas(s + 1)]¥? is the spin diffusion coeffi-
cient for two-dimensional Heisenberg magnets [29]
(Jistheintralayer exchange constant, sisthe spin).

Let us consider the evolution of nonlinear waves (of
the breather type) with afrequency equal to the Joseph-
son frequency w; and with asmall, but finite, amplitude
produced in the junction. The phase change ¢(x, t) can
be written as

P (X 1) = u(x t)exp(—iw,t) +u*(x, t)exp(iw;t), 5
lu(x, t)| < 1.

In Eqg. (2), in the dissipationless limit 3 = 0, we
retain the lowest order nonlinear terms at the funda-
mental frequency w; and restrict ourselves to the
approximation in which the amplitude u(x, t) varies
sowly in time and, therefore, the condition [0%u(x,
t)/ot?] < 2w;,|ou(x, t)/ot] is satisfied. Substituting
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Eq. (5) into Eq. (2), we obtain the following equation
for u(x, t) in this case:

2 20u(x, 1) t) 1

ooJ ot |u(x )2u(x, t)

+1 Ide’dtK%)\; D (6)
0 u(x t) _

x expliay(t—t)] ———

This nonlinear nonlocal “ Schrbdlnger equation” has an
exact solution in the form of a plane nonlinear wave
with a uniform amplitude A and with a shift in fre-

quency,
Up(t) = Aexp(iA’w,t/4), A< 1. )

In order to investigate the stability of this solution,
we introduce a small perturbation of the amplitude:

u(x, t) = [A+P(x, t)] exp(iA’w,t/4),
lw(x, )] < A.

It follows from Eq. (6) that the small perturbation
Y(x, t) satisfies the linear equation

PGt A0 ) + 4% (x D)

(8)

' (X=X d
+IJJ'de'dtKD2)\eﬁt tg )

2 1 L}
x explioy(1— A4yt -ty LD - g
ox
Substituting Y(x, t) = v (X, t) + iw(x, t) into Eq. (9),
we obtain the following equations for the real and
imaginary parts of the perturbati on:

2 av(x t) Xx—x 0
o, +1, IdXIdtKDZAeff t— '[D
d°w(x, t')
xexp[in(l—A2/4)(t—t‘)]a—2' = 0,
Xl
_20w(x,t) L2
wJ———————at +A"v(xt) (10)
+1; IdxjdtKDZAeff D
o’V (X, 1)
xexp[in(l—A2/4)(t—t')]T;— =0
Xl
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An arbitrary perturbation can be represented as a
superposition of the waves

v(x, 1) = V(Q, Q)exp[i(Qx—-Qt)],
w(x, t) = W(Q, Q)exp[i(Qx—-Qt)],

propagating along the Josephson junction with a wave
vector Q and afrequency Q. From Egs. (10), we abtain

the dispersion relation Q=0 ((5) for these waves:

(11)

2L ~2

QJ(Q)(Q Q)[ Q°3(Q. Q) - A} (12)

where

J»(Q Q) = J’dx{l+ Qcoshx
’ (13)

~2 2 -1
411X,Q " cosh”x } _

+ ~ ~
—in,(Q + 1 - A%/4) + Q° cosh’x

we also introduced the dimensionless quantities é =

20QM 4 and Q = Q/w; and the parameters L = |;/2\ 4
and N, = (2hgt)?00,/D.

The implicit dispersion relation (12) for Q (é), in
combination with Eg. (13), has a complex solution
Q(Q) = ReQ(Q) + ilmQ(Q).
ImQ (é) > 0, small perturbations of the amplitude in
theform of Egs. (11) will increase with time; therefore,
modulation instability of the plane nonlinear electro-
magnetic wave (7) will develop in the Josephson junc-
tionin athin film of atwo-dimensional magnetic super-
conductor.

In the case of

3. FILM OF A THREE-DIMENSIONAL
MAGNETIC SUPERCONDUCTOR

Now, we consider a film which is two-dimensional
in terms of its superconducting properties but is three-
dimensional in terms of its magnetic properties; there-
fore, the magnetic permeability p of the film isafunc-
tion of three spatial coordinates and time: W = p(r —r’,
t—t).

In this case, for any type of magnetic ordering in the
thin film of athree-dimensional magnetic superconduc-
tor, the dynamics of the phase change ¢(x, t) acrossthe
Josephson junction is described by the nonlinear inte-
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grodifferential sine-Gordon equation with spatial and
time nonlocality [22, 23]
. 0P (x,t 10°h(x,t
snp(x ) + L0060, 100060
w; w; ot

X=X Da ¢(X )
=1, J’de’d’[KDZ)\eff '[D e

(14)

X—X . , :
The kernel KDZ)\eff —tg is nonlocal in the spatial

and time variables and has the form

X=X _EJ
Kin, 10

o _ (15)
dwAerJo[ (X — X)] exp[—i w(t —t)]

_ (49 doo
7)o aiRG@, o)+ had ’

0 —00
where R(q, w) isgiven by

2"p+q

The nonlocality of Eq. (14) intimeisdueto the fre-
guency dispersion of the magnetic permeability pu(q, p,
w) involved in the function R(q, w).

In the case of A > a, asin the previous section, we
use the hydrodynamic approximation in describing the
magnetic subsystem. In the paramagnetic temperature
range, the magnetic permeability has the form

Da(q” + p?)
w+iDy(q” + p?)’

H(@, p,w) = 1+4my (17
where D, is the spin diffusion coefficient for a three-
dimensional Heisenberg magnet.

Substituting Eq. (17) into Eg. (16), we represent
R(g, w) intheform

fo(q, w) +141X0

R(Q, ) = , 18
(d, w) 207 o(q, 0) (18)
where fy(q, w) is given by
f.(0 0) = [(q + /D)2 =421
o(d, ) = [(q 3) q/2] (19

+i[(q" + 0*/D2) 12+ ¢f12)
Equations (2) and (14) for the phase change differ

only inthe form of the kernel K= X t— tD given by

2N
Egs. (3) and (15), respectively. Therefore, following the
same line of reasoning and mathematical manipulation
as in the previous section in deriving the dispersion
relation (12) from Eq. (2), we, starting with Eq. (14),
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find the following dispersion relation Q=0 ((3) giv-
ing the time increment of small perturbations of the
amplitude:

2L ~2

QJ(S)(Q Q)[ Q°35(Q. Q) - A} (20)

where
J5(Q. Q)

_ dxFo(écoshx, f2)
-([Fo(écoshx, f))(l + écoshx) + i4nx0(~2coshx’

(21)

Fo(x ¥) = {[x +n3(y+1-A%4)7"
i+ iy + 1- A28 2 + X

12— x /2} (22)

and, as before, we use the notation (NQ = 2QA«1, Q =
Qlw;y, L =15/2\ 4, and Nz = (2 4 )?0,/Ds.

The implicit dispersion relation (20) for Q (Q), in
combination with Egs. (21) and (22), has a complex

solution Q (Q) =ReQ (Q) +ilmQ (Q) In the case of

ImQ (Q) > 0, small perturbations of the amplitude in
the form of Egs. (11) will increase with time; therefore,
modulation instability of the plane nonlinear electro-
magnetic wave (7) will develop in the Josephson junc-
tion in a thin film of a three-dimensional magnetic
superconductor.

4. FILM OF A NONMAGNETIC
SUPERCONDUCTOR

In the case of a nonmagnetic superconducting film,
we have ¥, = 0 and the integrals in Egs. (13) and (21)
become identical and depend only on the wave vector

Q (see dso [20]):

/ ~2
3(Q = —= —| nitals ?2 for Qs<1,
241-Q° 1-4J1-Q 23
J(é): 2 arctan Q -1 for 621.

Jo1 148

The dispersion relations (12) and (20) aso become
identical and reduce to an explicit equation for Q (Q)

0 = 7V FTUD -~

Q"I(Q)-A (24)

This equation has a solution with a positive time incre-
ment of perturbations ImQ (Q) > 0in afinite range of
wave vectors 0 < Q < Qg, where, therefore, modula-
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tion instability develops. In the wave-vector range é >
és , we have ImQ ((3) =0 and thewaveis stable. The

wave-vector limit QB of the stability region can be
found from the equation

~2 s nA>
QeJ(Qe) = ETR

It follows from dispersion relations (12), (20), and
(24) that the maximum time increment of perturbations
for a nonmagnetic superconducting film, as well as for
films of two- and three-dimensional magnetic super-
conductors, is equal to

(25)

ImQ(Q) = A%4 (26)
and is reached at a wave vector ém, which isaroot of
the equation

AZ

~2 o~ o TL
QnI(Qm = T @7

5. NUMERICAL CALCULATIONS

Thus, from Egs. (24) and (23), it follows that, in the
Josephson junction in a thin film of a nonmagnetic
superconductor (X, = 0), the modulation instability is

suppressed with increasing wave vector Q . The results
of numerical calculationsare presentedin Fig. 1, where
the wave-vector range of modulation instability of the
plane nonlinear electromagnetic wave (7) is shown for
afixed value of the amplitude A and three values of the
parameter L.

For a thin film of a two-dimensiona magnetic
superconductor with X, = 102 1 and n, = 1, according

to numerical calculations, the dispersion relation (12)
together with Eq. (13) has a solution with a positive

time increment of amplitude perturbations ImQ (é)

for any value of the wave vector Q. Figure 2 showsthe
wave-vector dependence of the time increment,
affected by the magnetic subsystem, for afixed value of
the amplitude A and three values of the parameter L.

In the case of a thin film of a three-dimensional
magnetic superconductor with the same value of the
parameter ¥, and n; = 1, numerical calculations show
that the dispersion relation (20) together with Egs. (21)
and (22) has a solution with a positive time increment

of amplitude perturbations | mQ ((5) also for any value

of the wave vector é . Figure 3 shows the wave-vector
dependence of the time increment, affected by the mag-

1 such values of the static magnetic susceptibility are typical of
ternary compounds and high-temperature superconductors con-
taining rare-earth ions near the magnetic-ordering temperature
TyO1K.
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Fig. 1. Modulation instability of the plane nonlinear electro-
magnetic wave (7) in athin film of anonmagnetic supercon-
ductor for amplitude A = 0.1 and different values of the

parameter L: (1) 0.5 x 1072, (2) 0.75 x 1072, and (3) 1072,

WI‘A 3-0 T T T T T

o 2.5+ N
~ 20 .
3 1.5F -
S 1of .
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Fig. 2. Wave-vector dependence of the time increment of
small perturbations of the amplitude of the plane nonlinear
electromagnetic wave (7) in a thin film of a two-dimen-
sional magnetic superconductor for amplitude A = 0.1 and
different values of the parameter L: (1) 0.5 x 1072, (2) 0.75

x 1072, and (3) 1072
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cuououwo
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Fig. 3. Wave-vector dependence of the time increment of
small perturbations of the amplitude of the plane nonlinear
electromagnetic wave (7) in a thin film of a three-dimen-
sional magnetic superconductor for amplitude A = 0.1 and

various values of the parameter L: (1) 0.5 x 1072, (2) 0.75 x
1072, and (3) 1072,

netic subsystem, for a fixed value of the amplitude A
and three values of the parameter L.

Figures 2 and 3 are similar on the scale used,
because the value of ¥, is small; the respective curves
in these figures differ only in the eighth decimal place,
except for the maximum time increments, which are
identical for the respective curves.

By comparing Figs. 1-3, we seethat the dependence

of the time increment ImQ (Q) on wave vector Q
exhibits a crossover in anarrow range near the limiting
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value (~2 = QB in the thin films of two- and three-
dimensional magnetic superconductors. Therefore,
there are two adjacent wave-vector ranges of modula-

tion instability: therange0 < Q < Qg, wheretheinsta-
bility is strong, ImQ(Q) 0 108 for A = 0.1, and the
range é > Qs, where the instability is weak,
ImQ(é)D 10%-107. Since Q —~ o, we have
ImQ (Q) — 0.

As the modulation instability develops, the plane
nonlinear wave oscillating with the Josephson fre-
guency transforms gradually into a series of pulses
(small-amplitude breathers) whose repetition fre-

guency is determined by the modulation period of the
initial wave L, = 210Q.

6. CONCLUSIONS

Thus, we have considered the time-nonlocal equa-
tion of the dynamics of the phase change across the
Josephson junction in a thin film of a two- or three-
dimensional magnetic superconductor in the dissipa
tionless limit. It has been shown that the inclusion of
the time nonlocality that is associated with the fre-
guency dispersion of the magnetic permeability caused
by two- or three-dimensional diffusion of spin wavesin
the magnetic subsystem brings about additional modu-
lation instability of plane nonlinear electromagnetic

waves in the wave-vector range Q = Qg, where such
waves were stable in afilm of a nonmagnetic supercon-
ductor.
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Abstract—The band structure of superconducting UB;,-like cubic dodecaborides, namely, YB4, and ZrB,, is
calculated in the framework of the self-consistent full-potential linearized muffin-tin orbital (FLMTO) method.
The calculated parameters of the electronic subsystems of YB,, and ZrB,, dodecaborides are analyzed and
compared with the relevant parameters of the hypothetical dodecaborides 0B, (O is a metal vacancy) and
BB,,; nonsuperconducting AlB,-like layered diborides, namely, YB, and ZrB,; and a new superconductor,

MgB,. © 2003 MAIK * Nauka/ | nterperiodica’ .

1. INTRODUCTION

The recent discovery of the critical transition (T =
40 K) in magnesium diboride MgB, [1] and the prepa-
ration of superconducting MgB,-based materials
(films, ceramics, long wires, tapes) [2, 3] have stimu-
lated an active search for new superconductors and
detailed investigations into the superconductivity of
other metal borides.

A comparative analysisof different classes of binary
(semiborides Me,B, monoborides MeB, diborides
MeB,, tetraborides MeB,, and a number of higher
borides, such as hexaborides MeBg, dodecaborides
MeB,,, and MeBgs-like borides), ternary, and quater-
nary borides [3] has demonstrated that the majority of
the known superconductors are characterized by arela-
tively low boron content (B/Me < 2.0-2.5). These crys-
tals contain boron in the form of isolated atoms or lin-
ear and planar structures (chains or networks of boron
atoms).

The superconducting properties are less pronounced
in higher borides (B/Me = 6), whose structureisformed
by stable polyhedral groupings of boron atoms, namely,
octahedra B¢ (MeBg), icosahedra B, (MeB,), or their
combinations (MeBg). For example, among the large
number of metal borides containing B,, polyhedra,
low-temperature superconductivity is found only for
four MeB,, phases (Me = Sc, Y, Zr, Lu) [3].

It should be noted that the most stable crystalline
modifications of elemental boron (a-Bj,, B-Bigs), in
which the main structural units are boron polyhedra
(icosahedra or giant icosahedra Bg,), exhibit semicon-
ductor properties under equilibrium conditions [4—7].
Recent experiments on compression under ultrahigh
pressures have revealed that polycrystalline rhombohe-

dral B-B,gs transforms into a superconducting state
(Tc = 11.2 K) at pressures above 250 GP [g].

The aim of the present work was to investigate the
band structure of two of the aforementioned higher
borides, namely, the low-temperature superconductors
YB,, and ZrB,,, and to analyze the electronic factors
responsible for their superconducting properties. For
this purpose, the energy bands, the densities of states,
and the partial compositions of the near-Fermi bands of
yttrium and zirconium dodecaborides were calculated
and compared with the relevant parameters for boride
phases of these metals with a low boron content
(B/Me = 2), such as AlB,-like layered diborides, YB,
and ZrB,, in which no superconductivity is observed
[3], and superconducting MgB..

2. OBJECTS OF INVESTIGATION
AND CALCULATION TECHNIQUE

As was aready noted, the basic polyhedra of isos-
tructural YB;, and ZrB;, cubic phases (UB;, type,

space group O,?—Fm3m) are polyatomic clusters with
icosahedral symmetry B,. The structure of these dode-
caborides can be formally represented as a simple
structure of the rock-salt type in which metal atoms
(Me=Y, Zr) occupy sodium sites, whereas the B,
icosahedra are centered at chlorine sites [9]. The unit
cell contains 52 atoms (Z = 4) with the following coor-
dinates: 4Me (a) 0, O, 0; 48B (i) 1/2, X, X (x = 0.166).
In order to elucidate the role played by the metal
atoms and B, polyhedra in the formation of the band
structure of MeB,, compounds, we also calculated the
band structure for two hypothetical crystals. These
crystals were simulated by the following methods:
(i) removal of an Me atom from the MeB,, lattice

1063-7834/03/4508-1429%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Table 1. Critical transition temperatures (T¢, K) [3] and lat-
tice parameters (A) for YBy,, ZrBy,, YB,, and ZrB,

) [9] Our data
Boride Tc
a c a c
YBy, 4.7 7.506 - 7.469 -
ZrBy» 5.8 7.408 - 7.419 -
YB, - 3.303 | 3.842 | 3212 | 4.008
ZrB, - 3.165 | 3547 | 3170 | 3532

(OB, whereO isametal vacancy) and (ii) substitution
of boron atoms for Me atoms (BB,,). For these model
dodecaborides, we used the structural parameters of
YBy,.

The band structures of the above systems were cal-
culated using the scalar relativistic self-consistent full-
potential linearized muffin-tin orbital (FLMTO)
method [10, 11] with alowance made for the
exchange—correlation effects in the framework of the
generalized gradient approximation [12, 13]. The den-
sities of states were calculated by the tetrahedron
method. The structural parameters of the studied
borides were optimized. The results obtained are given
inTable 1.

3. RESULTS AND DISCUSSION

The results of calculations of the band structures of
yttrium and zirconium dodecaborides are presented in
Figs. 1 and 2. Let us consider the specific features of the
formation of their energy bandsin comparison with the
hypothetical dodecaboride 0B, (Fig. 1). For this com-
pound, the energy dispersion of the bandsis determined
by a rather complex system of intraicosahedral and
intericosahedral BB bonds. The total width of the
valence band of the dB,, compound (without regard for
the low-energy quasi-core B 2s bands located ~14 eV
below the Fermi level E) isdetermined to be ~10.3 €V.
The valence band contains two groups of hybrid B 2s
and B 2p bands in the ranges from —11.0 to —8.80 and
from —8.45 to 0 eV, which are separated by an energy
gap of ~0.4 eV. The lower bands are composed mainly
of B 2s states, and the upper bands are formed by B 2s
and B 2p states. Depending on their participation in the
effects of interatomic bonding in the crystal, the B 2s
and B 2p states of the upper bands can be divided into
three types.

Electron states of thefirst typearethe B 2sand B 2p
bonding states, which are responsible for the formation
of intracluster covalent bonds, specifically of three-cen-
ter B-B bonds in planes of the icosahedron faces. In
turn, these bonds are responsible for the stabilization of
individual B,, polyhedra and depend only slightly on
the type of packing in the crystal (symmetry of the B,
sublattice) and in the icosahedra (B;,—B;,). Similar
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bandsreside in polymorphic modifications of elemental
boron, whose lattices are formed by B,, clusters [4—7],
and virtually retain their form in YB,, and ZrB;,
(Fig. 1).

The second type of electron statesinvolves B 2s and
B 2p bonding states responsible for the formation of
intericosahedral bonds. Electron states of the third type
arethe B 2sand B 2p nonbonding stateslocalized inthe
vicinity of empty sites of the 0B, dodecaboride. These
states form partially occupied quasi-flat bands near the
Fermi level E- and correspond to narrow resonance
peaks B' and B" in the density of states (Fig. 3). Asa
result, the energy spectrum of the 0B, dodecaboride
exhibits ametal-like nature. Thisisin contrast with the
spectrum of the stable semiconductor a-B,, [4-7], in
which the bands are occupied compl etely.

The metallization of hypothetical 0B, isassociated
with adeficit of electrons due to apartial transfer of the
electron density into the region of empty spheres at the
yttrium sites in the YB,, structure. According to our
estimates, each of these spheres accumulates up to
~0.95e. As a consequence, the upper valence bands are
partialy free and the system, as a whole, has a high
density of states at the Fermi level [N(Ep) =
6.1771 1/eV cell]. It should be noted that these states
are approximately 96 percent composed of B 2p
orbitals.

The energy spectrum of B, is characterized by a
band gap (~1.36 eV, the direct transition at the X point),
which is comparable to the band gap of a-B,, (~1.43—
1.70 eV, theindirect transition Z — I [4-T7]).

We dso calculated the band structure of a BB,
hypothetical dodecaboride isoelectronic to YB;, in
which the superstoichiometric boron atoms are substi-
tuted for yttrium atoms. It was found that the valence s
and p states of these atoms are localized in the vicinity
of the Fermi level E; and are occupied only partially.
These states are responsible for the metal-like nature of
the energy spectrum of BB, with the density of states
at the Fermi level N(Ep) = 3.0341 1/eV cell. The main
contribution to N(Eg) is aso made by the B 2p states
(~72%).

Thus, the near-Fermi regions of 0OB;, and BB,
hypothetical crystals have a similar structure. The
former crystal can be treated as a structural model of
elemental boron with adisordered latticeformed by B,
icosahedra. The structure of the latter crystal simulates
the presence of intericosahedral boron atoms in the
crystal. Both systems have a meta-like energy spec-
trum with a high density of B 2p states at the Fermi
level.

Papaconstantopoulos and Mehl [14] believed that a
similar structure of the near-Fermi statesis responsible
for pressure-induced superconductivity of boron. How-
ever, the inferences made by the authors in [14] were
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based on calculations of the band spectrum of a hypo-
thetical face-centered cubic phase of boron.

The results obtained suggest that the superconduct-
ing transition observed in [8] for 3-B can be induced
not only by lattice distortions but aso by a partia
destruction of initial B, icosahedra during which part
of the boron atoms occupy intericosahedral sites under
high externa pressures. Owing to the high cohesive-
ness of elemental boron [4—7], these effects can become
more probable than the phase transition 3-B —~ face-
centered cubic boron [14]. Thefinal conclusion regard-
ing the most probable mechanisms of structural trans-
formations of the boron lattice and the stabilization of
itspossible crystal structures under high pressures calls
for evaluation of the energy effects.

The main differences between the band structures of
Y B,, and OB, are associated with the valence s, p, and
d states of yttrium. These states are hybridized with
outer B 2p states, which form both intericosahedral
bonds in the 0OB,, system and nonbonding quasi-flat
bands near the Fermi level E The width of the valence
band in YB,, is approximately equal to 12.98 €V. The
valence band involves two groups of completely occu-
pied hybrid B 2sand B 2p bands 2.82 and 8.89 eV wide
which are separated by a pseudogap (bands A, B in
Fig. 2). Near-Fermi bands of the hybrid Y-B type pos-
sess a considerable energy dispersion.

Upon the transition YB, —= ZrB,, the band struc-
ture, as a whole, changes insignificantly. The main
effect is associated with the band occupation due to an
increase in the electron concentration in the system
(Fig. 1).

It should be noted that the Fermi level E- for YB,,
and ZrB,, is located in the region of an extended pla-
teau in the density of states between the bonding and
antibonding bands formed by the B 2s and B 2p states
(Fig. 2). The change in the metal sublattice type (YB,,
ZrB,) affects both the profile of the density of statesfor
these phases and the magnitude and composition of
N(Eg) only slightly. It can be seen from Table 2 that, in
the given sequence of borides, the density of states at
the Fermi level N(E;) increases by no more than ~16%
and the dominant contribution to the density of states
N(Ep) is made by the Me 4d states.

Therefore, reasoning from the shape of the elec-
tronic spectra, we can conclude that attempts to dope
binary dodecaborides (for example, when preparing
Y,Zr, B, solid solutions) with the purpose of opti-
mizing their superconducting properties, which are
very efficient for controlling the critical temperatures
T of other superconducting borides (such as MgB, [2,
3] or YNi,B,C [7, 19]), will be inefficient for MeB,,
phases.

However, the specific features of the electronic
spectrum of the MeB,, phases indicate that their super-
conducting properties are stable to changes in the
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Fig. 1. Energy bandsof (a) YB1,, (b) ZrB,, and (c) amodel
structure of the (1B, dodecaboride.

chemical composition of the system. In other words,
the synthesis conditions of MeB,, low-temperature
superconductors should not impose rigid requirements
on the stoichiometry of the prepared samples, unlike
the synthesis of MgB,, or Y Ni,B,C superconductors.

It is known that YB,, and ZrB,, are classica
Bardeen—Cooper—Schrieffer systemswith the electron—
phonon mechanism of superconductivity [3]. For these
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Fig. 2. (1) Total and (l1, 111) local densities of valence (1) s states, (2) p states, and (3) d statesin (1) yttrium and zirconium and

(111) boron sublattices of (a) YB, and (b) ZrB45.

systems, the important parameter responsible for the
formation of their superconducting properties is the
orbital composition of the density of states N(Eg) [16].
According to our data, an increase in the critical tem-
perature T. from 4.7 (YB,,) t0 5.8 K (ZrB;,) [3] can be
caused by an increase in the contribution of the Me 4d
states to the density of states N(Eg) from 0.532 (YB,,)
to 0.743 1/eV cell (ZrB,,). Note that the contributions
of al the other valence states remain virtually
unchanged (Table 2).

L et us now compare the specific features of the band
structure of MeB,, with those of AlB,-like layered
diborides of these metals and of the isostructural super-
conductor MgB,, which we calculated in the frame-

work of the method used in the present work. The band
structure of the above diborides was described in our
recent paper [17]. As was shown in [2, 3, 17-20], the
specific features of the band structure of superconduct-
ing MgB, are governed by the o(2p, ,) and T(p,) states
of boron. Quasi-two-dimensional bands of the B 2p,
typeintersect the Fermi level Er and are responsiblefor
the metal-like properties of MgB, (Table 2). One of the
most important features of MgB, is the existence of B
2p, y hole states. In the A direction, these states
reside above the Fermi level Ex and form hole-type
cylindrical elements of the Fermi surface [17-20]. By
comparing the band structures of diboridesin the series
MgB, — YB, — ZrB, (Fig. 4), we revealed the fol-

Table 2. Total density of states and orbital contributions at the Fermi level (1/eV cell)

Boride Totd dengty of states Mes Mep Med Bs Bp
YBs 1.458 0.005 0.003 0.532 0.033 0.885
ZrBq, 1.687 0.008 0.006 0.743 0.042 0.888
YB, 1.665 0.042 0.106 0.983 0.001 0.294
ZrB, 0.163 0.001 0.002 0.130 0.001 0.030
MgB, 0.719 0.040 0.083 0.138 0.007 0.448

PHYSICS OF THE SOLID STATE \Vol. 45
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Fig. 3. (I) Total and (11, I11) local densities of (1) s statesand
(2) p states of (I1) an empty sphere [1 and (111) boron in a
model structure of the (1B, dodecaboride.

lowing fundamental differences between the supercon-
ductivity of YB, and ZrB, and the superconductivity of
MgB.: (i) the occupation of B 2p, , bonding bands and
the absence of hole-type ¢ states in YB, and ZrB,,
(ii) an enhancement of the interaction between the
boron and metal layers in YB, and ZrB, due to the
hybridization of B 2p and M d states (an increasein the
dispersion of boron o bands in the '-A direction of the
Brillouin zone), and (iii) changes in the magnitude and
orbital composition of the density of states N(Ep),
among which the valence 4d states of metals play the
dominant role for YB, and ZrB,, (Table 2).

IntheseriesMgB, — Y B, — ZrB,, the contribu-
tions of the B 2p states to N(Er) decrease monotoni-
cally. By contrast, the contributions of the Me 4d states
vary nonmonotonically and reach a maximum for Y B.,.
The lowest density of states at the Fermi level N(Ep) is
observed for ZrB,, in which the Fermi level is located
in the pseudogap between the bonding and antibonding
states. This circumstance suggests that the supercon-
ducting properties are less probable for ZrB,. Thisisin
agreement with the results obtained by Leyarovskaand
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Fig. 4. Energy bands of (a) MgB,, (b) YB,, and (c) ZrB,.

Leyarovski [21], according to which no critical transi-
tionin ZrB, occursdownto T < 0.7 K.

4. CONCLUSIONS

Thus, in this work, we analyzed the parameters of
the band structure of UB,,-like dodecaborides of
yttrium and zirconium. It was demonstrated that an
increasein the critical temperature T (by ~1.1 K) upon
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thetransition Y B, — ZrB, correlates with anincrease
in the contribution of the Me 4d states to the near-Fermi
region. The characteristic feature of the band structure
of these borides is the location of the Fermi level Ex in
the region of an extended plateau in the density of states
between the bonding and antibonding bands. This
implies that the superconducting properties of these
phases are sufficiently stable to variations in their
chemical composition.

The absence of superconductivity in yttrium and zir-
conium borides with alow boron content, especially in
yttrium and zirconium layered diborides, was explained
in terms of the fundamental differences between their
band spectra and the band spectrum of the isostructural
superconductor MgB.,.

Based on the results of the band calculations per-
formed for OB;, and BB, hypothetical dodecaborides,
we assumed that the transformation of [3-boron into the
superconducting state under high pressures [8] can be
caused by the metallization of the system due to distor-
tions of the crystal lattice and a partial destruction of
B4, polyhedra, during which part of the boron atoms
occupy intericosahedral sites.
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Abstract—Intracenter luminescence (IL) of Mn?* in Zn, _ ,Mn,Se (x = 0.07, 0.02) was studied under pulsed
excitation by the neodymium laser second harmonic. At 4 K, the IL saturation originates from the nonlinearity
of the system only at the instant of excitation, the IL decay kinetics after the exciting pul se termination depend-
ing only weakly on the pumping level. At 77 K, the decay kinetics in Zng g3Mng o7Se depends substantially on
the pumping level, because the migration of intracenter excitation over the manganese ions initiates up-conver-
sion, whichisaslow nonlinear process. As shown by IL decay measurementsin Zny ggMng goSe (x = 0.02), exci-
tation migration over the Mn?* ionsiis insignificant even at a high temperature and under strong optical pump-

ing. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The best known family of dilute magnetic semicon-
ductors (DMSs) is the 11-VI compounds, with part of
the cations substituted for by iron-group ions (manga-
nese is most frequently used at high magnetic ion con-
centrations). The specific properties of DM Ss originate
from the strong exchange coupling of the manganese
ionswith one another and with electrons (antiferromag-
netism, the giant magnetooptic Zeeman and Faraday
effects, magnetic polarons). Another feature of the
DMSs is the optical transitions between the levels of
the unfinished 3d shells of iron-group ions, which pro-
duce intracenter absorption (1A) and intracenter lumi-
nescence (IL). To date, intracenter transitions have been
sufficiently studied for high concentrations of magnetic
ionsin Cd,_,Mn,Te (x > 0.4) [1-8] and for their low
concentrations in the wide-band-gap crystas
Zn, _ MnSe (x = 102-1073) [9, 10]. Intracenter transi-
tions in crystals with an Mn?* concentration on the
order of a few percent have been studied to a much
lesser degree. This concentration region is of interest
because it contains the threshold for intracenter excita-
tion migration over manganese ions.

Many publications have appeared recently on stud-
ies of manganese IL in two-dimensional layers and
nanocrystals of the I1-VI compounds [11-19]. The
interest in these crystals stems from the changes in the
sp—d interaction and in the conditions of migration of
intracenter excitations observed as one goes over from
bulk crystals to two- and zero-dimensional quantum
systems. A decrease in the dimensionality of a system
should considerably affect the kinetics, quantum yield,
and temperature dependence of the IL. Extending
experimental and theoretical studies to nanostructures

requires detailed information on the relaxation of intra-
center excitation in bulk matrices of the 11-VVI com-
pounds for as broad a range of magnetic component
concentrations as possible.

This communication reports on a study of intrac-
enter transitions occurring in abulk Zn, _,Mn,Se crys-
tal with x = 0.02 and 0.07. Attention is focused on the
IL saturation and the dependence of the IL kinetics on
temperature and the optical excitation level.

2. SAMPLES AND EXPERIMENTAL
TECHNIQUE

The ZnSe crystals were grown using the Bridgman
method. A manganese layer was evaporated on the
crystal surface in vacuum, and Mn?* ions were subse-
quently thermally diffused into the lattice and occupied
cation positions. This method of manganese incorpora-
tion naturally resultsin anonuniform manganese distri-
bution over the bulk crystal. The elemental composition
was determined at different points of the sample by
using x-ray microprobe analysis; two regions with the
above manganese concentrations were selected for
optical studies.

The IL was excited by 0.18-ps-long neodymium
laser pulses emitted at a repetition frequency of 2 kHz;
when the focusing was sharp enough, an excitation
level 1, in excess of 106 W cm was attained. The pho-
ton energy was 2.34 eV (the second harmonic), which
is less than the width of the Zn,;_,Mn,Se band gap.
Thus, the excitation was made directly into the first
absorption band of Mn?* 3d transitions (°A,—*T, transi-
tion), with the band electronic states of the crystal not
being involved in the single-photon process. Dia

1063-7834/03/4508-1435%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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phragmswere employed to cut off the peripheral part of
the laser spot on the sample, so that the IL was detected
only from the region of uniform excitation. In our
experiments, the uniformity is important, because
strong pumping saturates the IL, which can make the
contribution due to weakly excited regions noticeable.
The IL kinetics was measured at a number of pointsin
its band profile at temperatures of 4 and 77 K.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

The Stokes shift in the intracenter absorption spec-
traincreases with increasing manganese concentration,
with the maximum of |A shifting toward higher ener-
gies and the maximum of IL, toward lower energies
(Fig. 1), thus indicating enhancement of the electron—
phonon coupling. Another reason for the energy shifts
of the intracenter transitions could be a change in the
crystal field acting on the Mn?* ion as the zinc is
replaced by manganese; in this case, however, the |A
and IL bands shift in the same direction in accordance
with the change in the zero-phonon transition energy.

At 4K, the kinetic curves measured at different val-
ues of I differ from one another only slightly (Fig. 2a),
but the IL intensity saturates with increasing |.. One
may conclude that the saturation is due to afast nonlin-
ear process, which is not detected directly in our exper-
imental conditions. This processis most likely two-step
excitation of the Mn?* ion, which isfavored by thelong
ion lifetimein the lowest excited state “T,—°A,. The effi-
ciency of two-step excitation of the Mn?* 3d shell in 11—
V1-compound matrices is substantiated by the fact that
excitation of Cd,sMnysTe crystals with a continuous
He-Nelaser (photon energy 1.96 eV) revealsthewhole
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IL band peaking at 2.0 eV [20]. The two-step excitation
of manganese can occur viathe Mn?* levels or with the
involvement of impurity levels of adifferent origin that
lie considerably lower than the intracenter absorption
threshold. Two-photon excitation of the 3d shell isalso
possible; when estimating its contribution, one should
take into account that the single-photon transition 4T,—
A, in the Mn?* ion is an intercombination transition
and, hence, is forbidden in the dipole approximation.
This transition becomes partially allowed due to the
odd component of the crystal field and to theinteraction
of the 3d electrons with phonons. Processes involving

two photonsdepend on | § and bring about saturation of
l,, because the energy of at |east one photon transferring
an electron from the lowest excited state “T,—%A, to a
higher lying state of the Mn?* ion or to the Zn, _,Mn,Se
conduction band dissipates in a nonradiative way. Such
processes take place only during the action of a laser
pulse on the Mn?* ions. As a result of the IL kinetic
curves measured at 4 K being identical for different I,
the shape of the IL saturation curve does not depend on
the time interval t, between the pump pulse and the
instant of the IL intensity measurement (Fig. 3b).

At 77 K, the IL decay kinetics depends strongly on
the excitation level for timest, < 15 us (Fig. 2b). For
this reason, the shape of the IL saturation curve varies
with the delay time t, (Fig. 3a). As already mentioned,
processesinvolving two photons play acertain role dur-
ing the pump pulse at low temperatures. These pro-
cesses do not affect the shape of the kinetic curve,
which was measured with a resolution not better than
the laser pulse length. If the dopant concentration is
high enough, an increase in temperature initiates the
migration of intracenter excitations. In this case, up-
conversion becomes significant, because it is a slow
nonlinear process directly connected to migration [21];
the part this process plays increases with increasing |,
and is proportional to the squared number of excited
manganese ions. Experimentally, the up-conversion
manifests itself in the dependence of the IL Kinetic
curves, 1,(t), on the pumping level 1. Up-conversion
grows in strength with increasing |, and the IL decay
timein theinitial part of the kinetic curve decreases.

As seen from a comparison of the kinetic curves
obtained at the center of the IL band for large and small
valuesof | at 77 K, the pump level |, playsanoticeable
part for Zn, _,Mn,Se with x = 0.07, whereas for x =
0.02, its effect isnegligible (Fig. 2c). This suggests that
amanganese concentration of about 2% is close to the
concentration threshold for intracenter excitation
migration at 77 K for the ZnSe matrix. The clearly pro-
nounced variation of the kinetics within the IL band
profileat T = 77 K (Fig. 2d) likewise indicates that a
substantial role is played by intracenter excitation
migration for x = 0.07.
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At some pointsin the x = 0.07 crystal, the IL decay
time in the tails of the kinetic curves at 77 K was
observed to increase with increasing l. This effect can
be assigned to the recharging of asubstantial part of the
centers responsible for the nonradiative recombination
of intracenter excitation of the Mn?* ions (such centers
can be native defects and iron-group ions other than
manganese). If these centers in a new charge state can
no longer quench the IL and remain in this state long
enough, the IL decay time increases in the region of
large t, where up-conversion is already insignificant.

Knowing the intracenter absorption coefficient at
the pump frequency, the laser pul se parameters, and the
Mn?* lifetime in the excited state “T;, one can estimate
the relative concentration of ionsresiding in the excited
state upon termination of the laser pulse. Our estima-
tion was based on the assumptions that (i) the manga-
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nese ion lifetime in the “T, state against the radiative
transition to the ground state and excitation transfer to
another excited ion is long compared to the laser pulse
duration and (ii) each absorbed photon excitesthe Mn?*
ion to the “T, state. In this case, the concentration of
excited ions under strong pumping is afew percent, so
the effect of saturation on the dependence of the IL
kinetics on I should be small. Note that taking two-
photon and two-stage processes into account reduces
the calculated excited-ion concentration.

The IL properties can be described in the following
way. Because of inhomogeneous broadening, the man-
ganeseionsresiding in different cation environments (a
singleion, ion in a small manganese cluster, ion at the
center and in the periphery of alarge cluster, and so on)
have different excited-state energies and different radi-
ative recombination rates w. There are k types of Mn?*
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ions. At 4 K, the IL intensity decay after termination of
the laser pulse is described by a sum of exponentials,
which are solutions to coupled linear differential equa-
tions of the type

{n =-wng ,

where n, and w, are the popul ation and radiative recom-
bination rate for the lowest excited state T, of Mn?*
ions of the species k. To take into account the processes
occurring during the pump pulse, we introduce the gen-
eration rate G into the rate equation. The nonlinear term
accounting for the luminescence saturation is honzero
at 4 K only during the laser pulse and can be included
in the generation rate G. Now, the coupled equations
take on the form

{n =-wn +G(t, I 1)} - D
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We write the generation term in the form G(t, 1,9 =
F(Ila(t), where I = [ 1,55(t)dt (T is the laser pulse

duration) and |, is the Instantaneous value of the laser
pump intensity. The experimental curves of the IL sat-
uration are well fitted if we assume the existence of two
mutually interacting radiative recombination channels
for intracenter excitation whose relative contribution
depends on the value of 1. These channels can be iden-
tified with the single-photon and two-stage (double-
photon) IL excitation. This situation can be quantified
by the relation al + bl? = I, where | is a quantity pro-
portional to the IL intensity. In this case, we have

F(l,) = (a2b)[-1+ (1 +14b/2)", (2

i.e., the generation rate depends on the excitation level
in a complex manner, and this dependence governs the
IL saturation. Asfollows from numerical processing of
the experimental data, at 4 K, it is sufficient to take into
account in Eq. (1) two species of Mn?* ions (k = 1, 2)
with the radiative recombination ratio w;/w, = 3.

To describetheIL kinetics at high temperatures (T =
77 K), one should add a nonlinear term responsible for
up-conversion to the rate equation (1). In this case,
Eq. (1) can berecast as

{n.= _Wknk_anlf +G(t L)« (k=1,2),

where the generation rate has the same form as in
Eqg. (1). Because up-conversion is efficient only under
intracenter excitation migration, the coefficient g, will
have a noticeable value only for the Mn?* ions that are
contained in large clusters.
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Abstract—The problem of generation of the selection rules for a transition between Bloch states at any point
of the Brillouin zonein crystalsis equivalent to the problem of the decomposition of Kronecker products of two
representations (reps) of a space group into irreducible components (the full group method). This problem can
be solved also by the subgroup method where small reps of little groups are used. In this article, we propose a
third method of generation of the selection rules, which isformulated in terms of projective reps of crystal point
groups. It is based on a well-known relation between small irreducible reps (irreps) of little space groups and
projective irreps of the corresponding little cogroups. The proposed procedure isillustrated by calculations of
the Kronecker products for different irreps at the W point of the Brillouin zone for the nonsymmorphic space

group OZ, , Whichisone of the most complicated space groups for the generation of selection rules. Asan exam-
ple, the general procedure suggested is applied to obtain the selection rules for direct and phonon-assisted el ec-

trica dipole transitions between certain states in crystals with the space group O,Z. © 2003 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Knowledge of the selection rulesis well known to
be of great importance in the study of the optical prop-
erties of crystals, electron—phonon interaction, and
phase transitions in solids. It is evident that the genera-
tion of selection rules for transitions between states
related to the center k = 0 of the Brillouin zone (BZ)
can be expressed in terms of representations (reps) of
the crystal point group. For direct transitions between
the states with k # 0 and for indirect transitions, the
generation of selection rules is more complex because
of the complicated structure of the space group reps
(subgroup method [1-4], full group method [5]).

The optical properties at the I' point in the BZ of
materials used for optoelectronic devices are of crucia
importance since the materials are direct gap semicon-
ductors. Among them, one can find stoichiometric crys-
tals (such as GaAs, InP, or CaN) and alloys (for exam-
ple, ternary compounds, such asAlGaAs, or quaternary
compounds, such as GalnAsS and GalnAsSh). In any
of these materials, the fundamental optical transition
takes place at the I' point, insuring strong absorption
and recombination. By varying theratios of various ele-
mentsin the aloys, it is possible to tailor the band gap
value at point I to fit the required operating wave-
length. Many nanostructures, such as quantum wells
(QWSs), superlattices (SLs), quantum wires (QWIs),
and quantum dots (QDs), are made of the materials
mentioned above. Nanostructures are usually studiedin
the envelope function approximation based on the

* This article was submitted by the authorsin English.

properties of the Bloch functions at the I' point in the
BZ of the bulk materials they are built from.

On the other hand, germanium Geand silicon Si (the
most widely used semiconductors) have indirect gaps.
Silicon is used to build integrated circuits and other
devices based on charge transport phenomena (GaAs
and related compounds can also be used for such
devices when a high carrier mobility is needed). Some
nanostructures, such as type |l GaAg/AlAs SLs, adso
have indirect gaps.

In any bulk semiconductor or semiconductor struc-
ture, it is necessary to study direct transitions aso at
points in the BZ other than ' and indirect transitions
when one or both states correspond to k # O (participa-
tion of a particle with a finite wave vector). The more
frequent case is that of phonon assisted transitions.
Note that the high symmetry points in the BZ are par-
ticularly important since they generally correspond to a
high density of phonon states. Deduction of the selec-
tion rulesin the general case is much more complicated
since the symmetry of the Bloch states and hence the
selection rules depend on the location of the BZ points
involved in the process.

In[3, Chapter 4], the procedure for generating selec-
tion rules in the crystals is based on a sufficiently
refined mathematical groundwork (double and triple
coset decompositions of space groups, use of the
Mackey theorem for induced reps). This procedure was
realized using a computer program, and the results
were collected in the three-volume tables [4].

1063-7834/03/4508-1440$24.00 © 2003 MAIK “Nauka/ Interperiodica’



A POINT GROUP APPROACH TO SELECTION RULES IN CRYSTALS

A simpler approach to the selection rule problem
can be developed based on the well-known relation
between small irreducible reps (irreps) of little space
groups and projective irreps of the corresponding little
cogroups [6, 7]. We demonstrate in this paper that the
procedure of generation of the selection rulesfor atran-
sition between any statesin a crystal can be formulated
in terms of projective irreps of point groups. In Section
2, all the necessary notations are introduced and the
connection between irreps of space groups and projec-
tive irreps of point groups is considered in detail. The
general procedure of generation of the selection rulesis
formulated in Section 3. Each step of its realization is
illustrated by calculations of the Kronecker products
for different irreps at the W point of the BZ for nonsym-

morphic space group O;, which is one of the most

complicated space groups for the generation of selec-
tion rules. In Section 4, as an example, the general pro-
cedureis applied to obtain the selection rules for direct
and phonon-assisted electrical dipole transitions

between some states in crystals with space group O,Z .

2. CONNECTION BETWEEN SMALL
REPRESENTATIONS OF SPACE GROUPS
AND PROJECTIVE REPRESENTATIONS

OF POINT GROUPS

L et the space group G of acrystal consist of the ele-
ments g = (R|vg + a,) O G, where the orthogonal oper-
ation Ris followed by the improper trandation v and
lattice trand ation a,. The vectors a, form the invariant
subgroup T of the space group G (T < G). The point
group F of the ng orthogonal operations R describesthe
symmetry of directions in the crystal and is called the
crystalline class or point symmetry group of the crystal.
The set of left cosets (R, [v;) T in the decomposition of G
with respect to the tranglation subgroup T,

Ne

G = z(Ri|Vi)T (1)

forms afactor group G/T isomorphic to the point group
F (F == GIT) of order n.. The trandlation group T is
Abelian. All itsirreps are one-dimensional and are clas-
sified by wave vectorsk in the BZ:

d*“(a,) = exp(-ikay). 2

The elements g O G leaving the wave vector k
invariant up to reciprocal lattice vector B,

9“% = R¥k = k+B, ?3)

form thelittle group G, of thewave vector k. The group
G_, consists of the same elements as the group G,.. The
little cogroup F, = F_ includes the elements R®

(RO ) O Gy). The representatives g = (R|v;) of
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left cosets g, G, in the decomposition of G with respect
toG, UG,

t
G = zngk! g, = (E|0) (4)
j=1
determine the so-called irreducible star *k of the wave
vector k consisting of wave vectorst:
*k:k; =gk =Rk, j=12 ...t (5)

The little groups ij for different points of the star
*Kk areisomorphousto the little group Gy:

le = ngkgj_l' (6)

The irreps of G (full irreps) are labeled by the irre-
ducible star *k of the wave vector k and by the index y
numbering the inequivalent irreps within the same star

*k: [G]V. Thefull irrep [G] ¥ of Gisin aone-to-
one correspondence with the small irrep [G,], of G,

G and is obtained from the latter by the induction pro-
cedure[7, 8]:

(G} = [G], 1 G. 7)

The set of al small irreps of al little groups G,, with k
being in arepresentation domain of the BZ, determines
unambiguoudly al theirreps of the space group G. That
is why the tables of space group irreps, as arule, con-
tain the small irreps of little groups G, [3, 9-12].

The matrices D' " (G n) (9., O Gy) of the small
irreps [Gy], of G are in one-to-one correspondence

with the matrices d([Fk]y) (R) of the so-called projective
irreps [F], of Fy asfollows:

([G

[Fdy)
( In) - (R) (8)
n = (Ri|Vi+an)DGk- RO Fy.
. . (Gd,) ([Fd,)
In particular, the matrices D (9,0)and d (R)
coincide
dy) ([Fd,)
(gi,O) = d (Ri)1 (9)
g0 = (R|V) UG, RO Fy.

The multiplication law for the matrices d' “” (R) of
projectiveirreps[F,], of acogroup F, follows from the
multiplication law for space group elements:

(R)
“(RR)OM(R, R,

4 ka)(R_)d([Fklv)

([ «ly) (10)
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where the set of
w(k)(RI,R) - Ik(V+RV V||),
(11)
|w(Ri, Ri.)| =1 R,ROF,

is afactor system for the projective irreps [Fy], (gi o =
(R, R:v;) O Gy). The characters of these projective
irreps can betaken directly from tables[3, 9, 10, 12]. If
all thefactorsin (11) are equal to unity, then the projec-
tiveirrep becomes an ordinary one. In particular, thisis
the case of all thelittle cogroups F of al the symmor-
phic space groups (since al v;. = 0).
There exist projective irreps [F,], with another
choice of the factor system (p-equival ent to [F,],):
oy okt a) (
‘() = e TR,
n = (Ri|v; +an) 0G., RJ Fy,
(12)

_ i(k—RK)v;
w(k)(Ri, R) = e'( W ,

|G)(Ri7 Ri')|2 = l! Ri, Ri' |:| Fk'

They are used in [11]. The matrices D" (gi.0) and

Ry (R) differ only by the factor e S

“’( o) = (R),
0= (Ri|Vi)DGka RH Fy.

Let relation (8) between the reps [G,], of G, and
[Fly of Fy be denoted by the symbols

[Gk]y = [Fk]yDGkv [Fk]y = [Gk]y U Fy.

Then, the relation between the irreps [G],

space group G and the projective irreps [F], or [Fk] v
of little cogroups has the form

[Gly ¥ = ([FJ,0G) 1 G,
or [G{¥ = ([FJ,0Gy) 1 G.

&g TRy
(13)

(14)
)

(15

The basisfunctions of irreps [G] y K of Space group
G can aways be chosen to be the basis functions of
small irreps [G,], of little groups G, and projective
irreps[F,J, (or [F,],) of little cogroups F,.

For generation of the selection rules, it is necessary
to consider the direct product of small reps of two of the

little groups. Thelatter is possible only for the common
elements of little groups, i.e., for their intersection. Let

[G ], and [G,)] 5 be small reps of thetwollittle groups
Gy, and G,
on their intersection ([G ],

. The direct product of their subductions
L (G, n Gy,) x [sz]B

SMIRNOV et al.

L (G, n Gy,)) isasmdl rep of the group (G, n
Gy,)- Every element g o U (G, n Gy, ) leavesinvari-
ant the wave vectors k; and k, and, therefore, their sum
kg=kyi +ky: (G, n Gy,) U Gy, . Thelittlegroup G,
has no other common elements either with G, or with
Gy, - Indeed, |et us assume the contrary, that

gﬂ lei

Such an element g would leaveinvariant k; and k; and,
therefore, k, = kg — ky; i.e., it would be contained in
Gy, n Gy, in contradiction to the initial assumption.

(TR (TR ) ) ]
et d and d be the matrices of subductions

of the projective reps [F ], ¢+ (F,, n F,) and
[Filg + (Fe, n Fy,) of two little cogroups Fy, and
F, with factor systems w (R, R) and w? (R, R)

(R,R OF,, n F), respectively. The direct product
(Fl) (R
d xd

g0 Gy, gD (le n sz)- (16)

AN o ((Filg)
isaprojectiverep d (ky=k, +

k,) of thegroup (F, n Fy,) O F, withthefactor sys-
(k3) (ky) (k)
(R.R)=w “(R,R)w “(R,R).Indeed, let

(IR (R
d 9 Ry=d (R)xd

RO(Fy, 0 Fy)

kz] B)( R), (17)

be matrices of the direct product of two projective reps.
Then,

([Fiy)
(Ry)d

(IFe))
(Ry) xd

(Fi),)
“(Ry)

(FJ) O
’ (RO
O

1
Ia_[:I o

(TR )

1, (IF) )
(Ry) xd

o (Rz)D

X
I:Ha_lj O

0 (R
= (Ry)d
U

([F))
(RZ)D

0 (F]) FJ) O
xm 1)0' "(R)O (18)
O O
0 (R 0
= (Rle) (R1’ R,)
O O
0 (Rl (k,) 0
xd "(Ry, R)w “(Ry, R)J
O O
([F k3]uB) (k2)
= (d (Rle) (Rb R)w "(R, Ry))
PHYSICS OF THE SOLID STATE Vol. 45 No.8 2003
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(Fe),) ke
= (d (RR)w "(Ry, Ry))

for both (11) and (12) factor systems.

Let the coset representatives gg) O ij in the

decomposition of ij with respect to the trandation
group T,

G, = 5¢'T. ¢’0G (19)
S

be chosen in the form gf;j) = (R§1)|v§j)); i.e., they are
among the representatives (R;|v;) in the decomposi-
tion (1). The element gjgél)gj'l 0 G, , with g; taken
from decomposition (4) (see aso (6)), may differ from
gg) by some lattice trandation. This is why the nota-
tions of the small irreps of the little groups G, and ij

(and the projective irreps of the corresponding little co-
groups) may differ.

In particular, let g; k =—k. The groups G, and G_
are composed of the same elements. The whole set of
small irreps of the little group G_ is complex conju-
gated with respect to the whole set of small irreps of the
little group G, but the notations of theirreps of G, and
of G_, may differ (see examplein Section 3).

Let Q beagroup and H beitssubgroup (H O Q). Let
d® and D® be irreps of H and Q, respectively. Then,
the frequency of theirrep D® of Qintherep (d@ t Q)
induced by theirrep d® of H is equal to the frequency
of theirrep d® of H intherep (D® 1 H) subducted by
D® on H (Frobenius reciprocity theorem). This theo-

rem can be applied also to the projective irreps of a
group and its subgroup with the same factor system [6].

3. PROCEDURE OF GENERATION
OF THE SELECTION RULES USING
PROJECTIVE REPRESENTATIONS
OF POINT GROUPS

The stationary states of a system with space group
symmetry G are classified according to theirreps of G,
and their full group-theoretical notation is as follows:
Ik, y, m, pCiwherek =k, k,, ..., k; (star *k), mnumbers
the basis vectors of the small irrep y of the little group
Gy, and 1 numbers the independent bases of equival ent
reps of Gy.

Let us consider the selection rulesfor the transitions
between the stationary states |k(?, O, m("), u(MHOand
[k®, y&, m®, n®caused by an operator P (k®), yP), mP))
transforming according to the irrep (k®, ) of G. If
the operator P transforms according to a reducible rep
of G, one can obtain the selection rules for each of its

PHYSICS OF THE SOLID STATE Vol. 45 No. 8
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irreducible components separately. The transition prob-
ability is governed by the value of the matrix element:

[R(f), y(f)’ m(f)’ U(f)l P(k(p), y(p), m(p))
x |k(|), V(I), m(l)’ U(I)D

The transition is said to be alowed by symmetry if
the triple direct (Kronecker) product

(k(f), y(f))* X (k(p), y(p)) X (k(i), y(')) (21)

contains the identity irrep of G. This condition can be
rewritten in one of three forms:

(20)

[(k(p), y(p)) % (k(i), y(i))] n (k(f), y(f)) 0, (22
[k v kD yP)* ] n (kP y™) 20,  (23)
[k VD) x (kP vy n (kO yP) 20, (24)

Whatever the form of the selection rules, it is necessary
to find the direct product of two (or three (21)) irreps of
the space group G (complex conjugate irreps are aso
irreps of G).

We discuss now the procedure of generating the
selection rules using projective irreps of point groups.
To illustrate each step of this procedure, we have cho-
sen the small irreps of the little group Gy, in the space

group O; given in the tablesin [9]. Note that transla-
tions a, are mapped in [9] by the factor exp(ika,).
According to the general definition

ta, W(r)=Y(r-a,) = exp(-ika,)y(r), (25

we choose the trandations a,, to be mapped by the fac-
tor exp(—ka,). This choice does not affect the notations
used in [9] for small irrepsin the case when k is equiv-
aent to—k or the small irreps [G,], from [9] refer to the
wave vector —k in other cases (when k and —k are dif-
ferent vectors of the same star or belong to different
stars).

The star *W consists of six vectors: W = (1, 0, 2),
W® = (1, 2,0), W= (2, 1, 0), W® = (0, 1, 2), WO =
(0,2, 1), and W® = (2, 0, 1) (in units of Wa along Car-
tesian axes, with a being the lattice constant). Thelittle
group G, 1) has two single-valued ([GW(,-)]V, v=12

and five double-valued ([ G, l, y=3,4,5,6,7) small

irreps [9, 12], which are unambiguously related (see
Section 2) to the corresponding projective irreps
[me]j of little cogroups Foo = Déjd) (seeTable 1).As
the characters (and matrices) of the elements (R|vg) U
GWU) and RO FW(,) are the same, we use the notations
W, =[G, wly (y = 1-7) of small irreps of the little

groups G, also for the corresponding projective
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Table 1. Characters of single- and double-valued projective irreps of the small cogroups me = Dgé (i = 1-6) and single-

and double-valued small irreps of the little groups GW‘” (i = 1-6) (for six vectorsin the star *W: (102), (120), (210), (012),
(021), and (201) in units of T¥a along Cartesian axes, with a being the lattice constant) in the BZ in crystals with space group

Oﬂ and € = exp(iTv4)

D(zt) D(zfj) E Six SZi Cox Uy, Uy, Oy 0y
D3 D3a E Sy Siy Coy Ug Ue o oy
o9 | 09 | e | s | s | o | Uy | 0y | & | o
W, Wi 2 J2 e oL 0 0 0 0 0
W, W3 2 _J2ec | —J2¢ 0 0 0 0 0
W, Wg 1 e* —£ [ 1 = —&* —€
W, Wg 1 —g* € i -1 i —&* —€
Ws W5 1 e* —£ [ -1 i e* €
W w; 1 —* € i 1 —i e* €
W, W 2 0 0 2 0 0 0 0

irreps of little cogroups G,m = Dé’d) . Since kW(,-) # whose basis vectors are the products

—kvw-) and kW(z) ~ —kW(l) , wetaketheirreps of thelittle |k“’) y(p)’ m® Elkfi), y(i), m0

group G, from [9] as the irreps of the little group
G, (see(25) and the remark thereunder). Moreover,

as k ~ _kwﬂ)’ the total sets of single- and double-

W(Z)
valued irreps of little groups Gw“) and GW(Z) are com-

plex conjugate, but the dlements of G, o = 1G, ol ™,

which are isomorphic to the elements of Gw(l) accord-

ing to (6), may differ from the coset representativesin
decomposition (4) in some of their lattice trandlations.
This may change the numbering of the irreps of the lit-

tlegroup G, (and projectiveirreps of the correspond-
ing little cogroup FW<2)) with respect to those of G,

(of F,w. see Table 1; for example, Wy(DS) =

1
WZ (D5g)).

Taking form (22) for the selection rules, we con-
sider the Kronecker product of the irreps of the space
group G,

_ @ 0
[G] NCNOR [G] \(/(p) ) x [G] ((i) )

y (26)

PHYSICS OF THE SOLID STATE \Vol. 45

n

n=1,..,s"1=1,.., &% (27)

mP =1 .., t"m"=1, ...,t(i)),
where sP, s are the numbers of raysin the stars *k®),
*k® and t®, tO are the dimensions of small irreps
[Gkgp)] o and [lem] 0 of little groups Gkg,,) and lem,
respectively.

In the case of the W point in the BZ for the space
group O,f , the basis (27) of the Kronecker product (26)
for y(P) = y(i) =1 (* k(p) = *k(i) = *VV; S(P) = S(i) = 6, [G]ll =

(*W(p)) (* W(i)) .
[G]; x [G]; = ) consists of (2 x 6) x (2 x 6) =
144 vectors.

By decomposing the reducible rep [G],; of G, one
finds all the irreducible stars *k(") contained in the
reducible star of [G];; and the small irreps [Gk(f)]j of

little groups G, contained in the rep [G]4;. A star of
sPsi) wave vectors
A = Kok,

_ (28)
(n=1,....s?1=1,..,s"

No. 8 2003
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of basis functions (27) splits into irreducible stars and
gives wave vector selection rules (the vector B, | is a
reciprocal lattice vector which may be zero).

e
1 x [G]

two irreps of O,Z at the W point of BZ, the wave vector
selection rules (28) givethreeirreducible stars (I, X, Z;
see Table 2). Thisis easily shown by rewriting the vec-
tors of the W star in components of the primitive trans-
lations of the reciprocal lattice. For example, as W® =
(1/2, 3/4, 1/4) and W® = (1/2, 1/4, 3/4), one obtains
WO + W@ = (1, 1, 1) (~IN) and WD + WO = (1, 3/2,
1/2) (=X®). Thus, 144 products (27) are partitioned in
such away that 4 x 6 = 24 of them correspondsto I, 4 x
6=24t0 X, and 4 x 4 x 6 =96 to Z points of the BZ.

The set of wave vectors kr(],fl) (28) contains al the
rays of all the irreducible stars appearing in the Kro-
necker product (26) and may be arranged in atable like
that shown in Table 2. Rows and columns of this table
are numbered by the rays of the irreducible stars *k®
and *k® (by n and I), respectively. Representatives of
al theirreducible starsin (26) appear in any row of this
table. Indeed, all the rows of thetable (n=2, ..., sPin
(28)) may be obtained from the first one (n = 1) by

applying the operations Rrﬂp), which transform the

()
iw)of

For Kronecker products [G]

wave vector k{” into kP (n=2, ..., sP). Under sym-

metry operations R,ﬂp) , the set of wave vectors k,(i) of
the star *k( remains unchanged and the irreducible

stars formed by wave vectors kif') may change their

representatives but can neither disappear, give rise to
new irreducible stars, nor change the number of each
star representatives. The same consideration isvalid for
the columns. Finaly, al the rows (columns) of the
entire table contain as many representatives of each
irreducible star asthefirst row (column). Therefore, al
necessary information about the wave vector selection
rulesfor the Kronecker product (26) is contained in any
row (column) of the corresponding table. The wave
vector selection rulesfor all the symmetry points of the

BZ of space group OZ are represented in Table 3. The
latter is composed of the first rows of tables similar to
Table 2 and corresponding to Kronecker products *I™ x
*r,*XX*X,*L X*L,*WX*V\I,*F X*X,*r X*L,*r X
*VV,*XX*L,*XX*VV,and*LX*W

At the next step of generating the selection rules,
one needs to find the irreducible components of the
reducible reps for each star satisfying the wave vector
selection rules.

Let k,(nf ) = k,(ff be awave vector of someirreducible

star (mis fixed). The set of t®t® basis functions (27)
with this wave vector forms the space Q; of some pro-

jective rep [Fyo], = [Fo 0 Feoli of the little

PHYSICS OF THE SOLID STATE Vol. 45 No. 8
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Table 2. Types of wave vectors in Kronecker products of
(a1 xqe)f™

WA T w@ T we) [ w@ [ we) | we)
Wap | xedh r® 5 (20 5 (1) 5 (6f) 5 (7)
wWen | @ Xt | >3 > (49 > (50 > (8)
WEP | (@) sE) | xON r® S(10f) | (o)
wén) | @) s@) | r® X s | s(2f)
WGP | (6D G | o) | s(11) | x(@ r®
Wen | (7 @) | > s@2) | r® X(@)

Note: The wave vector stars X*X and *Z consist of vectors: Pl
(i=xv,z(20,0),(020), (00 2)adz? | =1-12;
(110), (110), (1 10), (1 10), (101), (110), (101), (101),
(011), (011), (01 1), (011)), respectively (in units of T7a
along Cartesian axes, with a being the lattice constant).

Table 3. Types of wave vectors in Kronecker products of
(*kq) % (ko) (ky, ko =T, X, L, W)

r X0 | xo) | x@) | L@ | @ | e | @
X0 | r® | x@ | xoh | @) | L@n | L@h | L@H
L@p | LG | L@ | L@ | r® X@ | x| xOh
WP | W@ | AR | Al) | s(120) | s1f) | $(100) | s(9h)

r W T w@ T we) T w@ [ we) [ e
X®0) | W@ | wah | ABGD NG N AGH
Lo | s(20) | s(of) | (8 > (6 S (49 s(2h)
WP | X r® 5 () 5 (1f) > (6f) 5 (7)

2003

Note: The wave vector stars *L and A* consist of vectors: LU
(i=1-4;(1,1,1),(1,1,1),(1, 1, 1),(1,1, 1))andAlD

(=1-6;(1,0,0),(1,0,0),(0,1,0),(0, 1,0),(0,0,1),(0,0, 1))
(in units of Tva along Cartesian axes, with a being the lattice
constant).

cogroup F,.c» = F o n F q orsmal rep [G,»n], =
m K ki Km ' Kr

[Gkgp) n le(i)]Krof thelittle group ékfn” = Gkgp) nG
and

k"

[Fkﬁ,,”] o [Gk,(nf)] ke 0 kan”' (29)

The characters of the projective rep [IEKm] K of the
cogroup INka in space Q, are the products of the char-

acters of the cogroup Fk(,,) and Fk(.) irreps subducted
n |
on the cogroup F,n:

= 10
%Fkﬁf)} o

x TR =x R @)
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The multiplication of two projective irreps of the group

(k") k")

'Ekgn” with factor systems w and w  givesapro-

jective rep of the same group with the factor system
(f) .

0™ (@ask? =k = kP + kO + B, seeaso Sec-

tion 2). The group ka (ékm) either coincides with

the little cogroup Fo (little group G, or is a sub-
group of it:

Fkr(nf) [l Fkg) (le(ﬂf) [l Gkr(nf)). (31)

When IEkm =Fm, the projective rep (30) can be

decomposed into irrepsin the usua way, the characters
of irreps being taken from tables of small irreps of little
groups (for example, [9]). This possibility appears, for

instance, when k2 =0or k) =0.

If IEkm O ka, the cogroup ka is decomposed

into left cosets of IEKm:

w

F (f) = Iqll’E (f), Rl = E,
Km K
i; (32

R OF0, ROFo for i=2..,w.

k(p)

The operators R, change both wave vectors k,,; and

k,(i) but leave their sum unchanged modul o the recipro-
cal lattice vector. This means that the space Q, trans-
forms under the operations R, into linearly independent

spaces Q. = RQ, and
(33)

which is the space of the rep of the group ka induced

by the rep [I~:k<f)]Kr of its subgroup I~:km OFo

[Fol,, (34)

Further, the small rep [Gk,(nf)]Kr = [Fkﬁn”] ” O Gk;j’ is

contained in the Kronecker product (26), which is the
subject under consideration. The characters

%IF o) B

m

"(@9 (@O F (f)) of this projective induced rep

PHYSICS OF THE SOLID STATE \Vol. 45
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of Fk(f) (or induced small rep of Gk(f)) can be calcu-
lated in the usual way:

1F0l B
X

"9 = Y xi () (35)
where
0, if g g9 OFw
K0,y — O
Xi (9) =0 e ) (36)
" (etoe). i gitgg OF 0.

As the characters of projectiveirreps of F ¢, (of small
irreps of ka) are known (taken from [9], for exam-

ple), the projective rep of [Fk(f)] ., can be decomposed

into irreducible components in the same way as for
ordinary reps of point groups.

If the projective irreps [IEkm] i with the same factor
system as the projective irreps of the cogroup F.o ae

known, there isamore simple procedure of rep decom-
position based on the Frobenius reciprocity theorem
(see Section 2). This possibility arises in the two fol-
lowing cases:

() when the rep [F, ] isirreducible itself: i.e,
its characters satisfy the condition

S g =

gOF

(37)

where n: isthe order of F (see Subsection 3.2);

(b) when the subduction of the irreps of the cogroup
Fkg) onto the group kan” directly gives the irreps of

Fk:nf).

What is more, the irreps of Iékm can be taken from

[6], where the characters of the standard form for al

projective irreps with all possible factor systems for all

crystallographic point groups are given. In our example
(P * /()

of the [G]i W [G]i ") Kronecker product, the

following intersections of point groups are considered:

Fr =F wo N F e (D(l) N Déﬁ) = (l)) for the I

component, Fyo =F o 0 F e (DY n DY =D

w

for the X component, and Fx = F wo N Fye (D55 n

éf,) = C) for the Z component (see Tables 2, 3).

No. 8 2003
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Table 4. Characters of the Kronecker product [D(ij)]1 x

[ D(zf,)] , =X and the characters of some ordinary irreps of the

point group D(Zﬁ)

D(zz) E Sux Sz_bl( Cox Uyz UVZ Oy o;
X 4 2 2 0 0 0 0 0
ay 1 1 1 1 1 1 1
a, 1 1 1 1 -1 -1 -1 -1
e 2 0 0 —2 0 0 0 0

3.1. I Satesin the Kronecker Products

(6™ x[g) "

In this case, the irreps of IEkm = Fr are ordinary

irreps of the point group Dé,lj). The characters of the
Kronecker product of the projective irreps [FW(l)] MR

[F,], =[D5dl: x [D5]], obtained from Table 1 are
given in Table 4 with the characters of those ordinary

irreps of the little cogroup Dé? which appear in the
decomposition

2
[ng) 1 X [Déd) 1= tate (38)

1447

This rep of Dg,) induces into Fr = O, the rep

M roraC;Mar,Ms. This decomposition of the
induced rep is obtained using the Frobenius reciprocity
theorem (see Table 5).

The same procedure may be used for al possible
Kronecker products [Déf,) X [Déf,)] i (1,] =1-7) both
for single- and double-valued irreps. As a result, one

obtains Table 5, where the subduction of single- and

(1)

double-valued ordinary irreps of O, on D,; are aso

given. For example, the direct product [G]é*W) X

[G]{" hasthe I component TiT 5T+ (rep [Onlx, is

induced from the ordinary irrep b, of Dé,lj)). After

induction (15), one obtains Table 6, which gives
directly the ' components of the Kronecker products
involved.

3.2. X Sates in the Kronecker Products

(6™ x g™

Theirrepsof F,» 0 DSy may be obtained directly
from Table 1 by multiplying [Dg,) 3 by [D%)] 37 (for

the single-valued projective irreps [Déﬁ) 15 Or

Table 5. Kronecker products [ D(zﬁ)] RS [Dg_,f}] j of projective single- and double-valued irreps of thelittle cogroup D,y in terms

of ordinary irreps of the point group D,y and subduction of ordinary irreps of the point group O, onto the point group D(zﬂ)

W, W, W, W, Wi W W,
W, a, &, e by, by, € & e, e e, e, &
W, by, b,, e ay, &y, € & e, e, e 8,8
W; e e, a, b, =N b, e
W, & & by ay b, & e
Ws & € a b, a by e
Ws e, e b, =N b, a e
W, 8,8 €., & e e e e ay, 8y, by, by
[0 (0O)) rs rs rs r re e rs s
[Onli ¢ Dxg & b, 3, by a, e b, e ) & €., &
[Odi (0Of) r r, rs r rs s r; s
[Od; ! Dy b, a a,, by b,, e a,;, e e e, 8,8

PHYSICS OF THE SOLID STATE Vol. 45 No. 8
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Table 6. I statesin the Kronecker products [G] i(*W) x [Q] E*W)
W, W, Ws W, Ws We W7
W, [14,27,35,47(2),4,5,5 (21,253,447 (2,5 (2,5|6, 7+, 8|6", 7, 85|67, 7", 85| 6", 7, 8| 6% 7% 85 (2
W, (17,2%,354, 4 (2,5 (2,51, 2,354 (2,4,5,5 (2|6, 7, 8|67, 7", 856", 7, 85|67, 7", 8| 6% 7 8 (2
W, 6,78 6", 7,8 2,3,4%1,3,57|1%, 3", 57| 2%, 3", 4~ 4% 5
W, 6", 7,8 6,78 1, 3,5%2,3,4 25, 3, 4|1+, 3", 5~ 4* 5
Ws 6,78 6%, 7, 8 1+,3%,572%,3%,47|12,3,471,3,5" 4%, 5*
W 6", 7,8 6,78 25,3, 47|17, 3,5|1,3,5%|2,3,4° 4% 5
W, 6%, 7%, 8* (2) 6%, 7%, 8 (2) 4555 | 445 | 4550 | 4555 |15 253 (2,45

Note: Numbers (m) in parentheses mean that the preceding irrep enters mtimesin the product.

[Dg,)] 1 (for the double-valued projective irreps
[Dzls7 (seeTable 7).

As seen from Table 2 for *k® = *k@ = *W, yP) =
¥ = 1, the space of eight functions (27) withn=1=1,
2; t® =t = 2 transforms according to some small rep
of thelittle cogroup Dflf,) . For function (27) withn=1 =

1; t® = t0 = 2 transforms according to the projective
rep

—(nW Wy _ (™ ) )
o =(Djq)1 X (D3g)1 = (D3g)1 + (Dag)s + (D3g )s(39)

of the point group DS = DS with the factor system

corresponding to the little cogroup Diﬁ) . Functions
(27) withn=1=21and n=1 = 2 can be considered basis

Table 7. Characters of single- and double-valued projective
irreps of thelittle cogroup D(ij) with the factor system corre-

sponding to the little cogroup fo,?

Daq E | Sx | S | Cox| Uy |Uy:| 0y | O,
DY, =1 2[4 | 0 [-1| 1|-a| 4] i
D, =2 | 1| 0 [ (-1 |-1| 1| A i
D, =311 |4 i | | |1 i A
DM, =4 | 1| 0 |4 |2 1|2 i]-i
D¥.=5| 2| 0| 0| 2]0]0] 0|0
D=6 | 2 |. 2| 2| 0| 0| 0|00
[0S, =7 | 2 |~J2i|-42i| 0| 0] 0| 0| 0O

PHYSICS OF THE SOLID STATE \Vol. 45

functions of the projective rep of thelittle cogroup D if])
induced by therep a (39) of Déﬁ) with the factor system

corresponding to the little group Diﬁ) . This induction
can be made using the Frobenius theorem.

At the same time, they are the basis functions of the
small rep of thelittlegroup G, contained in the basis

of the Kronecker product (26) and which, due to the
relation

[Glaw = (@1 F ) OG0) 1 G, (40)

determines all the *X components in the Kronecker
product (26). For example, the single-valued irreps
[Gyli i =1, 2,3, 4, are contained in (26) (see Table 8,
where all the Kronecker products[Dgf]i X [ng)]j and
the subduction of single- and double-valued projective
irrepsof DY on DY are given). After induction (15),
one obtains Table 9, which gives directly the X compo-
nents of the Kronecker products involved.

4. SELECTION RULES FOR ELECTRICAL
DIPOLE TRANSITIONS

The symmetry of the dipole operator is the vector
rep of OF: T, = [Gl, = I's. Since the vector k® =0,

k" = k" (the so-called direct transitions I == T,
X=X,L =1L, W=—W, etc,, are only allowed).
The symmetry of allowed final statesfor W == Wtran-
sitionsispointed out in Table 5 by the entries of the col-

umns containing b, ande (", | D,y =b, + €) intherow
corresponding to the symmetry of the initial state. For
example, direct transition is alowed from the initia
state of symmetry W; to the final states of symmetry W
and W,.
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Table 8. Kronecker products [D(Z%,) i

the projectiveirrepsof D(zxd) (withthefactor system of thelittle

X [D(Z%,)]j in terms of

cogroup Dﬁfr? ; Table 7) and subduction of the projectiveirreps

of the little cogroup fo;]) onto the point group D(z’fj)

W, | W | W | W, | W | W | W
W, [1,35(245 6 | 7 | 6 | 7 | 67
W, [2,45(1,35 7 | 6 | 7 | 6 | 67
W, | 6 7 1| 2] 3| 4 5
W, | 7 6 2 | 1| 4 | 3 5
We| 6 7 | 3| 4| 1] 2 5
Ws| 7 6 | 4| 3| 2|1 5
W[ 67|67| 5| 5| 5| 5 (1234

[Dgt);)]i (0G| % X, X3 X4 Xs

D%, (DY | 5 5 14 | 67

Table9. X statesintheKronecker products [G] ) x [G]{ )

W, | W | Wh | W, | W | W | W
W, (1,234,234 5 | 5 | 5 | 5 | 502
W, [1,234[1,234] 5 | 5 | 5 | 5 | 592
W, | 5 5 4 | 33| 4] 12
W,| 5 5 34| 4] 3] 12
Ws| 5 5 34| 4|3 12
Ws| 5 5 4 1 3| 3| 4| 12
W, | 52 | 52 |1L2]12|12]|12][32,402

Note: Numbers (m) in parentheses mean that the preceding irrep
enters mtimes in the product.

In the case of phonon-assisted electric dipole transi-
tions, these selection rules have to be supplemented
with the selection rules where the operator hasthe sym-
metry of the phonon participating in the transition. In
silicon crystal, Si atoms occupy the site a of symmetry
T4. The symmetries of phononsin thiscrystal are given

by the rep of the space group G = O,Z induced (indrep)
by the vector rep t, of the site symmetry group T, [8,
11]. The short symbol of thisindrep is

r(4,5, X(1,3,4),L(1,27,3",3),W(L 2,2).

It gives the symmetry of phonons at the symmetry
points of the BZ. For example, the electric dipole tran-
sitionsare alowed from theinitial electronic W; stateto
the intermediate Wz and W, states (when spin—orbit
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interaction is taken into account; see Table 5). From
these states, with assistance from the phonons of sym-
metry W;, the transitions are allowed in thefinal I and

X states of symmetry g, I'7, T'g, Xs and g, 7,
2l 5, 2Xs (see Tables 5, 8).

5. CONCLUSIONS

Our approach to the selection rules in crystals is
based on the projective irreps of point groups and con-
sists of three steps.

(1) First, one finds the wave vector selection rules.
The results may be given in the form of tables with the
rows and columns numbered by the wave vectors of the
direct product factors. Any row (column) of this table
contains the representatives of al irreducible stars of
the Kronecker product.

(2) Next, itissufficient to fix one row (the first wave
vector) of this table and then consider only columns
(the second wave vector) that give, at the intersection
with the chosen row, wave vectors of different irreduc-
ible stars. Each wave vector is related to some small
cogroup. Two cogroups correspond to thetwo factorsin
the Kronecker product, and the third, to the resulting
one. Theintersection of the two former cogroupsis also
a subgroup of the resulting cogroup (the corresponding
wave vectors satisfy the wave vector selection rule).
The Kronecker product of the projectiveirreps of these
cogroups taken on elements of their intersection is a
small projective rep with the needed factor system of
the resulting cogroup and can be decomposed into irre-
ducible components if the projective irreps of the latter
are known.

(3) Finally, theinduction procedure from the projec-
tiverep of intersection of thetwo initial cogroupsto the
resulting small cogroupsisrealized in order to find the
definitive selection rules for alowed transitions (sub-
duction coefficients of Kronecker products). The
Frobenius reciprocity theorem may be used at this stage
if the projective rep of the intersection of the cogroups
is decomposed into irreducible ones.

The suggested approach seems to be the most easy
to use, as compared to the traditional subgroup [1-4]
and full group [5] methods. It does not depend either on
the choice of the coordinate system origin and of the k-
star vectors in the description of space groups and their
small irreps or on the form of presentation of the irreps
of space groups (small irreps of little groups[9, 10] or
p-equivalent projective irreps of small cogroups [11]).
Our approach may be easily supplemented for the com-
puter program generating irreps of space groups given
at the Bilbao Crystallographic Server [12, 13].
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Abstract—High-frequency broad-band (65-240 GHz) EPR is used to study impurity centers of bivalent chro-
miuminaCdGa,S, crystal. Itisfound that the EPR spectracorrespond to tetragonal symmetry. The spin Hamil-

tonian H =B - g- S+ BJO; + BJO, + B0, with the parameters By = 23659 + 2 MHz, By = 1.9+ 1 MHz,

‘Bj‘ =54.2+2MHz, g;=1.93+0.02, and g = 1.99 + 0.02 is used to describe the observed spectra. It is con-
cluded that chromium ions occupy one of the tetrahedrally coordinated cation positions.© 2003 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Compounds of the composition A B'2I ! CX' (A=2n,

Cd; B=Ga, In; C =S, Se) are characterized by high val-
ues of the nonlinear susceptibility and are transparent
up to 15-18 pm. These properties find use in various
devices of nonlinear optics, such as optical filters, opti-
cal switching devices, parametric light oscillators, and
other devicesworking in the medium IR region. A wide
transparent region and the tetrahedral coordination of
the cation positions make these compounds attractive
as matricesfor activation by transition-metal ions of the
iron group. It is known that the introduction of ions of
the transition-metal group, particularly Cr?*, into A'BY'
compounds has made it possible to extend their capa-
bilities and to create active media for highly efficient
room-temperature tunable lasers [1-4]. No studies
devoted to the possibl e fabrication of laser luminophors

based on activated A”B'Z”CX ' crystals are known at

present. Virtually no spectroscopic studies of transi-
tion-metal impurities in these compounds have been
made. It should be noted, however, that, even in
undoped samples uncontrolled impurities and intrinsic
defects can create deep levelsin the band gap and fun-
damentally restrict practical use of these crystals.
Therefore, the problem of identifying impurities and
determining their position in the lattice, the valence,
local symmetry, and so on, is quite important.

This work is devoted to the study of Cr-activated
cadmium thiogallate (CdGa,S,) single crystalsby using
high-frequency EPR.

Crystals of CdGa,S, have a tetragonal structure,
with the cations being in a tetrahedral environment

(space group Sf , humber of formula units per unit cell

Z =2, lattice constantsa = 5.536, ¢ = 10.16 A [5]). Dis-
tinct from chalkopyrite, whose structure can be consid-
ered abasisfor constructing thiogallate structure, some
of the cation positions in the thiogallate structure
remain unoccupied and have an ordered arrangement.

EPR of bivalent chromium in the tetrahedral coordi-
nation has been observed previously in A'BY! and A'''BY
compounds with chromium substituting for both cad-
mium and galliumions[6, 7]. Despite thefact that these
crystals are cubic, the observed spectra showed tetrag-
onal symmetry. The occurrence of distortion was
explained by the static Jahn-Teller effect. We aso
observed Jahn-Teller tetragonal Cr?* centers but in
crystals of BaF, with eightfold coordination of Cr [8].
EPR of bivalent chromium ions in tetragonal crystals
has not been studied to date.

The ground-state term of the bivalent chromium ion
(°D) in acubic field is split into an orbital triplet and a
doublet; for tetrahedral coordination, the triplet corre-
sponds to the ground state. In atetragonal crystal field,
theground level isan orbital singlet split by the second-
order spin—orbit interaction into five (S = 2) spin sub-
levels (one singlet and two doublets). The observation
of EPR in such systems is hampered, because the
energy states between which resonance transitions are
allowed are separated by an energy gap that is usually
larger than the quanta of the rf field of X- and Q-band
spectrometers. Intradoublet transitions due to mixed
wave functions can be observed for tetragonal centers
only in parallel (static and alternating) magnetic fields
and do not allow certain identification of the Cr?* ions.
This is why most EPR studies of Cr?* ions have been
performed using a high-frequency EPR technique.

1063-7834/03/4508-1451$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. EPR spectrum of CdGa,S, : Cr* for the orientation
B || c at afrequency of 205 GHz.

2. EXPERIMENT

Crystals of GdGa,S, of high optical quality were
grown using the Bridgman—Stockbarger method from a
melt of stoichiometric composition in quartz cells at a
rate of 6 mm/day. The content of chromium ionsin the
starting material was 0.13 mol %. A 10-mm-high
prism-shaped sample with the base in form of a rhom-
buswith an 11-mm side was chosen for the studies. The
crystallographic ¢ axis was directed along the major
diagonal of the rhombus. The sample was an optically
transparent yellow crystal with ground faces. The EPR
spectra were observed with the aid of a broad-band
(65-500 GHz) quasioptical spectrometer with a back-
ward-wave tube used as an oscillator for high-fre-
guency emission. The experiments were performed, for
the most part, at liquid-helium temperature in magnetic
fields of up to 0.9 T. The details of the experiment are
described in [9].

Let us denote the spin levels as |00 |£10] and [+20]
The EPR spectra of bivalent chromium were recorded
in the frequency ranges 64-100 GHz (transitions
[OC=—= |10 and 190-240 GHz (transitions |+1[]—=
[£20). No other EPR lines were observed in these fre-
guency ranges. The spectrafor the orientation B || c are
shown in Fig. 1. The intense line corresponds to the
allowed transition with the spin projection changing by
unity, and the wesak line, to the transition with the pro-
jection changing by three, although in reality the states
|+2CBre mixed in weak magnetic fields and the “forbid-
den” transition occurs due to the presence of both spin
projections in the wave function. With increasing mag-
netic field, the wave function becomes “purer” and the
weak line becomes progressively less intense and dis-
appears. Figure 2 shows the variations of the frequen-
cies of al observed resonance lines with the magnetic-
field intensity for the crystal orientation B ||cand B ||a.
It can be seen from Fig. 2athat, for the |+10<— |+2[]
transitions, there is an energy gap of 1.3 GHz between
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the levels |+2[] therefore, these levels may be called a
doublet only conventionally. All the splittingsin azero
field were measured using the direct method and are
equal to 70.75, 212.4, and 213.7 GHz. The absolute
precision of frequency measurement was 0.5 GHz;
however, the relative change in frequency was deter-
mined with an accuracy of 0.05 GHz. The angular vari-
ation of the resonance field with rotation of the crysta
in the (100) plane is shown in Fig. 3 for several reso-

nance transitions. For the space group Sf , the existence
of a defect showing a singlefold angular periodicity is
possible only for the local position with symmetry S,
therefore, the angular variations indicate that the spec-
tra should be assigned to a tetragonal center. The line
width for the orientation B || ¢ was about 8 mT with
somewhat spread wings. This made it impossible to
resolve the hyperfine structure of the EPR spectra.

In order to determine the sequence order of the

energy positions of the spin states (the sign of Bg), the

transition |+1[0<— |+2[was measured at various tem-
peratures in the range 4.2-12 K. However, the above
objective was not attained, because the line shape
changed and became asymmetrical with an increase in
temperature. The origin of this effect isinclear.

3. THEORY AND DISCUSSION

To describe the observed spectra theoretically, we
use the spin Hamiltonian

H = BB [y 5+ ByOs + B.OS + B,O;

and the wave functions (|+10+ |-10V/.4/2, (+10-

=10/ /2, (1+20+ |-20)/ /2, ([+20- |-20)/ /2, and |00
with the z axis directed along the [001CBxis of the crys-
tal.

In a zero magnetic field, the Hamiltonian matrix is
diagonal. By using the measured zero-field splittings,

the values of B]|" are determined to be |Bj| = 23659 +

20, By =1.9+ 1, and B = 54.2 + 2 MHz. For the ori-
entation B || c, the dependence of the energy levels on
magnetic field can be written in an analytical form,
which alows the g, factor to be determined, using the
least-square procedure, from the field dependence of
the EPR spectra. For the perpendicular orientation of a
sample, the parameters of the Hamiltonian were calcu-
lated numerically to first-order corrections in the per-
turbation theory. The g factor was a so determined from
the field dependence of the EPR spectrafor the orienta-
tion B || a by minimizing the deviations of the theoreti-
cal curve from the experimental values. The g values
were found to be g = 1.93 + 0.02 and g; = 1.99 + 0.02.
The values obtained were used to find the angular vari-
ations of the resonancefields, showninFig. 3. Itisseen
that there is good agreement between the theory and
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Fig. 2. Resonance transition frequencies as a function of external magnetic field B. Triangles correspond to B || ¢, and circles, to
B || &; theoretical calculations are represented by solid lines. (8) Transition [00<=—= |+1and (b, c) transition |+10<— |+2[]

(b)
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Fig. 3. Angular variation of the resonance magnetic field with rotation of the crystal in the (100) plane. Theoretical calculations are
shown by solid lines, and experimental values, by points; ¢ = 180° correspondsto B || c. (a) Transition |+10=—= |+2[] frequency

225 GHz; and (b) transition |[00=—= |+1[}frequency 79 GHz.
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Fig. 4. Family of calculated angular dependences of theres-
onance magnetic field corresponding to rotation of the crys-
tal in the (100) plane. The bottom curve corresponds to the
frequency 80 GHz, and the top curve, to 88 GHz; the spac-
ing between the curvesis 1 GHz.

experiment. While the curves obtained are typical of
non-Kramers ions and resemble the l/cosa depen-
dence, we came up against an untypical case which
may be of some interest from the methodical stand-
point. We deal here with the transition |0C—= |+1[hear
thefreguency 84 GHz. Ascan be seen from Fig. 2a, two
frequency-versus-field curves corresponding to parallel
and perpendicular orientations of the sample intersect
near this frequency. The angular variation of the EPR
line is such that at frequencies lower than 84 GHz, the
orientation B || ¢ corresponds to the low field extreme
point, while at frequencies higher than 84 GHz, to the
high field extreme point. Figure 4 showsafamily of cal-
culated angular dependences of the resonance field for
this range of frequencies. It is seen that, in the vicinity
of 84 GHz, the angular variation most likely belongsto
a cubic rather than to a tetragonal center. For a spec-
trometer working at a fixed frequency, this situation
could lead to misinterpretation of the symmetry of the
center.

At the same time, we failed to determine the type of
substitution. It ismost probable that Cr2* substitutes for
bivalent cadmium, although there are some reasons to
support the possibility that the substitution Cr>* —»
Ga’** takes place. First, the substitution Cr>* — Ga®*
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without involvement of alocal charge compensator is
known to exist in GaAs. If asimilar substitution takes
place in our case, the EPR spectra should also have a
tetragonal symmetry. Second, we observed EPR spec-

tra of Cr?* ions in related Ga-containing A'B'”C;/ !

compound semiconductors, whose structure is also
built on the basis of achal copyrite structure but without
cation vacancies. These compounds do not contain a
bivalent cation at all. Some help in determining the type
of substitution may provide data on the optical spectra
of Cr?*, but we did not find such dataiin the literature.

4. CONCLUSION

The main results can be summarized as follows. A
new bivalent chromium center with tetragonal coordi-
nation has been found and identified in aCdGa,S, crys-
tal. It was is concluded that this center has tetragonal
symmetry. The fine-structure constants and the values
of the g factors were determined.
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Abstract—Temperature-induced transformation of the ESR spectrum in y-irradiated single crystals of the pro-
tein aminoacid L alanine, caused by hindered rotation of the CH; group was studied. The rotation parameters
as derived from the transformation of the ESR spectrum (activation energy U = 0.18 eV, prefactor wg = 1 x
1013 s are in satisfactory agreement with the values obtained earlier from measurements of the proton spin—
lattice relaxation in polycrystalline alanine samples. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Intramolecular rotations of atomic groups consider-
ably affect the physical properties of a molecule itself
and of the corresponding molecular crystal. Because
therotating group interacts with the surrounding atoms,
such rotations are hindered [1] and are characterized by
the height U of the barrier separating equivalent config-
urations and by the prefactor in the temperature depen-
dence of the hopping frequency w = w,e VK.

Hindered rotation of the CH; and NH; groups in
protein aminoacid crystals has been the subject of a
series of studies carried out primarily by measuring the
temperature dependence of the proton spin-attice
relaxationtime T, in NMR spectra[2—4]. An analysis of
the data obtained in a time-consuming experiment
using modified Bloch equations [5, 6] yielded both the
barrier height U and the factor wy,. The modified Bloch
equations were also used in [7] to process ESR data
bearing on the methyl group rotation in alanine. To
reduce the resonance line width and, thus, make quan-
titative analysis of the spectra possible, deuterated aa-
nine samples had to be used [7].

In the present experiment, we inferred the rotation
of the CH; groupin an L-alanine single crystal from the
temperature-induced transformation of the ESR spec-
trum of irradiated alanine crystals. It was established as
far back asin the 1960sthat crystals of aminoacids sub-
jected to ionizing radiation (y- and x-rays) produce an
ESR spectrum originating from the interaction of the
irradiation-produced unpaired electron with four pro-
tons. The anisotropic character of the hyperfine interac-
tion accounts for the complex pattern of the spectrum,
which depends on the crystal orientation with respect to
the external magnetic field. The fairly fast rotation of

the CH; group should bring about a temperature-
induced transformation of the ESP spectrum when the
temperature is such that the reorientation frequency of
the CH5 group becomes comparable to or higher than
the corresponding splittings in the ESR spectrum (the
well-known averaging of the magnetic resonance spec-
trum caused by atomic motion, which was considered
for the case of NMRin [5, 6]).

For quantitative analysis of the temperature-induced
transformation of spectra, we employed a substantially
simpler method of experimental data processing than
that described in [7]. In this method, which is based on
a theoretical study of Anderson [8], the experiment is
essentially reduced to obtaining the temperature depen-
dence of the width of the resonance linesin the temper-
ature regions where the lines undergo broadening and
narrowing; no use is mode of the Bloch equations.

2. EXPERIMENTAL TECHNIQUE

The aanine molecule has one of the simplest struc-
tures of the 20 protein aminoacids (Fig. 1). The L aa

NH,

COOH

CH,

Fig. 1. Structure of the aanine molecule.

1063-7834/03/4508-1455%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 2. L-alanine molecule in the L-alanine crystal [10].
Dashed lines show hydrogen bonds, and indices a—f refer to
atom positions (see [10]).

nine crystal has Dg (P2,2,2;) symmetry [9, 10]. The
molecules of the crystal interact via a hydrogen bond
that connects the oxygen in the COO~ carboxy! group

to the hydrogen in the aminogroup of the neighboring
molecule (02 and H2, H3 in Fig. 2). Irradiation rup-

tures the C-N bond to form the CH;CHCOO radical,
where the dot denotes, as usual, an unpaired electron.

Large (about 1 cm?® in volume) transparent crystals
of L alanine were grown by slowly cooling the corre-
sponding solution. The y radiation was provided by
80Co (irradiation at T= 300 K to adose of 2 x 10* Gy).

The ESR spectra were measured on a modified
SE/X-2544 Radiopan spectrometer (X range, 9.3 GHz).
The temperature could be stabilized within the range
100-300 K to within £0.2 K by blowing through nitro-
gen vapor.

3. RESULTS AND DISCUSSION
3.1. ESR Spectrum

The ESR spectrum observed in an irradiated crystal
originates from the hyperfine interaction of the
unpaired electron with four protons, three of which are
contained in the methyl group (H5-H7 in Fig. 2) and
the fourth (H4) is coupled to the carbon C2. Because of
the strong anisotropy of this interaction, the spectrum
obtained on a crystal arbitrarily oriented in an external
magnetic field H is fairly complex. If the field H is
directed along one of the C, crystal axes (the C, ||[001]
axisinthe notation used in[7]), the spectrum measured
at T=77K consistsof 12 lines (Fig. 3). Inthisorienta-
tion, the hyperfine interaction constants A differ
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(a)

(b)

77K 293 K
methyl group methyl group
1
(+++)
AV for C-H
N (—++)
SO ()
L ()

v
/
b

A= AT+ AT+ A3

Fig. 3. Energy levels originating from hyperfine interaction
of the unpaired electron with the four protonsin a y-irradi-
ated alanine crystal at T equal to (a) 77 and (b) 293 K [7].
H ||[001]. The plus and minus signsidentify the proton spin
states in the methyl group.

strongly among the four protons[7] (Aus =5.1 G, Ayg =
27.6 G, A; =46.1 G, A, = 27.6 Oe), with the result
that, for example, four rather than one line at the center
of the spectrum correspond to the zero value of the pro-
jection of thetotal nuclear spin of the four protons. The
energy level diagram and the spectrum obtained in this
orientation are shown schematicaly in Fig. 3, taken
from [7].

As the temperature increases, the gradual increase
in the methyl group rotation rate brings about an aver-
aging of the hyperfine interaction constants A, Ay
at room temperature and for H || [001], the constants A
for the three protons of the methyl group assume the
same value of 26.3 G, which happens to coincide in
these conditions with the value of A for the fourth pro-
ton. Thus, at room temperature and for H || [001], the
unpaired electron interacts with four equivalent pro-
tons. Indeed, the experimental spectrum obtained in
these conditions (Fig. 4) represents a symmetric quin-
tet because of the five possible values of the total spin
projection (2, 1, ..., —2). Theintensity ratios of thefive
components turned out to be very close to the values
calculated for the case of four equivalent protons
(1:4:6:4:1).
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EPR signal

| |
3300 3350

Magnetic field, Oe

|
3250

Fig. 4. ESR spectrum of an irradiated L-alanine crystal
measured at T = 300 K. H || [001], f = 9.24 GHz. The weak
lines are due to slight misorientation of the sample.

3.2. Temperature-Induced Transformation
of the ESR Spectrum

Asthetemperatureisincreased from liquid nitrogen
to room temperature, the strongest change in the spec-
trum obtained in the H || [001] orientation occurs with
the central group of lines, which consists, as already
mentioned, of a quartet at 77 K and of asingle line at
300 K (Fig. 3). It is these lines that were chosen by us
for quantitative study of the rotation of the CH; groups.

The increase in the rate of rotation of the CH,
groups with increasing temperature givesriseto aclas-
sical pattern[8] of transformation of the central quartet;
namely, first some of its components broaden to even-
tually mergeinto oneline, which narrowswith afurther
increase in temperature. Figure 5aillustrates the mea-
sured widths dH(T) of these lines. This change in the
linewidth is seen to be strong enough to alow quantita-
tive measurements; indeed, dH changes by three and
six timesin theregions of the line narrowing and broad-
ening, respectively (experimental points1, 2inFig. 5a).

According to theory [8], in the temperature region
where the lines broaden with increasing temperature
such that dH becomes considerably larger than the ini-
tial width, the linewidth (expressed in units of fre-
quency) of = (gp/A)oH (f is the ESR frequency used,
g istheg factor, B isthe Bohr magneton) coincideswith
the frequency w, of the process responsible for the
spectral transformation:

of = w,.

In the temperature region of line narrowing, we have,
according to [8],

5f 01/w,.

Therefore, the data from Fig. 5a can be used to derive
the temperature dependence of the frequency of the
averaging process, more specifically, of the CH; rate of
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Fig. 5. (8) Temperature dependence of the width of the cen-
tral ESR line of alanine and (b) temperature dependence of
the CH3 group rotation rate derived from the former. Points 1

specify the width of one of the central quartet lines, and 2,
the width of the averaged central line.

rotation. This dependence is plotted on the log-inear
scale in Fig. 5b. In both regions, the wy(T) relation is
seen to be well fitted by a single exponential with an
activation energy U = 0.18 + 0.01 eV and a prefactor
Wy =(1%04) x10¥s?,

The above values of U and wy, agree satisfactorily
with the results obtained earlier [2, 4] using the tradi-
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Rotation parameters U and wy, of the CH; group in L alanine

U, ev Wy, ST | Reference
0.15 - (2]
0.23 7 x 1012 [4]
0.16 1x10% (7
0.18 (line broadening region) 1x 10 | Thiswork
0.18 (line narrowing region) 1x 1013 "

tiona method, namely, by studying the temperature
dependence of proton spinattice relaxation (see
table). It should be stressed that the method used in the
present investigation is substantially simpler from the
experimental standpoint.

It appears of interest to compare the results obtained
by us with the study performed in [11] on the tempera-
ture dependence of piezoel ectric responsein crystals of
certain protein aminoacids. The minima observed in
those relations were assigned to relaxation decay of
ultrasonic vibrations (frequency 10 MHz) caused by
their connection with the hindered rotation of the CH4
and NH; groups. Unfortunately, no distinct minimumin
the piezoelectric response was observed in L-aanine
crystals; this is apparently due to the superposition of
the temperature dependences of other parameters gov-
erning the magnitude of the piezoelectric response. It
can only be maintained that the minimum lies in the
interval from 170to 200 K (see[11, Fig. 3]). Using the
values derived here for U and wy,, we obtain 170 K for
the temperature of the decay minimum, which is in
accord with the values quoted in [11].

On the other hand, DL alanine exhibited clearly pro-
nounced minima in the temperature dependence of the
piezoelectric response [11, Fig. 3], which yielded for
the hindered rotation of the CH; group U = 0.2 eV and
wy = 10% s; these values are very close to the data
obtained in this study for L alanine. Although crystals
of DL aanine, in contrast to L alanine, belong to a

polar symmetry group Cgv (Pna2,), the closeness of
these crystals in structure is a relevant, interesting fea-
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ture[9]. The coincidence of the parameters characteriz-
ing the hindered rotation of the CH; groupin L and DL
alanines may be considered a manifestation of thissim-
ilarity [7].

Thus, the values of the parameters U and wy
obtained in [11] and in this study are in remarkably
good agreement.
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Abstract—Theresults of EPR studies of Ce3* ionsincorporated into single crystals of mixed yttrium- utecium
orthoaluminatesY ; _,Lu,AlO; (YLUAR, x=0.1, 0.3) are reported. In compositionally disordered Y LUAP com-
pounds, in comparison to YAIO,, new paramagnetic Ce3* centers are found. These centers are caused by the
changesin symmetry and in the crystal field magnitude due to the isomorphic substitution of Y3* ions by Lu®*
in the yttrium sublattice of orthoaluminates. It is shown that the formation of 27 different types of centersis
possibleinY LUAP with variation of the Lu content. The probabilities of formation of new paramagnetic centers

are calculated. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Single crystals of YAIO; (YAP) activated by rare-
earth impurities are widely used in quantum electronics
[1, 2]. The interest aroused in these compounds in
recent years stemsfrom the possibility of using Ce-acti-
vated YAP as effective fast-response scintillators [3-7].
Crystals of Ce-activated lutecium orthoaluminate are
the most efficient scintillators for positron-emitting
tomography (PET-imaging) in medicine [8]. However,
the growth of sufficiently large high-quality single crys-
tals of Ce**-activated LUAIO; is a relatively compli-
cated technologica problem. Success has been
achieved in the growth of mixed yttrium-utecium
orthoaluminates with Ce* impurities, which are aso
very promising scintillators for the fabrication of high-
sensitive positron-emitting tomographs. Progress in
this field depends, in many respects, on our knowledge
of the spectroscopic properties of these scintillators.
One straightforward and informative method of study-
ing such properties is through electron paramagnetic
resonance (EPR) [9, 10], which makes it possible to
identify an impurity and determine the charge and local
symmetry of theimpurity center and the composition of
the nearest neighbor environment.

A sufficiently large number of studies have been
made on light absorption and luminescence of rare-
earth and of transition-metal ions incorporated into
yttrium orthoaluminate crystals. However, up to now,
only a few of them have been devoted to studies of
YAIO; crystals using the EPR method. This method has
so far been used for studying some transition elements
(Cr¥, Fe**, Ti%), Gd** [11-18], and rare-earth ions,
such as Er3*, Nd**, and Ce** [19, 20]. It is of interest to
study crystals of mixed yttrium—utecium orthoal umi-
natesY, _,LuAlO; (YLUAP) withO< x < 1. Part of the

Y3 ions in these crystals is isostructurally substituted

by Lu®* ions with the formation of solid solutions. In
this publication, the results of a detailed study of EPR
spectra of mixed yttrium-utecium orthoaluminate
Y, _4LUAIO; single crystals with x = 0.1 and 0.3 are
first reported.

2. EXPERIMENTAL

Single crystals of YLUAP activated by cerium ions
up to £0.05 at. % were used in this study. The crystal
growth was performed by Preciosa Crytur Co., Ltd.
(Turnov, Czech Republic) using the Czochralski
method. EPR spectra of Ce**-doped Y, _,LU,AlO; sin-
gle crystals were recorded with the aid of conventional
JEOL-JES-PE-3X and ERS-230 3-cm-band radiospec-
trometers in the temperature range 4-50 K. Prior to
measurements, the samples were oriented using the x-
ray diffraction method with an accuracy of +0.5° and
cut in the form of rectangular parallelepipeds 1.5 x 2 x
5 mmin size with their faces parallel to the ab, ac, and
bc crystal planes. More precise orientation of the prin-
cipal magnetic axes with respect to an external mag-
netic field was performed directly inside the rf cavity of
a radiospectrometer by calibrating against the known
EPR signals.

3. CRYSTAL STRUCTURE
The crystal structure of yttrium orthoaluminate

bel ongs to the orthorhombic space group D ;ﬁ—anm and
isdescribed in detail intheliterature (seee.g., [21-23]).
The orthorhombic unit cell of YAIO; contains four dis-
torted perovskite pseudocells. Therefore, Y3+ and Al3*
ions form four structurally nonequivalent positions.
Aluminum ions are surrounded by six oxygen ions
forming a dightly distorted octahedron (local symme-

1063-7834/03/4508-1459%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Structure of yttrium orthoaluminate.

try C,). The nearest neighbor environment of Y3*ionsis
more complicated and more strongly distorted (local
symmetry CJ). Figure 1 showsthe positions of Y3* ions,

which are substituted by rare-earth and Ce®* ions, in the
structure of yttrium orthoaluminate. The distancesfrom
the central yttrium ion to the nearest neighbor oxygen
ions vary from 2.28 to 3.0148 A. The second coordina-
tion shell of the yttrium site contains six other yttrium
ions forming a distorted octahedron, which is consid-
ered in detail below in Section 5. In distinction from the
aluminum ion positions, al oxygen and yttrium ions
are shifted by several tenths of an angstrom with
respect to ideal perovskite positions. Aluminum sites
possess only inversion symmetry, and yttrium sites
have a mirror symmetry plane normal to the c axis of
the crystal.

Yttrium ions in yttrium orthoaluminate crystals are
located in amirror symmetry plane perpendicular to the
c axis, i.e., inthe ab plane. Therefore, for the paramag-
neticionslocalized at these | attice sites, one of the prin-
cipal axes of the g tensor always coincides with the ¢
axis of the crystal, while the other two axesliein theab
plane. Furthermore, the Y ** positions make up pairs so
that the operation of inversion through an aluminum
site takes the members of the corresponding pair into
each other; therefore, there are only two magnetically
nonequivalent positions in the EPR spectrafor an arbi-
trarily directed external magnetic field B, aswell asfor
B rotating in the ab plane.
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4. EXPERIMENTAL RESULTS

EPR of Ce* ionsin yttrium orthoal uminate (without
Lu® ions) wasthoroughly studied in [19, 20]. The Ce**
ion has the electron configuration 4f* (one unpaired
electron) and the ground state %F,. Because of large
splitting of the Stark components, only the ground state
is observed in the EPR spectra. The cerium ions in
yttrium orthoaluminate crystal's substitute for Y3* ions,
as do the mgority of rare-earth elements. Natura
cerium has only two even isotopes, *°Ce and 4°Ce,
with zero nuclear spin. Because of the absence of odd
isotopes with nonzero nuclear spin, no magnetic hyper-
fine structure is observed in the EPR spectra for Ce*
ion. Highly anisotropic angular variations of the EPR
spectra for Ce** in YAIO; single crystals are described
by the spin Hamiltonian of orthorhombic symmetry in
the form

H = BBgS+ SAl, ()

where S= 1/2 is the effective spin, 3 is the Bohr mag-
neton, and g and A are the g-factor and hyperfine-inter-
action tensors, respectively. Thefollowing values of the
components of the g tensor were obtained: g, = 0.395 +
0.005, g, = 0.402 + 0.001, and g, = 3.614 + 0.005. The
local principal magnetic axes of a Ce* ion in yttrium
orthoaluminate are oriented so that the x axisis directed
along the c axis of the crystal andthey and zaxesliein
the ab plane. The local magnetic y axis makes an angle
of 31.8° with the crystallographic a axisin the ab plane.
Themean g factor is[gC= 1.47, whichisconsistent with
the g factor for the Kramers doublet ' of Ce** ionsin
acrystal field of cubic symmetry, g = 1.43[9].

For single crystals of YAIO; : Ce* containing
lutecium ions as an additional dopant, i.e., for mixed
orthoaluminates Y, _,LUAIO; (0 < x < 1), the EPR
spectra exhibit several new lines in addition to the two
principal intense lines from magnetically nonequiva
lent paramagnetic centers Ce*. These new lines are
grouped near the principal cerium linesand are strongly
anisotropic, and their widths are egual to those of the
principal lines. The integrated intensities and the num-
ber of new EPR lines depend on the content of the addi-
tional lutecium dopant and increase with x. The angular
and temperature variations of these lines, aswell asthe
mean g values, provide unambiguous evidence that the
observed new EPR lines in Ce-activated mixed
orthoaluminates also belong to the Ce* ions, which
substitute for Y3*. An increase in the content of
lutecium ions causes the spectra in the 3-cm band to
broaden, some new lines to appear, and the angular
variations of the spectra to become so complicated
and cumbersomethat detailed analysisin awide range
of angles 8 becomesimpossible. Such analysisis pos-
sible only at a small content of the additional dopant
(x<0.15).
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4 8 12
Magnetic field, kG

Fig. 2. EPR spectra of Ce®* ions in mixed orthoaluminate
YglUg1AlOzatv =9.24 GHz and T = 9 K in the range of

angle 6 from 40° to 50°.

EPR spectra of Ce** ionsin aY 4L uy,AlO; single
crystal at afrequency of 9.24 GHz and atemperature of
9K areshowninFig. 2 for theangle 6 varying intheab
plane from 40° to 50°. In thisrange of angles, when the
magnetic field B rotates in the ab plane, the best reso-
lution of additional EPR lines from cerium in the
YLUAP crystal isobserved. At small angles 6, the addi-
tional lines are not resolved and superimposed on the
principal line and the EPR spectrum becomes identical
to the usua spectrum from a Ce** ion in YAIO;. For
comparison, Fig. 3 shows similar spectrafor the single
crystal of Y 7L ug sAlO5, where the resolution of linesis
not as high asin the case of x = 0.1. Decomposition into
components of the most resolved EPR spectra from
Ce** ions for Y gl Uy, AlO; shows that the spectrum
consists of at least six additiona lines superimposed on
the principal EPR line of aCe** ion. Figure 4 shows, on
an enlarged scale of the magnetic field, the angular
dependences of all EPR lines observed experimentally
from Ce** ions. Dashed lines 1-6 in Fig. 4 correspond
to new cerium centers Cel—-Ce6 in YLUAP, and the
solid line, to the Ce3* center in YAP. It can be seen that,
along with the intense central line, there exist six lines
located in the immediate vicinity of the central compo-
nent. The values of the effective g factors are listed in
thetable for the case where the angle between the exter-
nal magnetic field and thea axisin the ab planeis equal
to 50°, which corresponds to the best resolution of the
spectrum.
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Fig. 3. EPR spectra of Ce>* ions in mixed orthoaluminate
Y7LUg3AlOzatv =9.24 GHz and T = 9 K in the range of

angle 6 from 40° to 50°.

It should be noted that the additional EPR linesfrom
cerium paramagnetic centers observed in the mixed
orthoaluminates differ in intensity but are qualitatively
similar (in the number of lines and angular variations)
tothe satellitelinesin YAIO;[19, 20]. Thissimilarity is
evidence that low-intensity lines from Ce** ions in
orthoaluminates with and without lutecium can be
caused by paramagnetic centers of the same nature.

5. DISCUSSION

As noted above, the results of EPR studies indicate
that Ce* impurity ionsisostructurally substitute for Y3+
ions in the crystal lattice. Our studies showed that the
Ce** EPR spectrafor solid solutionsY; _, L uAlO; aso
belong (irrespective of x) to Ce** ions at yttrium sites.
However, in distinction to “pure” YAP (YLUAP with
x = 0), EPR spectraof ceriumionsin single crystals of
mixed orthoaluminates consist of several lines. This
effect is caused by the formation of paramagnetic cen-
ters of different typesin the crystal. The Ce** ions are

Effective g factors of the Ce** ion in YAIO; and of additional
Ce™* centersinY ol Uy ,AlOs at v = 9.24 GHz, T = 9K, and
6 =50°

Cel
0.581

Ce3
0.646

Ced
0.685

Ceb
0.715

Ce6
0.746

Ce2
0.594

YAP: Ce
0.626
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Fig. 4. Experimental angular variations of resonance mag-
netic fields of Ce>* centers in Ygglug,AlO; a v =

9.24 GHz and T =9 K. Theresultsfor new centers Cel-Ce6
are shown by dashed lines 1-6; the solid line shows the

results for Ce* in YAIOs.

localized only at yttrium sites, but the crystal fields at
these sites differ in magnitude and symmetry dueto the
local lattice deformation caused by the substitution of
Y3 ions by Lu®* ions in the nearest neighbor environ-
ment of a paramagnetic center. The variety of types of
Ce** centers in mixed YLUAP aluminates depends on
the lutecium content and is caused only by statistical
fluctuations in the distribution of Lu®* ions over the
sites of the yttrium sublattice. The isovalent substitu-
tionY3* — Lu®* inY LUAP crystals does not affect the
electrostatic interaction of the cations at yttrium and
aluminum sites with their environment. Therefore, the
introduction of rare-earth impurity ionsinto YAIO; will
not be accompanied by the formation of defects com-
pensating for the difference between the charges of the
substitutional impurity and the substituted ions. How-
ever, the mixed crystals (solid solutions) possess a sta-
tistically disordered structure [24]. Lutecium ions sub-
stituting for yttrium ions in the orthoaluminate lattice
become nearest neighbors of Ce** activation centers
and distort the symmetry of their nearest neighbor envi-
ronment (inherent inYAP). Thus, the variety of types of
Ce** centers in mixed orthoaluminates is the conse-
guence of statistical fluctuations.

In order to understand the nature of the observed
new Ce3 EPR lines, let us consider the structure of the
nearest neighbor environment of the paramagnetic cen-
ter in the crystal lattice of orthoaluminate. Each Ce**
ioninYAIO; has eight oxygen ionsin its nearest neigh-
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Y3+<Lu3+)

Fig. 5. Structure of the yttrium nearest neighbor environ-
ment of the Ce3* ion in orthoaluminate. Ry, Ry, and Ry are
the distances from the paramagnetic center to the Y3* or
Lu®* sites.

bor environment, which form a distorted dodecahe-
dron. The next coordination shell contains six Y3* ions
and octahedrally coordinated Al* ions. Since Lu®* ions
substitutefor Y 3* ions, we should examine more closely
the configuration of these sites around the paramag-
netic Ce® center. This center is surrounded by six Y3*
or Lu®* ions located at three different distances, R; =
3641 A, R, =3.730 A, and R; = 3.792 A. These sites
form a distorted octahedron. Figure 5 illustrates the
model of this center. For simplicity, the AI** and O*
ions are not depicted and only Y 3* ions are shown.

The presence of an Lu®* ion with a smaller ionic
radius (0.97 A) at theY3* (1.02 A) site alters the interi-
onic distances and shifts the O?- ions surrounding both
Ce** and Lu®* ions, thereby forming different crystal
fields at those cerium ionsthat have an yttrium environ-
ment with partial substitution by one of severa
lutecium ions. The magnitude of the oxygenion shift is
determined by the ratio of the'Y3* and Lu®* ionic radii.
Therefore, the Lu* ion located in the second coordina-
tion shell of Ce?* affects the symmetry and magnitude
of the crystal field by deforming the oxygen dodecahe-
dron that surrounds the paramagnetic center.

In mixedY, _,LuAlO; orthoa uminates of the same
composition x, the Ce* ion can have a different rare-

earth environment. The symmetry and magnitude of the
crystal field will be different for those Ce** centers
which have a different number of Y3* ions substituted
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by Lu3* ions (from one to six) in their nearest neighbor
environment.

In yttrium orthoaluminate crystals, in the case of
isomorphic substitution and equiprobable distribution
of substitutional ions, one may assume that the proba-
bility of finding an Lu®* ion at a site of the yttrium cat-
ion sublatticeisthe samefor all positions, asisthe case
in other similar crystals, e.g., in fluorite, corundum,
garnet, and spinel [25]. In this case, we can calculate
the probabilitiesthat 1, 2, ..., or nidentical or different
ionswill be in the nearest neighbor cation coordination
shell of the paramagnetic center. The concentration of
single and complex centers can be determined by the
formula for repeated trials from the probability theory
(binomial distribution) [26]. In our case, the coordina
tion number isequal to six; therefore, the probability of

n(n=0,1,2, ..., 6) LU ions being in the rare-earth
octahedronis[27, 28]
_ 6! nea  n\6-n
P6n - n!(e_n)!x (1 X) ’ (2)

where Py, is the concentration of Ce** ions that have n
Lu®*ionsintheir nearest neighbor yttrium coordination
shell and x is the concentration of Lu®* ions in
Y,_LUAIO; The solid linesin Fig. 6 show the varia-
tions of these probabilities asafunction of Lu3* content
in single crystals of YAIO;. From these dependences, it
follows that at x = 0.1 the fraction of cerium centers
with n = 0is53.1%; 35.1% of cerium centers have one
lutecium ion in their nearest neighbor environment,
9.8% have two Lu®* ions, and the concentration of the
Ce®* centers with three Lu®* ions is 1.5%. The ratio of
the integrated intensities (experimental pointsin Fig. 6)
of the principal and additional EPR linesof Ce** ionsin
the Yol Uy, AlO; crystal agrees with the calculated
dependences of the probabilities of formation of addi-
tional centersinY,_,LuAlO; which also testifies to
the equiprobable distribution of lutecium ions in the
yttrium sublattice of this crystal. For x = 0.3, there is
only qualitative agreement between the calculated and
experimental intensity ratios. For this concentration of
the additional impurity in the crystal, the following
concentrations of single and complex centers will be
observed: 11.8% of paramagnetic centers will have no
Lu®* ions in there environment (n = 0), 30.3% of Ce*
ions will have one Lu®* ion in there nearest neighbor
environment, 32.4% will have two Lu3* ions, 18.5% of
Ce** ions will have three Lu®* ions (n = 3), and 6% of
cerium centers will have four Lu®* ions (n = 4). The
variety of different type of centersis not limited by the
six types associated with the various number of Lu®*
neighborsin theY3* positions. Even for the same value
of n but for different arrangements of Lu®* ions at the
vertices of the distorted octahedron formed by yttrium
sites, the crystal fields created by the additiona
lutecium impurity and acting on the paramagnetic Ce**
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orthoaluminate as a function of Lu®* content.
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Fig. 7. EPR spectrum of Ce®* jonsin aYAl Oz singlecrystal
atv=924GHz, T=9K, and 6 = 56°.
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ions will be different. For example, when there is one
substitutional ion, three different centers are created,;
the substitution of two yttrium ions may result in the
formation of seven different centers. Thus, at x = 0.1,
eleven different paramagnetic centers can be created in
Y LUAP, of which only seven centers could be observed
in detail (see Fig. 4, table). In the case of three substitu-
tiona ions, three centers with a different arrangement
of Lu®* are formed. All possible combinations in the
arrangement of Y3* and Lu* ions around Ce* corre-
spond to 27 different paramagnetic centers.

The additional EPR lines of Ce** observed in mixed
yttrium— utecium orthoaluminates have different inten-
sities; however, qualitatively (in the number of lines
and in the angular dependences), they are similar to the
satellite lines in YAIO5 [19, 20]. This similarity means
that in both cases additional EPR lines are caused by
paramagnetic centers of the same origin. For compari-
son, Fig. 7 shows the EPR spectrum of Ce* ions in
YAIO; observed at high amplification. Thus, the results
support the assumption that the satellite EPR lines of
Ce* ions in yttrium orthoaluminate are due to devia-
tions from the stoichiometric crystal composition.
These deviations manifest themselvesin the occurrence
of yttrium ions in auminum positions and vise versa,
which, according to [29], is possible within the range of
1 to 1.5% in high-temperature crystals.

ACKNOWLEDGMENTS

The authors are grateful to I. Kvapil for providing
the single crystal's of mixed yttrium- utecium orthoal u-
minates doped with cerium, to PG. Baranov and
M. Nikl for a detailed discussion of the results, and to
M.P. Pimenovafor help in the experiments.

REFERENCES
1. A. A. Kaminskii, Laser Crystals (Nauka, Moscow,
1975).
A.A. Kaminskii and B. M. Antipenko, Multilevel Func-
tiona; Schemes of Crystalline Lasers (Nauka, Moscow,
1989).
G. Blasse, Chem. Mater. 6, 1465 (1994).
M. Ishii and M. Kobayashi, Prog. Cryst. Growth Char-
act. Mater. 23, 245 (1992).
J. A. Mares, M. Nikl, C. Pedrini, et al., Mater. Chem.
Phys. 32, 342 (1992).
J. A. Mares and J. Kvapil, Ches. Chas. Fyz. A 38, 248
(1988).

7.

8.

9.

10.

11

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.
22.

23.
24,

25.

26.

27.

28.
29.

PHYSICS OF THE SOLID STATE \Vol. 45

ASATRYAN et al.

W. Rossner and B. C. Grabmaier, J. Lumin. 48, 29
(1991).

J. A. Mares, M. Nikl, J. Chval, et al., Chem. Phys. Lett.
241, 311 (1995).

A. Abragam and B. Bleaney, Electron Paramagnetic
Resonance of Transition lons (Clarendon, Oxford, 1970;
Mir, Moscow, 1972), Vol. 1.

S. A. Al'tshuler and B. M. Kozyrev, Electron Paramag-
netic Resonance in Compounds of Transition Elements
(Nauka, Moscow, 1972; Halsted, New York, 1975).

J. P. van der Ziel, F. R. Merrit, and L. G. van Uitert, J.
Chem. Phys. 50, 4317 (1969).

A. Pinto, N. Z. Sherman, and M. J. Weber, J. Magn.
Reson. 6, 422 (1972).

R. L. White, G. F. Herrmann, J. W. Carson, and M. Man-
del, Phys. Rev. A 136, 231 (1964).

O. F. Shirmer, K. W. Blazey, W. Berlinger, and R. Diehl,
Phys. Rev. B 11, 4201 (1975).

N. M. Nizamutdinov, N. M. Khasanova, G. R. Bulka,
et al., Kristallografiya 32, 695 (1987) [Sov. Phys. Crys-
tallogr. 32, 408 (1987)].

N. M. Khasanova, N. M. Nizamutdinov, G. R. Bulka,
V. M. Vinokurov, V. A. Akkerman, G. A. Ermakov, and
A.A. Markelov, Physics of Mineralsand Their Synthetic
Analogs (Kazan. Gos. Univ., Kazan, 1988), p. 73.

M. Yamaga, H. Takeuchi, T. P. J. Han, and B. Henderson,
J. Phys.: Condens. Matter 5, 8097 (1993).

M. Yamaga, T. Yosida, B. Henderson, et al., J. Phys.:
Condens. Matter 4, 7285 (1992).

H. R. Asatryan, J. Rosa, and J. A. Mares, Solid State
Commun. 104, 5 (1997).

G. R. Asatryan and J. Rosa, Fiz. Tverd. Tela (St. Peters-
burg) 44, 830 (2002) [Phys. Solid State 44, 864 (2002)].

S. Geller and V. Bala, Acta Crystallogr. 9, 1019 (1956).

P. Coppens and M. Eibschutz, Acta Crystallogr. 19, 524
(1965).

R. Diehl and G. Brandt, Mater. Res. Bull. 10, 85 (1975).

A.A. Kaminskii and V. V. Osiko, | zv. Akad. Nauk SSSR,
Neorg. Mater. 3, 417 (1967).

V.V. Osiko, Izv. Akad. Nauk SSSR, Neorg. Mater. 5, 433
(1969).

A. A. Borovkov, Course of the Theory of Probability
(Nauka, Moscow, 1972).

H. R. Asatryan, A. G. Petrosyan, E. G. Sharoyan, et al.,
Phys. Status Solidi B 102, 249 (1980).

H. R. Asatryan, Phys. Status Solidi B 150, 253 (1988).

S. Geller, G. P. Espinoza, L. D. Fullmer, and P. B. Gran-
dal, Mater. Res. Bull. 7, 1219 (1972).

Trandated by A. Zalesskir

No. 8 2003



Physics of the Solid Sate, Vol. 45, No. 8, 2003, pp. 1465-1470. Translated from Fizika Tverdogo Tela, \Vol. 45, No. 8, 2003, pp. 1396-1401.
Original Russian Text Copyright © 2003 by Osip’yan, Morgunov, Baskakov, Ovcharenko, Fokin.

DEFECTS, DISLOCATIONS,
AND PHYSICS OF STRENGTH

Structural Defectsin Molecular Crystals Based
on Heterospin Copper Complexes

Yu. A. Osip’yan*, R. B. Morgunov*, A. A. Baskakov*,
V. I.Ovcharenko**, and S. V. Fokin**
* | nstitute of Solid Sate Physics, Russian Academy of Sciences, Chernogolovka, Moscow oblast, 142432 Russia
e-mail: morgunov@ifft.as.ru
** |nternational Tomography Center, Sberian Division, Russian Academy of Sciences, Novosibirsk, 630090 Russia
Received December 25, 2002

Abstract—Jumplike changes in the microhardness, sample dimensions, and parameters of the EPR spectrum
were observed in molecular Cu(hfac),L crystals undergoing a phase transition. Defects that appear upon plas-
tic deformation (e.g., dislocations) and paramagnetic defects were revealed. The latter defects are likely breaks
in polymer chains and can serve as spin marksfor investigating the magnetic state of the crystal lattice. © 2003

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

To successfully devel op the methods of synthesizing
and controlling the properties of new organic and
molecular crystals, it is necessary to investigate the role
of structural defects in the formation of their magnetic
and electrical properties. Defects in molecular magnets
have been revealed to date in only a few works; they
were studied predominantly, by using only x-ray dif-
fraction or by measuring the temperature dependence
of the magnetic moment [1-6]. The absence of infor-
mation on the effect of defects on physical properties
hampers both adequate interpretation of the results of
molecular and spin design and understanding of the
crystal growth mechanisms. Moreover, it hinders the
development of the concepts of their mechanical prop-
erties, which are necessary for practical applications.

The purpose of this work is to reveal structural
defects and to establish their contribution to the mag-
netic and mechanical properties of novel polymer sin-
gle crystals Cu(hfac),L®, where Cu(hfac), is copper (1)
hexafluoroacetylacetonate [hfac = CF;—C(O)-CH-
C(0O)—CF;], Etisethyl C,Hs, and LF isthe stable nitro-
nyl nitroxide radical based on 2-imidazolyne cyclewith
apyrazole substituent in aside chain (Fig. 1a) [5]. The
possibility of controlling the atomic structure of high-
spin molecules and structural phase transitions in the
crystals alows us to consider the series of compounds
Cu(hfac),LR (where R = Me, Et, Pr, Bu) as one of the
most promising candidates for actualizing molecular
magnetism at high temperatures [6].

2. EXPERIMENTAL

Dark opaque Cu(hfac),L® crystals ~5 mm in size
were grown from asolution of Cu(hfac), and L® in hex-

ane upon cooling from +50°C to room temperature and
subsequent evaporation for two days. We repeated this
procedure 15-20 times by using single crystals from
the previous solidification as single-crystaline seeds
for the subsequent solidification. The Vickers hardness
(H) was measured on the well-developed face in the ab
plane (Fig. 1b) at aload of 0.1 N for aloading time of
10 s. For indentation at low temperatures, we designed
an attachment to a microhardness tester to measure
hardness in a controlled flow of cold nitrogen gas and
to maintain the sample, indenter, and thermocouple at
the same temperature (to check this, we carried out spe-
cia experiments). An indication that the apparatus
operated correctly was the fact that we could observe
the microhardness jump detected in [7] during the sc—
fcc phasetransition in Cg, fullerite single crystals (inset
to Fig. 2b). Some regions of the crystals grown con-
tained internal stresses, which appeared upon growing
and thermal cycling; in some cases, the stresses caused
microexplosions in the zone of contact between the
indenter and the crystal. Therefore, to measure H, we
used only indentations without microexplosions and
cracks.

The magnetic properties of the crystals, powders,
and their solutions were studied with an X-band EPR
spectrometer at a modulation frequency of 100 kHz,
modulation amplitude of 0.6-1.0 Oe, and power of
~1 mW. EPR signals recorded were proportional to the
derivative dx/dB of thereal part of the magnetic suscep-
tibility with respect to the magnetic field strength B.

3. EXPERIMENTAL RESULTS

The microhardness of the crystals at room tempera-
ture was measured to be about 150 M Pa, which is typi-
cal of most molecular solids (Fig. 2b). As the tempera-

1063-7834/03/4508-1465%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. (a) Structural formulas of copper hexafl uoroacetylacetonate (on the left) and nitronyl nitroxide radical (on the right) and
(b) the atomic structure of the molecule Cu(hfac),L Bt and the relative positions of polymer chains with respect to the faces of a

crystal (according to x-ray diffraction datafrom [5]).

ture decreases, the microhardness doubles near the
phase transition at T* = 220 K against the background
of adight, smooth increase in H (Fig. 2b). The temper-
ature range of thissharp rise (AT ~ 20 K) iscomparable
tothe AT value obtained in [7] upon studying the effect
of phase transitions on the mechanical properties of Cg,
fullerite and is somewhat wider than the width of this
transition region determined from the change in the
magnetic moment studied in [5] (Fig. 2a).

The development of plastic deformation during
indentation is generally accompanied by the generation
of defects. To reveal them, we designed a technique of
chemical etching. The high solubility of the crystals
allowed us to achieve selective etching only in a cold
(T =273 K) etching agent (pentane) under the condi-
tions of itsrapid evaporation from the surface of acrys-
tal in an airflow. Figures 3a—3c present micrographs of
the sample surface before and after etching. Etching of
acrystal subjected to indenting induces the appearance
of these defects near an indentation. It was found that
one of the angles between the rays of an indentation

PHYSICS OF THE SOLID STATE \Vol. 45

rosette is ~70° (Fig. 3c) [6]. An increasein the etching
duration or the dissolution of the ~50-um-thick surface
layer did not change the initial arrangement of etch pits
in the vicinity of the indentation. Double etching also
allowsusto reveal regionswith flat-bottomed and sharp
pits (Fig. 3d). Macroplastic deformation of the crystals
in an Instron testing machine at room temperature led
to their cracking. The surfaces of chopped-off crystal
fragments contain series of bands which are oriented at
an angle of 70° to each other and resemble dislocation
dlip bands (Fig. 4).

X-ray diffraction examination that can be used to
detect jumplike changes in the interatomic distances
when passing T* = 220 K has not been carried out.
Therefore, to be sure that a structural phase transition
exists, we studied the temperature dependence of the
relative change in the crystal size AL(T)/L(293) along
the a direction (i.e., along polymer chains). A sample
was fixed under the of objective a microscope, and the
decrease in L during cooling was measured over the
temperature range 180-293 K. In a narrow range near

No. 8 2003
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Fig. 2. Temperature dependences (a) of the magnetic
moment Pl Of @asample (in units of the Bohr magneton pg)
[5] and (b) of the microhardness of the Cu(hfac)zLEt single

crystals. For comparison, the inset shows the H(T) depen-
dencefor Cgq crystals[7].

T* = 220 K, nonmonotonic changes in the crystal size
were observed (Fig. 5). Below the temperature of the
phase transition, the temperature dependences of the
lattice parameter a and of the crystal length L differ
from each other (Fig. 5). We detected no hysteresis of
the crystal size during thermal cycling. Long-term
(~5 min) holding of the crystal at T* isaccompanied by
considerabl e self-excited oscillations of the sample sur-
face with an amplitude of AL/L ~0.1%. Thus, at 220K,
a first-order structural phase transition occurs that is
accompanied by jumplike changes in the magnetic
moment, microhardness, and crystal size.

We also recorded EPR spectra of the new compound
in solution and in the solid state. When crystals were
dissolved in a weakly polar toluene (concentration
~10759%), the observed EPR spectrum consisted of five
lines corresponding to the g factor g, = 2.00. Freezing
of the solution resultsin the broadening and confluence
of these lines (Fig. 6, curves 1, 2). The EPR spectrum
of the single crystal (curves 3-7) consists of a broad
singlet of Lorentzian shape. Against the background of
this signal, a weaker spectrum is observed at g = 2.00;
this spectrum coincides in position and shape with that
of the nitronyl nitroxide radical in the frozen solution
(Fig. 6). A decrease in the temperature down to T =
220 K leads to strong restructuring of the EPR spec-
trum of defects: the lines become split, their shape is
distorted, and their total area increases by a factor of

PHYSICS OF THE SOLID STATE Vol. 45 No.8 2003

SRR
(@) R

Fig. 3. The surface of an undeformed sample (a) before and
(b) after chemical etching and the surfaces (c) of a sample
after indentation (theindentation is at the center) and chem-
ical etching and (d) of a sample subjected to double etching
after deformation.
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Fig. 4. Fragments of the Cu(hfac)ZLEt crystal deformed to
failure.

10-50 (Fig. 6). Plastic deformation of the crystals by
1-3%, which increases the number of dislocations by
two or three orders of magnitude, and milling of the
samples into powders with a mean particle size of 1-
10 pm, which increases the surface area by two or three
orders of magnitude, do not change the portion of the
spectrum at g = 2.00 corresponding to the paramagnetic
defects found.

4. DISCUSSION OF THE RESULTS

Prior to discussing the causes of the changesin the
microhardness during the phase transition (Fig. 2b), we
will briefly dwell on the possible mechanisms of plastic
deformation in the Cu(hfac),L® crystals and the prop-
erties of the defects generated upon mechanical load-
ing. The regular equal facets of the etch pits appearing
after indentation (Fig. 3) indicate that they correspond
to structural defectswith certain crystallographic orien-
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Fig. 5. Temperature dependence of the relative variation of
the sample length AL/L(293) upon (1) cooling and (2) heat-
ing. (3) The temperature dependence of the relative varia-
tion of the lattice parameter Aa/a (according to x-ray dif-
fraction data from [5]).

tations. Since the pit arrangement in the vicinity of an
indentation remains the same after a 50-um-thick sur-
face layer has been etched, selective etching can be
used to reveal linear defects generated by plastic defor-
mation. The fact that flat-bottomed and sharp pits are
observed after double etching (Fig. 3d) indicates that
the linear defects move in the field of internal mechan-
ical stresses. These defects are most likely dislocations.
In this case, the etch pits disclosed without loading
(Fig. 3a) can correspond to growth dislocations. Note
that growth dislocations have been observed earlier
only in thin films from among the whole set of com-
pounds based on the nitronyl nitroxide radical and
metal complexes[g].

According to x-ray diffraction data [5, 6], polymer
chains are bound by the van der Waals interaction and
are placed in layers parallel to the ab plane (Fig. 1b). In
these alternating layers, polymer chains make an angle
of 70° with the chains of the next layer. Hence, the
angles of ~70° between the rays of the indentation
rosette (Fig. 3) and between the slip bands on the crys-
tal surface (Fig. 4) can be accounted for by the pre-
ferred directions of the arrangement of polymer mole-
culesin the adjacent layers.

Thestructural defectsfound can move during plastic
deformation (Fig. 3d), thereby contributing to the
microhardness. Therefore, we can assumethat the jump
in H during the phase transition (Fig. 2b) is similar to
the H jump in fullerenes [7], where it is explained by a
change in the dislocation mobility depending on the
character of energy dissipation near dislocation cores
[9]. Inthe crystals under study, the freezing of the rota-
tion of the side groups F, which was detected in [5]
from changes in the infrared transmission spectra
caused by the phase transition, can decrease the dislo-
cation mobility and induce an increasein H as the tem-
perature is reduced below 220 K. Another cause of the
sharp change in H can be a change in the strength and
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length of intermolecular bonds. For example, according
to the x-ray diffraction data, one of the O—Cu-O axesin
the CuO,N, bipyramid is strongly elongated along the
direction of the applied load (Fig. 1a).

As for the magnetic properties of the crystals, we
note that the temperature dependence of the effective
magnetic moment [y measured in [5, 6] showed the
absence of long-range order at 4-300 K and ajumpwise
change in pg at T = 220 K (Fig. 2a) [5]. Ovcharenko
et al. [5] assumed that the cause of the sharp pg jump
could be a change in the environment of the Cu?* ions
inside the coordination polyhedra CuO,N, and CuOq
(i.e., a change in the lengths of the Cu—O, and Cu-N
axial bondsin the CuOg and CuO,N, polyhedra, respec-
tively) during the structural phase transition. To estab-
lish the role of the defects in the formation of the mag-
netic properties of the crystals during the phase transi-
tion, we will discuss the EPR spectra recorded in this
work.

The broad line in the EPR spectrum of the single
crystal corresponds to a g factor equal to 2.08, which
agreeswell with thevalue of g=(g¢, + 9, )/2 of the cop-
per—nitroxyl system with exchange coupling, where
Ocy = 2.16 isthe g factor of Cu?* in hexafluoroacetylac-
etonate [10]. The calculation of the number of spins
forming this EPR signal showed that almost all spins of
the crystal lattice contribute to this broad singlet. An
estimation of the number of spins forming the addi-
tional signal at g = 2.00 gives 107 of their total number
in the crystal at T = 293 K. Hence, the corresponding
EPR spectrum characterizes paramagnetic defects.
Note that the spectrum of these defects virtually coin-
cides with the EPR spectrum of the frozen solution of
Cu(hfac),LE in toluene (Fig. 6, spectrum 2). The EPR
spectrum of Cu(hfac),L® in liquid toluene consists of
several lines, which appear to correspond to transitions
between the levels of the radical LE (spin 1/2) split by
the hyperfine interaction with the N7 nuclei (nuclear
spin 1) (Fig. 6, spectrum 1). The broadening and con-
fluence of these lines upon freezing the toluene are
likely due to adecrease in the radical rotational mobil-
ity (Fig. 6). We assume that the same effect can also be
caused by the low rotational mobility of the LF radicals
in the single crystals and that the paramagnetic defects
forming the spectrum at g = 2.00 contain L.

What is the nature of these paramagnetic centers?
Since the EPR spectra at g = 2.00 remain unchanged
after plastic deformation of the crystal's, we assume that
the nucleation and motion of the defects that appear
during the plastic deformation are not accompanied by
breaks in the polymer chains and are reduced to dis-
placements of molecules with respect to one another.
This mechanism of defect formation requires a signifi-
cantly lower energy in comparison with the case of
breaking the intermolecular chemical bonds. Thus, the
defects that nucleate during deformation do not con-
tribute to the EPR signal at g = 2.00.
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Fig. 6. EPR spectra of Cu(hfac)ZLEt (2) dissolved in toluene
and (2) inthe frozen toluene solution and (3-7) EPR spectra
of the Cu(hfac),L Bl single crystal with its ab plane normal

to the static magnetic field at a temperature of (3) 293,
(4) 285, (5) 228, (6) 209, and (7) 182 K.

We could also assume that the paramagnetic centers
found are L® radicals, for example, “sgueezed”
between molecules making up the lattice. In this case,
however, the number of spins should be independent of
temperature. Actually, a T ~ 220 K, the number of
spins of the paramagnetic defectswith g = 2.00 strongly
increases; thisincrease is equivalent to a 3-5% increase
in the effective magnetic moment (i.e., it iscomparable
tothejumpin g detectedin[5, 6]) (Fig. 6). Therefore,
these defects are most likely breaks in polymer chains
caused by changesin the molecule sizes and by thermal
expansion of the crystals. In this case, the length of a
polymer chain should consist of ~10° fragmentsat T >
220 K and ~10? fragments at T < 220 K. This assump-
tionisalso supported by thefact that the “ weakest chain
link” isthe bond with the L radical; therefore, it isthe
LE radical that will additionally contribute to the EPR
spectrum during mechanical tension of the chain to its
break.

The recovery of the EPR spectrum upon heating the
crystal above the temperature of the phase transition
(i.e., the disappearance of the paramagnetic defects that
appeared upon cooling) may imply that an increase in
the mobility of radicals allows them to recover the ini-
tial chemical bonds with a broken polymer molecule.
The similar reversible nucleation is aso inherent in
those defects that cause a difference in the temperature
dependences of the relative variations in the lattice
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parameter Aa/a and the crystal length AL/L below the
phase transition temperature (Fig. 5). Since no hystere-
sis of the crystal length is observed during a cooling—
heating cycle (Fig. 5), a certain equilibrium concentra-
tion of these defects can be assumed to exist at temper-
atures below T = 220 K.

5. CONCLUSIONS

Thus, molecular heterospin Cu(hfac),L crystals
have been established to undergo a structural phase
transition at 220 K, which is accompanied by a jump-
like change in the microhardness, sample dimensions,
and parameters of the EPR spectrum.

Two types of structural defects have been reveaed:
linear defects nucleating during plastic deformation
(dislocations, microtwins, etc.) and paramagnetic cen-
ters containing the nitronyl nitroxideradical LE. Plastic
deformation of the crystals was found to be accompa-
nied by the nucleation and motion of linear defects,
which do not change the shape of the EPR spectrum.
Note that, although mobile dislocations in polymers
have not yet been detected experimentally, the possibil-
ity of their appearance is supported by the results of
molecular-dynamics simulations [11, 12].

The paramagnetic defects, which are likely breaks
in polymer chains, significantly contribute to the
change in the effective magnetic moment during the
phase transition. These defects should be taken into
account in order to adequately interpret the magnetic
properties of the defect-free part of acrystal. The para-
magnetic centers detected can serve as spin marks for
investigating the magnetic state of the crystal lattice,
since their EPR spectrum is highly sensitive to changes
in the structure and interatomic distances.
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Abstract—The mobility of individual triple junctions in aluminum is studied. Triple junctions with [111[]
(1000 and 110t It boundaries are studied. The data obtained show that, at low temperatures, the mobility of
the system of grain boundarieswith atriplejunctioniscontrolled by the mobility of thetriplejunction (thejunc-
tion kinetics). At high temperatures, the system mobility is determined by the mobility of the grain boundaries
(the boundary kinetics). Thereisatemperature at which the transition from the junction kinetics to the boundary
Kinetics occurs; thistemperature is determined by the crystallographic parameters of the sample. © 2003 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Although triple junctions, along with grain bound-
aries, are main defects in polycrystals, they have
attracted considerable interest only recently. The avail-
able data indicate that triple junctions and the grain
boundaries they are made up of differ from each other.
For example, it was shownin[1] that the diffusion coef-
ficient of Zn along atriple junction in Al exceeds that
along the grain boundaries it is made up of by three
orders of magnitude. Triple junctions are the predomi-
nant sites of corrosion in Ni [2]. The presence of triple
junctions specifies the mechanical properties of a mate-
rial. For example, Rabukhin [3] found experimentally
that the mechanical strength of thin filaments without
triple junctions (the so-called “ bamboo” structure) was
twice as high as that of filaments with triple junctions.
It was also shown in [4] that in the former casethe plas-
ticity islower (by afactor of three to ten, depending on
thegrain size) and theinternal friction issmaller almost
by afactor of three.

The effect of triple junctions on grain-boundary
migration was first considered theoretically in [5]. The
velocity of the system of grain boundaries with atriple
junction (Fig. 1) is determined by

v = 2, @

where 8 is the apex angle in the triple junction, mgg is
the grain-boundary mobility, o is the surface tension of
agrain boundary, and a isthe grain width. On the other
hand, the velocity of the triple junction experiencing
the driving force 0gg(2cosb — 1) is

V = mp;0gg(2c0s6 - 1), )

where my;isthe triple-junction mobility. Therefore, the
equilibrium value of the angle 6 for the case of steady-
state motion of the system can be found from the con-
dition

20 _ mpa
2c0s8—-1  mg

= A. 3)

Galina et al. [5] showed that, for a system of grain
boundaries with atriple junction as presented in Fig. 1,
two Kinetic motion modes exist; in one of them, the sys-
tem mobility is dictated by the triple-junction mobility,
and in the other, it is dictated by the mobility of the
grain boundaries. The value of the dimensionless
parameter A is the criterion for the transition from one
kinetics to the other. At A < 1, theangle® — 0 and
the velocity of the system is controlled by the triple-
junction mobility in accordance with Eq. (1) (the junc-

GB 0 a

GB —

Fig. 1. Configuration of grain boundariesin atriplejunction
during steady-state motion.
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GBI

‘a/" Grain 3

GBII GBIII

Grain 1

Grain 2

Fig. 2. Sample with atriple junction (schematic).

tion kinetics mode). At A > 1, the angle 6 tends to its
equilibrium value 6. In this case, the velocity of the
system of grain boundaries with a triple junction does
not depend on the triple-junction mobility and is only
determined by the boundary properties [Eq. (2), the
boundary kinetics mode].

Czubayko et al. [6] were the first to experimentally
confirm this prediction by studying the mobility of indi-
vidual triple junctionsin Zn. In thiswork, we study the
migration of triple junctions in aluminum.

2. EXPERIMENTAL

For investigation, we used high-purity (99.999%) Al
grown by directional solidification in an argon atmo-
sphere. The schematic of a sample is shown in Fig. 2.
The grain boundaries are normal to the sample surface
and are tilt boundaries. We studied the mation of triple
junctionsin three crystallographic planes: (100), (110),
and (111). The grain-boundary angle was determined
using the Laue method. The crystallographic parame-
ters of samples are given in the table.

To study the migration characteristics of individual
triple junctions, we performed sequential high-temper-
ature annealings of samples and determined the dis-
placements of the triple junctions as a function of time
using an x-ray device for continuous tracking of mov-
ing interfacesin crystalline solids [7].

The angle 6 was determined by optical microscopy
using thermal and chemical etch grooves (Fig. 3).

PROTASOVA et al.

Fig. 3. Shape of atriple junction revealed by (a) chemical
and (b) thermal etching.

To measure the migration velocity, a groove on a
sample was removed by polishing prior to subsequent
annealing.

To calculate A for a system of grain boundaries
moving in asample, we determined theratio o5/0 (0 is
the surface tension of boundaries GBI and GBIl and o,
is that of boundary GBIIl) assuming that 8 reached its
equilibrium value at temperatures close to the melting
point. The value of 8 near the melting temperature was

Crystallographic, kinetic, and thermodynamic parameters of triple junctions

Sample no. 1 2 3 4 5 6 7 8 9

GBI 21° 1110 20° @110 20° [110{ 22° [1000| 12° [1000| 37° 000 12° [1000| 27° [11001| 44° (11001
GBII 18° 1110]| 25° 11101 10° [11101| 28° [1000]| 25° 00| 25° [10001| 37° [10001| 22° [1100]| 29° 1100
GBIl 3° 110 5° 110| 30° 110| 6° [1000)| 37° (10001 12° [000)| 25° M000| 5° @100| 15° @100
AT, °C 398479 | 380420 | 470-510 | 460-495 | 590610 | 500-550 | 520-570 | 469591 | 530-591
Hgg, €V 1.0 0.4 13 0.9 1.4 13
Ayge, M?/s 0.03 39x10° 05 47 x 10 23 0.4
Hrj eV 1.8 2.0 33 3.6 4.4 2.7

Agry mPs | 45x10* | 1.8 x10° 1.8 x 1013 9.8x 10" | 1.8x 10| 1.3x10°
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() (b)

GBIII

GBII GBI

26,

Fig. 4. Scheme of the experiment for determining B

(a) the system of grain boundarieswith atriplejunction (the
lateral boundaries are notched) and (b) the same system
after annealing.

obtained from the following experiment. Samples with
triple junctions were annealed at T = 655°C (close to
the melting temperature) for 5 min. To avoid complete
disappearance of the grain between boundaries GBI
and GBII, we made anotch (groove) asshowninFig. 4.
After annealing, the sample was rapidly cooled and the
boundary position and the angle 20 = 20, were deter-
mined with a microscope [8]. The value of o3/0 can
also be calculated from the reported data[9].

The mability of the system of grain boundaries with
a triple junction was calculated, using the experimen-
tally found velocity from the formulas [10]

Va 1 Hee

AGBEZ_G = MggOcgg = AOGBeXpD_WDv (4)
An=—2 = m o= A exp 1] (5
™™ 2c0s0 —0,/0 Mra0cs mSP T

where Agg and Ar; arethe mobilities of the grain bound-
ariesand triple junctions, respectively, and Hgg and Hy;
are their respective activation energies.

3. RESULTS AND DISCUSSION

Figure 5 shows the temperature dependences of the
dimensionless parameter A for samples 1, 7, and 8.
According to the approach proposed in [5], two motion
modes of the system of grain boundaries with a triple
junction can be distinguished in the temperature depen-
dence of the parameter A. At low temperatures (up to
430°C for sample 1, 530°C for sample 7, and 510°C for
sample 8), the parameter A is rather small and remains
virtually unchanged. The system mobility is controlled
by the triple-junction mobility (the junction kinetics).
Then, the parameter A\ increases and the triple junction
exerts a weaker effect on the system mobility. In this
temperature range, the system mobility is specified by
the grain-boundary mobility (the boundary Kinetics).

For the temperature ranges differing in the A behav-
ior, we calculated the mobility of the system of grain
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Fig. 5. Temperature dependences of the dimensionless
parameter A for atriple junction: (a—) samples 1, 7, and 8,
respectively (seetable).

boundarieswith atriplejunction (Fig. 6). Thelineswith
solid symbols show the mobilities of triple junctions
demonstrating both motion modes, with the junction
and boundary Kkinetics. Asis seen from the curves, the
three crystallographic systems exhibit common fea-
tures; namely, at low temperatures (the junction kinet-
ics), the motion of the system of grain boundaries with
a triple junction is characterized by a high activation
energy, whereas at high temperatures (the boundary
Kinetics), this system moves with a low activation
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T, °C
530 500 470 440 380
T T T T T
Hy;=04¢eV (a)
1078_
E
<
1077
H1=1.86V
1 1 1 1 1
125 130 135 140 145 150 1.55
1/T, 103/K
T, °C
575 540 505 470
T T T T
Hg=3.6eV (b)
Hs=13eV
1078_ \@\E\@\
E
< H,=33eV
H,=09eV
1079_
H7=4.3CV
1 1 1 1 1
1.10 1.15 120 125 130 135 140
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T, °C

570 550 530 510 490 470

(©

Hy=14¢eV

A, m%/s

H8 = 27 eV

1079+ 1/T, 103/K

|
1.16 1.20

1 1
1.24 1.28
1/T, 103/K

| |
1.32  1.36

Fig. 6. Temperature dependences of the triple-junction
mobility in the planes (a) (111), (b) (100), and (c) (110).
H;—Hg are the activation energies in samples 1-9, respec-
tively (see table). For samples 1, 7, and 8, two activation
energies, corresponding to the low- and high-temperature
ranges of the H(T) dependences, are given.

energy. Additionally, Fig. 6 shows the mobilities of tri-
ple junctions with other values of the misorientation
parameters of the neighboring grains; their motion was
studied in narrow temperature ranges (lines with open
symbols). However, it is seen that such systems demon-
strate similar behavior in the high- and low-temperature
ranges. motion with ahigh activation energy in the low-
temperature ranges and a low activation energy in the
high-temperature range. The calculated values of the
grain-boundary (Aygg) and triple-junction (Ayr;) mobil-
ities, as well as the corresponding activation energies
(Hoes and Hgrj, respectively), are given in the table
(AT isthe temperature range of sample annealing).

4. CONCLUSIONS

The results obtained show that there are two modes
of motion for the system of grain boundaries with a tri-
ple junction in aluminum: at low temperatures, the
junction decreases the system mobility (the junction
kinetics), whereas at high temperatures, the system
mobility is controlled by the grain-boundary mobility
(the boundary kinetics). Thereisatemperature at which
the transition from the junction to boundary kinetics
occurs; thistemperature is determined by the crystallo-
graphic parameters of the sample.

REFERENCES

A. Peterling, S. Peterline, and O. Oreshina, Defect Dif-
fus. Forum 194-199, 1265 (2001).

2. G.Pdumbo and K. T. Aust, Scr. Metall. Mater. 24, 1771
(1990).

3. V. B. Rabukhin, Poverkhnost, No. 10, 5 (1983).

4. V. B. Rabukhin, Fiz. Met. Metaloved. 55 (1), 178
(1983).

5. A.V.Gdlina, V. E. Fradkov, and L. S. Shvindlerman, Fiz.
Met. Metalloved. 63 (6), 1220 (1987).

6. U. Czubayko, V. G. Sursaeva, G. Gottstein, and
L. S. Shvindlerman, Acta Mater. 46, 5863 (1998).

7. U. Gubayko, D. Molodov, B.-C. Petersen, et al., Meas.
Sci. Technol. 6, 947 (1995).

8. S.G. Protasova, G. Gottstein, D. A. Molodov, et al., Acta
Mater. 49, 2519 (2001).

9. G. Hasson and C. Guox, Scr. Metall. 5, 889 (1971).

10. G. Gottstein and L. S. Shvindlerman, Grain Boundary
Migration in Metals: Thermodynamics, Kinetics, Appli-
cations (CRC, Boca Raton, 1999).

=

Trandated by K. Shakhlevich

PHYSICS OF THE SOLID STATE Vol. 45 No.8 2003



Physics of the Solid Sate, Vol. 45, No. 8, 2003, pp. 1475-1478. Translated from Fizika Tverdogo Tela, \ol. 45, No. 8, 2003, pp. 1406-1408.

Original Russian Text Copyright © 2003 by Popov, Beznosikov.

MAGNETISM
AND FERROELECTRICITY

Absorption of Light by Exchange-Coupled lons
in a 2D Antiferromagnet

E. A. Popov* and B. V. Beznosikov**

* Sberian Sate Aerospace University, Krasnoyarsk, 660014 Russia
** Kirensky Ingtitute of Physics, Sberian Division, Russian Academy of Sciences,
Akademgorodok, Krasnoyar sk, 660036 Russia

e-mail; ise@iph.krasn.ru
Received October 28, 2002

Abstract—The optical absorption spectraof Rb,Mn,Cd; _,Cl, crystals are experimentally studied in the vicin-
ity of a magnon sideband of the exciton band at a manganese content x ranging from 1.0 to 0.4. Additional
absorption bands are observed with an increase in the magnetic structural disorder upon replacement of man-
ganese ions by cadmium ions. An analysis of the evolution of the additional absorption bands in a magnetic
field during the spin-flop phase transition and the change in the intensity with variations in the manganese con-
tent x demonstrates that these bands are associated with the excitation of the exchange-coupled pairs of man-
ganese ions located in different environments in a plane square lattice. The phase boundary between the anti-
ferromagnetic and spin-flop phases is constructed using the results of optical measurements. The manganese
content corresponding to the magnetic percolation point is evaluated. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Asisknown, afine structure observed in the optical
absorption spectra of antiferromagnets containing 3d
ionsis caused by interactions of different naturesin the
crystals. In addition to the bands attributed to the sin-
gle-ion electron optical transitions, the spectra of mag-
netic crystals at optical frequencies exhibit bands asso-
ciated with excitations of different origins (magnons,
phonons, etc.). Since the main features of spectra
bands of different natures are well known [1, 2], it is
possible to identify the absorption bands and then to
use available data on the optical spectra in analyzing
the specific features of the excitation energy spectraand
the magnetic structure of the crystal. Disordering of the
crystal, for example, due to an appreciable impurity
concentration, violates tranglational symmetry. In this
case, the quasi particle approach underlying the descrip-
tion of the optical spectra does not hold. If the order in
a crystal is disturbed, one can expect qualitative
changes in the absorption optical spectra. For example,
the introduction of amagnetic impurity into aantiferro-
magnet can give rise to additional bands in the spec-
trum due to the occurrence of either the localized states
or the resonance states [2, 3]. We succeeded in observ-
ing new bands in the spectrum of a two-dimensional
(2D) antiferromagnet upon replacement of magnetic
ions by nonmagnetic ions in an Rb,MnCl, crysta

diluted with Cd?* ions.
Crystals of Rb,MnCl, at room temperature have a

tetragonal structure with Dj; symmetry. At the Néel
temperature Ty = 57 K, the Rb,MnCl, crystal is charac-

terized by an antiferromagnetic order with easy-axis
anisotropy paralel to the C, symmetry axis of the crys-
tal [4]. The spin-flop transition occursin thefield Hg: =
56 kOe. The Mn?* ions are located in layers perpendic-
ular to the C, symmetry axis at sites of a plane square
lattice of the crystal. The interlayer distance consider-
ably exceeds the distance between the Mn?* nearest
neighbor ions located in the same layer. As aresult, the
intralayer exchange interaction between the manganese
ions is two orders of magnitude stronger than their
interlayer exchange interaction, which is responsible
for the two-dimensional behavior of the magnetic sys-
tem of the crystal.

2. SAMPLES AND EXPERIMENTAL
TECHNIQUE

Crystals for study were grown using the Bridgman
method in a vertical tube furnace. The optical absorp-
tion spectra were measured on a spectrometer with a
resolution of 3 A/mm at a temperature of 4.3 K. Mag-
netic fields with a strength up to 250 kOe were gener-
ated in apulsed solenoid with apul se duration of 20 ms.
The spectra were recorded on photographic film.

3. RESULTS AND DISCUSSION

Figure 1 shows the absorption spectra of
Rb,Mn,Cd, _,Cl, for the a polarization at frequencies
closeto ~26500 cm™ and different manganese contents
X. The absorption observed in this range is due to the
transition ®A;4(°S) — “T,4(*D) inside the 3d shell of

1063-7834/03/4508-1475%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Absorption spectra of Rb,Mn,Cd; _,Cl, crystalsin
the vicinity of the exciton—magnon absorption band D for
the a polarization with the wave vector k || C4, the electric-
field vector E 0 C4, T = 4.3 K, and different magnesium
contents x: (0) 1.0 (calculated shape of the exciton—magnon
band), (1) 1.0, (2) 0.9, (3) 0.8, (4) 0.7, and (5) 0.4.

Mnr?* ions. This figure represents a group of bands
attributed to this transition in the long-wavelength
range. It can be seen that the absorption spectra of the
crystal at x = 1.0 contain a narrow electrodipole band
D;. The polarization of the D, band corresponds to
selection rules for a single-magnon sideband of the
exciton band. The intralayer exchange interaction
between Mn?* ions was estimated as J/k = -5.6 K from
the results of magnetic [5] and magneto-optical [6]
measurements. The energy of magnons with wave vec-
tors at the boundary of the Brillouin zone, which, as a
rule, make the main contribution to the exciton—-mag-
non absorption in acollinear antiferromagnet, was esti-
mated at 80 cm. The magnetodipole exciton band at
an energy of ~80 cm* below the energy corresponding
to the D, band was revealed in the spectrum of mag-
netic circular dichroism [7]. Although this band was not
observed in the absorption spectrum due to the low
intensity, its energy location isindicated in Fig. 1 and
the band itself isdesignated asE,. Kojimaet al. [8] cal-
culated the line shape for exciton—magnon absorption
of a 2D antiferromagnet with a square lattice. The line
shape depends on many parameters and can be differ-
ent. However, in the case when the interaction between
the exciton and the magnon can be disregarded and the
parameters of the resonance transmission of optical
excitation from ion to ion are small (and, as a conse-
guence, the dispersion of the exciton band issmall), the
band under consideration becomes narrow and strongly
asymmietric. Theline shape cal culated for asquare anti-
ferromagnetic | attice under the above assumptionswith
the relationships described in [8] is presented in Fig. 1
(curve 0). In these calculations, the exchange integral
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Fig. 2. Dependences of the energies of the bands D4, D,

and Dj on the magnetic field H || C,4 at different magne-

sium contents x. T = 4.3 K. The inset shows a fragment of
the phase diagram plotted in the x-H coordinates at T =
4.3 K according to the results of spectral measurements.

and the anisotropy field were taken from [6] and [5],
respectively. The anisotropy field virtually does not
affect the exciton—-magnon band but eliminates the
divergence in the expression for the line shape at the
center of the Brillouin zone.

As the content of Mn?* ions decreases, additional

bands (D; and D;') appear in the range of the D, exci-
ton—magnon band, whereas the D, band itself becomes
lessintense and almost disappearsat x = 0.7 (curve 4 in
Fig. 1).

Figure 2 depicts the dependences of the energy loca-

tion of thebands D,, D; , and D; on the magnetic field
aligned pardlel tothe C, axisof the crystals. Inthe anti-
ferromagnetic phase, the spin-flop transition leads to a
jumplike shift of all the bands revealed in the a-polar-
ized absorption spectrum (including the bands
observed upon dilution of the magnetic crystal) by the
same value. This suggests that al these bands are asso-
ciated with the same exciton.

The magnitude of the jump in the energy of the
absorption bands upon the spin-flop transition
decreases aimost linearly as the manganese content x

No. 8 2003
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decreases, which reflects the decrease in the mean
exchange field due to the dilution of the Rb,MnCl,
crystal, and vanishes at x = 0.6. The inset in Fig. 2
shows the dependence of the field of the spin-flop tran-
sition on the manganese content at T = 4.3 K, which

was obtained from observations of the D,, D; , and D,

bands in a magnetic field. The estimate of the critical
manganese content (X, = 0.6) corresponding to atransi-
tion from the antiferromagnetic state to a disordered
state of the crystal agreeswell with thetheoretical value
(0.59) for the point of magnetic percolation in a plane
square lattice.

For the Rb,MnCl, crystal, the D, excitorn—magnon
band is unique with respect to its parameters owing to
the small dispersion of the exciton band. The replace-
ment of manganese ions by cadmium ions in the mag-
netic lattice disturbs both translational symmetry and
theinitial magnetic order. In this case, the contribution
of the short-wavelength magnons (short-range mag-
netic order) to the exciton—magnon absorption
increases and the band should become more symmetric
and less intense with a decrease in the manganese con-
tent x. This behavior is observed for the D, band.

The energy location of the D; and D; bandsin the
spectraof diluted crystalsindicates that these bands are
associated with the same process of excitation asin the
case of the D, band. The energies at their maxima are
~E/4 and ~E,,/2 less than the energy at the maximum
of the D, band. Here, E,, is the magnon energy at the
boundary of the Brillouin zone. The energy separation
between the states split along the projection of the spin
in alocal magnetic field decreases by the same value,
provided the nearest environment of the Mn?*-Mn?*
pair isconsidered afield source and, in the nearest envi-
ronment itself, one or two Mn?* ions are replaced by
Cd?*ions. Thetotal absorption by an exchange-coupled
pair of magnetic ions is proportional to the number of
pairs. The probabilities of finding no Cd?* ions, one
Cd?*ion, or two Cd?* ionsin the nearest environment of
the Mn?*~Mn?* pair depend on the manganese content
X. Figure 3 presents the statistical estimates of these
probabilities obtained by statistical modeling. The ana
lytical dependences of the probabilities on the manga-
nese content x for these three cases obey the laws X8,
6x’(1 — X), and 15x8(1 — x)?, respectively, and coincide
with the curves depicted in Fig. 3. In the case when the
D, exciton-magnon band shape remains unchanged

upon dilution of the crystal and the D; and D; bands

have a Gaussian shape, the concentration dependences
of the integrated intensities of these three bands after
their separation approximately coincide with the curves
shownin Fig. 3. The vertical linesin Fig. 3 indicate the
ratios of the numbers of ion pairs for manganese con-
tentsat which the measurementswere carried out. These
ratios correlate well with the intensity ratios of the D,

PHYSICS OF THE SOLID STATE Vol. 45 No. 8

2003

1477
n/ng
1
0.5+
2
3
0 I ! I
1.0 0.9 0.8 0.7

X

Fig. 3. Dependences of the relative number of nearest
neighbor manganese ion pairs in a square lattice on the
manganese content X when the nearest environment of man-
ganeseions contains (1) no cadmiumions, (2) one cadmium
ion, and (3) two cadmium ions.

D;, and D; bands. Therefore, the D; and D; bands
appear in the absorption spectra of Rb,Mn,Cd, _,Cl,
crystals as a result of the excitation of exchange-cou-
pled pairs of Mn?* ions in a spatially disordered mag-
netic structure, provided the nearest environment of the
Mn?* ions contains Cd?* ions.

In addition to the D, band, the spectra of the
Rb,MnCl, crystal exhibit magnon sidebands in the
vicinity of the transitions °A;4(°S) — “T,y(*D) [9] and
6, (69 —~ ‘Al E,(‘G) . However, the line shape of
these satellites does not allow one to observe additional
bands similar to the bands D; and D; .

4. CONCLUSIONS

Thus, we studied the dependences of the optical
absorption of a2D magnet on the content of magnetic
ions and on the magnetic field in the range of the exci-
ton—-magnon absorption. Owing to the unique parame-
ters of the D; exciton—magnon band, the additional
absorption bands associated with the optical excitation
of exchange-coupled pairs of Mn?* ions were observed
for the first time in the spectrum of an antiferromag-
netic crystal upon its dilution with a nonmagnetic
impurity. The phase boundary between the antiferro-
magnetic and spin-flop phases was constructed using
the results of optical measurements.

ACKNOWLEDGMENTS
We would like to thank 1.S. Edel’ man for his partic-
ipation in discussions of the results.

Thiswork was supported in part by the Russian Fed-
eral Program “Integration,” project no. 0017.



1478 POPQV, BEZNOSIKOV

REFERENCES 6. E. A. Popov and M. M. Kotlyarskii, Fiz. Tverd. Tela

1. E. G. Petrov, Theory of Magnetic Excitons (Naukova (2I_2er1|7r16g£a(dl)9%%)(]10) 3019 (1980) [Sov. Phys. Solid State
Dumka, Kiev, 1976). ’ '

2. V. V. Eremenko, N. F. Kharchenko, Yu. G. Litvinenko, 7. A.Vervoitte, J. C. Canit, B. Briat, and U. Cambli, Phys.

and V. M. Naumenko, Magneto-Optics and Spectros- Status Solidi B 124 (1), 87 (1984).

iggg)_()f Antiferromegnets (Nakova. Dumka, Kiev, 8. N. Kogjima, T. Ban, and |. Tsujikawa, J. Phys. Soc. Jpn.
3. O. Cador, C. Mathoniere, and O. Kahn, Inorg. Chem. 39 44.(3), 923 (1978).

(17), 3799 (2000). 9. E.A.Popov and M. M. Kotlyrskii, Phys. Status Solidi 96
4. H.T.Witteveen, J. Solid. State Chem. 11 (3), 245 (1974). (1), 163 (1979).

5. N. V. Fedoseeva, I. P. Spevakova, A. N. Bazhan, and
B. V. Beznosikov, Fiz. Tverd. Tela (Leningrad) 20 (9),
2776 (1978) [Sov. Phys. Solid State 20, 1600 (1978)]. Trandated by O. Moskalev

PHYSICS OF THE SOLID STATE Vol. 45 No.8 2003



Physics of the Solid Sate, Vol. 45, No. 8, 2003, pp. 1479-1483. Translated from Fizika Tverdogo Tela, \ol. 45, No. 8, 2003, pp. 1409-1413.

Original Russian Text Copyright © 2003 by Ovchinnikov, Yakimov.

MAGNETISM

AND FERROELECTRICITY

The Exact Spectrum of Fermi Quasiparticles
in Kondo—Anderson Ferromagnetic L attice

S. G. Ovchinnikov and L. Ye. Yakimov

Kirensky Ingtitute of Physics, Sberian Division, Russian Academy of Sciences,
Akademgorodok, Krasnoyar sk, 660036 Russia

Received May 15, 2002; in final form, October 30, 2002

Abstract—The spectrum of Fermi excitations of a nondegenerate ferromagnetic semiconductor at T = 0 with
one electron present is investigated in order to describe the electronic structure of manganites with inclusion
of strong electron correlations within the Anderson periodic model with s-d exchange interaction. Exact dis-
persion relations and the Green functions for different spin projections are found. The density-of-states func-
tioniscalculated for different positions of thed level relative to the band bottom. © 2003 MAIK “ Nauka/Inter-

periodica” .

1. INTRODUCTION

To investigate Kondo systems or systems with vari-
able wvaence, such a La_,CaMnO; and
La, _,Sr,MnO;, a periodical Anderson model with s-d
exchange is used in thiswork.

The interest in manganites stems from the fact that
in these compounds the effect of colossal magnetic
resistance is observed, whose maximum is reached at
x = 0.33. In this case, the system can be considered a
ferromagnetic [1] lattice of localized spinsof Mn** ions
with the electron configuration 3d® (spin S= 3/2), into
which some extra electrons of the corresponding con-
centration are added. These electrons can remain delo-
calized and interact with the lattice spins via exchange
interaction of the Heisenberg type. As aresult of possi-
ble hybridization, the electrons can become localized,
forming aMn®* ion of 3d* configuration at alattice site.
These two types of the electron state and two interac-
tions are included in the Hamiltonian of the model,
which is the periodical Anderson model with s—d
exchange interactions.

Thiswork is devoted to the specific case of asystem
containing one itinerant electron at T = 0. It is very
important that, under these conditions, the problem
turned out to have an exact solution. Formally speak-
ing, this case corresponds to the lower limit of concen-
tration, for which x — 0 and the ground state of the
localized spin subsystem of manganites is antiferro-
magnetic. Not aiming to describe this antiferromag-
netic case, we only note that this exact solution is
important for manganites in the range of parameters
where the ground state of the localized spin subsystem
isferromagnetic (x = 0.15-0.40). If we take an approx-
imate solution in this range and consider the concentra-
tion of carriers as a parameter, then tending this param-
eter to zero (with the localized spin subsystem frozenin
the ferromagnetic ground state) will lead to our exact

solution. Thus, this solution may be useful for con-
structing and checking approximate solutions for the
values of parameters corresponding to ferromagnetism
in the localized spin subsystem.

This case is a'so a generalization of the problem of
a magnetic polaron [2—4] with inclusion of hybridiza-
tion interaction. Let us write the wave function of the
d"s™ configuration as|n, S M; m, gl Jwhere Sand M are
the spin and its projection for ad"ion, respectively; m=
Oor 1isthe number of selectrons per unit cell; and o is
the spin projection of an | electron. Then, in addition to
the processes caused by the s—d exchange,

n,SS1 i0<=1nSS-1;1,10 Q)
we will have the processes due to hybridization
n,S S 1,10
—|n+1,S+1/2, S-1/2; 00 2

NS S1 0= |n+1,S+1/2S+1200 (3)

which are included in this work. The plus and minus
signsin Eq. (2) correspond to two possible values of the
total spin on a site. In general, when the electron is
localized, the spin of the site can takeonthevalues S' =
S+ 1/2and S = S— 1/2. The corresponding cases are
called the high-spin and low-spin cases. A solution for
the low-spin case was obtained in [5]. In manganites,
when the itinerant electron is localized, we have the
high-spin case; the 3d* configuration possesses spin
S = 2, which is used in this work. The excitations of
guasi particles with a definite spin projection, which are
forbidden in the low-spin case, become allowed in the
high-spin case. As a result, the one-particle density of
statesin the high-spin caseradically differsfrom that in
the low-spin case.

In Section 2, the model Hamiltonian is written out,
necessary transformations are described, and the exact

1063-7834/03/4508-1479%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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results (dispersion relations and Green functions) are
presented. In Section 3, we discuss the density of states
calculated using the exact solution.

2. EXACT ONE-PARTICLE GREEN FUNCTIONS

Taking interactions into account, we write down the
Hamiltonian of the model in the form

H = H0a+ HOd_J SfO'f
2
(4)
+VS (dlya,, +H.c).
2

Here, Hopa = ) | ska,f0 a,,; describes delocalized states.

The Hamiltonian Hyy describes localized states and
generally can be written as

+
Hoa = Z €xdpodno
f,\, O
T t T t (5)
¥ z Lt r2|V|r ® r4mj|—10dr20-d[—40.dr30_
rl‘r2’r3'r4

g,0

In the second term, the index I includes the site
index f and the orbital index A; v isthe Coulomb inter-
action.

L et us pass to the space of eigenstates of the Hamil-
tonian Hyy. Each of them is defined by three quantum
numbers, namely, the number of electrons, the total
spin, and its projection (|n, S ML), and has energy
E, s m- In this representation, Hyy can be written as

Hog = z

f,n,SM
where we used the Hubbard operators

n, S, M, n,, S, M,
Xpe 2 S <0y s My, S, M. (7)
In the case of manganites, for half-integer projec-
tions of the total spin, the values of the other two quan-
tum numbers are n = 3 and S = 3/2, while for integer
projectionswe haven=4and S = 2. Therefore, we will
indicate only the projection of the total spin for the
Hubbard operators:

My, M,

X = |ny, S, My [y, Sy, M. (8)

Since we have only two configurations of localized
electronson asitethat differ in energy, the energy of the
state |n = 3, S= 3/2, Mcan be taken to be zero; the
energy of the other state, [n=4, S = 2, M'TJwill be des-
ignated as Q.

n,SM;nSM

EnsuXf (6)
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Asaresult, Hy, can be written as [6]

Hos = QY
f

For further calculations, we express al operators
acting on the localized states in terms of the Hubbard
operators. In this case, the components of the operators
S havethe form

S ' '
S Xy M )

M'=-S

S S
s = Z MX M+ z M

(10)
S =(S)' = T vy
. M=-s (11)
£y vs(M)xE,
Vs(M) = J(S—=M)(S+ M +1). (12)

The creation and annihilation operators for an elec-
tron on the localized d level can be written as

1
S+1+M MM
di, = (@) =Y BT C . @
M
1
S+1-m Mz
di, = (@) =Y B X T W
M

In calculating the densities of states of quasiparti-
cles, we used the two-time retarded Green functions,
while involve the creation and annihilation operators of
the corresponding quasi particles and the ferromagnetic
ground state of the localized spin subsystem (thus, the
ferromagnetic ordering in thelocalized spin subsystem,
appearing due to spin exchange between manganese
ions, is taken into account):

t '
(TBpo ()] apo (') as)
= —iB(t—t') M| [256(t), 3o (t)].[FMT
Here,
o) = o 'O (16)

D, t<o

The matrix element is taken for the ferromagnetic
ground state |[FMLbf the system in the absence of carri-
ers. In this state, the energy band is empty: a;;|[FM=0
and each lattice site has spin Sand the maximum spin

projection, SfJFMC = S|FMO]
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)
E—¢ +J78 _v || H3plap

The equations of motion can be reduced to the set of
P
SS+—

equations:
0
p | pT

from which we obtain a dispersion equation and an
exact expression for the Green function (with spin up),

-V E-Q|| OX

E-g,— 2 — == = 0, (18)

[Ty |a,, M= Dy(E)™. (19)

From Egs. (17), it follows that the Green function
§s+1 s+3

S+=,S
X, |X 'm correspondsto alocalized quasipar-
ticlewith spin up. Analogous cal culations for this func-

tion give

D,E) = E-Q-—Y __ =0, (20)
Eog, +35
Pt
SS+% S+%,S a
X, X, ° M= Dy(E) 1)

For an itinerant and a localized quasiparticle with
spin down, the corresponding set of equations is more
complicated dueto alarger variety of multiparticle pro-
cesses [see Egs. (1)—(3)], but at T = 0 and for one car-
rier, this set isaso closed and allows an exact solution.
It is significant that the ground state is assumed to be
ferromagnetic in this case. The dispersion relation and
the Green function (for an itinerant quasiparticle with
spin down) are calculated exactly to be

JS

D;(E) = E- 8—2

2V2IS-— %JZS(E —Q)-Via(E)=d2), (&
= 0’
i (E-Q)(A™(E)-J/2)-2V>’s

(T2, |a}, I = D4(E)™ (23)

For a localized quasiparticle with spin down, we
have

D,E) = E-Q
V2IS—2V s% 29
1 &350 ~Vi(AT(E)-J12) (29)
+ - O
E_g,- (A YE) - J/2)—‘J—S
11
ED(:S 2|x§ 2= D,(E)™ (25)
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Here, the following notation is introduced:
1 1 \Y
AE) =y ————, V= . (26)
NZE J YT 25+

—&, + =
k™2

It should be noted that if we neglect the hybridiza-
tion effectsin Egs. (19) and (23), by setting V = 0, then
these equations will coincide exactly with the corre-
sponding equations for a magnetic polaron [2-4]
obtained for the case of aferromagnetic saturated semi-
conductor, in particular, for EuO a T=0[7].

3. ONE-PARTICLE DENSITIES OF STATES

In order to illustrate the exact solution obtained, the
density of states was calculated for each quasiparticle.
Making the change of variables €, = E', we write

n(E) = ———ZImG(p,E+|O) on

- _%JdE‘no(E')lmG(E" E+i0).

In order to calculate the density of states for local-
ized electrons, the rel ation between the Green functions

S,S+— Sil',S

(Id c|d (M and thefunctions [IX, 2|Xp ? Mneeds
to be establlshed Making use of the definition of the
Green functions, Egs. (13) and (14), and the fact that
the projection of any localized spin in the ground state
equals S we obtain

to S+1-M [S+1-M'

Ha, |d,, 10 = ZJ 2S+1 J 2S+1

M, M'

MM-1 wm-Lwm

' 2 1
<X, X, - 25+1
The corresponding Green functionsfor a quasi parti-

clewith spin up are

(28)
SS—— S—— S
=X, X, ° [

ss+i s+l

(Md,,|d,, M= OX, 73X, > 0

b (29

Numerical calculations were performed using the
parameters characteristic of manganites: J = 0.5 eV,
=01eV,W=4¢eV,and S=3/2.

We note that the parameters obtained from the
adjustment to the experiment are dependent on the
model. For example, in our case, W is the width of the
bare band. The resulting band of quasiparticles, as will
be seen further on, contains two bands; the lower oneis
narrow, with the narrow-band limit taking place for it
[8], while the upper one is wide, with its width exceed-
ing the exchange parameter J.



1482
1.0—|— T
0.5r
>
0]
S
~0.5[— ) -
L1 1 1 1 1 1
154 0.2 0.1 0 0.1 0.2 97
n, (E) n, (E)

Fig. 1. Densities of statesfor Q equal to (a) —0.5, (b) 0, and
(c) 0.5eV. Thedensity of stateswith spin downisoffset hor-
izontally to the left and the one with spin up, to the right.
Thin solid lines correspond to an itinerant quasiparticle,
dashed lines to a localized quasiparticle, and thick solid
linesto thetotal density for J=05€V,V=0.1eV,W=4¢V,
and S=3/2.

For calculations, we used a quadratic dispersion law
and the corresponding density of states
xO[-1,1]

(30)
M, x0O[-1,1],
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where x = p/pg,

U3 [E
no(E):é'va[\TV’ EOOW
f0, EO[O,W.

The localization energy Q was chosen such that it
fell in one of the three energy ranges into which the
energy axisisdivided by points+J92 =+0.375 €V. For
each value of Q, the densities of states were calculated
for itinerant and localized quasiparticles for both spin
projections. The results are shown in Fig. 1.

Figure la shows the densities of states for Q =
-0.5eV. In this case, the localized level lies below the
band. The band densities of states for both spin projec-
tions have the same form asin the s-d model. The elec-
trons with spin down exhibit a non-quasi particle behav-
ior in the region (<J52, J52), which is a known effect
characteristic of the s—-d model. The density of states of
alocalized quasiparticle for both spin projections has a
narrow peak near the energy —0.5 eV. For both spin pro-
jections, there is a nonzero contribution near the con-
duction band bottom caused by hybridization.

This case (with the localized level lying below the
band) resembles the situation in the s-d model with a
negative s—d exchange parameter, where adeep discrete
level appears corresponding to the band of spin-polaron
states [3]. However, in this case, the localized level
under the band has only an insignificant addition of
polaron and band states, appearing due to hybridiza-
tion, and consists mainly of the localized d-electron
states.

Figure 1b presents the densities of states for Q = 0.
Here, the situation is more complicated because the
localized level crosses the band in the region of the
Stoner gap (192, JS2). Hybridization effects are
expressed in the blurring of the peaks of the densities of
localized states.

For the spin up, in the region of the d level, thereis
a hybridization gap for an itinerant quasiparticle and a
peak for a localized one. It should be noted that this
does not happen in the low-spin case [5], because
hybridization isimpossible for thisinitial spin-up band
statein thiscase. It isinteresting to note that in the total
density of states both effects are present; the peak of
localized states dominates, but there are aso dips
(pseudogap) due to the hybridization gap.

Superposition of the localized level on the region of
non-quasiparticle behavior (an itinerant quasiparticle
with spin down) leads to the appearance of a narrow
peak, above which a narrow pseudogap is observed.
Nevertheless, localized d states dominate in the total
density of states.

A quaitatively similar picture appears at Q =
+0.5 eV (Fig. 1c). However, in this case, the localized
level lies above the Stoner gap. The band density of
states (with spin down) changes in the same way as at

(31)
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Q =0. A narrow gap and aless expressed peak under it
are observed.

4. CONCLUSION

Thus, the exact dispersion relations and the Green
functions at T = O obtained in this work describe one
carrier moving on the background of the ferromagnetic
ground state of a lattice. Two types of interaction, s—d
exchange and hybridization, have been taken into
account in the strong-correl ation regime. This case cor-
responds to the lower limit of the concentration x.
Although manganites are no longer ferromagnetsat |ow
X, the results obtained in this work should be repro-
duced by all solutions found for the ferromagnetism
region (x = 0.15-0.40) in the limit of small concentra-
tions and low temperatures.
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Abstract—The behavior of the magnetization M and the magnetic susceptibility X istheoretically analyzed for
ferromagnets at the temperature T = T,,, corresponding to the maximum of the function x(T). Four new methods
of determining the Curie temperature T with the use of the derived relationships are proposed. One of these
methods is based on the relationship x(T,) = 2V3x(Tc) (the 2V3 rule). The results are applied for processing
experimental data obtained for lanthanum manganite of composition LaygsSry1sMnO;. © 2003 MAIK

“Nauka/Interperiodica” .

Since the Curie temperature T for ferromagnetsis
considered the most characteristic point on the temper-
ature scale, all expressions for the magnetic character-
istics of ferromagnets are usualy related to T¢ [1].
However, the experimental determination of T
involves some difficulties due to a specific inhomoge-
neous distribution of the magnetization M, which is
known as a domain structure [2]. In order to transform
aferromagnetic sampleinto a single-domain state with
a homogeneous distribution of the magnetization M, it
is necessary to apply amagnetic field H > Hg, where Hg
is the field of magnetic saturation [2]. The magnetic
fields H reach severa kilotrsteds. In this case, al the
thermodynamic peculiarities become smeared to an
extent that the Curie temperature T can be represented
by an ordinary point on the curve M(T, H).

On the other hand, it has long been known that one
more temperature is specific to ferromagnets, namely,
T =T, [1], which corresponds to the maximum in the
temperature dependence of the magnetic susceptibility:

X(T,H) = oM(T, H)/oH. Q)

Figure 1 shows the experimental temperature
dependences of the magnetic susceptibility x(T) mea-
sured in several magnetic fields H for alanthanum man-
ganite single crystal of composition LaygsSrg15MN0Os.
The magnetic measurements were performed on an
MPMS-5XL Quantum Design SQUID magnetometer.
Itisevident from Fig. 1 that, first, thetemperature T, is
well determined experimentally, and, second, since the
condition T,, > T, is satisfied, the domain structure in
the vicinity of T, is absent. From these considerations,
we came up with a proposal for using the temperature
T, a the maximum of the magnetic susceptibility for

experimental determination of the magnetic character-
istics of ferromagnets, including the Curie temperature
Tc. To the best of our knowledge, similar studies have
not been conducted before; hence, we had to obtain
expressions relating the magnetization M and the mag-
netic susceptibility x with the temperature T,,. We pro-
ceeded from the Landau expansion [3] for the thermo-
dynamic potential @ in terms of M, which is usually
used for processing the results of magnetic measure-
ments[1]:

® = ©y—MH + (U2)A(T-T)M?

) 2
+(14)BM + ...

0.003

0.002
)

X, cm?/

0.001[

1 1
250 260
T,K

0 1 1
225 230 240

Fig. 1. Temperature dependences of the magnetic suscepti-
bility of the lanthanum manganite single crystal doped with
15 at. % Sr in different magnetic fields. H, kOe: (1) 3, (2) 6,
(3) 10, and (4) 20.
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Fig. 2. Dependence of the temperature at the maximum of
the magnetic susceptibility x(T) on HZ3.

The magnetization M corresponding to the minimum of
the thermodynamic potential ® can be determined by
solving the cubic equation

DM*+A(T-T)M-H = 0. 3)

As was noted above, we are interested here in solving
the cubic equation (3) for asingle value of the temper-
ature T =T, which corresponds to the maximum of the
function x(T, H) [see expression (1)], under the condi-
tion

OX (T H)/OT = 0°M(T,, H)/0TOH = 0.  (4)

For this point, we obtain the following exact relation-
ships, which are valid for any magnetic field H:

M (To H) = Z(Tu=Td) = 22X (Tw H), (9

X (T H) = 2A(T,—T0), (6)
_ 3B [gH[T

T,—T. = 3 e (7)

X(To H) = 2%X(T4, H). ©®

The above relationships appeared to be relatively unex-
pected. First, these relationships are much simpler than
those predicted from the Cardano formulasfor the roots
of the cubic equation. Second, formulas (5) and (6)
almost coincide with the standard expressions for the
temperature dependences of the magnetization M(T)
and the magnetic susceptibility x(T) [1], which can be
obtained from the cubic equation (3) in the limit of
weak magnetic fields H,

MA(T) = £(Te=T), X (T) = 2A(T.=T), (9)
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Fig. 3. Dependence of x;l on the temperature T,,, at the
maximum of the magnetic susceptibility.

even though formulas (5) and (6) are valid in the para-
magnetic region (since we have T, > T) and the first
formula (9) is applicable only under the condition T <
Te. Third, wefailed to puzzle out the meaning of equal-
ity (8). Our attempts to use the symmetry or similarity
considerationsfor this purpose were not successful, and
we could not invent a better name than the “2%2 rule”’
for this equality.

The absence of a domain structure at T = T, allows
one to use formulas (5)—8) for experimental determina-
tion of the magnetic parameters A, B, and T.. Note that,
in this case, the Curie temperature T can be obtained
from any one of these four formulas. Figures 2—4 present
the results of the processing [using formulas (5)—(7)]
of the experimental temperature dependences of the
magnetization M(T) and the magnetic susceptibility
X(T) for an LaygsSry1sMNO; single crystal at seven

650 T T T T T T T T T
550+ .
) L .
= O
g 450+ -
NE | .
350+ 3 .
250 1 1 1 1 1 1 1 1 1
232 236 240 244 248 252
T,,K

m»

Fig. 4. Dependence of the square of the magnetization M?
on the temperature T,
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Curie temperatures T determined according to the 22 rule
from the curves x(T) shownin Fig. 1

H, kOe Te K
3 2278

6 230.0

10 2315
20 2355

strengths of the magnetic field H (2.0, 3.0, 4.5, 6.0, 8.0,
10.0, and 20.0 kOe). The smallest dispersion of the
experimental points is observed for the relationship
(T,— To) ~ H?3 (Fig. 2). This relationship offers the
highest accuracy in determining the Curie temperature
Te; that is,

Te = 2287+0.2K. (10)

The error in determining the Curie temperature T from
the relationship X(T,) ~ (T,— T¢) (Fig. 3) wasfound to
be AT: = £10 K. The largest error AT = +20 K was
obtained from data on the temperature dependence of
the magnetization M(T) (Fig. 4).

The 2Y3 rule [formula(8)], as applied to the process-
ing of the curves x(T) (Fig. 1), also allows one to deter-
mine the Curie temperature T.. The table presents the
Curie temperatures T obtained from formula (8) for
each of these curves.

The accuracy in determining the Curie temperature
T by this method is no less than the accuracy in deter-
mining T, AT = AT, = £0.2 K. Thus, the drift of the
Curie temperature T with an increase in the magnetic
field H (see table) is an experimentally significant
guantity. According to formula (10), this drift exceeds
the error in determining the Curie temperature T from
formula(7), even though it isless than the value of AT
obtained from relationships (5) and (6).
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The drift observed in the Curie temperature T with
an increasein the magnetic field H meansthat the lantha
num manganite sample under investigation exhibits
propertiesthat defy description interms of expression (2)
even after the elimination of the domain structure. It
would be tempting to attribute this drift to the critical
phenomena[4]. However, other possible causes should
not be discarded, for example, the differences in the
Curie temperatures T due to the occurrence of inho-
mogeneities typical of lanthanum manganites [5]. The
results of analyzing these causes will be presented in
our future papers.
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Abstract—The contribution to electrical resistance due to scattering of charge carriers by domain wallsis ana
lyzed. It is revealed that “unusua” domain walls are created by frustrations in ferromagnet—antiferromagnet
multilayer magnetic structures. The thickness of an unusual domainwall issubstantially lessthan that of ausual
domain wall. It is shown that scattering of charge carriers by unusua domain walls can contribute significantly
to the magnetoresistance of ferromagnet—antiferromagnet multilayer magnetic structures. An analysis of the
contribution made by the L evy—Zhang mechanism to the magnetoresistance demonstrates that the initial esti-
mate obtained for this contribution is considerably exaggerated. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The effect of domain walls in a ferromagnet on its
electrical resistance has been investigated experimen-
tally and theoretically [1-9]. Theoretical studies have
dealt with different mechanisms of the influence
exerted by domain walls on the electrical resistance.
These mechanisms can be divided into two groups. The
first group involves mechanismsthat are responsible for
contributions of domain walls to the electrica resis-
tance but are not related to alternative mechanisms of
charge carrier scattering (intrinsic scattering). The sec-
ond groups includes the other mechanisms, i.e., mech-
anisms based on a modification of the wave functions
of charge carriers by domain walls that does not lead
directly to their scattering but affects both the densities
of states of the charge carriers and the matrix elements
of their interaction with other scatterers (phonons,
impurities, etc.).

In this paper, we will restrict our consideration to
the specific case of the paramagnetic contribution
made by domain wallsto intrinsic scattering of charge
carriers due to the effect of an exchange field on the
spin of acharge carrier. The diamagnetic contribution
associated with the Lorentz force acting on the charge
carriers was examined earlier by Cabrera and Falicov
[1]. This contribution is of no importance at room
temperature in the case when the mean free path of
charge carriers is substantially shorter than the radius
of the quasi-classical tragjectory of the charge carriers
in a magnetic field. Moreover, we will analyze the
Levy—Zhang mechanism, which falls into the second

group.

2. THE ADIABATIC APPROXIMATION

The adiabatic approximation is based on the
assumption that the magnetization in a ferromagnet
with domain walls varies in space in such a smooth
manner that the spin projection of a charge carrier (an
electron or a hole) during its motion manages to keep
pace with alocal direction of the magnetization. There-
fore, the wave functions of charge carriersin the adia-
batic approximation characterize states in which the
spin projection of acharge carrier onto alocal direction
of the magnetization is equal to +1/2.

We consider a ferromagnet with planar domain
wallsthat are aligned parallel to each other but are per-
pendicular to the x axisin the Cartesian coordinate sys-
tem. The magnetization vector M(r) in these walls
rotates either about the x axis (Bloch domain walls) or
about the y axis (Néel domain walls), which is perpen-
dicular to the magnetization vector in the domains. The
location of the magnetization vector can be specified by
an angle 8 between this vector and the z axis of the Car-
tesian coordinate system. The magnitude of the magne-
tization vector is assumed to be constant: [M(r)| = M.
In this case, the wave functions in the adiabatic approx-
imation can be obtained from the standard Bloch func-
tionsy, ,(r) and g, , (r) with afixed spin projection of
the charge carrier onto the zaxis (S, = £1/2) through the
gauge transformation [ 3]:

W(r) = &{‘“k*(”}, (1)
lle,l(r)
Ry = exp%—igcg, )
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where g, is the Pauli matrix. Relationship (2) corre-
sponds to the case of Bloch domain walls. For Néel
domain walls, the matrix o, in formula (2) must be
replaced by the matrix o,

After the gauge transformation, the operator for the
potential energy of the charge carrier takes the same
form asfor a single-domain ferromagnet. However, the
operator for the kinetic energy does not commute with

Ry . As aresult, the Hamiltonian can be written in the
form[3, 6]

H = Hy+W, ©)

2

Ao = —2=A+ V(1) - Ja,, ()

A h [ Ihz n ﬁz 1\2

W = _ﬁoxex Py + 4Tn0xexx + 8_m(ex) ’ (5)
where V(r) isthe potential of theionic lattice, 2J isthe
exchange splitting of the subbands with opposite spin

projections, o, isthe Pauli matrix, p, isthe operator of
the momentum component, and mis the electron mass.
The wave functions defined by expression (1) are

eigenfunctions of the operator H,. The operator W is

treated as a perturbation and differs from zero in the
region of the domain walls. The first two termsin rela-
tionship (5) account for the mixing of adiabatic wave
functions with opposite spin projections. The perturba-
tion is weak under the condition keL > 1, where kg is
the Fermi wave vector of conduction electronsand L is
the thickness of the domain wall.

3. THE LEVY—ZHANG COHERENT
CONTRIBUTION

Let us now consider the matrix element W, =

[K|W k] which is diagonal with respect to the wave
vector. The last term in relationship (5) providesonly a
constant correction (independent of S)) to the energy of
states, whereas the contribution of the second term to
the diagonal matrix element isequal to zero. Therefore,
the coherent contribution of domain walls to the resis-
tance is determined by thefirst term in relationship (5);
i.e. itisproportional to the Pauli matrix g,.

Thefulfillment of the condition W, # 0 does hot |ead
directly to the appearance of resistance in the system
but causes a mixing of adiabatic wave functions corre-
sponding to the same magnitude of the wave vector and
antiparallel orientations of the spin. In turn, this brings
about a change in the matrix elements accounting for
scattering of charge carriers by impurities and phonons
and, hence, is responsible for the contribution to the
magnetoresistance. In [3], this contribution for a
domain wall 150 A thick was estimated at ~1%.
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According to Levy and Zhang [3], the value of W,
(which they designated as &) does not depend on the
domain-wall concentration. This statement is invalid,
because the normalization of the  functions leads to

the relationship Y O 1./V, where V is the volume of
the crystal. Upon integrating over the area of the
domain wall, we found that asingle domain wall makes

acontribution proportional to D;l whereD, isthecrys-
tal sizein adirection perpendicular to the domain wall.

As would be expected, the coherent contribution
(AP/P)con Of identical domain wallsto the magnetoresis-
tance is proportional to the domain-wall concentration
squared. However, the domain walls can differ from
one another in the sense of magnetic rotation, specifi-
cally in the sign of the parameter ;. If the concentra-
tions of domain walls of both types are equal to each
other, we have W, = 0; i.e., the Levy—Zhang effect is
absent. Otherwise, we obtain W, [0 n, — n_, where n,
and n_ are the concentrations of domain walls with
opposite senses of magnetic rotation. In this case, the
quantity W, isvirtually independent of the domain-wall
thickness, because, after calculating the integral

0, dx, the magnetic rotation angle in a domain wall
proved to be equal to £Tt.
Finally, we obtain the following expression:

o :us USelitajs afs \:n ©
Dp |:|(:0h Ij‘]+ + n—D EH:' Dp DL—Zh’

where b isthe width of the domain and (Ap/p), _ iSsthe
result of the calculation performed by Levy and Zhang
[3]. For b ~ 0.1 um, we obtain (Ap/p)en ~ 0.01% even
at n, > n_. Thisvaue is two orders of magnitude less
than the result reported in [3]. Therefore, it can be con-
cluded that the L evy—Zhang contribution to the magne-
toresistance is insignificant and can reach 1% only in
the case when the characteristic width of domains
(rather g1an the thickness of their walls) is of the order
of 100 A.

4. THE INCOHERENT CONTRIBUTION
TO THE MAGNETORESISTANCE

The incoherent contribution to the magnetoresis-
tanceisdetermined by the off-diagonal matrix elements
of the operator W and is proportional to the first power
of the domain-wall concentration.

It is assumed that the Y functions of charge carriers
can be considered de Broglie waves and 6(x) =
arcsin(tanhx/L) . Under these assumptions, by anal-
ogy with the calculation performed in [4, 9], we obtain

&y Wk, 0= A,k Ox+ B i - (7)
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Here,
(K, + K, )
(K, —k,) L
2 (8)

x Z o exp[—i (k- k)],

Ak'x, Ky
4mD, cosh

wherex; isthe coordinate of the center of thejth domain
wall and a; = +1 depending on the sense of rotation of

the magnetization vector. The two other components of
the wave vector k in theinitial and final states coincide

with each other. The quantity B  can be represented
in the form
(K, —K,)

ke = I
8mDXS|nhT[(kX—kX)L
2 ©)

xS exp[-i (ke —kJx].

Asarule, this quantity isignored in analyzing the con-
tribution made by domain walls to the resistance,
except when the subband splitting caused by an
exchange field is sufficiently large, i.e., when

JL
hve

where v is the Fermi velocity of charge carriers.
Under this condition, the transitions of electrons
between subbands with opposite local spin projec-
tions, which are governed by the matrix element A,  ,
are exponentially rare in occurrence and the dominant
role is played by the charge carrier scattering without
a change in the spin orientation, which is determined
by the quantity B, , .

(10)

4.1. Scattering without a Spin Flip

According to thelaw of conservation of energy, only
the transitions between states differing in the sign of the
wave vector k, are possible; i.e., there occurs an elastic
reflection from the domain wall. As follows from
expression (9), charge carriers with awave vector mag-
nitude |k | < (L) (Fig. 1a) undergo considerable scat-
tering by domain walls. The scattering probability can
be written in the form

_ 21D, 2 (RAKY? #K
Wy = S5 o [B 6[ ; "2m} »
11
%K,
8mbsinh’ (Ttk, L)
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Fig. 1. Fermi surfaces (hatched regions) filled with charge
carriersmost strongly scattered by domain walls (a) without
aspin flip and (b) with aspin flip.

It should be noted that scattering of charge carriers by
domain walls affects only the o,, component of the
electrical conductivity tensor of the ferromagnet and
leaves the two other diagonal components unchanged:
O,y = 0, = Oy

The above charge carriers with |k | < (1) consti-
tute a fraction of the order of |k |/ks and have a low
velocity v, (v, = fik,/m < v). Hence, the small correc-
tion to the electrical conductivity Ao,,/o, for scattering
of charge carriers by domain walls without a spin flip
can be estimated as

Tep

A0, . 1%
41t (keb) (keL)*

U
Hog Uy grmbL*k?

(12)

where 1 is the characteristic mean free time in the
absence of domain walls.
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4.2. Scattering with a Spin Flip
For J < ¢, the main contribution to charge carrier
scattering with a spin flip is made not by the processes
of reflection from a domain wall (k, = —k,) but by the
processesillustrated in Fig. 1b.

The dependence of the magnitude of the transferred
wave vector on theinitial valuek, can be represented by
the following relationship:

K=k = (k)2 + (KT = (k™) —k,,  (13)

where k™™ and k™" are the Fermi wave vectors of two

subbands. Note that, in this case, the wave vectors sat-
isfy the equation

2 LK () = 23
2m-t F -

The minimum value of |k, — k| is equal to g, =
kmax

™ _ k'™ and corresponds to siny = 0 (see Fig. 1b).
As the parameter J increases, the magnitude |k, — k|

increases and reaches ,/(kI™)° — (k™) a g = 172,

Since the matrix element A, | decreases exponen-
tialy with an increase in |k;, — k|, strong scattering is
observed for charge carriers obeying the condition

|sin| < singy = (goL) (14)

For these carriers, the scattering probability has the
form

2nD .
W2 = ﬁ X-I‘de|Ak-X’ kx

3
e

41t

—2+2]
2m 2m

, hz(k;)z _hzkz
1 ] s

In our case, unlike the case of scattering without a
spin flip, the efficiently scattered carriers are character-
ized by the highest possible velocity v,. It should also
be noted that, in the process under consideration, the
wave vector k, changes by a relatively small value
(Go/ke)-

Finally, the expression for the correction (A0, /Gg)a
to the electrical conductivity takes the form

A0, 41T

X F

T, 0, hkD) (ke D) TP L)
In addition to the above corrections to the electrical

conductivity for charge carrier scattering or, in other

words, the corrections determined by the contribution

of the operator W to the imaginary component of the
self-energy part of the Green's function for charge car-

(16)
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riers, there exist both corrections associated with the

contribution of the operator W to thereal component of
the self-energy part of the Green’s function and correc-
tionsfor achangein the current-density operator dueto
the gauge transformation [4, 6].

These corrections differ from those described by
relationships (12) and (16) in that they do not contain
the characteristic mean freetime 1. Integration over the
region far from the Fermi surface, to the second order

in the perturbation theory for the operator W, leads to
acorrection to the charge-carrier dispersion law. For an
isotropic honmagnetic metal, the contribution associ-
ated with the scattering of charge carriers by point
defects introduces a correction to the dispersion law,
which does not depend on the wave vector and spin and
represents the renormalization of the chemical potential
[10]. For a ferromagnetic metal with two subbands,
analogous corrections prove to be different for these
subbands owing to the difference in the densities of
states and bring about their relative displacement, i.e., a
change in the subband splitting J. A similar effect is
observed in the presence of domain walls. Moreover,
the above correction to the energy depends on the wave
vector k, due to anisotropy of the interaction between
charge carriersand domainwalls, which, in turn, results
not only in the relative displacement of the subbands
but also in a violation of the dispersion law. Since al
these effects do not give rise to scattering, their contri-
bution to the resistance is associated with changes both
in the density of states and in the matrix elements
describing the interaction of charge carriers with impu-
rities and phonons. As a consequence, the relative cor-
rection to the electrical resistance does not depend on
the mean freetime 1.

The corrections described above were analyzed by
Tatara and Fukuyama [4] and Brataas et al. [6]. For
actual ratios between the relaxation times of the charge
carriers involved in different subbands, the correction
to the electrical conductivity Ac/o was determined as

Ap T

A m _
S5 (bke) (Lke)'

o, p

(17)

where p isthe electrical resistivity and y ~ 2-3.

In our calculations, we used the following parame-
ters characteristic of metals: k-~ 1A, L ~300A, b~
3000A, 1~10%s e ~3¢eV,andq, ~0.1 AL Asa
result, we found that (AC,,/0g)g ~ 107, (AC,,/Og)c ~
3 x 105, and (Ao, /Oy)A is negligible. Therefore, con-
ventional wide domain walls do not appreciably con-
tribute to the resistance and, consequently, to the mag-
netoresistance associated with the disappearance of
domain wallsin amagnetic saturation field.
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5. FERROMAGNET-ANTIFERROMAGNET
MULTILAYER MAGNETIC STRUCTURES

Since the discovery of the phenomenon of giant
magnetoresistance in multilayer magnetic structures
[11], these structures have been attracting close
research attention. In recent years, the particular inter-
est expressed by scientists engaged in this field has
shifted to multilayer structures of the ferromagnet—ay-
ered antiferromagnet type. According to neutron dif-
fractioninvestigations[12, 13], afew examples of such
structures are provided by Fe/Cr multilayer structures
in which achromium layer of thicknessd < 45 A iscon-
sidered as a set of ferromagnetic planes with antiparal-
lel spin orientations in adjacent planes. Spins of chro-
mium atoms lie in these planes, which, in turn, are
aligned on average paralel to interlayer boundaries. A
similar structure was observed in manganese layers in
Fe/Mn multilayer structures [14, 15].

The presence of atomic steps (changing the thick-
ness of the antiferromagnet by one monoatomic layer)
at interlayer boundaries brings about frustrationsin the
ferromagnet—antiferromagnet system (Fig. 2a). The
uniform distribution of order parameters in the layers
ceases to correspond to an energy minimum.

Using a ferromagnet—antiferromagnet—ferromagnet
three-layer system asan example, Levchenko et al. [16]
examined “thickness—roughness’ phase diagrams of
multilayer magnetic structures. If the distance between
the atomic steps on the surface of alayer (step width R)
exceeds a critical value (domain-wall thickness), sepa-
ration of ferromagnetic layersinto domains with paral-
lel and antiparallel orientations of ferromagnetic layer
magnetizations becomes energeticaly favorable.
Domain walls penetrate through all three layers, and
their coordinates in the plane of layers coincide with
those of atomic step edges on either of the two inter-
faces. The magnetizations of the ferromagnetic layers
inadomain wall experiencerotationsin opposite direc-
tions. The antiferromagnetic order parameter rotates
together with the magnetization vector of the ferromag-
netic layer whose boundary with the antiferromagnetic
layer does not contain astep at the given place (Fig. 2b).

An examination of the structure of domain walls
created by frustrations [16] demonstrated that the char-
acteristic domain-wall thickness amounts to severa
dozens of angstrom units; i.e., these unusual domain
walls are considerably narrower than usual domain
wallswhose thi cknesses are determined by competition
between the exchange energy and the energy of anisot-
ropy in a ferromagnet. The thickness & of a domain
wall created by a frustration in a ferromagnetic layer
was estimated as

5, =aJn, (18)

whereaisthelayer thickness and n istheratio between
the exchange interaction energies of the nearest spinsin
the ferromagnetic and antiferromagnetic layers. For a=
10 A and n = 3, we obtain the domain-wall thickness
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Fig. 2. (a) A frustration induced in aferromagnet—antiferro-
magnet—ferromagnet system due to the presence of astep at
the interlayer boundary and (b) the domain wall created by
the frustration.

& = 20 A. The size R of domains created by frustra-
tions can be of the order of 100 A. Upon substituting
these values for L and b into formulas (12), (16), and
(17), we obtain

(AC,/00)s 010°°,  (AG,/00) 0 2% 107,
(Ao,,/0g), 00.02.

Therefore, in the case of unusual domain walls, it is
this scattering of charge carriers by domain walls that
makes a dominant contribution to the resistance,
namely, the contribution A. It should be noted that the
contribution A can be substantially greater in the case of
thinner layers due to its exponential dependence on L.
Moreover, this contribution increases at low tempera
tures as the result of an increase in the mean free time
of charge carriers.
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Domain walls are also created in antiferromagnetic
layers. The theoretical treatment of charge carrier scat-
tering by domain wallsin these layersisidentical to the
analysis performed above. For a collinear antiferro-
magnet, degeneracy of the dispersion law of charge car-
riers with respect to the spin persists; hence, upon
reflection from a domain wall, we have A, =0 and

the corresponding contribution to the resistance van-
ishes. The contribution from charge carrier scattering
without a spin flip and the contribution (Ao, /0y)c to
the resistance for a collinear antiferromagnet are of the
same order of magnitude as those for a ferromagnet.
Therefore, the contribution from scattering of charge
carriers by domain walls to the resistance of antiferro-
magnetic layers is less than that of ferromagnetic lay-
ers.

In the case when the domain walls break down in an
external magnetic field, their contribution to the resis-
tance vanishes and, as a consequence, the magnetore-
sistance becomes negative. Since the contribution
under consideration is proportional to the concentration
of domain walls, it reaches a maximum at R ~ . At
smaller Rvalues, overlap of domain wallsresultsin the
transition to a state in which ferromagnetic layers are
virtually homogeneous [16].

6. CONCLUSIONS

Thus, the main inferences drawn in the present work
can be summarized as follows.

(1) For usua domain walls, the contribution made
by domain wallsto charge carrier scattering isinsignif-
icant and the key role is played by the renormalization
of the dispersion law and the wave functions of charge
carriers.

(2) For unusual domain walls created by frustra-
tions, the dominant contribution made by domain walls
to the magnetoresi stance of ferromagnet—antiferromag-
net multilayer magnetic structures is associated with
the scattering of charge carriers by these walls.

(3) The magnetoresistance induced by this effect
can be as high as 1-10%.
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Abstract—This paper reports on the results of investigations into the temperature and spectral dependences of
the magnetic circular dichroism in Dy, _,Ni,—Ni bilayer films prepared through thermal sputter deposition of
components under ultrahigh vacuum. The distribution of the components over the layer thickness is examined
by Auger spectroscopy. The nickel content x in Dy, _,Ni, layers varies from 0.005 to 0.06. It is shown that, in
the temperature range 80-300 K, the contribution made to the magnetic circular dichroism by aDy; _,Ni, layer
in a bilayer film with a nickel content higher than the threshold value is approximately equal to the magnetic
circular dichroism observed in an isolated Dy, _,Ni, film at temperatures below the temperature of the phase
transition to a ferromagnetic state (~100 K). This phenomenon is explained by magnetic ordering in the
Dy, _Ni, layer of the bilayer film due to the combined effect of two factors, namely, theincorporation of nickel
into a dysprosium layer and the presence of a continuous nickel sublayer in the film. © 2003 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

The mutual influence of 3d transition metals and 4f
rare-earth elements in layered structures has been
attracting considerable research attention due to the
extensive use of these structures in data recording and
storage devices. In recent years, particular interest has
been expressed in complex magnetic structures of rare-
earth metals and their high structural sensitivity to both
external and internal actions. One of the factors affect-
ing the magnetic state of rare-earth metal layersin lay-
ered structures and superlattices is the interaction of a
rare-earth metal either with adjacent layers consisting
of 3d transition metals or with 3d metal impuritiesin a
layer of the rare-earth metal. Dysprosium is a conve-
nient object for use in the study of these effects owing
to its ability to undergo two magnetic phase transitions
separated by awide temperature interval: (i) the transi-
tion from the paramagnetic phase to the spiral antifer-
romagnetic phase at the Néel temperature Ty = 175 K
and (ii) the transition from the spiral antiferromagnetic
phase to the ferromagnetic phase at the Curie tempera-
ture T, = 85K [1-3]. It should be noted that, in this case,
the temperature and character of the phase transitions
occurring in dysprosium substantialy depend on the
applied magnetic field [1-4]. The magnetic structure of
dysprosium is also strongly affected by the size and
structure of the dysprosium sample. In particular,
Mulyukov et al. [5] analyzed the influence of the crys-
tallite size on the phase transitions in dysprosium fine-

grained samples. Shevchenko et al. [6] showed that no
spiral magnetic structure is formed in dysprosium
nanoparticles distributed in an aluminum film.

There are many works concerned with the investiga-
tion of dysprosium layered structures containing 3d
metals (see, for example, [7-9]). In our previous studies
[10, 11], wereveadled that 3d impurities at alow content
(~5%) in a dysprosium layer substantially affect the
temperature and spectral dependences of magneto-opti-
ca effects (linear with respect to magnetization),
namely, the magnetic circular dichroism and the merid-
ional magneto-optical Kerr effect, in Dy, _(NiFe),—
NiFe and Dy, _,Fe—Fe hilayer films. (Hereafter, x
stands for the weight content.) It was demonstrated
that, in the temperature range 80-300 K, the contribu-
tion made to the magneto-optical effect by a dyspro-
sium layer in bilayer films containing no more than sev-
eral weight percent of nickel and iron impuritiesis con-
stant, temperature independent, and approximately
equal to the magneto-optical effect observed in a dys-
prosium film only at temperatures below the tempera-
ture T, of the phase transition to a ferromagnetic state.
Moreover, we established that the magneto-optical
effect does not depend on nickel and iron impurities
contained in these amounts in dysprosium layersin the
case when the adjacent layer of the 3d metal is absent.
Consequently, the unusual behavior of the dysprosium
magnetic system in the studied samples was explained
by two factors: (1) the incorporation of transition metal

1063-7834/03/4508-1493%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Schematic drawing of a step-shaped film sample:
(1) Dy, _y—Niy layer, (2) Ni layer, (3) Ni-Dy; _Niy bilayer
film, and (4) glass substrate. The sample is separated into
three parts along the visual boundaries between them.

atoms at low concentrations into the dysprosium layer
throughout its depth and (2) the influence of the spin
system of the adjacent transition-metal layer on the
magnetic state of dysprosium through the incorporated
3d metal atoms. In order to gain better insight into the
nature of the observed effect, it is expedient to examine
the magnetic behavior of dysprosium in a bilayer film
with an increase in the temperature of the 3d metal
layer. However, since dysprosium exhibits a high reac-
tivity, the heating of dysprosium samples leads to con-
tradictory results. One way out is to decrease the Curie
temperature of thin nickel films[12]. For anickel bulk
single crystal, the Curie temperature T, is equal to
631 K [13]. The second important problem is to eluci-
date how the concentration of 3d metal atoms distrib-
uted in the layer of dysprosium affects its magnetic
state. Moreover, the changeover from the NiFe alloy
films studied in [9, 10] to one-component (nickel) lay-
ers should facilitate interpretation of the results. In the
present work, the magnetic circular dichroism in
Dy, _,Ni, and Ni single-layer films and Dy, _,Ni,—Ni
bilayer filmswasinvestigated as afunction of the nickel
content x and the thickness of the nickel layer.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Samples were prepared by sputtering components
from isolated sources under ultrahigh vacuum on an
Angara molecular-beam epitaxy setup specialy
adapted for sputter deposition [14]. Films were depos-
ited on glass substrates (thickness, 0.8 mm; optical
quality; surface finish class, 13) at a temperature of
250°C. The sputtered materials were Ni (vacuum melt-
ing) and Dy (class DiM 1). The deposition rates for
nickel and dysprosium were approximately egual to
0.05 and 2.00 A s, respectively. First, a nickel layer
was deposited on the substrate. Then, nickel and dys-
prosium were sputtered simultaneously. A step-shaped
film sample prepared with the use of flaps is repre-
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sented schematically in Fig. 1. Three samples were
obtained by this method under identical conditions: a
Ni single-layer film, a Dy, _,Ni, single-layer film, and
aNi-Dy, _,Ni, bilayer film. Thethickness of each layer
in the bilayer film was equal to the thickness of the cor-
responding single-layer film. The nickel content in the
dysprosium layer and the thickness of nickel layers
were specified by the conditions of nickel sputtering.
We prepared several series of film samples with 50- to
120-A-thick Ni layers. The thickness of dysprosium
layers was varied from 400 to 900 A. For all samples,
the content of each component was determined by x-
ray fluorescence analysis.

The magnetic circular dichroism in the spectra
range 350-650 nm was measured as the difference
between the optical densities AD = (D, — D_) obtained
for the right-hand and left-hand circular polarizations
of the light wave with respect to the direction of an
external magnetic field. The magnetic field was
directed perpendicularly to the sample plane and
reached 5.0 kOe. The measurements of the magnetic
circular dichroism were performed with the use of
modulation of alight wave (from the right-hand to | eft-
hand circular polarization) which was described for the
first time by Jasperson and Schnatterly [15]. The accu-
racy in measuring the magnetic circular dichroism was
equal to £10™. The temperature investigations were
carried out with samples placed in a nitrogen-flow cry-
ostat in the range 80-300 K. The temperature was con-
trolled accurate to within +1 K. It isknown that, by def-
inition, the magnetic circular dichroism can only be
observed in absorbing media. For this reason, neither a
glass substrate nor quartz windows of the cryostat con-
tribute to the measured value of magnetic circular
dichroism. The magnetic circular dichroism was mea-
sured immediately after the samples were prepared.

Thedistribution of the componentsover theareaand
thickness of the samples was determined by Auger
electron spectroscopy [16] (sensitivity, 0.3 at. %) after
the magneto-optical measurements. The Auger electron
spectraof the sample surfaceswere recorded on aRiber
OPC-2 Auger cylindrical-mirror analyzer with a rela-
tive resolution of 0.2%. The secondary €electron spec-
trum was excited by an electron beam with an energy of
3 keV. The electron beam diameter was equal to 5 um,
and the electron beam current amounted to 100 nA. The
high-voltage modulation of the anayzer used was
6.88 eV. For a layer-by-layer analysis, ion sputtering
was accomplished using an argon ion beam with an
energy of 3 keV at an ion beam current of 600 nA and
arate of approximately 10 A/min. Since the substrate
was prepared from a nonconducting material (glass), it
was impossible to obtain spectral data for the film—
glass interface due to strong charging of the glass sur-
face. During the layer-by-layer analysis, the Auger sig-
nals of elements (Dy, 155 eV; Ni, 848 eV; O, 512 &V,
and C, 272 eV) were measured as functions of the time
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of sputter deposition of the sample with an argon ion
beam.

In order to control the degree of oxidation of the
dysprosium layers, the electrical conductivity of some
samples was measured after the magneto-optical mea-
surements.

3. RESULTS AND DISCUSSION

Figure 2 displays the Auger signals of the main ele-
ments in a Ni-Dy bilayer film (x = 0). As can be seen
from this figure, nickel impurities are virtually absent
throughout the entire thickness of the dysprosium layer,
in contrast with the situation discussed in our earlier
work [11]. It isworth noting that the oxygen content in
the Ni-Dy bilayer film is relatively high, especially at
the interfaces with the substrate and the atmosphere. A
similar oxygen distribution is observed in adysprosium
single-layer film. In[11], we considered the problem of
dysprosium oxidation in sufficient detail. It was dem-
onstrated that, at least during magneto-optical experi-
ments, dysprosium remainsin the metallic state and its
oxidation to Dy,O; occurs only upon heating to atem-
perature of ~400°C. Thisinference is confirmed by the
measurements of the electrical conductivity. For exam-
ple, after the magneto-optical measurements, the elec-
trical resistivity of the 600-A-thick dysprosium film
was equal to 5 x 10° Q cm. In the case when nickel and
dysprosium were sputtered simultaneously, nickel
impurities were observed throughout the dysprosium
layer at a content X ranging from 0.005 to 0.06 depend-
ing on the rate of nickel deposition.

The temperature dependences of the reduced mag-
netic circular dichroism (MCD/MCD+ - o) for nickel
single-layer films of different thicknesses are depicted
in Fig. 3. The magnetic circular dichroism of nickel has
negative sign, as is the case with the magnetic circular
dichroism of permalloy and iron [11]. The dependence
of the magnetic circular dichroism onthe wavelengthis
similar to the spectral dependence of the meridional
magneto-optical Kerr effect for a nickel single crystal
measured by Buschow et al. [17]: the magnetic circular
dichroism is nearly constant in the wavelength range
400-700 nm and decreases rapidly with a decrease in
the wavelength to 320 nm. Since the magnetic circular
dichroism is a linear function of the magnetization,
there is a one-to-one correspondence between the tem-
perature dependences of the magnetization and mag-
netic circular dichroism of the studied samples. These
dependences differ from the curves observed for nickel
bulk crystals (see [13, Fig. 18.1]). As can be seen from
Fig. 3, the smaller the film thickness, the larger the dif-
ference. For a nickel film with a minimum used thick-
ness (~50 A), the magnetic circular dichroism
decreases by afactor of approximately two as the tem-
perature increases from 80 to 300 K. For anickel bulk
crystal, the magnetization in this temperature range
changes by ~5%. The above temperature behavior of
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Fig. 2. Auger signals of the main elements in an Ni-Dy
bilayer film: (1) dysprosium, (2) nickel, (3) oxygen, and
(4) carbon. dy; = 10 nm, dp,, = 60 nm.
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Fig. 3. Reduced temperature dependences of the magnetic
circular dichroism (MCD1/MCD+ = o ) for nickel films of

different thicknessesin the magnetic field H = 4.5 kOe at the
wavelength A = 520 nm. Film thickness: (1) 10 (2, 3) 12, (4)
8, and (5) 6 nm.

the magnetic circular dichroism is similar to the tem-
perature behavior observed for magnetization of very
thin layers of nickel in [12] and, hence, can be used to
compare the temperature dependences of the magnetic
circular dichroism of Dy, _,Ni, and Ni layers.

For dysprosium films, the temperature and spectral
dependences of the magnetic circular dichroism arein
good agreement with the data reported in our recent
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Fig. 4. (a) Magnetic circular dichroism spectrafor adyspro-
sium film measured in a magnetic field of 5 kOe at temper-
atures of (1) 93 and (2) 300 K. (b) Spectrum of the off-diag-
ona component of the optical conductivity tensor for dys-
prosium [19]. (c) Differencein the optical conductivitiesfor
“+" and “—" electrons [20].

paper [11]. Figure 4a shows the magnetic circular
dichroism spectra for a dysprosium film measured in a
magnetic field of 5 kOe at temperatures of 93 and
300 K. These spectra exhibit the following specific fea-
tures. First, the magnetic circular dichroism at room
temperature has afinite value and is approximately one
order of magnitude less than that at a temperature of
93 K. The same ratio was observed for the magnetiza-
tions of fine-grained dysprosium samples measured at
room and liquid-nitrogen temperatures by Mulyukov
et al. [5]. For both temperatures, the magnetic circular
dichroism reverses sign at an energy of about 3 eV. It
should be noted that the point of sign reversal is some-
what displaced to higher energieswith adecreasein the
temperature. In the energy range 2-3 eV, there arises a
pronounced maximum. In the same spectral range,
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Fig. 5. Temperature dependences of the magnetic circular
dichroism for (1) the Ni film (d = 6 nm), (2) the
Dyo.995Nig,005 film (d = 75 nm), and (3) the Dy go5Nio 005
layer in the Ni-Dyg gg5Nig ggs bilayer film according to

(a) experimental data and (b) reduced magnitudes
MCDT/MCDT: 0K- H=45 kOe, A =520 nm.

Knyazev and Noskov [18] observed a maximum in the
optical conductivity o = nkv for dysprosium. The mag-
netic circular dichroism spectrafor different samples of
dysprosium are similar to one another. Small differ-
ences observed in the vicinity of the maximum can be
associated with imperfection of the films. However, the
point at which the magnetic circular dichroism reverses
sign remains the same for all the studied samples. The
curve of the magnetic circular dichroismisclosely sim-
ilar to that of both the off-diagonal component of the
optical conductivity tensor g, given in [19] (Fig. 4b)
and the difference in the optical conductivities deter-
mined in [20] for “+" and “—" electrons from the calcu-
lated densities of states of these electrons (Fig. 4¢). As
can be seen, the point of sign reversal for the above
effectsis displaced toward an increase in the light wave
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energy upon changing over from the magnetic circular
dichroism (Fig. 4a) to the off-diagonal component of
the optical conductivity tensor (Fig. 4b) and then to the
difference in the optical conductivities (Fig. 4c). Note
that the curves depicted in Figs. 4a and 4b differ only
dlightly.

The magnetic circular dichroism of the Dy-Ni
bilayer film, for which the Auger spectrum is displayed
in Fig. 2, is equal to the sum of the magnetic circular
dichroisms of its constituent layers of dysprosium and
nickel at al the temperatures and wavelengths used in
the measurements. A similar situation is observed at a
low nickel content in a dysprosium layer. Figure 5
shows the temperature dependences of the magnetic
circular dichroism for an Ni film (curve 1), a
DYo0.995Nig005 film (curve 2), and a Dy ggsNig 005 layer in
the Ni—Dy g95Ni go5 bilayer film (curve 3). Curve 3was
obtained as the difference between the values of the
magnetic circular dichroism measured in the bilayer
film and the nickel single-layer film prepared in the
same cycle of deposition. It can be seen from Fig. 5 that
curves 2 and 3 almost coincide with each other. This
suggests that nickel impurities at a content of 0.5%
have no effect on the magnetic properties of dyspro-
sium either in the form of a single-layer film or in the
case when thisfilm is applied on the nickel layer. How-
ever, at anickel content x = 0.01 (i.e., 1.0%), the mag-
netic circular dichroism of the bilayer film differsfrom
the sum of the magnetic circular dichroisms of the
Dyq9Nigo @nd Ni layers (Fig. 6). For the Dy ggNig o
layer in the bilayer film at room temperature, the mag-
netic circular dichroism has a relatively large value.
The sign of the observed effect corresponds to the sign
of themagnetic circular dichroismin asingle-layer film
of the same composition. In the temperature range 120
300 K, the magnetic circular dichroism in both cases
does not depend on the temperature. Asthe temperature
decreases below 120 K, the magnetic circular dichro-
isminthe Dy, ggNig o, layer of the bilayer film increases
in the same manner as in the Dy, gNigq; Single-layer
film. Itisclearly seen that the temperature dependences
of the magnetic circular dichroism in nickel (curve 1)
and Dy, g9Nig g (curves 2, 3) films differ significantly.
With afurther increase in the nickel content x, the sim-
ilarity of the temperature dependences of the magnetic
circular dichroism for Dy; _,Ni, single-layer films to
thosefor single-layer films of the same composition but
applied on the nickel layer gradually becomes less pro-
nounced. In the entire temperature range covered, the
magnetic circular dichroism of a Dy, _,Ni, layer (x =
0.02) applied on the nickel layer is close to that mea-
sured for anisolated Dy, _,Ni, layer at atemperature of
90 K. It is worth noting that the temperature depen-
dence of the magnetic circular dichroism of the former
Dy, _Ni, layer is very similar to that of the nickel film
(Fig. 6, curve4). Anincreasein the nickel content x also
leads to some variations in the spectral dependences of
the magnetic circular dichroism of the Dy, _,Ni, layer
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Fig. 6. Reduced temperature dependences of the magnitude
of the magnetic circular dichroism (MCD{/MCD+ = g9 )

for (1) the Ni film (d = 10 nm), (2) the Dyg g5Nig g5 film
(d =60 nm), (3) the Dyg ggNig o, layer in an Ni-Dy; _4Niy
bilayer film, and (4) the DyggsNiggs layer in an Ni—
Dy, - yNiy bilayer film. H = 4.5 kOe, A = 520 nm.

applied on the nickel layer. For example, the point at
which the magnetic circular dichroism reverses signis
displaced to higher energies.

Summing up the above results of the magnetic cir-
cular dichroism measurements, we can draw the fol-
lowing conclusions: (i) nickel impurities in a dyspro-
sium layer substantialy affect the temperature and
spectral dependences of the magnetic circular dichro-
ism only in the case when the Dy, _,Ni, layer isin con-
tact with a nickel continuous layer; (ii) the threshold
content of nickel in the dysprosium layer at which the
temperature dependence of the magnetic circular
dichroism of the Dy, _,Ni, single-layer film ceases to
be similar to that of asingle-layer film of the same com-
position but applied on the nickel layer amounts to
~2%; and (iii) at anickel content of approximately 2%,
the temperature dependence of the magnetic circular
dichroism of the Dy, _,Ni, layer inabilayer filmisvery
similar to that of the nickel film. The last result isin
agreement with the data obtained in our previous works
[10, 11] concerned with the study of Dy, _,(NiggFes),—
NiFe and Dy, _,Fe—Fe bilayer films with a content of
NigoFe, or Fe in the dysprosium layer approximately
equal to 3%. Aswas shown in[10, 11], in the tempera-
ture range 80-300 K, the magnetic circular dichroism
in NigyFe,, and Fe layers does not depend on tempera-
ture and the contribution made to the magnetic circular
dichroism by a dysprosium layer containing nickel and
iron impurities and involved in a bilayer film is aso
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temperature independent. The magnetic circular
dichroism observed at temperatures considerably above
the temperature of ferromagnetic ordering of a dyspro-
sium bulk crystal (T = 85 K) can be associated with
magnetic ordering in the Dy; _,Ni, layer. The sign of
the magnetic circular dichroism indicates that the mag-
netic moment of the Dy, _,Ni, layer in the situation
under investigation is aligned parallel to the magnetic
moment of the nickel layer.

The magnetic polarization of 4f eectrons of rare-
earth metals on the surface of 3d metals was analyzed
earlier theoretically and observed experimentally in
very thin layers. In particular, Carbone et al. [21]
observed the polarization of 4f electron spinsin dyspro-
sium monoatomic layers applied on the surface of asin-
glecrystal or a3d metal film. The spin moments of dys-
prosium were antiparallel to those of the crystal surface
or the 3d metal layer. Judging from the strong depen-
dence of the temperature behavior of the magnetic cir-
cular dichroismin the Dy, _,Ni, layer on the nickel con-
tent x, it can be assumed that, in the case under consid-
eration, impurity nickel atoms and their bonds with a
nickel continuous magnetically ordered layer are
responsible for the effect of the 3d metal on the mag-
netic state of dysprosium at alarge depth of the dyspro-
sium layer.

Matveeva and Egorov [20] noted that, in the spec-
trum of dysprosium (Fig. 4c), excitations at low ener-
gies dominate in the system of “—" electrons, whereas
excitations at high energies dominate in the system of
“+" electrons. A drastic increase in the conductivity at
the expense of “+” electrons near 4 eV corresponds to
the threshold of 4f excitations. The magnetic circular
dichroism and the off-diagonal component of the opti-
cal conductivity tensor oy, should also reverse sign at
about the same energy, which is observed in the exper-
iment. Therefore, the displacement of the point at
which the magnetic circular dichroism passes through
zero for the Dy, _,Ni, single-layer film applied on the
nickel layer is most likely associated with the transfor-
mation in the electronic structure of either the Dy, _,Ni,
layer or the film asawhole.

As is known [3], the magnetic structure of heavy
rare-earth metals, including dysprosium, is determined
primarily by the exchange interaction of conduction
electrons with 4f electrons. The introduction of nickel
atoms into a dysprosium layer leads to changes in the
system of conduction electrons. The magnetic
moments of nickel atoms can be polarized because of
the presence of a continuous, magnetically ordered
nickel layer. The threshold weight content of nickel at
which dysprosium at room temperature undergoes
magnetic ordering is approximately equal to 2%. With
due regard for the atomic weights of the components,
this value corresponds to ~5 val %. It can easily be
shown that, in the case of a uniform distribution of
nickel over the dysprosium layer, the second coordina-
tion shell of each dysprosium ion contains anickel ion
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with a spin aligned parallel to the magnetic moment of
the nickel layer. The hybridization of Ni d states with
Dy f states can stimulate magnetic ordering in the
Dy, _,Ni, layer. On the other hand, it can be assumed
that the sample as awhole is characterized by a single
system of conduction electrons. Consequently, al con-
duction electrons are polarized, including those pro-
vided by the Ni s, Dy p, and Dy d states. In this situa-
tion, spins of Dy 4f electrons undergo ordering due to
the interaction with polarized band electrons. In both
cases, the temperature dependences of the magnetiza-
tion and, hence, the magnetic circular dichroism in the
Dy, _,Ni, layer should correlate with those of the nickel
layer and with the nickel content in the dysprosium
layer.

Moreover, nickel impurities bring about insignifi-
cant distortionsin the dysprosium latti ce because of the
differences between the atomic and ionic radii (rp, =

1773 A, 1 o = 107 A ry = 125 A, and 1o =

0.72A). These distortions can affect the magnetic
structure of the layer due to strong spin—orbit coupling
in dysprosium and competition between exchange
interactions in different coordination shells. However,
in this case, the magnetic ordering in the Dy, _,Ni,
layer should aso be observed in the absence of the
nickel layer, which is inconsistent with the available
experimental data.
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Abstract—The evolution of optical absorption in a two-dimensional antiferromagnet is investigated in the
range of thetransition °A;; —» “A;,, “E,(*G) observed in manganeseionsin an external magnetic field induc-
ing noncollinearity of the magnetic structure. It is revealed that hot and cold satellites of the exciton—magnon
bands appear in the optical absorption spectrum and then increase in intensity. The shapes of the magnon sat-
ellite bands corresponding to a two-dimensional magnetic structure are calculated. It is demonstrated that
magnons at theinner points of the Brillouin zone appreciably contribute to the absorption. The zero-point mag-
netic oscillations play a decisive role in the absorption associated with the magnon decay at low temperatures.

© 2003 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

As arule, optical spectra of antiferromagnets con-
taining ions with an open 3d shell are related to transi-
tionsforbidden with respect to the spin projectionin the
single-ion approximation. Consequently, in the optical
spectra of these crystals, the intensive electrodipole
absorption bands are caused by the excitation of groups
of interacting ions, specifically by pairs of exchange-
coupled ions belonging to different magnetic sublat-
tices. The existence of single-magnon satellites of the
exciton bandsis characteristic of the absorption spectra
of collinear antiferromagnets. In the case when the non-
collinearity of the magnetic sublatticesisinduced by an
external magnetic field, the optical transitions involv-
ing an even number of magnons become alowed [1].
The mechanism responsible for the formation of the
light absorption bands can be elucidated by analyzing
the dependences of the intensity and energy location of
the absorption peak of the multimagnon satellites on
the angle of canting of the magnetic sublattices. For
example, the optical spectra of RbMnCl; and CoCO4
compounds exhibit narrow isolated magnon satellite
bands that correspond to the maxima observed in the
density of exciton—magnon states at singular points of
the Brillouin zone due to the participation of several
magnonsin light absorption [2] with the specific behav-
ior in the magnetic field. In the present paper, we report
results on the measurement of the optical absorption
spectrum of an Rb,MnCl, antiferromagnet in the fre-
quency range of the transition A;; — *A;,, *E4(‘G).
The evolution of the absorption spectrum in the mag-

netic field was explained in terms of the two-dimen-
sional magnetic structure responsible for the specific
features in the density of states of quasi particle combi-
nations involved in optical excitations.

Crystals of Rb,MnCl, at room temperature have a

tetragonal structure with Diz symmetry. At tempera-
tures below the Néel point Ty = 57 K, the Rb,MnCl,
crystal is characterized by an antiferromagnetic order
with easy-axis anisotropy. The magnetic moments are
directed paralld to the C, symmetry axis of the crystal
[3]. The exchange field is determined to be Hg =
800 kOe. The spin-flop transition occurs in the field
Hg =56 kOe. The Mn?* ions are located in layers per-
pendicular to the C, symmetry axis at sites of a plane
square lattice of the crystal. The interlayer distance
considerably exceeds the distance between the nearest
neighbor Mn?* ions located in the same layer. As a
result, the intralayer exchange interaction between the
Mn?* ionsis two orders of magnitude stronger than the
interlayer exchange interaction, which causes the two-
dimensional (2D) behavior of the magnetic system of
the crystal.

2. EXPERIMENTAL TECHNIQUE

The optical absorption spectraof Rb,MnCl, crystals
were measured on a spectrometer with a resolution of
3 A/mm. Magnetic fields with astrength up to 230 kOe
were generated in a pulsed solenoid with a pulse dura-
tion of 20 ms. The spectra were recorded on photo-
graphic film.
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Fig. 1. Polarized spectra of Rbo,MnCl, crystalsin the range
of the transition ®A;q —> *Aqg, *E4(*G) @ T=4.2K: (1) t
polarization, h = 2.2 mm; (2) a polarization, h = 0.14 mm;
(3) a polarization, h = 0.5 mm; and (4) o polarization, h =
1.51 mm.

3. RESULTS AND DISCUSSION

The polarized absorption spectra of crystal samples
with different thicknesses h at the temperature T =
4.2 K are shown in Fig. 1. According to the selection
rules, the magnetodipole exciton bands in the optical
spectra of the Rb,MnCl, crystal should be observed for
the polarizations a (the wave vector k is aligned paral-
lel to the C, axis of the crystal, and the electric-field
vector E is perpendicular to the C, axis) and Tt (k 0 C,,
E || C,), whereasthe el ectrodipol e single-magnon satel -
lites of the exciton bands should manifest themselves
for the polarizationsa and o (k O C,, E O C,). Wefailed
to observe exciton bands in the spectra of crystal sam-
ples of the specified thickness. Vervoitte et al. [4] mea-
sured the spectrum of magnetic circular dichroism and
reveal ed two dichroic magnetodipole bands (23489 and
23547 cm™). Thelocations of these bands are indicated
in Fig. 1, and the bands themselves are designated as
Cg, and Cp,, respectively, and areinterpreted as exciton
bands. In [4], the bands C; and C,,; were identified as
photon and magnon satellites of the exciton band Cg,,
respectively. The band C,,; is located at a distance of
~80 cmr L, which corresponds to the magnon frequency
at the boundary of the Brillouin zone.

We measured the absorption spectra of Rb,MnCl,
crystalsin different magnetic fields and at temperatures
ranging from 1.8 to 100 K. It turned out that the temper-
ature dependences of the spectral characteristics do not
provide useful information. As the temperature
increases to the Néel point Ty, the half-width of the
bands increases; consequently, it becomes impossible
to determine the location of most of them to sufficient
accuracy. The only isolated band, namely, Cy,, which
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Fig. 2. Absorption spectra of Rb,MnCl, crystals for the a
polarization in magnetic fieldsH: (1, 7) 0, (2, 8) 46, (3) 70,
(4, 9) 135, (5, 10) 160, and (6, 11) 230 kOe. Sample thick-
ness h: (1-6) 1.65 and (7-11) 0.08 mm. T = 4.3K, H || C,.

can be clearly observed up to the temperature Ty, and
higher, does not undergo a noticeable shift at tempera-
tures T < Ty. Thisisatypical manifestation of the two-
dimensional magnetic structure of the crystal [5].

Figure 2 illustrates the evolution of the red edge of
the a-polarized absorption spectra of thick and thin
crystal ssmplesindifferent magneticfieldsat T=4.3K.
In the case when the magnetic field exceedsthe field of
the spin-flop transition and the magnetic moments of
the sublattices exhibit angularity, the spectrum under-
goes a considerable transformation. It can be seen that
an intense broad band, namely, Cy, . v, 8ppearsin the
spectrum, increases in intensity, and overlaps with the
Cu2 band whose intensity decreases. As the magnetic
field increases above 100 kOe, there appear two new
bands, namely, Cy; _y and Cy,_y, @ frequencies cor-
responding to pure exciton transitions and their intensi-
tiesincrease. Judging from the field dependences of the
aforementioned bands, the Cyy, .y band can be identi-
fied as an exciton—two-magnon band (a magnon satel-
lite of the exciton—magnon band C,,,), whereas the
Cu1_m and Cy, _ bands can be treated as hot satellites
of the exciton—magnon bands. The integrated intensity
of these bands should be proportional to sin?20sin®0,
where cosB = H/2H and 6 is half the angle between the
sublattices. However, in the former case, the band is
unusually broad. In the latter case, the intensities of the
bands should be proportional to the magnon population
[6]: n=[exp(e,/KT) — 1], whichissmall at the temper-
ature of the experiment; hence, these bands should not
be observed. In order to explain the above facts, the
specific features of the magnetic structure of the crystal
must be taken into account.
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Fig. 3. Calculated band shapes: (1) the exciton—magnon
band at K; =0, K, = 0; (2) the exciton—magnon band at K, =

0, K, = 2.5; (3) the exciton—magnon band at K; = 0.1, K, =

2.5; (4) the cold magnon satellite of the exciton—magnon
band at K, = 0, K, = 2.5; and (5) the hot magnon satellite of

the exciton—magnon band at K; = 0, K, = 2.5.

The shapes of the absorption bands were cal culated
taking into account the results obtained in [6]. The
absorption coefficients at the frequency w were calcu-
lated for the exciton—magnon band from the relation-
ship

K M(w) O Z |F>(k)|2q>§+ "(k)&(w—E,(K) —&,(-k)),

K

for the cold magnon satellite of the exciton—magnon
band from the expression

KE™ () Oy PRI @™ (k)3
U,k

xEm E)- Y @(kl)+Zsp(q)DD

ki — q——k

and for the hot magnon satellite of the exciton—magnon
band from the formula

K™ () O le(k)lz¢§+m_m(k)5

H
*-E()- Y Et(kl) zsu(qm
ki— q——k
Here, P(k) is the dipole moment of the transition in the

k space and def” (k) are the functions dependent on

the direction of the magnetic moments of the sublat-
tices, the popul ation of magnon states, and the structure
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of the crystal. The summation is carried out over al
vectors k of the Brillouin zone and over the zones p.
The exciton energy E (k) and magnon energy &,(k)
were calculated in the nearest neighbor approximation
according to the expressions

E.(k) = Ag + AcosGEI\N/I\?(k) —(=1)"zIM|y(k)cos’e,
€u(k)
= SI1(0)/1-y*(K) +2cos"By(K)[y(K) - (-1)"],
y(k) = cosgiz%cosmak‘D

o[

v(k) = %(cosakx+ cosak,),

where a is the lattice parameter. In contrast with the
case considered in [6], we ignored the renormalization
of the exciton energy due to the exciton—magnon inter-
action A and assumed that |A(k, 1)[> = Asin?260. Therole
of the exciton—magnon interaction, in our case, consists
in resolving the magnon satellites of the exciton—-mag-
non band. All the other designations correspond to
those presented in[2]. In our calculations, we varied the

parametersK; = |[M|cos?6 and K, = M determini ng the
transfer of excitation inside and between the sublat-
tices.

The calculated shapes of the exciton—magnon band
and its cold single-magnon satellite having characteris-
tic weakly pronounced peaks associated with the spe-
cific features of the density of states corresponds to the
observed shape under the condition K, = 2.5|J| (Fig. 3).
Here, |J| is the quantity characterizing the intralayer
exchange between the nearest neighbors. The magni-
tude [M| can be determined from the Davydov splitting
of the exciton band. We failed to do this because no
weak exciton band was observed for crystals of the
specified thickness. For thisreason, in our calculations,
we chose small values of K; in units of |J|, which is
specified by the range of the magnetic fields used. In
this case, the shapes of the bands change insignifi-
cantly, whereas the maxima of the intensity should vary
as sin*0 and sin?20sin*0 for the single-magnon and
two-magnon satellites, respectively. Figure 3 displays
the calculated shape of the two-magnon satellite for
small values of K;, which is described by a function
~Ke*m+m()/cos’0, because when H = 0 and 6 = 172
(and, correspondingly, K; = 0), we obtain K&*™M*M(¢) =
0. An increase in the fraction of magnons with wave
vectors at points of the general type, as compared to
that at singular points in a 2D antiferromagnet, gives
rise to a broad two-magnon band.

Unlike the cold magnon satellite of the exciton—
magnon band, the hot magnon satellite of this band
exhibits a sharp peak on the background of the wide
dome at afrequency close to the frequency of the exci-
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ton (Fig. 3) for K, = 2.5 and K; = 0. Consequently, the
bands C,,_\; and Cy,_u, are relatively narrow. They
are characterized by a high intensity and a weak tem-
perature dependence due to the two-dimensional mag-
netic structure. According to [6], we can write the rela
tionship ®; ™" (k) ~ n,(k). The decrease in the mag-
netization due to zero-point oscillations was calculated
for a two-dimensional Heisenberg antiferromagnet in
[7]. It was shown that this decrease at T = 0 reaches
~20% [7]. Therefore, at alow temperature, ntakeson a
value of no less than 0.2, which ensures a sufficient
number of magnons for the participation in the hot
absorption of light. The shape of the band was calcu-
lated under the assumption that magnons are uniformly
distributed in the Brillouin zone.

Upon summing the band intensities with weights
dependent on the sublattice angularity in the magnetic
field, we obtain a spectrum similar to that observed in
the experiment.
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Abstract—The spin and lattice dynamics of the R,CuO, quasi-2D antiferromagnetic crystals (R = Pr, Nd, Sm,
Eu, Gd) were studied in the millimeter-range electromagnetic wave band. Strong variations of the absorption
coefficient were observed to occur at temperatures T = T,. Absorption lines of electrical nature due to lattice
dynamics were also revealed near the T, temperatures. The observed anomalies are assumed to originate from
phase transitions at T = T,, which entail changes in the structural and magnetic properties. © 2003 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

This paper reports on a study of the absorption spec-
tra of electromagnetic waves in R,CuO, quasi-2D anti-
ferromagnets (R = Pr, Nd, Sm, Eu, Gd) in the frequency
range 20250 GHz and at temperatures from 5 to
350 K. The measurements were conducted on stoichio-
metric, dielectric single crystals.

R,CuQ, crystals with R = Pr, Nd, Sm, and Eu have
T'-typetetragonal symmetry (space group 14/mmm|[1])
a al temperatures. La,CuO, and Gd,CuO, were
observed to undergo, at 600650 K, structural transi-
tions from the high-temperature (tetragonal) to low-
temperature (orthorhombic) phase[2, 3].

Figure 1 shows the structure of La,CuO, and
R,CuQ, with rare-earth (RE) ions for R = Pr, Nd, Sm,
Eu, and Gd. The structures of al these crystals have a
common feature: they are all quasi-2D. At the same
time, La,CuQ, and R,CuO, with RE ions differ in the
nearest environment of the Cu?* ions. In La,CuQ,,
these ions are surrounded by O?- octahedra (coordina-
tion number Z = 6), whilein R,CuO, with RE ions, they
are surrounded by oxygen ion squares (Z = 4) in CuO,
shests.

In terms of their magnetic properties, La,CuO, and
all R,CuQ, crystals with RE ions are quasi-2D Heisen-
berg antiferromagnets based on CuO, sheets with Cu?*
ions (spin S= 1/2). Thereis strong in-plane 2D Heisen-
berg exchange interaction (exchange constant Jp ~
120-150 meV [4]). The Néel temperatures (Ty) for the
guasi-2D antiferromagnetic order maintained by a
weak out-of-plane exchange Jop ~ 107°J,p are Ty, ~ 250—
300 K. The noncollinear antiferromagnetic structure,
magnetic anisotropy, spin-wave excitation spectra, and
the part played by the R*—Cu?* and Cu?*—Cu?* pseudo-

dipole interactions in the R,CuO, tetragonal crystals
with RE ions are considered in [5, 6].

The spin dynamicsin R,CuO, was studied earlier by
using antiferromagnetic resonance (AFMR) [7, 8] in
crystalswith R=Pr, Nd, and Gd and by using inelastic
neutron scattering [6, 9, 10] in compounds with R=Pr
and Nd.

Magnetic resonance lines were observed in [7, 8] at
low temperatures, T < 15-20 K. Asthe temperature was
increased, the resonance lines measured by sweeping
the external magnetic field were broadened and then
practically disappeared. Inelastic neutron scattering

o | ¢
O C O @ Cu*t
A O A0
)O

O
O

Fig. 1. Structure (a) of LayCuOy crystals of T-type symme-
try in the high-temperature phase and (b) of R,CuO, crys-
tals (R = Pr, Nd, Sm, Eu, Gd) of T'-type tetragonal sym-
metry.
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studies reveal ed both in-plane (with agap A,p) and out-
of-plane (Agp) Spin-wave excitations[6, 9, 10]. Theval-
ues of the gap width A, obtained for Pr,CuO, and
Nd,CuQ, in inelastic neutron scattering measurements
and the AFMR frequencies differed only dlightly.

This study covered temperature and frequency
dependences for the absorption spectra of R,CuO, with
RE ions (R = Pr, Nd, Sm, Eu, Gd) measured using the
quasi-optical method, both with and without applica-
tion of an external magnetic field. This permitted us to
investigate the absorption lines and bands which did not
depend (or depended only weakly) on magnetic field
and could not be observed using conventional AFMR
(by sweeping an externa magnetic field at a fixed fre-
guency). As a result, we observed, in addition to the
magnetic resonance lines studied in [7, 8], absorption
lines and bands that had not been detected previously.
The presence of such bands is characteristic of all the
R,CuQ, crystalsinvestigated.

The position of the low-frequency absorption band
edge in Pr,CuQ, and its temperature dependence arein
accord with the corresponding data for the in-plane
spin-wave excitation gap obtained by inelastic neutron
scattering [10].

In R,CuO, with R=Pr, Sm, and Eu, the above-men-
tioned absorption bands originating from excitation of
in-plane spin waves became manifest, under heating of
the crystal, in the form of a strong increase in absorp-
tion near the temperatures T = T, = 20, 80, and 150 K,
respectively. Itisnear T= T, = 150 K that a phase tran-
sition in Eu,CuQ,, in which both the structural and
magnetic properties of the crystal changed simulta-
neously, was observed earlier by using various experi-
mental methods [11-14]. The similarity between the
temperature dependences of the measured absorption
spectrain R,CuO, with different RE ions suggests that
all these crystals undergo similar phase transitions at
temperatures T = T,

In al crystals with phase transitions occurring near
T = T,, one observed, near the same temperatures, not
only absorption bands of spin nature but also absorp-
tion lines apparently due to lattice dynamics. These
lineslieat frequenciesf > 20 GHz, up to the edge of the
in-plane spin-wave excitation band, and partially over-
lap the latter. Thus, in the crystals studied, the in-plane
spin-wave and lattice excitations are mixed, at least, at
temperatures close to T,,.

2. EXPERIMENTAL RESULTS

The absorption spectra of R,CuQ, single crystals
(R=La, Pr, Nd, Sm, Eu, Gd) were measured over the
frequency range 20250 GHz at temperatures 5-300 K.
The sampleswere 5 x 4 x 0.5-mm plateswith the larger
face perpendicular to the c axis of the crystal. The sin-
gle crystals were grown using the spontaneous crystal-
lization method described in [15, 16]. The quasi-optical
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spectrometer employed used backward-wave lamps
(BWL) as a generator and liquid helium—cooled InSb
detectors as a receiver. The experimental technique is
described in considerable detail in [17].

Thelarger face of a sample was oriented perpendic-
ular to the direction of microwave power propagation.
The propagated wave had a plane wavefront such that
the ac magnetic (h) and electric () fields were in the
sample plane. The sample could be rotated about the
axis of the holder. The electric field ewas paralel to the
holder axis and remained in the plane of the larger face
when the sample was turned. In contrast, the magnetic
field h deflected from this plane through the corre-
sponding angle with rotation of the sample. A dc mag-
neticfield H, of upto 1.6 T could be applied perpendic-
ular to the direction of microwave power propagation.

We measured temperature dependences of the
microwave power transmitted through the sample,
P(T), at fixed frequencies. The temperature depen-
dences of the relative absorption coefficients T = 1 —
P(T)/P(T =5K) at fixed frequencies, I'; (T), were calcu-
lated. The I';(T) plots were used to calculate the fre-
guency dependences of the relative absorption coeffi-
cient of a sample at fixed temperatures, I'+(f). Note
that, to quantify the absorption coefficient, one needsto
know the phase of the propagated wave and the
reflected power, which are difficult to obtain without
ensuring the single-mode measurement regime. How-
ever, in order to determine the position of the absorp-
tion lines and bands only, one can restrict oneself to
measurement of the I'; (T) coefficient. It is also appro-
priate to note that, when measuring relative absorption
coefficients, the nonuniformity of the frequency
response of the generator (BWL) isinessential.

Three types of I;(T) dependences differing in
behavior were observed in the crystalsin the frequency
range 20-250 GHz.

(2) Sharp and strong stepped variation of the absorp-
tion coefficients I (T) within narrow temperature inter-
vals near T, = 20, 80, and 150 K for R,CuQ, crystals
with R = Pr, Sm, and Eu, respectively (Fig. 2). These
jumps occurred within a broad frequency region f >
100120 GHz up to 250 GHz (the maximum frequency
at which the measurements were conducted).

(2) Sharp, but weaker changes in the absorption
coefficient I (T) in R,CuO, crystals with R = Pr, Nd,
Sm, and Eu occurring near T = Ty = 20, 6, 80, and
150 K, respectively (Fig. 3). Unlike absorption bands
of the first type, these jumps in absorption were
observed in a narrow frequency interval close to
30 GHz.

(3) Absorption lines, i.e.,, maxima in the I((T)
dependences (Fig. 4). These lines were observed in
R,CuQ, crystals (R= Pr, Nd, Sm, Eu) in the vicinity of
T =T, within abroad frequency range, from 20 GHz to
the low-frequency edge of the broad absorption band of
the first type. These lines are most clearly seen on the
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Fig. 2. Temperature dependence of the relative absorption
coefficient measured at a frequency f = 169 GHz for
L32CUO4, PI'2C:UO4, NdchO4, an2CUO4, EUZCUO4, and
Gd,CuQ,. The curves were measured under a slow warm-

up of the samples following their slow cooling. The solid
linesfor R,CuO,4 (R= Pr, Sm, and Eu) arefitsby Boltzmann

equations.

wing of the broad absorption band in Eu,CuQ,, where
their intensity was the strongest (see [18, Fig. 2]).

At temperatures T < T, where the crystals studied
were practically transparent for f > 100 GHz, strongly
magnetic field-dependent absorption lines were
observed (they are seen in Fig. 2 for Gd,CuQ, at T =
10K andinFig. 3for Nd,CuO, at T=30and 75K and
for Sm,CuO, at T = 30 K). No comprehensive investi-
gation of these lines was made here; they apparently
originate from magnetic resonances.

Consider the specific features of the above three
types of absorption spectrain more detail.

We first discuss the properties of the broad, strong
absorption band at frequencies f > 100 GHz, which
appears near T = T,. As seen from Fig. 2, the variation
of absorption for R,CuO, crystalswith R= Pr, Sm, and
Eu has the shape of a smooth step, with theI'; (T) coef-
ficient changing by tens of times within afairly narrow
temperatureinterval near T = T, = 20, 80, and 150 K, to
remain subsequently nearly constant with a further
increase in temperature. This pattern persists up to a
limiting frequency of 250 GHz. Note that the tempera-
ture dependence of the absorption coefficient I'; (T) for
La,CuQ,, which is presented for comparison in Fig. 2,
is different. Indeed, the absorption grows more
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Fig. 3. Stepwise absorption near temperatures Ty for the
ProCuQy, Nd,CuO,4, SMyCuO,, and Eu,CuOy crystals at
frequencies 30.5, 29, 33.9, and 34 GHz, respectively.

smoothly in this case with temperature up to 400 K
without reaching a constant level. No frequency depen-
dence of absorption is observed within the operating
range for this crystal. Note that the absorption for
La,CuQ, at the maximum temperature (Fig. 2) is sub-
stantialy smaller than that measured in R,CuQ, crys-
tals (R=Pr, Sm, Eu) for T > T, It appears only natural
that this absorption is related to the thermal release of
carriers from traps. Generally speaking, absorption of
this type should take place in al crystals of this class;
however, this absorption is practicaly indistinguish-
able in R,CuQ, with R = Pr, Sm, and Eu when viewed
superposed on strong absorption bands.

The absorption in these strong bands is primarily of
magnetic nature. This was checked by polarization
measurements. Rotation of samples about the crystal
holder caused a sharp decrease in the relative absorp-
tion coefficient I'; (T). When asample isrotated in this
way, the ac magnetic field leaves the CuO, layer plane,
whereas the ac electric field maintainsits orientation in
these layers. The observed magnetic absorption band is
most likely associated with spin-wave excitationsin the
CuO, sheets.

It was found that the best fit to the experimental
points (with the smallest rms deviations) in Figs. 2 and
3 is reached when using a Boltzmann equation of the
typeln = (M, =T 1+ exp[(T - Ty)/dT]} + ', which
describes a stepwise variation of the parameter I within
atemperature interval dT in the vicinity of T,. Here, I';
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Fig. 4. Absorption lines near temperatures Ty for ProCuQy,
Nd,CuO,4, Sm,CuOy, and Eu,CuO,4 obtained at 55 GHz.
Solid lines are drawn to guide the eye.

is the absorption coefficient for T = —oo, I',, is that for
T =+00, Tyisthetemperatureat whichI" =0.5("; +T,),
and dT is the width of the temperature interval within
which I varies sharply in magnitude. Computer fitting
yields the minimum-error values of al four parameters
within the possible range of their variation. The values
of Ty and dT for the R,CuO, crystals (R = Pr, Sm, Eu)
are, respectively, 19.52 + 2.13 K and 13.03 £ 0.79 K
with a variance x2 = 0.00039 characterizing the accu-
racy of approximation for Pr; 86.09 + 0.24 K and
10.49 £ 0.21 K with x?=0.00023 for Sm; and 115.82 +
0.62 K and 10.78 + 0.53 K with x? = 0.00052 for Eu.
We readily see that, for the Eu,CuO, and Sm,CuQ,
crystals, theratio dT/T, < 1, whereas for Pr,CuO,, we
have dT/T, ~ 0.7. Thus, the values of dT for these crys-
tals are similar and the temperatures T, depend on the
RE ion species.

In Gd,CuQ,, the increase in the absorption coeffi-
cient with temperature was more smooth than in
R,CuQ, (R = Pr, Sm, Eu); in terms of the pattern of the
temperature and frequency responses and the magni-
tude of the absorption coefficient, this crystal is closer
to tetragonal R,CuO, (R = Pr, Sm, Eu) than to the
La,CuO, case (Fig. 2). The absorption in Gd,CuO,
depended substantialy on the sample prehistory, more
specifically, on the cooling rate and the presence
method of applying the external magnetic field. In non-
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Fig. 5. Temperature dependence of the absorption coeffi-
cient of Gd,CuO,4 measured under slow warm-up following

(2) dow and (2) fast cooling.

equilibrium samples cooled at a high rate (>30 K/min)
or after application of amagnetic field of 1.5 T near the
Néel temperature, the increase in absorption with tem-
perature occurred stepwise rather than smoothly. Fig-
ure 5 displays the pattern of I'(T) variation in the case
of fast cooling. Wereadily seethat the equilibrium sam-
ple (cooled at arate lessthan 1 K/minin azero external
field) exhibits an absorption line of magnetic nature at
a temperature of ~75 K and f = 169 GHz. This line
broadened under quenching and was shifted by an
external magnetic field.

No sharp variation of the coefficient I';(T), similar
to that seen in R,CuO, (R = Pr, Sm, Eu), was observed
to occur in Nd,CuO, at frequencies f < 250 GHz
(Fig. 2).

Figure 6 presentsthe I'; (T) relations obtained under
slow heating and cooling of the samples. Eu,CuO, is
seen to display a strong temperature hysteresis.
Pr,CuQ, and Sm,CuQ, crystals also reveal ahysteresis,
but it is considerably weaker.

Consider now the absorption properties near
30GHz. As dready mentioned, this absorption
appeared in R,CuQ, crystals with R = Pr, Nd, Sm, and
Eu (Fig. 3) a temperatures T = T, = 20, 6, 80, and
150 K, respectively, while for T > T,, the absorption
remained practically independent of temperature up to
300-350 K. Thevaueof I'¢(T) for T> T,inthiscaseis
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Fig. 6. Hysteresis in the temperature dependence of the
absorption coefficient of ProCuO, SmyCuO,, and
Eu,CuO, obtained at 169 GHz under (1) slow heating and
(2) dow cooling.

smaller than that for steps of the first type. Figure 7
exemplifies some I';(T) relations obtained at frequen-
cies near 30 GHz on Pr,CuQ,, which illustrate the non-
monotonic character of variation of ;(T) with T > T,
and with frequency varied near 30 GHz. Similar depen-
dences were observed in the vicinity of and above the
temperatures T = T, = 6, 80, and 150 K in Nd,CuQ,,
Sm,CuQ,, and Eu,CuQ,, respectively.

Consider finally absorption lines of the third type.
These lines were observed near the temperatures T = T,
in R,CuQ, crystals (R= Nd, Pr, Sm, Eu) within afairly
broad frequency range above 20 GHz (Fig. 4). The
upper frequency limit of this absorption is difficult to
establish, because it overlaps the edge of the strong
spin-involving absorption band of the first type. Polar-
ization measurements showed these lines to be excited
primarily by the ac electric field, because the relative
absorption coefficient of the sample changed only
dlightly when the sample was rotated about the sample
holder along which the ac electric field was directed.
An external magnetic field had practically no effect on
the position and intensity of the absorption lines.

Figure 8 displays the frequency dependences of the
absorption coefficient ' (f) of R,CuO, crystals (R= Pr,
Sm, Eu) derived for a number of temperatures from the
experimentally measured I'; (T) relations (Figs. 2, 3, 7).
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Fig. 7. Temperature dependence of the relative absorption
coefficient of Pro,CuOy at frequencies close to 30 GHz.

One clearly sees anarrow absorption line near 30 GHz
and a broad absorption band at higher frequencies. The
position of the edge of this band (i.e., the gap for the
corresponding spin excitations) can be characterized by
the frequency fg, that corresponds to one half of
absorption at the saturation level for each fixed temper-
ature. Asthetemperature increases, the absorption edge
isseen to shift toward lower frequenciesand its position
no longer varies with temperature for T > 90 K (for
Pr,CuQ,). Figure 9 shows temperature dependences of
the frequency gaps of the corresponding spin excita-
tions measured for R,CuQ, crystals (R = Pr, Sm, Eu).

3. ANALY SIS OF THE EXPERIMENTAL DATA

The experimental data presented in the preceding
section show that the absorption spectra of R,CuQ, tet-
ragonal crystals with different RE ions share a number
of common features.

For temperatures T > T, al crystals, except
Nd,CuQ,, exhibit, within a broad frequency range
above 100 GHz, a strong absorption band, which is
apparently due to excitation of in-plane spin waves. In
the case of Pr,CuO,, the magnitude of the frequency
gap for such excitations and its temperature response
agree with those of the gap Ap reported in [10] (Fig. 9).
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Fig. 8. Frequency dependence of the relative absorption
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shows the same dependence measured for Sm,CuO, and
Eu,CuO, at temperatures of 100 and 170 K, respectively.

The similarity between the gaps for the observed
strong magnetic absorption bands and between their
temperature behaviors in R,CuQ, crystals (R = Pr, Sm,
Eu) (Fig. 9) suggests that the bandsin all these crystals
are caused by in-plane spin-wave excitations in the
CuO, sheets with gaps A The widths of the gaps are
determined by the in-plane anisotropy, whichis similar
for crystals with R = Pr, Sm, and Eu and is primarily
dueto the Cu—Cu interaction in the layers. The RE ions
(R = Pr, Sm, Eu) only weakly affect the in-plane anisot-
ropy. Indeed, Pr,CuO, and Eu,CuO, have practically
nonmagnetic ground-state RE ions and, in Sm,CuQ,,
the magnetic moments of the Sm* ions are aligned
with the ¢ axis of the crystal [19].

Asfollows from data on inelastic neutron scattering
for Nd,CuO, [9], the gap Ap in thiscompound is nearly
an order of magnitude larger than that in Pr,CuQ,. Our
operating frequencies are lower than the gap width A,
and it is apparently for this reason that we did not
observe the corresponding band in Nd,CuO,. In
Nd,CuQ,, the magnetic moments of the Nd** ions, as
well as those of the Cu?* ions, are known to lie in the
CuO, sheets and the Nd-Cu interaction isindeed capa-
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neutron scattering data for ProCuOy, [10].

ble of changing the in-plane anisotropy and shifting
the gap.

As dready mentioned, Eu,CuO, was established
[11] to undergo, near T = T, = 150 K, aphase transition,
during which the structural and magnetic properties
change (seeaso[12, 14, 15, 20]). Rhombic distortions,
caused primarily by oxygen ion displacements, were
found to form for T < T, in CuO, layerson alocal scale
of ~30 A [11]. It appears natural to relate the changein
the absorption coefficient and the temperature behavior
of the gap Ap in Eu,CuO, near 150 K to the existence
of this phase transition. A broad absorption band is
observed within the operating frequency range in the
high-temperature tetragonal phase, but this band does
not arisein the low-temperature phase with local rhom-
bic distortions. The existence of such distortionsin the
low-temperature phase gives rise to a stronger inter-
layer coupling and a larger in-plane magnetic anisot-
ropy, which broadens the gap and results in the
observed increased transmission of the crystal. The
high-temperature tetragonal phase of Eu,CuQ, is also
reported [12, 14] to exhibit dispersion of the dielectric
susceptibility along the c axis, which is characteristic of
the structural glassy state. This is possibly what
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accounts for the anomalously large width of the
observed spin-wave absorption band.

In view of the similarities between the characteris-
tics of the absorption bands observed in R,CuO, crys-
tals (R= Pr, Sm, Eu) near the T, temperatures, one may
also expect the existence of similar phase transitionsin
R,CuQ, crystals (R = Pr, Sm) at temperatures T, = 20
and 80 K, respectively. The temperature hysteress of
the absorption coefficient in R,CuO, (R= Sm, Eu) (see
Fig. 6 and[18, Fig. 2]) isevidence of afirst-order phase
trangition. In Pr,CuQ,, thistransition isdiffuse (dT/T, ~
0.7) and is apparently of the first order close to second
order.

The gaps Ap in Nd,CuO, and Pr,CuO, were found
to be strongly temperature dependent for T < 10 K and
T <20 K, respectively [9, 10]. In the case of Nd,CuQO,,
this temperature behavior was related in [9, 10] to the
strong dependence of the magnetization of Nd** ionson
temperature and to the effect of the Nd*>*—Cu?* interac-
tion on the in-plane magnetic anisotropy. The tempera-
ture dependence of the gap Ap in Pr,CuQO,, where the
Pr3* ion is practically nonmagnetic, was explained as
being due to spin—spin interaction in the two-dimen-
siona CuO, shests;, this interaction appears when the
square magnetic anisotropy is taken into account [21].

If, however, one assumes the existence of phase
transitions near the temperatures T,, the temperature
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dependence of the frequency gap can also be accounted
for by a change in the in-plane anisotropy originating
from the structural distortions brought about in such a
transition.

Let us discuss now the absorption lines of electric
nature, which we assign to lattice dynamics near the
phase transitions occurring in the R,CuO, crystals (R =
Pr, Nd, Sm, Eu) (Fig. 4). These lines are observed in a
continuous frequency range extending from 20 GHz to
the edge of the spin-involving absorption bands and can
be associated with the dynamics of a set of coexisting
relaxation centers, for which the condition wt=1issat-
isfied near the temperatures T,,. The lifetimes T of these
centersare distributed over theinterval 0.8 x 1011 >1 >
0.5 x 1022 51 which indicates a limited size scale of
theregionswith structural correlations existing near the
temperatures T,. For Eu,CuQ,, thisisin agreement with
the data obtained in structural studies [11]. The fre-
guency overlap of the lattice absorption lines with
absorption bands of spin nature observed to occur near
the temperatures T, argues for the lattice and spin
dynamics mixing near the T, temperatures.

Unlike crystals with R = Pr, Sm, and Eu, in
Nd,CuQ,, as aready mentioned, no strong spin-wave
absorption band was observed. Near 6 K, however, a
line was detected which was similar to the lattice
absorption lines found near the temperatures T, in
R,CuQ, (R = Pr, Sm, Eu). Therefore, a similar phase
transition also occurs apparently in Nd,CuQ, at Ty =
6 K and, for the spin-wave absorption bands to be
observed, the operating frequency has to be increased.

Thus, similar R,CuOQ, crystals (R = Pr, Nd, Sm, Eu)
differing in the R-ion species are assumed to undergo
identical phase transitions at different temperatures T,
In this case, it appears only natural to relate the differ-
encesin T, to the R-ion type.

We looked for correlations between the values of T,
and magnetic moments, as well as with the ionic radii
rg of the Rions (using data obtained by Shannon [22]).
The T, temperatures of the crystals studied correlate
only weakly with the magnetic state of the correspond-
ing Rions. Indeed, for the Eu* ion (“F,), which is non-
magnetic in the ground state, we have T, = 150 K. For
the weakly magnetic Pr3* ions (spin singlet in the
ground state), T, = 20 K. For the magnetic ions Sm3*
and Nd® (Kramers doublets in the ground state), T, =
80 and 6 K, respectively. There is, however, a correla-
tion between T, and the RE-ion radii (Fig. 10), which
argues for the phase transitions near the temperatures
T, being associated with a change in the structural state
of the crystals. The nonmonotonic character of the
To(rr) dependence, which is fitted best of all by a qua-
dratic curve, suggests the existence of certain values of
rs that are optimal for the T' structure and makeit stable
down to the lowest temperatures. Decreasing or
increasing rg from these optimal values givesriseto an
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instability in the T' structure, the extent of which
depends on the size of the Rion. Note that the values of
T, for the crystalswith R = Nd, Pr, and Sm obtained by
us and the temperatures of the structural phase transi-
tions for crystals with R = La, Gd, and Eu determined
earlier in independent experiments [2, 3, 11] fall rea-
sonably well on the curve depicted in Fig. 10.

Gd,CuO, was shown to contain coexisting macro-
scopic regions with rhombic and tetragonal symmetry
(structural domains), which make the crystal structure
closeto the stability limit [3, 20, 23-25]. The pattern of
the in-plane spin-wave excitation spectra observed by
us in Gd,CuO, is in agreement with the concept of
existence of such structural domainsat all temperatures
below the Néel point. As the temperature is increased,
the amount of the tetragonal phase increases either
smoothly or jumpwise, depending on the actual method
of preparation of the sample and on the sample state
(Fig. 5).

Let us turn now to the narrow absorption lines near
30 GHz observed in R,CuQ, crystals (R = Pr, Nd, Sm,
Eu, Gd) for T > T, (Figs. 3, 7, 8). These lines can be
associated with the anomaliesin the dynamic magnetic
susceptibility revealed by us earlier in R,CuO, (R= Pr,
Eu, Gd) in the same frequency range [14, 26, 27]. We
assumed the observed anomalies to originate from 2D
homogeneous, well-defined spin-wave excitations in
the CuO, sheets. The gap width (w,p) for these excita-
tions was governed by the fairly strong uniaxial anisot-
ropy along the ¢ axis, which provided spin correlation
on ascale smaller than the correlation length of 2D spin
fluctuations[14, 26]. Thisinterpretation of the nature of
the narrow absorption lines close to 30 GHz is not at
odds with the results reported here. The fact that the
spin-wave excitations with w,p in R,CuO, crystalswith
R = Pr, Nd, Sm, Eu, and Gd are observed at a similar
frequency ~30 GHz implies the existence, in the CuO,
sheetsof al these crystals at temperatures T > T, of 2D
spin fluctuations with large correlation lengths and of a
uniaxial anisotropy of similar magnitude along the c
axis.

4. CONCLUSION

Thus, similar absorption bands have been observed
above 100 GHz in R,CuQ, crystalswithR=Pr, Sm, and
Eu for temperatures T > T, = 20, 80, and 150 K, respec-
tively. R,CuO, crystals with R = Pr, Nd, Sm, and Eu
were found to have similar absorption bands in the
vicinity of 30 GHz for T > T, = 20, 6, 80, and 150 K,
respectively. These bands and lines originate, respec-
tively, from quasi-2D in-plane spin-wave excitations
and well-defined 2D spin-wave excitations governed by
the uniaxial anisotropy along the c axis. These crystals
also reveal ed absorption lines caused by |attice dynam-
ics near temperatures T, in a continuous frequency
range from 20 GHz to the in-plane spin-wave absorp-
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tion edge. The observed features in the spin and lattice
dynamics suggest the existence of phase transitionsin
these crystals near the T, temperatures; these transi-
tions are associated with the changes in the structural
and magnetic properties of the crystals. The tempera-
tures T, depend on the actual RE-ion species, with the
value of T, and the RE-ion radius being correlated.

The features observed in the spin-wave absorption
bands and absorption lines indicate a lack of homoge-
neity in the quasi-2D spin and structural statesfor T >
T, and the existence of spinattice correlations near
temperatures T,,.
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MAGNETISM

AND FERROELECTRICITY

M agnetic Properties of Electron-Irradiated Quasi-L ayered
ManganitesLa,_,Sr;.,Mn,0; (x =0.3, 0.35, 0.4)

T.1.Arbuzova, S. V. Naumov, and V. L. Arbuzov
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Abstract—The magnetic properties of La, _ 5,Sr1 + 5,MNn,0; polycrystals (x = 0.3-0.4) are studied over abroad
temperature range 80-600 K. Quasi-two-dimensional manganites have a complex magnetic structure that
undergoes several transitions from one type of magnetic ordering to another. A specific feature of these manga-
nitesis ahyperbolic dependence of inverse susceptibility in the transition region from the magnetically ordered
to paramagnetic state for T > 360 K. This suggests the onset of ferrimagnetism. Electron irradiation to afluence
® =1 x 10" electrons/cm? is shown to have no effect on the long-range magnetic order while favoring the for-
mation of paramagnetic polarons and of an inhomogeneous paramagnetic state. © 2003 MAIK “ Nauka/lnter-

periodica” .

1. INTRODUCTION

The current interest in perovskite-like manganite
oxides of the Ruddlesden-Popper A,.;Mn,Os, .1
series(n=1, 2, ..., ) stems from the colossal magne-
toresistance effect [1, 2]. These compounds can be clas-
sified as magnetic semiconductors with strongly cou-
pled magnetic and electronic subsystems. The most
comprehensive study has been made of the physical
properties of the La, _ ,AMnNO; three-dimensional (3D)
manganites (n = ). A;Mn,0O; (n = 2) has quasi-two-
dimensional crystal structure. The MnO, magnetic
bilayers are alarge distance apart and are separated by
insulating spacers. This can give rise to low-dimen-
sional magnetism at not very low temperatures. To
reveal the effect of structural dimensionality on the
magnetic properties of the manganites, Moritomo et al.
[3] studied the temperature dependences of magnetiza-
tioninafield H = 100 Oe for La, ¢S, ,MnO; (3D) and
La, ,Sr; gMNn, 0, (quasi-2D) single crystals with the
same strontium content and showed them to be substan-
tially different. LaygSrg,MnO; has a high T, = 361 K
and exhibits a strong decrease in magnetization near T,
which is characteristic of homogeneous ferromagnets.
In Lay, ,Sr; sMn,O, T, = 90 K and the magnetization at
T =5 K isconsiderably lower. Intheregion 100 < T <
360 K, the M(T) dependence is dightly diffuse. Neu-
tron diffraction studies made at low temperatures, T <
10K, showed that La, _,,Sr; . »,Mn,0O, withx=0.3isa
collinear antiferromagnet and that the compositions
with x = 0.32-0.40 are collinear ferromagnets [2, 4].
The magnetic moments in the bilayer are ferromagnet-
ically ordered, but the spin orientation depends on the
doping level. There is currently no consensus on mag-
netic order in the intermediate temperature region T, <
T < 360 K. In [5, 6], La, 4Sr; sMn,O; single crystals
were reported to have 2D ferromagnetic correlationsin

theregion 90 < T < 270K, whilein [7], no 2D spin cor-
relations were found. In [8], an inelastic neutron scat-
tering study of La ,Sr; sMn,O; led to the conclusion
that antiferromagnetic clusters with correlation length
& = 6.7+ 2.2 A coexist with ferromagnetic fluctuations
withacorrelationlength & = 9.3+ 1.3 A for T> T,. Neu-
tron diffraction measurements are not always capable
of revealing noncollinear magnetic structures. Impor-
tant information on the magnetic state can be derived
from magnetic measurements, in particular, at high
temperatures. The pattern of the temperature depen-
dence of xX(T), the sign of the Curie paramagnetic
temperature 6, the relative magnitude of T(T,) and 6,
and the magnitude of the effective magnetic moment
Mt PErMIit one to make conclusion regarding magnetic
order, exchange interaction mechanisms, exchange
parameters, and the valence state of magnetic ions.
Data on magnetic measurements performed on quasi-
layered manganites at high temperatures are practically
lacking.

Investigation of the effect that the lattice and spin
interactions exert on magnetic properties is important
for proper understanding of the nature of the physical
phenomena occurring in transition-metal oxides,
including low-dimensional systems. Radiation-induced
disorder in manganites can change the Mn-O bond
lengths and Mn—O—Mn angles and shift the magnetic
phase transition temperatures. La, _ ,AMnO; exhibitsa
noticeable decrease in T, only under high electron or ion
irradiation doses [9, 10]. No study of the effect of radia-
tion defects on the magnetic properties of quasi-two-
dimensional manganites has been made. This communi-
cation reports on a study of the magnetic properties of
original and eectron-irradiated La,_,Sr; 4 ,MnN,0;
manganites (x = 0.3-0.4) performed over a broad tem-

1063-7834/03/4508-1513%24.00 © 2003 MAIK “Nauka/Interperiodica’
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Tablel. Latticeparametersof Lay, _5,Sr1 + 2Mn,0; (x=0.3-0.4)

Compound a,A (£0.002A) | c, A (x0.002A)
Lay 4Sr; sMN,0; 3.872 20.208
Lay 551 Mn,0; 3.874 20.120
Lay ,Sr; gMN,0; 3.872 20.081

perature interval covering both the magneticaly
ordered and paramagnetic regions.

2. SAMPLES AND EXPERIMENTAL RESULTS

Polycrystalline  samples of La ,Sr; gMn,0;,
L&, 5Sr; ;Mn, 0O, and La ,Sr; sMN, 0O, were synthesized
using standard ceramic technology. The samples were
prepared in two stages. First, amixture of La,0;, SrCOs;,
and Mn;O, was calcined in air at 1400°C for 50 h. After
thorough grinding and pelleting, the calcining was
repeated. The samples thus prepared were single phase
with [4/mmm tetragonal lattice symmetry. Table 1 lists
the lattice parameters for La,_ 5,Sr; - ,Mn,0; (x = 0.3,
0.35, 0.4). Asthe strontium concentration increases, the
parameter a practically does not change, whereas the
parameter ¢ decreases noticeably, which implies a
decrease in the magnetic-bilayer separation.

Thetemperature and field dependences of the magne-
tization and of the magnetic susceptibility were mea
sured with a magnetic balance in the temperature region
T = 80-600 K. The samples were irradiated by 5-MeV
electrons to a fluence ® = 1 x 108 electrons/cm? at
T =273 K inahelium-flow cryostat. After the electron
irradiation and subsequent holding at room temperature
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Fig. 1. Temperature dependences of the specific magnetiza-
tion for (1, 3) the original (¥ = 0) and (2, 4) irradiated (P =
1 x 10* eectrons/cm?) Lay ,Sr; gMNn,07 samples measured
in magnetic field H equal to (1, 2) 0.35 and (3, 4) 2.65 kOe.
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for several days, no changes in the lattice parameters
were observed.

Figure 1 displaystemperature dependences of the spe-
cific magnetization o(T) of La; ,Sr; MN,O; measured in
various dc magnetic fields. At H = 350 Og, an increasein
temperature near T = 100 K brings about a sharp decrease
in magnetization down to o = 3.0 G cm¥g. In this tem-
perature region, the metal—insulator transition occurs
and the magnetoresistance reaches a maximum. The
sharp drop in o(T) and the large value of the suscepti-
bility imply the onset of a magnetic phase transition. In
the region 120 < T < 360 K, the magnetization of
La 4Sr; §MnN,0; falls off smoothly with increasing T. If
magnetic order is completely destroyed, the field
dependences of the magnetization o(H) should extrap-
olate linearly to zero. The presence of magnetization
hysteresis loops at room temperature indicates, how-
ever, a persistence of ferromagnetic spin correlations
[11]. Figure 2 presents the temperature dependence of
inverse susceptibility, which showsthat at high temper-
atures Lay ,Sr;gMn,O; resides in the paramagnetic
state. Above T = 400 K, the susceptibility does not
depend on magnetic field and follows the Curie-Weiss
law X = Npg/3k(T — 0) with a positive Curie tempera-
ture B and effective magnetic moment g close to the
theoretical value. Qualitatively similar o(T) and x7(T)
dependences were obtained for La, 5Sr; ;Mn,0;.

La, ,Sr;gMn,O; exhibits a somewhat different
behavior of the magnetization o(T) above T = 100 K
(Fig. 3). Near T = 165 K, the susceptibility x = o/H
passes through a maximum, as does the x(T) in the
three-dimensional manganitesLa, _,CaMnO;for 0.6 <
X< 0.9[12]. The maximum in X is usually observed in
antiferromagnets near the Néel temperature Ty and in
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Fig. 2. Temperature dependences of the inverse susceptibil -
ity for Lay 4Srq gMn,0O; measured in afield H = 2.65 kOe.

(1) @ =0and (2) 1 x 108 electrons/cm?.
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Fig. 3. Temperature dependences of specific magnetization
for (1, 3) the origina (@ =0) and (2, 4) irradiated (® =1 x
10'® electrons/cm?) samples of Lay ,Sr; gMn,O, measured
in magnetic field H equal to (1, 2) 0.35 and (3, 4) 2.65 kOe.

collinear ferrimagnets with two and more magnetic
sublattices with Ty > T, [13]. Above Ty, such com-
pounds become paramagnetic. In La, ,Sr; gMn,04, the
susceptibility depends on the magnetic field H above
the temperature of the maximum in magnetization,
which indicates preservation of the ferromagnetic com-
ponent of the moment. At high temperatures, T > 400 K,
La ,Sr; gMn, 0, similar to La; 3Sr;;Mn,O, and
La 4Sr; §MnN,0;, transfersto the paramagnetic state, but
with an effective magnetic moment ply = 6.71pg that is
higher than the theoretical value (Fig. 4, Table 2).

After the measurements, the sampleswere subjected
to electron irradiation. To revea the effect of radiation
defects on the magnetic properties of quasi-two-dimen-
siona manganites, the o(T) and x~(T) dependences
were obtained for the original and irradiated samples
(Figs. 1-4). We readily seethat after the electron irradi-
ation the magnetic properties in the magnetic-order
region T < 360 K practically did not change. Only
La, ,Sr; gMn, 0, exhibits a slight increase in the ferro-
magnetic contribution for T < 180 K. The effect of elec-
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Fig. 4. Temperature dependences of the inverse susceptibil -
ity of Lay »Sr1 gMn,0O; measured in afield H = 2.65 kOe.

(1) ® =0and (2) 1 x 10'8 electrons/cm?.

tron irradiation is most clearly pronounced in the para-
magnetic region. Although the values of the paramag-
netic Curie temperature 6 remained unchanged after
irradiation, the effective magnetic moment increased
substantially in all samples (Table 2). The observed val-
ues of pg cannot be accounted for by the presence of
Mn?* ions with spin S= 5/2; rather, they indicate pres-
ervation of exchange coupling between magnetic ions
in the high-temperature region.

3. DISCUSSION OF RESULTS

The A,Mn,O, perovskite-like manganites have a
guasi-two-dimensional structure; namely, the MnO,
manganite bilayers made up of MnOg octahedra are
separated along the ¢ axis by AO, insulating nonmag-
netic spacers. The magnetic properties of the mangan-
ites are determined by the sum of contributions from
several exchange interaction mechanisms, more specif-
ically, superexchangeinteraction of manganeseionsvia
oxygen ions, double exchange in the presence of man-

Table 2. Magnetic characteristics of La,_5,Srq 1 5,Mn,07 (x=0.3-0.4)

Parameter Lay 4Srq eMN,0; Lay 3Sr, 7/Mn,O4 Lay ,Sr, sgMN,O4
T, K 100 112 <90
TP K 354 350 315
0, K 300 310 260
Hestr K (theory) 6.53 6.46 6.39
Meff, Hp (Original sample) 6.54 6.51 6.71
Mefi, Mg (irradiated sample) 8.27 7.82 8.47
X % 1072, em3/g (T =80 K, H = 350 O¢) 4.0144 4.4678 2.6994
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ganese ions in different valence states, and indirect
exchangeviafreecarriers. Thelast two mechanismsare
qualitatively similar and account for the ferromagnetic
coupling between the magnetic ions. The magnitude
and sign of the Mn—-O—Mn superexchange depend both
on the | attice parameters and on the degree to which the
3d-2p wave functions overlap. Substitution of part of
the La* by Sr?* ions gives rise to the appearance of
Mn* ions. It is known that the Mn*-O*—Mn%" and
Mn**—-0?—Mn* superexchange interactions in perovs-
kite-like compounds are antiferromagnetic and the
Mn3*—O*—Mn* interactions are ferromagnetic [14].

Our samples exhibit metallic conduction for T < T{”;

therefore, in addition to superexchange, double
exchange plays an important part in the onset of ferro-
magnetic order at low temperatures. Indirect exchange
cannot set in for these compositions because of the low
concentrations of free carriers. As the temperature
increases up until La, _5,Sr; . ,Mn,0; (x = 0.3, 0.35,
0.4) transfers to the semiconducting state, the role of
superexchange strongly increases.

At high temperatures, the La,_5Sr;,,Mn,0;
guasi-2D manganites (x = 0.3-0.4) are paramagnets. As
thetemperatureislowered in the region 300400 K, the
xX(T) curve assumes a hyperbolic, concave-down
shape. The shape of the x(T) curve for ferromagnets
and antiferromagnets near T, and Ty, respectively,
should be convex toward the temperature axis because
of the persisting short-range order, as it is observed in
the La, _,AMnO; three-dimensional manganites. The
hyperbolic x=(T) dependence in the transition region
from the paramagnetic state and the Curie temperature
relation 0 < B < T, imply ferrimagnetic spin ordering
and the existence of more than one magnetic sublattice.
Breakup into several magnetic subl attices and the onset
of ferrimagnetism are possible in manganites, because
the magnetic moments of the Mn3* and Mn** ions and
their concentrations are different [14]. The main feature
of perovskite-type compounds is the weak interaction
between ions residing on different sublattices. Noncol-
linear spin ordering of the Yaffet—Kittel type can set in
within a certain  temperature  region. In
La,_5Sr 4 Mn,0,, the lattice parameter ¢ substan-
tially exceedsthe parameter a, which favors weakening
of the superexchange coupling between the MnO,
bilayers. For instance, the spin correlation length in the
MnO, sheets of La; ,Sr; sMn,O; above T, = 112 K is
twice that in the perpendicular direction [15]. Note that
triangular magnetic ordering was experimentally estab-
lished to exist in some manganites.

The orientation of the magnetic moments of the sub-
lattices in noncollinear ferrimagnets depends not only
on temperature but also on the external magnetic field.
An increase in H changes the angles between the spin
directions and the absolute values of the sublattice
magnetic moments. The magnetization does not satu-
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rate even in strong H fields. The pattern of the temper-
ature dependences of magnetization may be differentin
different fields. We observed such abehavior of magne-
tizationin La, _5,Sr; 4 »,Mn,0; (x = 0.3-0.4) at temper-
atures 80 < T < 360 K. A change in the angles caused
by a magnetic field in quasi-layered manganites is
reported in a study [15], according to which, in
La, ,Sr;gMn,0O;, the angle between the magnetic
moment and theb axisfor T=125K > T, =112 K varies
with the field, to become 86.6° at H =0, 74.1° at H =
1T,and53° at H =2 T. At low temperatures, triangular
ordering is less stable than collinear ordering. We
believe that at low temperatures La, _5,Sr; , 5, Mn,0O; is
in the collinear ferromagnetic state due to the carrier-
assisted exchange coupling and to the stability of col-
linear ordering. Near 100 K, where the compounds
transfer to the semiconducting state, antiferromagnetic
superexchange becomes comparable to the ferromag-
netic interaction. The magnetic structure breaks down
into sublattices, and noncollinear ferrimagnetism sets
ininthe intermediate temperature region. Direct transi-
tion of noncollinear ferrimagnetism to paramagnetism
isimpossible[13]. There should exist aregion in which
noncollinear spin ordering transforms to collinear and
only after this does the compound transfer to the para-
magnetic state.

The distinctive features of the quasi-2D manganites
(compared to AMNnQO;) are the smooth decrease in mag-
netization within a broad temperature region, the
absence of magnetization saturation even in strong
magnetic fields, and the hyperbolic shape of the tem-
perature dependences of inverse susceptibility. These
features are characteristic of an inhomogeneous state
and noncollinear ferrimagnetic magnetic-moment
ordering of the Yaffet—Kittel type [13, 14]. The exist-
ence of antiferromagnetic clusters side by side with fer-
romagnetic correlations [8, 16] likewise suggests a
complex magnetic structure of La,_,Sr; 4 ,Mn,0; in
the intermediate temperature region 100 < T < 360 K.
The magnetic characteristics of quasi-two-dimensional
manganites are given in Table 2. We denoted the tem-
perature of transition from the collinear ferromagnetic

to inhomogeneous magnetically ordered state by Tﬁl)
and that from the inhomogeneous to the paramagnetic

state, by Téz) . Although they are lower than Téz) , the

positive values of the paramagnetic Curie temperature
8 imply that the ferromagnetic and antiferromagnetic
interactions are of the same order of magnitude. The
lattice parameter ¢ decreases with increasing Sr con-
tent. The decreasein bilayer separation brings about an
enhancement of antiferromagnetic coupling between

them. The decrease in the values of Tél) : Téz) ,and B in
La; ,Sr; gMn,0O, may be considered as supportive evi-
dence for the increase in the antiferromagnetic compo-

nent of the total exchange interaction.
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Radiation usually generatesion disorder. In contrast
to ion and neutron irradiation, the electrons are light
and produce point defects (vacancies and interstitials).
Atlow irradiation doses, it isprimarily oxygenionsthat
can be displaced from their sites. As shown by calcula-
tions, the threshold energy of oxygen displacement in
HTSC compounds, which also have perovskite struc-
ture and are similar to the manganites in some of their
properties, isfiveto six times lower than that for heavy
elements and the number of displaced oxygen ions is
two orders of magnitude larger [17]. It may be conjec-
tured that we have asimilar situation in manganites. We
believe that the chemical composition of our samples
did not change, because the irradiation was performed
at alow temperature, and that the lattice parameters of
the irradiated samples remained the same.

La,_5Sr + ,Mn,0; hasfiveidentical Mn—O(1) short
bonds (one apical and four equatorial) and one MnN—0O(2)
long bond involving the oxygen at the apex of the octa-
hedron between the MnOg bilayers [18]. The most prob-
able consequence of the irradiation is displacement of
oxygen ions from this position. A displaced oxygen ion
can localize only in the same sites O(2), because only
these positions have vacancies[19]. Notethat the param-
eter ¢ and, hence, the bilayer separation in quasi-lay-
ered manganites are large; therefore, the possibility of
a displaced oxygen ion being localized at interstices
between the MnOg bilayers cannot be excluded. The
observation that the length of the Mn—O apex bond in
La, _ S, 4 »,Mn,0O; undergoes alarger change than the
equatorial bond length under hydrostatic pressure [20]
can serve as indirect support of this conjecture. The
fairly large dynamic structural distortions[16] may also
produce favorable conditions for oxygen ion displace-
ment. For instance, in La, _ 5,Sr; + »,Mn,0O,, atomic dis-
placements from regular-lattice sites in the region of
T=360K areu=0.077 A, which issubstantially larger
than u = 0.061 A for conventional thermal behavior. In
our samples, irradiation to a dose ® = 1 x 10% elec-
trons/cm? did not change the values of T, and 6 or,
hence, the averaged exchange parameters. Irradiation-
induced displacements of oxygen from its positions
may, however, produce oxygen-enriched regions in
which the excess oxygen acts as an acceptor. The align-
ment of the carrier spin with the local-moment direc-
tion of the Mn ions closest to the ionized acceptor
brings about a considerable gain in energy [21]. This
situation gives rise to the formation of spin polarons
with a susceptibility higher than that of the free spins.
The free energy of the spin polaronsisthe lowest when
compared with the homogeneous paramagnetic state
[22]. Above T, the magnetic system placed in a mag-
netic field has “local” moments of two types, namely,
paramagnetic spin polarons and free single Mn-ion
moments. Because of the small size of the paramag-
netic polarons and fluctuations in the orientation of
their magnetic moments, the system as awhole resides
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in the paramagnetic state at high temperatures but with
an enhanced magnetic moment.

The La,_,,Sr; 4 ,Mn,0O; quasi-layered manganites
(x = 0.3-04) ae three-dimensiona magnets that
undergo a number of order-order and order—disorder

phasetransitions. At low temperatures, T < Tél) ~100K,

they undergo collinear ferromagnetic ordering. In the
intermediate temperature region, 100 < T < 350 K, the
long-range order persists, but the magnetic system
breaks up into sublattices; ferrimagnetic ordering sets
in, which is indicated by the hyperbolic pattern of the
temperature dependence of inverse susceptibility and
the relation between the paramagnetic and ferromag-
netic Curie temperatures. In La, ,Sr; sMn,O,, the tem-
perature dependence of the susceptibility has acomplex
shape with a maximum near 165 K, which may be due
to the M(T) dependences for different sublattices fol-
lowing different behaviors. One should not overlook
the possibility of the magnetic moments forming a tri-
angular configuration. At high temperatures, T> 400K,
the quasi-layered manganites transfer to the homoge-
neous paramagnetic state. Low-dose electron irradia-
tion does not affect long-range magnetic order. Radia-
tion-induced disorder gives rise to the formation of
paramagnetic polarons with an enhanced magnetic
moment in the vicinity of point defects and manifests
itself as an inhomogeneous paramagnetic state at high
temperatures.
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Abstr act—The magnetoresi stance, magnetization, and microstructure of granular composites with the general
formula (FeygC040B0)x(Al03)100_x Were studied for contents of the amorphous metallic component both
above and below the percolation threshold (x = 43). The low-temperature transverse magnetoresistance of the
compositesisnegative at x = 41 and practically zero for x = 49. For metal contents bel ow the percolation thresh-
old (x = 31), a noticeable (7-8%) positive magnetoresistance, reached in magnetic fields of about 17 kOe, was
observed. Possible mechanisms of the generation of inverse (positive) magnetoresi stance are discussed. © 2003

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The transverse magnetoresistance (MR) of crystal-
line and amorphous ferromagnets, magnetic multilay-
ers, and granular films is, as a rule, negative; i.e., the
resistivity p decreases asthe sample is magnetized in a
direction perpendicular to the current flow. For homo-
geneous ferromagnets, this property is a consequence
of spin—orbit coupling, which brings about spontaneous
anisotropy of the MR [1]. The giant MR reveded in
metallic multilayers and granular metal—-metal-type
alloys (see, e.qg., [2]) results from spin-dependent scat-
tering and is also negative in all cases where the ferro-
magnetic layers or grains are from the same magnet. If
the layers are from different ferromagnets, positive
MR, whichistermed inverse [3], may a so be observed
a certain values of the parameters of the spin-depen-
dent scattering. One of the possible mechanisms of the
inverse MR in metallic granular aloys, originating
from the existence of two (sand d) current channelsfor
each spin index, was proposed in [4].

A similar situation occurs in systems with tunnel
contacts, such as sandwiched structures, multilayers, or
metal—insulator granular alloys. Indeed, tunneling MR
can be positive only in the case of inequivalent ferro-
magnets between which tunneling takes place; in addi-
tion, they must either possess spin polarizations of
opposite signsor containimpurities of 3d elements near
or on the surface of one of the layers[5]. Note also that
scattering from domain walls, including nanosized
ones [6], or crossing of a nanocontact by a spin-polar-
ized electron [7] likewise gives rise to negative MR.

Positive transverse MR observed in Fe-based amor-
phous alloys has not found convincing interpretation
[8]. Recently, Aronzon and Varfolomeev with cowork-
ers [9, 10] detected positive MR in Fe-SiO, granular
alloys with compositions close to the percolation
threshold.

This communication reports on a study of the elec-
trical resistivity, transverse MR, magnetization, and
microstructure of the amorphous-ferromagnetic-metal—
insulator composites (Fe;sC0,40B20)x(Al,035)100_x - FOF
compositions below the percolation threshold (theinsu-
lating phase) and magnetic fields below the saturation
level, the MR is positive and can be called inverse by
analogy with the inverse MR observed in metallic mul-
tilayers[3].

2. EXPERIMENTAL TECHNIQUE

Thin-film composites of the general formula
(Fe1C040B20) (Al503)100_x  Were prepared using ion-
beam sputtering on a glass ceramic substrate. Using
combined metal-alloy targets on whose surface alumi-
num oxide plates were fixed at different distances from
one another permitted usto obtain, in one technological
cycle, a series of samples of alloys with metal concen-
trations varying from 25 to 64 at. %. The method of
sample preparation employed is described in consider-
able detail in [11]. This composition was chosen
because of the spin polarization of the FeCo alloy being
larger than that of Fe and Co; furthermore, by using
Al,O5 astheinsulator component in tunnel contact sys-
tems, alow tunneling barrier and a high tunneling MR

1063-7834/03/4508-1519%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. Room-temperature electrical resistivity plotted vs.
atomic  fraction of the metal in the
(CoyqFez9Bog)x(Al503)100_x COmMposites deposited on
fixed substrates (1) in the original state and (2) after anneal -
ing for 30 min at T = 400°C.

can be obtained in this case [12]. The use of high-resis-
tivity amorphous metalsin place of crystalline oneswas
expected to favor electron injection into the insulator.

The thickness of the films thus prepared was about
10 um. Electron microscopy studies of the structure of
the samples showed them to consist of metal grainsdis-
tributed randomly through the Al,O; dielectric host.
The grains were, on the average, 2-5 nm in size. Note
that the metal grains produced in sputtering are not
completely isolated from one another (even for high
insulator concentrations) but instead form small con-
glomerates and chainsin the film plane.

The transverse MR (with the magnetic field applied
perpendicular to the film plane) was measured using the
standard four-probe method at T = 4.2 K in fields of up
to 140 kOe. The measurements were conducted with
both dc and ac current at frequencies of 7 and 53.5 Hz.

The magnetization was measured at 4.2 K with a
capacitance magnetometer in fields of up to 140 kOe.
To permit comparison with the magnetoresistance data
and to exclude the effect of the demagnetizing factor,
the measurements were carried out in the same geome-
try; i.e., the field was applied perpendicular to the sam-
ple plane.

3. RESULTS AND DISCUSSION

Figure 1 presents composition dependences of the
electrical resistivity p measured at room temperature
(curve 1). We readily see that, as the metal content is
increased from 25 to 64 at. %, the conductivity of the
system changes nonmonotonically by four orders of
magnitude. The room-temperature resistivity of the
granular aloy with x = 64 exceeds that of the
Fe,,Co,oB,o amarphous alloy by one and ahalf order of
magnitude, which suggests the importance of the role
played by the grain contacts. The strong increase in
electrical resitivity with increasing content of the insu-
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Fig. 2. Relative variation of electrical resigtivity at T=4.2K
plotted vs. perpendicular magnetic field for
(Cog1Fe39Bo0)x(Al03)100 — x in the original state for vari-
ous values of x (at. %): (1) 31, (2) 41, and (3) 49.

lating phase is fairly obvious, because the metallic
character of conduction transformsto nonmetallic. The
metal—insulator transition follows a smooth course,
and, asiswell known, it is difficult to derive the perco-
lation threshold from the concentration dependence of
the resistivity alone. To determine the percolation
threshold more accurately, the composites were heat-
treated at 400°C. Heat treatment of the composites
brings about an increase in the electrical resistivity of
the alloys below the percolation threshold and its
decrease beyond the threshold (curve 2 in Fig. 1). The
crossing point of the concentration dependences of
electrical resistivity of the original and heat-treated
composites yields the percolation threshold, which was
found to be X 042 at. %.

Figure 2 displays magnetic field dependences of the
resistivity for three alloys with x = 31, 41, and 49 mea-
sured at the temperature T = 4.2 K. In the metal-rich
alloy with x = 49, i.e., above the percolation threshold,
X > X, theresistivity is practically independent of mag-
netic field. In view of the metalic conduction in this
compound (Fig. 1), this appears fairly obvious. For the
composition close to the percolation threshold (x = 41)
on the insulator side of the metal—insulator transition,
theresistivity is seen to decrease by 0.7% in afield H =
20 kOe. Theresistivity remains constant thereafter with
increasing field. This negative MR istypical of systems
with tunnel contacts. The reason for the somewhat
smaller values of the tunneling MR than, for instance,
in the Fe-SiO, [9] or CoFe-MgF, [12] systemsis most
likely that the grains in our composites near the perco-
lation threshold are combined in clusters with the same
magnetic moment orientation rather than being com-
pletely isolated by theinsulating host matrix. Below the
percolation threshold (the alloy with x = 31), a consid-
erable increase in the electrical resistivity, up to 6—7%,
is observed. This inverse MR occurs at fields close to
saturation (Fig. 3), but asthefield continuesto increase
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the resistivity decreases dightly. The inverse MR
decreases rapidly with increasing temperature and
practically does not exist at room temperature. Note
also that resistivity measurements made on samples of
this composition at a frequency of 53.5 Hz involve
inductance, the imaginary part of the impedance; there-
fore, the dc and ac electrical resistivity dependences on
magnetic field dightly differ.

Consider the possible mechanisms of inverse MR in
the granular aloys studied. First, one should disregard
mechanisms involving intragrain scattering, more spe-
cificaly, theanisotropic MR, which isnegativein trans-
verse geometry; the Lorentz contribution, which is cer-
tain to be small for small free paths; and scattering from
domain walls. This conclusion follows immediately
from a comparison of the MR for the samples with x =
31 and 49. Second, the magnetic field suppresses the
quantum interference effects, which may be significant
at low temperatures near the percolation threshold [13],
and, therefore, weak localization can give rise to nega-
tive MR. Furthermore, the effect observed is too large
(7-8%) to be assigned to quantum interference pro-
cesses. Third, we aso have to exclude the part played
by scattering from intergrain contacts, which likewise
produces negative MR [7]. Finaly, the effect of size
guantization should also be neglected because of the
inevitable dispersion of grains in size and their fairly
large dimensions.

Tunneling MR can be positive if the magnetic
moments of the grains responsible for the electrical
resistivity are originally parallel inthefilm plane (in the
insulating phase, the fraction of these grainsisinsignif-
icant). Upon application of the field, the magnetic
moments of these grains are first oriented antiparallel
along the field direction (or, which is more likely, the
magnetic moment of one of the grains becomes aligned
with the field while that of the other retainsitsin-plane
orientation) and then become parallel in the saturation
field. This mechanism cannot be completely excluded,
although in the initial stage of magnetization (Fig. 2)
the resistivity decreases, which argues for the conven-
tional mechanism of negative MR in weak fields, and
no features were observed in the field dependences of
magnetization measured up to 200 Oe.

Another possible explanation may involve field-
induced magnetic blockage. Transport in the insulator
phase occurs either by tunneling or by activated hop-
ping over localized states. The activation energy may
contain, besides the main Coulomb term (Coulomb
blockage), an additional term associated with sd
exchange of the conduction electron with the magnetic
moment of the grain, which wasfirst put forward in the
classical study [14] and called magnetic blockage. The
possibility of this mechanism of positive MR being
operative in a system of superparamagnetic or single-
domain grains was aso pointed out in [15]. This addi-
tiona termisfairly simpleto estimate. The correspond-
ing energy E,, = kT, is of the order of the conduction
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Fig. 3. Variation of the magnetization of

(CogzFezoBop)x(Al203)100 - x With perpendicular mag-
neticfieldat T=4.2 K for various values of x (at. %): (1) 31,
(2) 41, and (3) 49.

electron magnetization energy; i.e., Ty isabout 5-10 K,
which coincides with the estimate made in [15]. This
effect can be significant only at low temperatures com-
parable to T, and can disappear at high temperatures,
exactly what was observed experimentally. Rather than
ruling out completely the validity of this mechanism,
one should point out two observations that disagree
with thisinterpretation. First, in weak fields, the MR is
negative, and, second, as shown by preliminary mea
surements, inverse MR is practically absent in the lon-
gitudinal geometry (with the magnetic field applied in
the film plane along the direction of current flow).

A third possible explanation rel ates to magnetostric-
tion. Assume for definiteness that the conduction is of
activated nature (the actual form of the temperature
dependence of p has no importance whatsoever for our
subsequent estimates), p = Aexp(E,/KT), where the
activation energy E,(s) depends on the tunneling gap s,
i.e., onthe grain separation. In the case where afield is
applied perpendicular to the film surface and the mag-
netostriction constant A is positive (which is character-
istic of Fe-rich alloys), the grains stretch along thefield,
thereby causing an increase in their separation in the
transverse direction, i.e., in the direction of the current
flow. The activation energy increases to produce a pos-
itive MR:

Aplp = As/S(E/KT) = A(r/s)(E,/KT), (1)

wherer isthe grain sizein the direction of thefield. As
follows from this estimate, for the typical values of the
parameters A = 10°-104, r = 10 nm, and s= 1-10 nm,
the MR becomes as high as 1-10% for a reasonable
ratio of the activation energy to temperature, E,/KT =

10%-103, provided the temperature is of the order of lig-
uid-helium temperature. This estimate is of a purely
qualitative nature; a self-consistent theory should draw
on the theory of three-dimensional percolation with
electrons following optimal trgjectories. This estimate
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also shows that inverse MR (i) should vanish rapidly
with increasing temperature, (ii) exists only in an insu-
lating phase with a high activation energy, (iii) is prac-
tically zero in the longitudinal geometry in the case of
positive magnetostriction, and (iv) is small for nano-
sized grains. The magnetostriction-induced change in
grain dimensions and, hence, the inverse MR reach the
maximum value at saturation magnetization. All these
conclusions are in agreement with the experiment.
Moreover, an increase in the effective tunneling gap
should also become manifest in the imaginary part of
the impedance, which, as the capacitive and inductive
components of an electric circuit, is connected with the

gap geometry.

4. CONCLUSION

Thus, low-temperature transverse MR of the com-
posites (Fe,C040B o) (Al,05)100_« 1S practically zero
for metal aloys beyond the percolation threshold and
negative in its immediate vicinity; for metal contents
less than the value corresponding to the percolation
threshold, the MR in the insulating phase is inverse
(positive). The inverse MR can be as large as 7-8% in
magnetic fields of about 17 kOe, i.e., in fields corre-
sponding to saturation. Analysis of the possible mecha-
nisms of inverse MR permits the suggestion that the
observed features in the MR behavior are of magneto-
striction nature. Direct evidence for the proposed
mechanism may come from comprehensive measure-
ments of the field dependence of magnetostriction and
longitudinal magnetoresistance. This study is planned
for the near future.
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Abstract—This paper reports on the results of investigations into the magnetic ordering of magnets with inte-
ger spins of ions and sufficiently strong easy-plane single-ion anisotropy. It is demonstrated that magnetic
ordering in the studied systems occurs through a displacive magnetic phase transition. The magnetic polariza-
tion of ionic states, which spontaneously arises at the phase transition point, acts as an order parameter in dis-
placive magnetic phase transitions. The magnetically ordered state in the magnets under consideration is
formed as aresult of competition between the exchange interaction and single-ion anisotropy. © 2003 MAIK

“ Nauka/lInterperiodica” .

1. INTRODUCTION

It is known that, in magnets with easy-plane anisot-
ropy, the single-ion anisotropy, like the interionic
anisotropy, has an orienting effect on the spins but,
unlike the latter anisotropy, prevents magnetic ordering
in the system [1]. Aswas shown in our recent work [2],
the effect of single-ion anisotropy induced by a crystal
field affecting the spins through the spin—orbit interac-
tionissimilar to disordering caused by the entropy. The
role played by single-ion anisotropy becomes particu-
larly important either in the case when the ground state
of transitionionsin acubic field appears to be degener-
ate (nonfrozen orbital motion) or in rare-earth magnets.
Systems with an integer spin frequently occur in states
such that three closely spaced levels turn out to be the
lowest lying levels [1]; consequently, these system can
be described in the framework of a simple spin model
with an effective single-site spin S = 1. Within this
model, single-ion anisotropy has the simplest form rep-
resented by terms quadratic in the spin-projection oper-
ators. Note that, for rare-earth magnets, the anisotropy
parameters can be very large and even comparable to
the exchange interaction parameters. For this reason,
the anisotropic interactions considered in earlier works
[3, 4] weretreated in an Ising form.

Despite the occurrence of an exchange interaction
with sufficiently strong easy-plane single-ion anisot-
ropy in spin systems with an integer spin S, the non-
magnetic state with a zero average ion magnetization
[1, 5] can arise not from an equal population of all spin
states but from a singlet (van Vleck) nature of the low-
est state. However, even though such a singlet-type
magnet has azero initial magnetization, the application
of an external magnetic field aligned with the hard axis
can result in a phase transition from a paramagnetic

state to a magnetically ordered state. This is a first-
order phase transition in the case of Ising spin—spin
interactions and strong single-ion anisotropy [1]. How-
ever, in the case when ions in the system undergo iso-
tropic spin—spin interactions of the Heisenberg type,
the magnetic field induces a second-order phase transi-
tion [2, 6-8]. Earlier [2], we demonstrated that, as the
magnetic field reachesacritical value, eachionispolar-
ized and the crystal as a whole becomes magnetized;
i.e., the material undergoes a continuous transition. In
[2], this transition was treated as a displacive magnetic
phase transition. Note that, upon the above phase tran-
sitions in the magnetic systems under investigation, no
displacement of theionsis revealed (magnetoel asticity
is disregarded). The particular interest expressed by
researchersin similar magnetic phase transitions stems
from the fact that alarge number of magnetic materias
undergo phase transitions of this type [9].

The term “displacive magnetic phase transition”
was introduced in [2] with the aim of emphasizing that
the magnetic phase transition studied in that work can-
not be considered an order—disorder phase transition.
The fundamental difference between transitions of
these types lies in the fact that al (magnetic and non-
magnetic) systems undergoing displacive phase transi-
tions are formed by ions with a single-well potential,
whereas systems with order—disorder phase transitions
are composed of ions whose potential is characterized
by at least two wells.

It should be noted that the magnetic structure
formed in a system exhibits a magnetic order with a
nonzero average magnetic moment of the ion [10].
According to modern concepts, the magnetic structure
in the mgjority of magnets, asarule, isformed upon an
order—disorder phasetransition [11]. Thisfact wasorig-
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inally established by Landau [12]. In the course of the
phase transition, the spectrum of paramagnetic ions
forming the lattice changes, the states with opposite
spin projections at the phase transition point (and
above) become equally probable, and the system as a
whole transforms into a disordered state.

The fact that the transition from a singlet state to a
ferromagnetic state was considered a displacive mag-
netic phase transition implied that thistransition, being,
in essence, an order—disorder transition, cannot be
treated in terms of the concepts used in [10, 11]. Actu-
ally, the magnetic field-induced phase transition stud-
ied in [2] corresponds to the case when T = 0, whereas
the magnetic structure and the magneticaly ordered
state in [10, 11] are formed upon spontaneous (rather
than externa field-induced) lowering of the symmetry
due to the simultaneous appearance of magnetic
moments of ions at the Curie point (and below it). As
will be shown below, this transition in an isotropic fer-
romagnet is accompanied by a substantial transforma-
tion of the single-ion spin spectrum and belongs to
order—disorder phase transitions. Therefore, in order to
justify the applicability of the concept of displacive
magnetic phase transitions to anisotropic magnets, itis
necessary to analyzethe possibility of arising spontane-
ous magnetization of paramagnetic ions with a
decrease in the temperature under conditions where
their spectrum retainsitsinitial structure upon the tran-
sition and the average magnetization of the crystal is
achieved as aresult of the polarization of ionic statesin
a spontaneously induced exchange field. Recall that,
upon order—disorder magnetic phase transitions, the
spin projections of ions in the paramagnetic state are
nonzero but the average magnetizations of the ion and
the crystal as awhole are equal to zero due to the equal
probabilities of atomic states.

The order—disorder magnetic phase transition from
a paramagnetic state to a ferromagnetic (or antiferro-
magnetic) state occurs as a result of competition
between the exchange interaction providing ordering
and the entropy tending to maximum disordering of the
system. At the same time, the displacive magnetic
phase transition to a magnetically ordered state at the
Curie point T is due to competition between interac-
tions of two types, namely, exchange and anisotropic
interactions.

Below, wewill analyze the displacive magnetic phase
trangition. For this purpose, we will construct the theory
of aferromagnet with an isotropic exchange interaction
between the nearest spinswith S= 1 and easy-plane sin-
gle-ion anisotropy. In this case, the polarization of ionic
states plays the role of an order parameter.

It should be noted that, in earlier studies[1, 5, 7-9],
magnetic phase transitions in similar ferromagnets, as a
rule, were considered within the mean-field approxima-
tion in which the average magnetization served as the
order parameter. However, this approach failed to revea
the differences between the displacive magnetic phase
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transition and the order—disorder magnetic phase transi-
tion.

2. HAMILTONIAN

The simplest Hamiltonian of the model ferromag-
netic system under consideration can be written in the
form

H = =33 S8, +DY (S0’ ®
n,p n

where J > 0isthe parameter of the exchange interaction
between the nearest spinsand n and n + p are the vec-
tors specifying their positions. The single-ion anisot-
ropy constant is positive (D > 0), which corresponds to
the easy-plane anisotropy. The Y axis is aligned along
the hard axis.

In the magnetically ordered state without an exter-
nal magnetic field, the vector of the average magnetic
moment of each ion lies in the easy plane. Let us
assume that the Z axisis aligned along the vector of the
average magnetization and the X axis is perpendicular
totheZ and Y axes. Then, within the mean-field approx-
imation, the single-ion Hamiltonian can be represented
in the following form:

Ho = —heS +D(2—(S)" = (S)). 2

Here, h,, = Jzs is the mean (exchange) field acting on
the spin of theion, sisthe average thermodynamic spin
of ion, s|| Z, and z is the number of the nearest neigh-
bors.

The spectrum of Hamiltonian (2) is well known
[13]. The energy eigenvalues of this Hamiltonian have

the form

%D— lhezx+%D2, g, =D,
1 2 1 2
=D+ / +=
2D he, 4D .

The lowest energy €, corresponds to the ground state,
and the energies of the excited states are equal to €, and
€,. From relationships (3), it follows that the inequality
€, > g, isaways satisfied. The spin projections onto the
Z axisin each state are given by the formulas

he.

JhZ +D%/4
It can be seen from formulas (4) that the spin projec-
tions depend on the mean field h,, or the average spin
s=g(T) and, hence, on the temperature.

It is of interest to compare the evolution of the sin-
gle-ion spectra for the exchange ferromagnet at D = 0
[expressions (3) and (4) admit the passage to the limit
D — 0] and the evolution for the ferromagnet with the

€ =
©)

€, =

S = $, =0, s =-5. (4)
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easy-plane single-ion anisotropy at D — 2Jz. In the
former case, at T < T, we have h, # 0, threelevels are
equidistantly arranged, and the spin projections are as
follows: 5y =—s, =1 and s; = 0. When the temperature
reaches a critical value (T = T), the exchange interac-
tion field vanishes (h,, = 0) and the ion has one triply
degenerate level with zero energy. In the paramagnetic
phase (T > T), the externa field h [0 Y removes this
degeneracy but the spin projections in each state are
equal to those in the ferromagnetic phase, irrespective
of thefield h (even at h — 0). Therefore, at D =0, the
phase transition between the ferromagnetic state and
the paramagnetic state is an order—disorder transition.

For an anisotropic ferromagnet, when the single-ion
anisotropy constant D is not very small (in particular,
when D — 2J2), the spin projections aready at T = 0
are substantially lessthan the limiting value (T =0) =

J1-D%/437 < 1;ie,|2z-D|<DJL 25,709,
13]. Inthis case, the inequality h,, << D is satisfied over
the entire temperature range of existence of the ferro-
magnetic state (including temperatures T — T¢). The
three-level spectrum of the ion has a quasi-two-level
structure consisting of the ground level and two closely
spaced excited levels. The excited levels have close
energies [the splitting between the excited levels is
determined by the ratio (h,,/D)? < 1], and the energy
separation between the ground and excited levelsis~D.
Undeniably, the spin projections at T # 0 are less than
(T = 0). Anincrease in the temperature T resultsin a
decrease in the spin projections. At the phase transition
point and over the entire temperature range of the para-
magnetic phase, the spin projections in al single-ion
states (including the splitting) are equal to zero. In the
paramagnetic state, the application of the external field
leads to splitting of the doublet. If the field is aligned
along the easy plane, the energy in the ground state
decreases. At h || Y, thelevelsare split without changing
the energy of the ground state. Thisis explained by the
fact that the magnetic field aligned with the hard axis
does not polarize the ground state of the ions, which
remains unchanged. On the other hand, the field h O 'Y
polarizes the ground state of the ion. Specificaly, in the
paramagnetic state, the stronger the field, the larger the
projections of the spin induced by thisfield. Ath —» 0,
these projections vanish.

According to the theory of magnetic phase transi-
tions, it is this infinitely weak field that is responsible
for the appearance and orientation of the average mag-
netic moment in the easy plane [14]. Hence, it is quite
evident that, when the ground state of the ion in the
paramagnetic phase is represented by a singlet whose
population is always larger than the population of the
levels of the higher lying doublet, the spontaneous
magnetization can be absent only at 5 = 0. Conse-
guently, we can draw the inference that, in the anisotro-
pic magnet under consideration, not the total average
spin of the ion but the partial projection of the spin of

PHYSICS OF THE SOLID STATE Vol. 45 No. 8

2003

1525

the ion in the ground state (this projection becomes
equal to zero at the phase transition point) should serve
as the order parameter upon phase transition from the
ferromagnetic state to the paramagnetic state. In the
absence of the external field h, the spontaneous magne-
tization in this magnet is due to the collective spontane-
ous polarization of single-ion states, which is self-con-
sistently induced by the exchange field. The theory
accounting for these specific features can be constructed
using the Gorsky—Bragg—Williams method [15].

3. THE FREE ENERGY AND EQUATIONS
OF STATE

By definition, the free energy can be written in the
form F = E - TS,,, where E is the internal energy and
S, isthe entropy. Note that, in the mean-field approxi-
mation, S,, is the configurational entropy. The internal
energy of system (1) per particle is defined by the rela-
tionship

= —%ZSZ"'D(Z_QZZ_QXX)’ ©)

where Q,, and Qyy are the thermodynamic averages of
the operators (S%)? and (SX)?, which are related to the
spin quadrupole moments of the ions [13]. The expres-
sion for the entropy has the standard form

Son = — Z p;Inp;, (6)

j=01,2
where p; are the probabilities of the single-ion states
(3), so that ZJ’ _o12P =1L

The eigenfunctions corresponding to the energy
eigenvalues (3) of Hamiltonian (2) can be represented
in the following form:

W, = cos@|1H#+ singl-10) Y, = |00]

W, = —sin@|10+ cos@l-1L0) @)

where |+1[and |OCare the eigenfunctions of the operator
S%. Now, let us calculate the spin projections and the
averages of the operators (S%)? and (S¥)%. From relation-
ships (7), it is easy to find that the spin projections in
each particular state take the form s, = —s, = cos2¢ and
s, = 0. Inthis case, the partial averages of the operator
(S%)? are constant and equal to 1, 0, and 1 and the aver-
ages of the operator (S¥)? are equa to (1/2)(1 + sin2¢),
1, and (/2)(1 —sin2¢), respectively. Then, according to
the definition, the thermodynamic averages s, Q,», and
Qxx Can be written as

s=5s(T) = cos2@p,— CoS2@p, = coS2QAp,
Ap>0,

Qzz = p, 9

(8)
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1, Lo g
Qux = 5(1+SiN2¢)po + py + 5(1 - SiN2¢) p;

. Ap (10)

2

Here, we introduced the variables p, + p, = p and py —
p, = Ap. With the use of these variables, relationship (6)
can be rewritten as

_ _ptAp, p+tAp_ p-Ap, p-Ap

S, = 5 In > 5 In 5

—(1-p)In(1-p).

Thefinal expression for the free energy of theferro-
magnet with S= 1 and the easy-plane single-ion anisot-
ropy follows from relationships (5) and (11) with due
regard for formulas (8)—(10); that is,

=1- 2 —-sin2¢.

(11)

= ——Jz(Ap) cos’ 20 + D%L——— suang

Up+Ap p+Ap p—Ap, p—Ap
+Tg > In > > In >

(12)

+(1-p)in(1-p) T
|

The sought equilibrium state corresponds to the mini-
mum of the free energy (12). In this case, @, p, and Ap
arethe variational parameters. The minimization of the
free energy with respect to these parameters gives the
equations of state

2Jz(Ap)2c052(psin2(p—DApcosZcp =0, (13)
- 200Dy TinP*A8p _
JzApcos 2@ 2sm2(p+2Inp_Ap 0, (19
2 2
—p+TInE=(8RL — ¢ (15)
4(1-p)

Notethat the determination of thefree energy by vary-
ing F with respect to the angle @ [see relationships (7)]
is equivalent to its determination with the use of the
self-consistent procedure [16], which is inappropriate
in the given specific case (and at T # 0), because, aswas
noted above, the quantity s(T) defined by relationship
(8) is not an order parameter. For the ferromagnetic
state, from expression (13), we have

_D_
2JzAp

It can be seen that the difference Ap substantially
affects the quantity s(T) [given by formula (4)].
Indeed, an increase in the temperature T results in a
decrease in Ap; hence, the right-hand side of Eqg. (16)
can reach its limiting value sin2¢ = 1, which corre-

sin2¢ = (16)
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spondsto cos2@ = 0. On the other hand, the spin projec-
tion in the ground state can be represented by the
expression

D2

43’7 (0p)°
Fromthisexpression, it followsthat, withanincreasein
the temperature T, the partial spin projection corre-
sponding to the ground state of the ion varies so that
S(Te) = 0. The temperature T a which the equality
S = 0 becomes valid is the temperature of the magnetic
phase transition. Aswill be shown below, at thistemper-
ature, the magnetic susceptibility of the paramagnetic
phase becomes infinite and the phase transition continu-
ously proceeds as a second-order phase transition.

It is important that the phase transition is attended
not by the splitting of theinitially degenerate states and
the magnetization but by the spontaneous polarization
(owing to the exchange interaction) of the nondegener-
ateionic states at the phasetransition point. Thisresults
in a change in the spin projection of the ion in the
ground state. In our opinion, it is this phase transition
from the paramagnetic state to the ferromagnetic state
that should be considered the displacive magnetic
phase transition. The nondegenerate paramagnetic state
of the singlet magnet is ordered and characterized by
Ap#z0and 5=

Thetemperature T of the magnetic phase transition
can be easily found from Egs. (14) and (15) at sin2¢ =
1 [see relationship (16)]; that is,

Te = D (18)

In%l+J In%l ZJﬁj

At D = 0, from expression (18), we obtain T = 2JZ/3
for the system of spinswith S=1[17]. At small ratios
D/Jz < 1, the orientating effect of the anisotropy is
dominant and, hence, from expression (18), we have

—JZ%L 4321

This implies an increase in the magnetic phase transi-
tion temperature T.. On the other hand, with a substan-
tial increase in the anisotropy at D/2Jz — 1, the tem-
perature T [see expression (8)] decreasesto zero [1].

The paramagnetic state with zero magnetization
occursin therange T > T¢. In this state, the condition
Ap # 0 is always satisfied but the degree of ordering
depends on the temperature; that is,

S(T)=s = [1- (17)

(19)

1-e’
ap(T) = 2=, (20)
1+2e"
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As follows from relationship (20), complete disorder-
ing (Ap — 0) in the paramagnetic state is achieved at
temperatures corresponding to theinequality D < T. At
D ~ T, the system in the paramagnetic state has a high
degree of ordering due to a sufficiently large difference
in the populations of the single-ion states. Therefore, at
T ~ D, the phase transition to the ferromagnetic state
proceeds as an order—disorder transition.

4. FREE ENERGY FOR THE CASE
OF AN EXTREMELY WEAK EXCHANGE FIELD

The exchange field in an anisotropic magnet
decreases as the phase transition point is approached (at
T — To) and in the case when the anisotropy constant
and the exchange interaction parameter become closein
magnitude. Actually, at D < 2Jz, the inequality §, < 1
holds at T = 0. Let us analyze this case. Within the
approximation h,, /D < 1, the energy eigenvalues given
by expressions (3) can be rewritten in the form

2 2
g, =D, ¢ = D+%X.
Sincewe have g, ,—g,=D at h, /D < 1, itis assumed
that €, = €,. Inturn, thisimpliesthat the influence of the
exchange interaction on the populations of these levels
can be ignored. Under this assumption, the level popu-
lations and the probabilities p(T) and Ap(T) over the
entire temperature range (including therange T < Ty),
according to expression (20), are determined only by
the ratio D/T. As a result, the quantity s, remains the
sole unknown (with an uncertain dependence on the
temperature T) and, thus, appears to be the sole order
parameter in the problem under consideration. By
assuming that s — 0 and retaining terms up to the
fourth power in the series, we obtain

(21)

F = %[ DAP(T) —23z(Ap(T))7 s
(22)
+2D8p(T)s;,

It should be noted that, in the approximation used, the
coefficient of 3(2) in expression (22) becomes equal to
zero at the temperature T specified by formula (18),
which was derived from the exact solution.

Relationship (22) can be transformed into the fol-
lowing form:

F= %[D(T)—ZJ(T)z]s§+ 1—16D(T)s§. (23)
Here, we introduced the designations D(T) = DAp(T)
and J(T) = J(Ap(T))>. It follows from expression (23)
that the expansion of the free energy coincideswith that

of the ground-state energy for an easy-plane ferromag-
net at T = 0[2]. The temperature-dependent parameters
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J(T) and D(T) in expression (23) can betreated as effec-
tive parameters accounting for the level populations.
Note that the exchange interaction parameter is qua
dratic in Ap(T) and the single-ion anisotropy constant is
proportional to Ap(T). This behavior of the temperature
dependences of the effective exchange interaction
parameter and the effective single-ion anisotropy con-
stant is clearly understood, because the exchange inter-
action is a two-particle interaction, whereas single-ion
anisotropy has a one-particle nature.

Next, we use the approximate relationship (23) for
the free energy in order to determine the temperature
dependence of the static magnetic susceptibility x of
the paramagnetic phase under the condition h [ Y. At
h — 0, the static magnetic susceptibility is defined by
theexpressionx = ds/dh,, . . Theexternal field histaken
into account by the Zeeman term in Hamiltonian (1). As
a result, the product hs should be subtracted from the
internal energy (5). Correspondingly, the product
hApcos2¢ should be subtracted in relationships (12)
and (23) for the free energy. Furthermore, the termsthat
describe the change in the free energy should also be
included in the equations of state (13) and (14). As a
result, the equation of state for the free energy (23)
transforms into the equation

%[D(T)—2J(T)z]so+i—L1D(T)s§—hAp = 0. (24)

According to formula (8), the expression for the static
magnetic susceptibility x should involve two terms;
that is,

aAp _|.Apa_s0

an | o ah‘hﬁo' (25)

X:

Thefirst term in expression (25) is associated with the
change in the level population in response to the exter-
nal field h at a constant temperature T, because the
states with the spin projection aligned with the field are
more energetically favorable as compared to the states
with opposite or zero projections. It is this term that
determines the static magnetic susceptibility ath — 0
in isotropic ferromagnets, for which the spin projec-
tions in the paramagnetic phase are as follows: 5= S
s, = S—1, etc. Hence, in this case, the second term is
absent in principle.

The second term in expression (25) accounts for the
magnetic field-induced polarization of single-ion
states. In the ferromagnet with the easy-plane single-
ion anisotropy, this contribution is caused by the spin
projection s, (at a given Ap). Note that, as was shown
above, since s, = 0 in the paramagnetic phase, the con-
tribution of the first term to the static magnetic suscep-
tibility x in this phase is zero. Therefore, the magneti-
zation in the paramagnetic phase of the easy-plane fer-
romagnet arises from the polarization of theionic states
by the external magnetic field.
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By differentiating relationship (24) with respect to
h, we obtain the derivative ds,/dh. The appropriate cal-
culations with alowance made for the temperature
dependence of Ap [relationship (20)] offer the follow-
ing formulafor the static magnetic susceptibility x:

D

1-e’

X=2 (26)

D
D—-2Jz+2(D+Jz)e '

Degspite the approximate expression (22) used for the
free energy F, the denominator of formula (26) at the
phase transition point T = T [see relationship (18)]
becomes equal to zero and the static magnetic suscepti-
bility tends to infinity (x — o). It follows from for-
mula (26) that, as the phase transition point T; is
approached, the temperature behavior of the static mag-
netic susceptibility deviates from the Curie-\Weiss law.
This deviation is explained by the retained ordering of
the paramagnetic state [Ap # 0, see relationship (20)]
and the temperature dependence of the derivative
0(T)/oh, which determines the polarization of ions
under the effect of the external field h.

At high temperatures, when the inequality D/T < 1
is satisfied and the paramagnetic state is completely
disordered [Ap(T) — O], the temperature dependence
of the static magnetic susceptibility is identical to that
observed in the isotropic ferromagnet (whose paramag-
netic state is always completely disordered) and can be

described by the relationship
_2.1
X - 3T_Te1 (27)

where Ty = 2/3(Jz + D) is the paramagnetic Curie tem-
perature. For any values of the single-ion anisotropy
constant and the exchange interaction parameter, we
have Ty # T (Te < Tp). In other words, the quasi-classi-
cal approximation according to which the thermody-
namic averages of the spin operators squared can be
replaced by the corresponding thermodynamic aver-
ages sguared does not hold. At the same time, this
approximation isvalid for systems with order—disorder
phase transitions.

Therefore, for a strongly anisotropic ferromagnet
with the easy-plane single-ion anisotropy, the approxi-
mate expression (23) can be used for describing the
phase transition to the ferromagnetic state, in which the
exchange interaction and single-ion anisotropy depend
on the temperature.

Thefreeenergy F can dwaysbe expanded in terms of
S (irrespective of theratio D/Jz, provided that D/2Jz< 1)
in thevicinity of the phasetransition pointat T — Te.
Note that, in the magnetically ordered state, a weak
exchange field cannot considerably affect thelevel pop-
ulations, which are determined only by the ratio D/T.
Taking into account that this approximation holds true
over a narrow temperature range AT in the vicinity of
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the point T, the temperature in the expansion of the
free energy F can be represented in the form T = T —
AT. Then, the expression for the free energy F can be
written in aform similar to the Landau thermodynamic
potential; that is,

1

F = —aATs§+%DAp(TC)s§,

3 (28)

where

a= %[4JzAp(TC) —D]OAP/AT, ..
Minimization of thefree energy [relationship (28)] with
respect to 5, makes it possible to determine the depen-
dence so(T) in the ferromagnetic state in the vicinity of
the phase transition point. At T < T, the temperature
dependence of the spin projection istypical of the sec-
ond-order phase transition; that is,

_ |a
$(T) = 2 /—D Ap(TC)AT.

According to relationship (8), the average thermody-
namic spin in the ferromagnetic state can be repre-
sented as the product of two order parameters s = s,Ap.
In the paramagnetic state up to the phase transition
point, the singlet is the ground state of the ion and
Ap(T > Te) # 0. Therefore, the average spin is equal to
zero [S(T) = Q] if so(T > T¢) = 0. Although the average
thermodynamic spin depends on s, it can be seen that
the temperature dependence S(T) in the vicinity of the
phase transition exhibits a critical behavior; that is,

S(T) = 2 /M#AT.

Thisis consistent with the phenomenol ogical theory of
second-order phase transitions. According to this the-
ory, the Landau potential can be represented as a func-
tional in which the average spin (or the average magne-
tization) isthe order parameter. However, the displacive
magnetic phase transitions from a paramagnetic phase
to a ferromagnetic phase and order—disorder phase
transitions areidentically described in terms of the the-
ory that includes this order parameter [5] and alows
only for the change in the symmetry. To put it differ-
ently, these phase transitions are indistinguishable in
the framework of the phenomenological approach.

It should be noted that expression (23) was derived
in the single-ion mean-field approximation and holds
for D/2Jz < 1. As was shown above, in this case, we
have D/T: < 1 and Ap(T.) —= 0. Under these condi-
tions, it is necessary to take into account fluctuations
which are appreciably enhanced as the phase transition
point is approached [15, 17]. The fluctuation fields
bring about a considerable change in the spectrum of
ionic states. As a result, this spectrum differs from the
spectrum obtai ned within the single-ion approximation.

(29)

(30)

No. 8 2003
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The fluctuations also affect the polarization of ionic
states. Therefore, expression (23) is satisfied only when
the ratio D/2Jz is not small and the range T — T (at
least, in the magnetically ordered phase) covers the
fluctuation range. This reasoning does not hold for the
first casewhen D — 2Jz.

5. CONCLUSIONS

Thus, the above calculations demonstrated that, in a
system of ionswith spin S= 1 and easy-plane single-ion
anisotropy, the phase transition to aferromagnetic state
is associated with the spontaneous formation of a non-
zero spin projection of the magnetic ion in anondegen-
erate state. The critical behavior of this polarization is
governed by competition of the exchange interaction
and single-ion anisotropy.

In these magnets, the appearance of the magnetic
moment of ions and the transition to the ferromagnetic
state cannot be assigned to the most commonly encoun-
tered order—disorder magnetic phase transitions. The
results obtained give groundsto believethat, in the case
under consideration, the phase transition from the para-
magnetic state to the ferromagnetic state with a change
in the temperature in the absence of an externa mag-
netic field can be treated as a di splacive magnetic phase
transition.
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Abstract—The reflectivity spectra and the magnetorefractive effect (MRE) of (CoggFesg)y(AloO03)1 _x metal—
dieectric granular films (0.07 < x < 0.52) are analyzed in the IR spectral range A = 2.5-25 um. It isreveaed that
the specific features observed in the spectra at A = 8.5 and 20 um are associated with the excitation of phonon
modes in the dielectric matrix. The magnetorefractive effect in the filmsis observed bel ow the percolation thresh-
old only in p-polarized light and above the percolation threshold for both the p and s polarizations. It is demon-
strated that the optical properties of (CosgFesg).(Al>03)1 _x filmsinthe IR spectral range, to afirst approximation,
can be interpreted in the framework of the effective-medium theory and the magnetorefractive effect can be
explained in terms of the modified Hagen—Rubens relation. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The considerable interest expressed by researchers
in metal—dielectric granular films composed of metallic
ferromagnetic nanograins in a nonmagnetic dielectric
matrix is associated with the tunneling magnetoresis-
tance (TMR) effect observed in these materias, which
makes them promising for practical use [1-10]. The
tunneling magnetoresistance effect is caused by spin-
dependent tunneling of polarized electrons through
dielectric interlayers between magnetic grains. In 1999,
Granovskii et al. [11] theoretically predicted the mag-
netorefractive effect (MRE), which resides in the fact
that the magnetic field affects the reflection and trans-
mission spectra of filmsin the IR spectral range. More
recently, this effect was experimentally found in metal-
lic [12, 13] and metal—dielectric [14] granular films.
The optica phenomena observed in metals in the IR
spectral range are governed by intraband optical transi-
tionsand can betreated by analogy with electrical resis-
tance [15]. Since the tunneling magnetoresistance and
magnetorefractive effects have a similar nature, their
joint treatment can provide valuable information on the
electronic states in the conduction band in the vicinity
of the Fermi level for two subsystems of conduction
electrons whose spins are oriented along the magneti-
zation [the upward spin (1)] and in the opposite direc-
tion [downward spin (1 )]. Elucidation of the correlation
between these effects can provide an answer to the
guestion of the possible use of the magnetorefractive
effect for contactless control of the magnetoresistance
in magnetoresistive materials.

The magnetoresistive and magnetorefractive prop-
erties of metal—dielectric grain structures depend on the
concentration of ferromagnetic grains and change radi-

cally above the percolation threshold when magnetic
grains come in contact with each other. For the most
part, these properties are governed by the ratio of the
contributions from metallic and tunneling conductivi-
ties, the type of electron tunneling between grains, the
potential barrier height, and localized states in the
matrix. A large number of problems concerning the
influence of the matrix and grain materials on the prop-
erties of granular films still remain unclear.

Metal—dielectric granular films with a giant tunnel-
ing magnetoresistance are usually prepared from an
Al,0O5-based matrix with high permittivity and thermal
stability [3, 6, 9, 10, 14]. As arule, such films are pro-
duced either by eectron-beam coevaporation of a mag-
netic material and Al,O; with simultaneous vapor depo-
sition on asubstrate under vacuum [9, 10, 16] or by mag-
netron sputtering of composite targets [3, 6, 14]. Since
the surface energy of a metal is considerably higher
than that of a dielectric material, upon their codeposi-
tion, the metal does not wet the oxide and form grains
with acrystal structure. Films of these alloys below the
percolation threshold have agranular structurein which
nearly spherical metallic nanograins are randomly dis-
tributed over the dielectric matrix and form an abrupt
interface with the matrix [10].

The purpose of this work was to reveal acorrela-
tion between the optical properties in the IR spectral
range and the tunneling magnetoresistance of
(CospFes)«(AlLO3), _ metal—dielectric granular films
over a wide range of concentrations x of the magnetic
component in an applied magnetic field and to analyze
theinfluence of the Al,O; dielectric matrix on the prop-
erties of the films.

1063-7834/03/4508-1530$24.00 © 2003 MAIK “Nauka/Interperiodica’
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2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Metal—dielectric granular films of
(CogoFey)((AlLOg), _, with a volume fraction of the
metallic component in the range 0.07 < x < 0.52 were
prepared by electron-beam coevaporation of dielectric
(Al,0O3) and metalic (a CogFes, equiatomic alloy)
components from two independent stabilized sources
and by mixed-vapor deposition of the components on
cover glass substrates at atemperature of ~200°C under
high vacuum (at aresidual pressure of 10* Pa). Thefilm
thickness was approximately equal to 400 nm. The
geometry of the mutual arrangement of the substrates
and evaporation sources provided simultaneous prepa-
ration of films whose composition continuously varied
in the aforementioned concentration range along the
length of the substrate holder (450 mm). Thisprocedure
of preparing metal—dielectric films was described in
detail in [16].

The evaporation rate and the volume content of each
component in granular films were controlled using two
guartz sensors. The film composition was determined
by energy dispersive x-ray analysis. The film structure
was investigated using x-ray diffraction and high-reso-
lution transmission electron microscopy. The magne-
toresistance of films was measured by the four-point
probe method at room temperature in magnetic fields
up to 50 kOe The reflectivity spectra of
(CosgFesp) (Al,05), _ granular films in the middle-IR
wavelength range from 2.5 to 25 pum were recorded on
a Nicolet 670 Fourier spectrometer with an MCT-B
HgCdTe photodetector cooled by liquid nitrogen. The
optical measurements in polarized light were per-
formed using aKRS-5 grid polarizer. In the magnetore-
fractive experiments (the measurement of the depen-
dence of the reflectivity spectra on the magnetic field),
the mirrors of the Fourier spectrometer were mounted
outside the spectrometer in order to focus IR radiation
on asamplelocated in agap of the external electromag-
net. In this case, the angle of incidence of light on the
sample was approximately equal to 65°.

3. RESULTS AND DISCUSSION

The x-ray diffraction patterns of (CosgFesg),(Al,03)1 _«
granular films exhibit a broad peak at the Bragg angle
corresponding to the (001) plane of the body-centered
cubic CoggFes, crystal. This suggests that the CoggFes,
metallic grains distributed in the Al,O; dielectric matrix
have ananocrystalline structure. The dataof high-resolu-
tion transmission el ectron microscopy confirm thisinfer-
ence and demonstrate that the mean size of ferromag-
netic particles in granular films below the percolation
threshold variesfrom 1 to 3 nm [10].

For (CoggFesp), (Al,03), _ granular films, the maxi-
mum tunneling magnetoresistance effect (~6%) is
observed in the vicinity of the percolation threshold
(X, = 0.17 [9]) in a magnetic field of 10 kOe (Fig. 1).
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Fig. 1. Concentration dependences of () the resistivity and
(b) the tunneling magnetoresistance for (CoFe)(Al,03)1 _
granular filmsat T = 300 K.

The current—voltage characteristics of the granular
films are consistent with the Simmons theory of elec-
tron tunneling [17] and confirm the tunneling nature
of the magnetoresistance. In the framework of this
theory, the height of the tunneling barrier and itswidth
for the film at x = 0.15 are estimated as ¢ ~ 2.15 eV
and d ~ 2 nm, respectively. The tunneling nature of the
magnetoresistance is also supported by its measure-
ments in the temperature range from 5to 300K [9, 10].

The reflectivity Fourier spectra R(A) of the
(CospFes)«(AlLO3), — granular filmsin the middle-IR
range were recorded using both unpolarized and p- and
s-polarized incident light. These spectra were normal-
ized to the corresponding spectra of thick silver films.
The IR reflectivity spectraof the (CosgFesy) (Al,05)1 _«
granular filmsand Al,O; and CoggFes, pure materialsin
unpolarized light are shown in Fig. 2. In the range of
concentrations x corresponding to an appreciable tun-
neling magnetoresistance of the (CoggFey)(Al,035)1 _«
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Fig. 2. IR reflectivity spectra of (CoFe),(Al,03)1 _y granu-
lar filmsin unpolarized light.

granular films (0.07 < x < 0.3), the IR reflectivity spec-
traexhibit characteristic features, namely, clear minima
at A ~ 8.5 and ~20 um. With an increase in the concen-
tration (at x > 0.35), the characteristic minima in the
reflectivity spectragradually disappears and the spectra
R(A\) become similar to the IR reflectivity spectra of
pure CosyFes,. The reflectivity spectra of the granular
film at x = 0.18 (with the specific features typical of the
spectraof films at x < 0.3) in unpolarized and p- and s-
polarized light are depicted in Fig. 3. It should be noted
that the spectra R(A) at A ~ 8.5 um exhibit minima for
p-polarized light and maxima for s-polarized light
(Fig. 3). These specific features observed in the spectra
of granular films with a high Al,O5 content can be asso-
ciated with the excitation of phonon modesin the dielec-
tric matrix. The narrow minimum at A ~ 8.5 um can be
attributed to the excitation of the longitudinal optical
(LO) phonon mode in Al, O3, whereas the broader min-
imum at A ~ 20 um can be assigned to the excitation of
the transverse optical (TO) phonon mode. Substantial
broadening of the minimum corresponding to the trans-
verse mode can be associated with the amorphous state
of the system, which leads to a frequency distribution.
According to the data available in the literature for
crystalline Al,O4 [18, 19], the most intense peaks are
located at 23.3 and ~14.7 um for the transverse phonon
modes and at 10.5 and 19.5 um for the longitudinal
phonon modes. The disordering in the amorphous
Al,O; matrix is responsible for the change in the dis-
tance between Al and O atoms on the short-range order
scale and in the coordination environment of these
atoms. In turn, these variations lead to a change in the
positions of the spectral features corresponding to
phonon vibrations in the granular films. The spectral
features that are observed in the IR reflectivity spectra
of the (CosgFesp)(Al,O5);_« granular films and are
associated with the TO and LO phonon modes can be
identified with the use of p- and s-polarized light.
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granular film.

The optical properties of metal—dielectric granular
films with tunneling magnetoresistance can be
described in the effective-medium approximation.
Within this approximation, the optical conductivity o,
of (CoggFes)(Al,O5);_ granular films can be deter-
mined from the relationship [20, 21]

Oc—0Op

O.—0y _
Xom +20, 0. &)

P0G 20,

where g, is the effective optical conductivity of the
granular film and o4 and o,,,are the optical conductivi-
tiesof the Al, O dielectric matrix and CosyFey, metallic
grains, respectively. The frequency dependence of the
optical conductivity for the dielectric film in the IR
range is defined by the following expression [20, 21]:
04 = igpeqw, Where w is the optical frequency, €, is the
permittivity of free space, and g, is the permittivity of
Al,O,. The didlectric function of Al,O5 in the IR range
can be derived on the basis of the phenomenological
model of Lorentz oscillators [18, 22]

2 2.
Qo) —W +iy oW

€ =g,

: )

2 2 -
i Qo) —W +iyro;W

where g, is the high-frequency permittivity; Q, o; and
Qqq; arethe frequencies of the LO and TO jth phonons,
respectively; w is the frequency of exciting light; and
Yioj @nd Yrq; are the damping constants of the LO and
TO jth phonons, respectively. In the framework of this
model, we calculated the reflectivities of the
(CospFesp), (Al,05), _ granular films at different con-
centrations x (Fig. 4). The optical conductivity of
CogFes, ferromagnetic grains in the IR spectral range
was represented as the sum of the contributions from
the Drude conductivities of two spin subsystems:
(i) electrons with spins aligned with the magnetization
[upward spin (1)] and (ii) electrons with spins oriented
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in the opposite direction [downward spin (1 )] [11, 23];
that is,
0,(w=0) 0 (w=0)

o(w) =0, (w) +0,(w) = 1+iwTt 1+iwTt
T 1

©)
where 0, ,(w = 0) and T, are the static conductivi-
ties and the electron relaxation times for the two spin
subsystems, respectively. The static conductivities
were determined from the formula o, ,,(w = 0) =
N, (€T, ,)/m, wheren, , are the electron densities for
the two electron subsystems and m is the electron
mass. The electron densities n,,, were evaluated
within the free-electron gas model, according to

whichn,,, = (K}, ))3/3112 , Where the Fermi wave vec-

tors k. ~7.5nmtand k| ~ 4.5 nm were taken from
[23]. The optical conductivity of ferromagnetic grains
was determined with the use of the spin asymmetry
parameter o, =T, /1, = 3.5 (1, = 15fs) taken from [23].

After determining the effective optical conductivity
0, of the (CosgFesp)(Al,O5); _« granular films, the opti-

cal constants n and k were calculated from the expres-
sion[11, 23]

n—ik = /e, +ig, =

Here, €, = 0.885 x 107! F/m is the permittivity of free
space, €, is the relative permittivity (which, to a first
approximation, is equal to unity), and the dielectric
functions €, and €, are related to the optical constants
through the expressions €, = n> — k? and €, = 2nk.

The reflectivity of the (CogpFes), (Al,05); _« granu-
lar films in the IR spectral range was calculated from
the relationship obtained in the second-order approxi-
mation with respect to t/A (wheret isthe film thickness
and A is the optical wavelength) [24], which holds for
t<A;thatis,

10
g ——=. 4
" gow )

(No=N9)*+ (Ny—n)p+g
(No+ng)°+(No+ng)p+ g
Here, nyistherefractiveindex of air, ngistherefractive
index of the substrate, and g and p are the functions

dependent on the optical constants and the film thick-
ness and can be represented in the form

R(\) =

(%)

q = [&f +&5—(ng +n2)ey + nonlln %,
p = 2g,n, n = 21/A.

The above model makes it possible to calculate the IR
reflectivity spectra R(A) of the (CoggFey)((Al,035); _«
granular films. The experimental (Fig. 2) and theoreti-
cal (Fig. 4) spectra R(A) are in good agreement. The
theoretical spectra R(A\) were evaluated for unpolarized

(6)
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Fig. 4. Theoreticd IR reflectivity spectra of

(CoFe),(Al,03)1 _y granular films.

probe radiation, because light with a specific polariza-
tion excites only particular phonon modes.

Asfollows from analyzing the experimental results,
the reflectivity spectra of the (CogyFesg)(AlO3);_«
granular filmsin p- and s-polarized light differ substan-
tially (see, for example, Fig. 3). The reflectivity spectra
of the films, especially at low concentrations X, depend
strongly on the properties and parameters of the Al,O4
dielectric matrix. In the amorphous Al,O; matrix, there
arises a continuum of Al-O oscillators with the dipole
moment aligned with the film plane. The contribution
of these oscillators to the reflectivity spectra depends
on the angle of incidence and the polarization of light
[25]. At normal incidence (¢= 0°), thelight excitesonly
the transverse phonon modes at 690 cm (14.5 pum).
The longitudina phonon modes manifest themselves,
to a greater extent, at 950 cm™ (10.5 um) and at the
angle of incidence Y = 75° in p-polarized light. The
spectral position of the maximum corresponding to the
LO mode also considerably depends on the thickness
and structure of the Al,O; film [25].

By anaogy with the tunneling magnetoresistance
effect TMR =Ap/p =[(Py = 0—Pr)/Pr] % 100%, we deter-
mined the magnetorefractive effect MRE = ARR =
[(Ry = o—Ry)/Ry] x 100%, where Ap/p and AR/R arethe
relatives changes in the electrical resistivity and the
reflectivity of the (CosgFeso)«(Al,05); _, granular films
upon application of an external magnetic field. It was
found that the MRE curves substantially depend on the
polarization of incident light and the concentration x of
metallic grains. In particular, the MRE curves for the
films with concentrations of ferromagnetic grains
below the percolation threshold (x < 0.17) only in
p-polarized light exhibit specific features (Fig. 5) which
are not observed upon excitation with s-polarized light.
The MRE spectral curvesfor the granular filmsat 0.1 <
X < 0.17 have maxima in the vicinity of 8.5 um (see
Fig. 5, curves at x = 0.15, 0.1) whose locations strictly
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Fig. 5. MRE curves for (CoFe),(Al,03); _y granular films
in p-polarized light. x = 0.07, 0.1, and 0.15.

correlate with those of the minima in the spectra R(A)
(Fig. 2). A decreasein the grain concentration (x < 0.1)
leads to a change in the MRE curve, so that the MRE
curve (Fig. 5, curve at x = 0.07), like the spectrum R(A),
contains a deep minimum at a characteristic wave-
length of 8.5 um. At low concentrations of ferromag-
netic grains, the reflectivity spectra R(A) of the
(CospFesy), (Al,05), _y granular filmsbecome similar to
the spectrum of the Al,O; matrix (Fig. 2). Our investi-
gation into the influence of the magnetic field on the
reflectivity spectrum of pure Al,O; revealed that the
magnetic field affects the reflectivity of the dielectric
matrix. In this case, the MRE curve for pure Al,O; is
characterized by adeep minimumat A = 9 um (Fig. 6).
It should be emphasized that the magnetorefractive
effect in the IR range in the granular films and pure
Al,O3 strongly depends on the wavelength A of incident
light and the magnetic field strength H.

The magnetorefractive effect observed in the Al,O;
dielectric matrix is associated with the manifestation of
gyrotropic propertiesin the magnetic field [26]. Thisis
accompanied by the appearance of the gyration vector
and off-diagonal componentsin the permittivity tensor.
In isotropic materials and crystals with cubic symme-
try, the magneto-optical effects can berather strong and
the corresponding corrections to the refractive index
are linearly proportional to the magnetic field strength
[26]. The possibility of observing the magnetorefrac-
tive effect in dielectrics over the entire frequency range
is limited by the sensitivity of the measuring instru-
ment. However, at a frequency corresponding to the
total transparency in the vicinity of the phonon mode
(A= 9 um for Al,O;, Fig. 6), the magnetorefractive
effect isrelatively large in magnitude against the back-
ground of the weak reflection and can be measured with
arather high accuracy. We also observed asimilar mag-
netorefractive effect in ionic crystals with cubic sym-
metry. The theory of this phenomenon will be consid-
ered in detail in a separate work. Here, we only note
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Fig. 6. MRE curvesfor Al,Oz in p-polarized IR light at dif-
ferent magnetic field strengths.

that this effect allows one to determine the gyration
coefficient in dielectrics with a high accuracy.

The MRE curves for granular filmsat 0.17 <x< 0.4
show specific featuresin s- and p-polarized exciting light
(see, for example, the MRE curves for the granular film
ax=0.25inFigs. 7, 8). For thefilmsat x> 0.4, the mag-
netorefractive effect is observed only in s-polarized light
and the reflectivity spectrum R(A) of the granular films
becomes similar to the spectrum of pure CogyFex,.

The magnetorefractive effect in the long-wave-
length IR range can be explained in terms of the
Hagen—Rubens relation. By ignoring the ferromagnetic
properties of the materia, the optical constants in the
IR range can be determined from the expressionn=k =
(1/2¢,wp,)Y?, where pg is the resistivity of the material
at w =0 and g, is the permittivity of free space. In this
case, the reflectivity R at the normal incidence of light
can be written in the form [15]

RO1-[2e,wpo] > (7)

Relationship (7) isvalid a wt,(1,) < 1 (for the major-
ity of metals, this holds at A = 20 um). It can be seen
from relationship (7) that the reflectivity R(A) directly
depends on py and is independent of the electron relax-
ationtimet,(t,).

The expression relating the refl ectivity and theresis-
tivity permits usto estimate the change AR in the reflec-
tivity dueto the change Ap in the resitivity in the mag-
netic field [11, 13]:

AR = —[2e,0pg “Bplpy = [2e0wpl PTMR, (8)

where TMR is the tunneling magnetoresistance of the
(CospFese), (Al,0O3), _«  granular films. However, the
theoretical MRE curves obtained with the use of rela
tionship (8) disagree with the experimenta MRE
curves in the range of wavelengths shorter than 15 um.
From the expression for R(A) in the Hagen—Rubens
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Fig. 7. MRE curves for the (CoFe)g 55(Al»,03)q 75 granular
filmins-polarized light at different magnetic field strengths.
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Fig. 8. MRE curves for the (CoFe)g 25(Al503)g 75 granular
film in p-polarized light at different magnetic field
strengths.
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approximation, it followsthat ARCA Y2, Therefore, we
can assume that the dependence of AR on therelaxation
time of the spin subsystems can be taken into account
in the form of a power series[13]:

AR = —aA 2+ BA T+ 0. 9)

This approximation includes only the first terms of the
power seriesin A. For calculations, the constant a was
derived within the effective-medium approximation:
a=[(1 - R/2]TMR. The values of the TMR were
determined from the experimental data (Fig. 1). The
parameter 3 was chosen from the best fitting to the
experimental data and, as a rule, was of the order of
0.1a. The MRE spectral curves calculated for the
(CoggFesp) (Al,04), _ granular filmswith the use of the
described technique are depicted in Fig. 9. A compari-
son of the experimental and theoretical results demon-
strates that the theoretical MRE curves exhibit all the
main features observed in the experimental MRE
curves (Figs. 5, 7, 8). Note that the MRE curves were
calculated only for unpolarized light. According to the
experimental data, the MRE curvesfor unpolarized and
p-polarized incident light are similar to each other. The
specific features in the experimental and theoretical
MRE curves are most pronounced in the vicinity of
wavel engths corresponding to excitation of the TO and
L O phonon modes.

4. CONCLUSIONS

Thus, the results obtained in this work demonstrated
that the (CoggFes), (AlL,O3); _« granular films possess a
considerable tunneling magnetoresistance near the per-
colation threshold (x = 0.17). It was found that the mag-
netorefractive effect in these films manifestsitself in the
range of wavelengths corresponding to the optica
phonon modes. The MRE curves depend on the concen-
tration of magnetic grains and the polarization of excit-
ing light. In particular, the magnetorefractive effect is
observed only in p-polarized light below the percolation
threshold, in both p- and s-polarized light in the concen-
tration range 0.17 < x < 0.4, and only in s-polarized light
at x> 0.4. It was demonstrated that the reflectivity spec-
traof the (CoggFes),(Al,O3), _ granular filmsinthe IR
spectral range, to afirst approximation, can be described
in the framework of the effective-medium theory and the
magnetorefractive effect can be explained in terms of the
modified Hagen—Rubens relation. The magnetorefrac-
tive effect revealed in Al,O5 in the wavelength range cor-
responding to the excitation of optical phononsis associ-
ated with the manifestation of gyrotropic properties of
Al,O4 in the magnetic field. It was established that the
Al,O; matrix substantialy affects the tunneling mecha
nism of conduction in (CosgFes).(Al,03); _ granular
films and their optical and magnetorefractive properties
inthe IR range.
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Abstract—~Polarization (ferroelectric switching) of SBN crystalsin pulsed fiel ds differs from the same process
in model ferroelectrics. Polarization in most SBN crystals is characterized by slow kinetics, which can be
approximated by a power-law dependence, with relaxation times of the order of seconds (in fields >E_). The
process smoothness resultsin the absence of acharacteristic peak in the switching-current curve. Some crystals
are characterized by fast (jumplike) polarization processes, whose characteristics (the kinetics and the field
dependence of the switched charge) also differ from model ones. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Ferroelectric crystals Sr,Ba; _,Nb,Oz; (SBN-x) are
widely used in optical systems, in particular, as a holo-
graphic medium for optical memory and for optical-
data processing in the dynamic-recording regime, as
well as for optica radiation frequency conversion on
the domain structure in the phase-quasi-matching
regime. In thiscontext, ferroel ectric switching is of par-
ticular interest. This process underliesthe effect of field
fixing of holograms, which permitstheir nondestructive
readout in ferroelectrics [1-4]. Polarization reversal
under the influence of aninternal (photorefractive) field
[5-7] or under simultaneous exposure to photorefrac-
tive and external fields[8, 9] can be used for producing
aregular domain structure (RDS). Ferroel ectric switch-
ing, in principle, can make it possible to control the
intensity and spectral composition of radiation con-
verted in a crystal with domain structure [10-12].

Analysis of the numerous publications devoted to
these optical effects suggests that switching processes
in SBN differ from the classical scenario considered in
well-known monographs. This conclusion is also con-
firmed by studies [13, 14] of the SBN polarization
kinetics in quasi-static fields and by observations [15]
of the SBN domain structure dynamics. Attempts made
by authors to develop general methods of field control
of the optical processesin SBN (e.g., a unified method
for fixing holograms [3], RDS formation [8, 9], and
field control of the converted radiation intensity [12])
have been ineffective, since the model mechanism was
taken as a basis in solving these problems for lack of
information on the specific features of polarization
switching inthese crystals. The datafrom direct studies
on the pulsed switching of SBN crystalsthat are neces-
sary for developing such methods are absent in the lit-
erature, except for our publication [16], where switch-

ing currents were measured for some SBN crystals in
pulsed fields and some fundamental features were
detected.

This paper is devoted to detailed study of pulsed
polarization switching in alarge number of SBN crys-
tals, both pure and doped with various impurities.

2. CRYSTALS UNDER STUDY
AND EXPERIMENTAL TECHNIQUE

The crystals were grown, using the modified
Stepanov method, at the Scientific Center of Laser
Materials and Technologies of the Institute of General
Physics [17] and, using the Czochralski method, at the
Physical Faculty of the Osnabriick University (Ger-
many). The following compositions were studied in
detail: SBN-0.75, SBN-0.61, SBN-0.61 doped with
1wt % LaO; (designated below as SBN-0.61:La),
SBN-0.61 doped with 0.4 wt % CeO, (SBN-0.61:Ce),
SBN-0.61 doped with a double ligature of 1 wt % La
and 0.1 wt % CeO, (SBN-0.61:La:Ce), and SBN-0.61
doped with 0.5 wt % Nd (SBN-0.61:Nd).

These objects were chosen for the following rea-
sons. Crystal SBN-0.75 is a composition in which the
effect of field fixing of holograms during switching has
been studied in detail [1-4]. Crystals SBN-0.61 with
rare-earth (RE) impurities are convenient for study,
since RE doping results in a significant decrease in T,
[16, 18] and a corresponding decrease in E,. The effect
of field switching of the two-beam-coupling gain factor
I", associated with ferroel ectric switching, was detected
and studied in the SBN-0.61:Ce and SBN-0.61:La:Ce
crystals [18, 19]. In crystals SBN-0.61:Nd, lasing with
microdomain-induced frequency self-doubling was
observed in [10, 11]. Thus, the contribution of switch-

1063-7834/03/4508-1537$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Table 1. Ferroelectric properties of the SBN crystals under study

Crystal T, °C E. 10°V cm™ €33 max €33(20°C)
SBN-0.75 50 ~1 12000 7000
SBN-0.61 8l 2-3 33000 800
SBN-0.61:0.4 wt % Ce 58 1-1.2 16000 2500
SBN-0.61:1wt % La ~45 30000 7200
SBN-0.61:1wt % La0.1 wt % Ce ~45 ~1 24000 7500
SBN-0.61:0.5wt % Nd 61 2-25 23000 2700

Note: €33 (20°C) and £33 max are the permittivities under standard conditions and at T, respectively, measured in multidomain crystal's at

1kHz.

ing or adomain structure to nonlinear-optical processes
was observed in al the objects under study.

The ferroelectric properties of the crystals under
study are listed in Table 1. The values of E. were
obtained by measuring the P-E hysteresis loops in
quasi-static fields[13, 14]. The coercivefield cannot be
unambiguously determined in SBN crystals [13, 14]
due to their relaxor character [20]; therefore, the values
of E.given in Table 1 are rather conditional (averaged
over the crystal volume).

Pulsed polarization was studied using the Merz
technique (see, e.g., [21]). Rectangular pulses with a
risetime no longer than 2.5 x 10® sand aduration t, in

the range 3 x 10to 10 s were applied to the crystals.
Theload resistancewas 1-10 Q, whilethe crystal resis-
tance was 10 Q, which allowed us to disregard |eak-
age currents. The signal from the load resistor was
recorded using a high-frequency ADC card integrated
with acomputer. The time dependence of the switching
current i(t) was displayed on a monitor in rea-time
mode. The best resolution of the signal, controlled by
the discretization frequency of theADC, was2 x 10®s.
The measurements were carried out in the single-pulse
mode. The crystals were prepared as polar z-cut plates
1-2 mm thick with deposited electrodes (silver paste).
The upper field limit was=10-12 x 108V cm™, sincea
further field increase often caused mechanical destruc-
tion of the crystals probably due to the significant
piezoel ectric effect characteristic of them.

Several samples of each composition were studied.
The measurements were carried out on multidomain
(annealed in the paragl ectric phase) and single-domain
samples. The single-domain state was achieved through
gradual cooling of the crystals from the paraelectric
phase down to room temperature in an external field
(2-3) x 10%V cm ™. The poling was monitored by mea-
suring the pyroelectric coefficient using the static
method.

3. RESULTS AND DISCUSSION

We recall the fundamental features of the pulsed
switching [21], which were studied in model objects

PHYSICS OF THE SOLID STATE \Vol. 45

(TGS, BaTiOs) in detail and are characteristic of all fer-
roelectrics in general. As afield pulse stronger than E,
is applied, the Merz circuit detects a switching current
with a resolved peak corresponding to an enhanced,
avalanche-like rise in the switched charge Qs (or, what
is the same, to an avalanche-like growth of domains).
The charge Q, approaches its saturated value Q, = P,
with arelaxation rate dependent on the applied field.

Two types of current responses accompanying the
applied field pulsesare observed in the SBN crystals. In
most of the crystals, in contrast to model ferroelectrics,
the switching current appears as a short decaying signal
and is observed up to breakdown fields (Fig. 1). In
appearance, thissignal issimilar to the response arising
in model ferroelectrics at E < E;; however, its funda
mental difference is a pronounced nonexponential
decay (see below). On the contrary, i(t) in nonswitching
model ferroelectrics falls off exponentially, which was
confirmed in our reference measurementson TGS crys-
talsin wesak fields.

The “classical” switching current (with a peak),
qualitatively similar to the signal in model ferroelec-
trics, arisesin amuch smaller number of SBN crystals.
It should be emphasized that the two alternative types
of current signalsin SBN are not related to the compo-
sition or quality of the crystals. Signals of different
types were observed in identical field regimes in vari-
ous samples of the same composition cut out from the
same crystaline boule even though the ferroelectric
properties (the temperature and smearing of the phase
transition, permittivity €, etc.) of these samples were
identical.

In some cases, the classical switching signal (with a
peak) in the crystal under study was irreversibly trans-
formed into a first-type signal after prolonged anneal-
ing in the paragl ectric phase or poling. The characteris-
tics of signals of the two types are independent of the
pulse duration in the t, range covered. The signals of
both types exhibit oscillations (probably of piezoelec-
tric character) with a frequency of approximately
200 kHz (Figs. 1b, 3a, 4a) which are suppressed by an
RC filter.
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Fig. 1. Switching kinetics of the SBN-0.61:La:Ce crystal:
(@) switching currents in fields of (1) 3.5, (2) 5, and
(3) 9kv cm™ and (b) the charge kinetics in fields of (1) 1,
(2)2,(3)3,(44,5(5), and (6) 9kV cm™L. Theinset in @
shows the field dependence of the charge in (1) multi- and
(2) single-domain states; (3) the field dependence of the
charge in the single-domain crystal in fields coinciding in
sign with the poling field.

L et us consider thetwo types of currents observedin
SBN as pulsed voltages are applied. First, we discussthe
most commonly encountered (fast-falling) signal i(t); it
is exemplified by an arbitrarily chosen sample of the
SBN-0.61:CeLacrysta (Fig. 1). Figure lashowsthei(t)
curves for various values of E in the initially multido-
main crystal; these curves amost coincide (except in
sign) for fields of both polarities. The shape of the i(t)
curvesdoesnot changeupto E=12 x 10°V cm > E. =
1 x 103V cm™. In the single-domain crystal, the char-
acteristics of i(t) in a field opposite to the poling field
areamost identical to thei(t) characteristicsin the mul-
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Fig. 2. Dependence of the pyroelectric coefficient on the

duration of a 5-kV cm™ single pulse in the multi- (trian-
gles) and single-domain (squares) SBN-0.61:La:Ce crystal.

tidomain crystal. The inset to Fig. 1a shows the field
dependences of the charge Q4(E) for multi- and single-
domain states (curves 1, 2, respectively) obtained by
integrating the i(t) curves, for comparison, curve 3
illustrates Q4(E) obtained in the single-domain crystal
in fields coinciding in sign with the poling field, i.e., in
the absence of switching. The saturated values of Q. are
approximately 1.5 x 10° and 1.1 x 10° Ccm™ in
multi- and single-domain crystals, respectively, which
are significantly lower than P, = (8-9) x 10° Ccm™
(the rather low value of P in the crystal of this compo-
sition isexplained by the low value of T, and significant
smearing of the phase transition [13, 14]).

At first glance, the Q. smallness indicates the
absence of switching, asisthe case in modd ferroelec-
trics in weak fields. However, measurements of the
dependence of the pyroelectric coefficients on field
pulsesin SBN indicate that, in actual fact, the polariza-
tion significantly changes as a pulse is applied. We
explain this effect with reference to the crystal whose
switching currents are shown in Fig. 1a. The influence
of singlepulsesof E=5x 10°V cm™ (of fixed polarity)
of various durations on the pyroelectric coefficient y
was measured. The coefficient y was measured before
and after application of a pulse. Before each pulse
application, the crystal wasrestored to itsinitial (multi-
or single-domain) state.

The dependences of y on t, are shown in Fig. 2 for
multidomain (triangles) and single-domain (sgquares) ini-
tid states. In the multidomain crystal, y = O; application
of afield pulse to the crystal caused a significant pyro-
electric effect increasing with t,. After application of a
pulse with t, > 10 s, the value of y is saturated and is
approximately 0.8y of the single-domain crystal. Thus,
the crystal is significantly polarized as aresult of apply-
ing asinglefield pulseof 5 x 103V cm™ witht, > 10s, a
rough estimation yields Q.= 0.8P,= (5-6) x 106 C cm™.
Application of the samefield pulses (5 x 10°V cm™) to
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Fig. 3. Switching kinetics of the SBN-0.61:Nd crystal:
(a) switching currentsin fields of (1) 2.5, (2) 3.75, (3) 5.6,
and (4) 85 kV cm ™t and (b) the charge kineticsin fields of
(1) 1, (2) 2, and (3) 3kV cm™. Theinset in (&) shows the
field dependence of the charge in (1) multi- and (2) single-
domain states.

the single-domain crystal causes asignificant decreasein
Y, i.e., depolarization (Fig. 2). Att,= 10 s, wehavey =0,
i.e, the crystal isin a multidomain state. At t, equa to a
few tens of seconds, the pyroelectric current changes
sign; i.e, sign reversa (switching) of the total crystal
polarization takes place. When the same pulse E= 5 x
10°V cmr* of duration t,, in thisinterval is applied to the
multidomain crystal, the switching current is described
by curve 2 in Fig. 1a; integration of this curve yields a
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Fig. 4. Switching currentsin the SBN-0.75 crystdl in fields

of (1) 6, (2) 6.5, (3) 7.4, and (4) 8.5 kV cm™. The inset
shows the field dependence of the charge in (1) multi- and
(2) single-domain states.

very low value Q, = 0.9x 10° Ccm? < P, Thus,
athough the pyroelectric current measurements make
evident a significant change in polarization as single
pulses are applied, measurements of switching currents
do not detect this change.

This switching-current behavior can be understood
by analyzing the switched-charge Q(t) kinetics, which
differs fundamentally from the charge kinetics in the
model crystals. The Q(t) curves (Fig. 1b) calculated
fromi(t) for variousfields can be closely approximated
by the power-law dependence

Q) = Qe[l—m—lt/a)n] (1)

where Q, (saturated value of Q,), a, and n are adjust-
able parameters (Table 2). This dependence is identi-
cal to the expression describing the polarization kinet-
ics in SBN, in particular, of the same composition
SBN-0.61:CeiLa, inquasi-static fields[13, 14]. Let us
carry out some estimations. The results of least square
approximation to the experimental Qg(t) curves for
several field values arelisted in Table 2. For example,
the approximation for E =5 x 10°V cm™ in the mul-
tidomain crystal (curve 5in Fig. 1b) yields Q. = 3.6 x
108 Ccm™. This value is in satisfactory agreement
with the above rough estimate (from pyroel ectric mea-
surements): Q.= (5-6) x 10°° C cm for thiscrystal in
the case of application of apulse E=5 x 10°V cm™
witht, > 10s.
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Thus, most of the SBN crystals (we will refer to
them as the first group) are characterized by gradual
slow polarization variations described by Eq. (1). These
variations occur over very long times (a few seconds)
even in fields that exceed E, tenfold; therefore, the
major factor controlling the polarized (switched) vol-
ume is the pulse duration (Fig. 2) rather than the field
strength (Table 2). This conclusion on the SBN polar-
ization processes, made in this study for atime interval
of 10 to 10 s, qualitatively agrees with the results of
the study of polarization kineticsin these crystalsin the
range =10-10* s [13, 14]. The “nonclassical” shape of
the switching-current curveis explained by the absence
of thefast (avalanche-like) polarization stage character-
istic of the model ferroelectricsin strong fields.

Now, we discuss the other type of switching currents,
which isless often observed in SBN and is qualitatively
similar to the switching current in the model ferroelec-
trics. Representative examples are shown in Fig. 3 (sam-
ple SBN-0.61:Nd) and Fig. 4 (sample SBN-0.75). Fig-
ures 3a and 4 display the i(t) curves for multidomain
crystals. In the case of SBN-0.61:Nd, the characteristic
peak inthei(t) curveis observed at E = E, (Table 1); in
SBN-0.75, the peak occursat E=6 x 10°V cm > E_ =

10V cm (in weaker fields, the signal falls off rapidly,
as discussed above).

Theinsetsto Figs. 3aand 4 show Q(E) obtained by
integrating thei(t) curvesfor initially multi- and single-
domain states (curves 1, 2, respectively, in theinsetsin
both figures). The steep rise of the Q,(E) curve for the
SBN-0.75 crystal at E>6 x 10°V cm™ (inset to Fig. 4)
corresponds to the change in the current response
shape. The switched charge in the multidomain crystals
gradually increases with increasing field up to E > E,
and saturation isreached in some cases (inset to Fig. 4).
It isinteresting to note that the tendency to saturationin
SBN-0.75 is observed at Q. ~ 30 x 10° C cm™, which
is close to the spontaneous-polarization estimate P, ~
33 x 10° C cm made for this composition on the basis
of the Abrahams structural criterion [22].

In the single-domain crystal's, the Q(E) dependence
in rather weak fields flattens (curves 2 in the insets to
Figs. 3aand 4); however, the saturated value is signifi-
cantly (sometimes, an order of magnitude) lower than
the value obtained for the same crystal in the multido-
main state. Such dependences, namely, the gradual
increase in Q4(E) in multidomain crystals and low satu-
rated value of Q. in single-domain crystals, are typical
of al the SBN samplesin which the classical switching
current is observed. Figure 3b shows the Q4(t) kinetics
calculated fromi(t). Asfollows from Figs. 3 and 4, not-
withstanding the classical shape of the switching cur-
rents, the QJ(E) and Q(t) dependences in these SBN
crystals differ fundamentally from the corresponding
dependences in the model crystals, where both quanti-
ties in single- and multidomain states asymptotically
approach P.. In SBN, the values of Q, in multi- and sin-
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Table 2. Relaxation parameters of the SBN:La: Ce crystal

E,kVcm? | Q,10%Ccem™ a, us n
4 3.0 0.52 0.05
5 3.6 0.65 0.05
9 4.2 1.7 0.07

gle-domain states differ sharply. In the multidomain
crystal, for each field E > E_there is a certain limiting
value Q, < P, that increases with E.

Thefields at which Q(E) tendsto saturation (Fig. 4)
significantly exceed the values of E. measured from
quasi-static hysteresis loops. The switching scenario in
crystals of this group differs from the above-described
slow polarization process in crystals of the first group.
In this case, for some reason, the volume involved in
switching is polarized (switched) in jumps; the control-
ling factor in this case is the field strength rather than
the pulse duration (as is the case in the crystals of the
first group). As a result of poling (due to prolonged
exposure to an external field), the volume polarized in
jumps decreases abruptly. However, in the crystals of
thefirst group, such “freezing” effectsare not observed,
since the polarization changes caused by a given field
pulse are very similar in multi- and single-domain
states (see insets to Figs. 1a, 2). We note that, notwith-
standing the classical shape of the switching currentsin
the second group of SBN crystals, the dependence of Q,
on E in the multidomain state and the smallness of
Q. < Psinthe single-domain state do not allow consid-
eration of the switching processin terms of the switch-
ing rate v, = 1/t.. Here, by definition [21], the switching
time t, corresponds to the switching-current decreasing
to 10% of its value at a constant switched charge
Qs - Ps-

The features of the polarization kinetics of SBN
crystalsin pulsed fields, in particular, very long times,
may be qualitatively explained by a nonuniformly dis-
tributed internal field [13, 14] (or, what isthe same, pin-
ning centers [23]) existing in the relaxor ferroelectric
[20]. In terms of the classical switching model, this
means the existence of a wide spectrum of switching
activation fields, which, as is known, characterize the
rate and timet, of switching [21]. Asaresult, the polar-
ization process (switching current) is described by a set
of relaxation times and proceeds smoothly.

Thefaster switching kinetics observed in some SBN
crystalsisexplained by the fact that the energy distribu-
tion of pinning centers (and, therefore, the spectrum of
relaxation times) becomes rather narrow due to random
causes and the given volume is polarized in jumps.
However, as was already mentioned, externa influ-
ences, bringing about, e.g., the formation of the single-
domain state, often cause a change in the polarization
kinetics type: the kinetics becomes slow, probably due
to changesin theinternal-field distribution. The conclu-
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sion that the polarization processesin SBN crystals are
slow is confirmed by the domain dynamics observation
[15], according to which the sideway motion of domain
walls (characteristic of the model ferroelectrics) is hin-
dered in SBN, frontal domain growth prevails, and the
formation of the single-domain state proceeds
extremely slowly.

Based on the data obtained, certain practical conclu-
sions may be drawn. For example, the technique of
RDS formation used for LiNbO; (ultrashort field pulses
with high strength [24]) is not applicable for most SBN
crystals. Causes for the nonreproducible effect of field
fixing of holograms in SBN may be suggested: this
effectisrarely observed in pulsed fields[1, 2], probably
because it occurs only in crystals of the second group,
wherejumplike ferroelectric switching of different por-
tions of the crystal takes place (thisiswhat is precisely
necessary for hologram fixing).

4. CONCLUSIONS

Thus, SBN crystal polarization and ferroelectric
switching in pulsed fields differ from the same pro-
cesses in model ferroelectrics. In most SBN crystals,
these processes are characterized by very slow kinetics,
with relaxation times reaching a few seconds in fields
significantly exceeding (up to ten times) the coercive
fields estimated from quasi-static P—E loops. Dueto the
absence of the enhanced (avalanche-like) increase in
polarization characteristic of the model ferroelectrics at
E > E,, the switching currents do not exhibit peaks. The
jumplike polarization observed in some SBN crystals
also differs from the model process: the switched
charge Q. increases with field in the entire field region
E > E.and becomes much larger in multidomain than
in single-domain crystals. The features observed may
be qualitatively explained by a nonuniform distribution
of theinterna field in the relaxor ferroelectric volume.
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Abstract—Theintensities of the | 410 and 1414 reflections of nine rare-earth hexaboridesMBg (M = La, Ce, Pr, Nd,
Sm, Eu, Gd, Th, Dy) are experimentally studied in the temperature range 4.2-300 K. The mean-square displace-
ments of metal and boron atoms are calculated from the temperature dependences of the intensities 1,414(T) and
1411(T). The characteristic temperatures of the metal (6y,) and boron (B8g) sublattices of rare-earth hexaborides are
determined in the Debye approximation. It isfound that the characteristic temperatures decrease with an increase
in the atomic number of the metal. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It isknown that rare-earth hexaborides crystalizein
a CsCl-type structure in which a cube consisting of
heavy metal atoms is centered as an octahedron com-
posed of six rigidly bound lighter atoms of boron. This
group of By atoms can be considered a structural unit,
namely, a pseudoatom B* = Bg [1]. It is worth noting
that the distances between boron atoms belonging to
the adjacent cells are shorter than those inside the Bg
group [2, 3]. The specific features observed in the crys-
tal structure of rare-earth hexaborides are responsibleto
alarge extent for the unusual temperature dependences
of their crystal chemical properties. heat capacity [4, 5],
thermal expansion [6, 7], elastic constants [8], etc.

Paderno and Shitsevalova [9] demonstrated that the
characteristic temperatures 6z calculated from the
experimental temperature dependences of the thermo-
dynamic characteristics of rare-earth hexaborides differ
significantly. In this respect, it is of interest to deter-
mine separately the characteristic temperatures of the
metal and boron sublattices of hexaborides from ana-
lyzing the available experimental data.

This paper reports on the results of systematic
experimental investigations into the temperature varia-
tions in the mean-square displacements of metal and
boron atoms in the crystal lattices of rare-earth
hexaborides with the use of experimental data on the
intensities of x-ray reflections.

2. EXPERIMENTAL TECHNIQUE

X-ray diffraction experiments were performed with
hexaboride powder samples used earlier in studies of
the temperature dependences of the heat capacity and
thermal expansion [6, 7]. The intensities of the (410)
and (411) reflections were measured on aDRON-3.0 x-
ray diffractometer (CoK, radiation) equipped with a

helium cryostat. The sample temperature was deter-
mined with a Cu/Cu-0.1 wt % Fe thermocouple, which
was calibrated against the germanium and platinum
standard resistance thermometers at the All-Russia
Research Institute of Physicotechnical and Radio Engi-
neering Measurements. During the experiment, the
temperature was automatically maintained constant to
within £0.2 K.

3. EXPERIMENTAL RESULTS

The experimental intensities of the (410) and (411)
reflections of rare-earth hexaborides studied in the tem-
peraturerange 4.2-300 K are presented in Fig. 1. It can
be seen from Fig. 1 that the intensities of the scattered
x-ray beam are scarcely affected by the magnetic order-
ing typical of the mgjority of hexaborides at tempera
tures below 30 K, which ismost likely due to a consid-
erable dispersion of the experimental points. For the
DyBg hexaboride, theintensities of experimental reflec-
tionswere measured at temperaturesabove T =22 K. At
lower temperatures, the reflections of the second phase,
which are not observed at higher temperatures, are
superposed on the (410) and (411) reflectionsin the x-
ray diffraction patterns.

Asisclearly seenfrom Fig. 1, theintensity I(T) varies
only dightly in the low-temperature range (4.2-50 K)
and decreases monotonically as the temperature
increases. A considerable dispersion of the experimen-
tal points (3-5%) can be associated with the properties
of the studied sample.

4. DISCUSSION

The intensity of an x-ray reflection |, depends on
the Bragg angle 6, atomic scattering factor f, structural

1063-7834/03/4508-1543%24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Intensities of (a) 471 and (b) | 410 reflections of rare-earth hexaboridesin the temperature range 4.2-300 K: (1) LaBg, (2) CeBg,
(3) PrBg, (4) NdBg, (5) SmBg, (6) EuBg, (7) GdBg, (8) ThBg, and (9) DyB.

factor Fy, multiplicity factor Py, polarizability,
extinction coefficient, etc. [10, 11]:

1+ cos™20

g = A= >
sin"06cos6O

|Fricl P )

In the temperature range 0-300 K, the scattering angle
varies insignificantly, whereas the multiplicity factor
remains constant at specified indices h, k, I. Conse-
guently, theintensity ratio of areflection at agiven tem-
perature and absolute zero temperature is equal to the
ratio of the squares of the structural factors under the
same conditions; that is,

PHYSICS OF THE SOLID STATE Vol. 45

a(T) _ [Fria(T)I°
Ihia (0) |Fhk,(0)|2
The structural factor is determined by the atomic scat-

tering factors f, and the atomic coordinates (x;, Vi, z) of
the unit cell:

)

_ 2mi (hx; + ky; +1z)
As aresult, we can write the expression

|Fhk||2 - f;cos2m(hx; + ky; + |Zi)2
Z 2 3
+ Z f,sin2m(hx, + ky; +1z)".
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Here, f; isthe atomic scattering factor for theith atom of
the unit cell at absolute zero temperature [12] and x;, ;,
and z are the coordinates of the ith atom (expressed in
terms of alattice constant). The rare-earth hexaborides
under investigation have a CaBg-type structure with the
following coordinates of the metal and boron atoms: M
(0, 0, 0) and B (1/2, 0.207, 1/2; 0.207, 1/2, 1/2; 1/2,
0.793, 1/2; 0.793, 1/2, 1/2; 1/2, 1/2, 0.793; 1/2, 1/2,
0.207). For the (410) and (411) reflections studied in
thiswork, we obtain the following relationships for the
squares of the magnitudes of the structural factors at
absolute zero:

IFud” = (fi—2.408%5)°, "
IFal® = (F1,—-0.2163)°.
Here, single and double primes indicate the atomic

scattering factors of the metal and boron atoms for the
(410) and (411) reflections, respectively.

The temperature dependence of the structural factor

is characterized by the factor e ', where C,, =

811232U,§1 and Cg = 8T[232Ué . Here, sisthe scattering

vector with magnitudesin6/ A and th,l and Ué arethe

mean-square dynamic displacements of the metal and
boron atoms from their equilibrium positions.

As a consequence, from relationships (2) and (4),
we can derive the following expressions:

1 _CM i _CB 2
l410(T) _ ||:410(T)|2 — (fue "—241fge )

lao(0) |F410(0)|2 (fr—241fp)° -
n _CM " _CB 2
| 412(T) _ |F411(T)|2 _ (fwe "—0.126fge )
Laa(0)  |F ., (0) (fr,—0.126fp)°
C, = 8PUZ(s)’, Cj = 81PUZ(s), o

Cy = 8PUA(s)?, Cu = 8TPUA(S").
For the LaBg hexaboride, we obtain sin6,,, = 0.882 and
sinB,;; = 0.916. Hence, the magnitudes of the scattering
vectors are determined to be s = 0.497 A1 and ' =
0.511 A% i.e, s and s" are close in magnitude and dif-
fer from themean values= (s +s")/2 =0.504 A by
no more than 1.5%. This value is less than the disper-
sion of the experimental intensities. For this reason, in

our calculations, the values of s and s" weretaken to be
identical and equal to the mean value s.

The mean-square dynamic displacements U_,a for

rare-earth metal atoms and Ué for boron atoms in the

crystal lattices of the hexaborides were calculated from
relationships (5) and (6). The results of these calcula
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tionsfor U,iE at thetemperature T =300 K arein close

agreement with the data reported in [13-20]. However,
the disagreement between the results obtained in this

work and data available in the literature on Ué

becomes noticeable with an increase in the atomic
number of the metal.

The temperature dependence of the mean-square

dynamic displacement U2(T) for the lanthanum and
boron sublattices can be represented as the sum of the
zero-point and temperature-dependent mean-sgquare
atomic displacements:

2

Up =

24 Ug, = (D(x)/x+0.25)3n° /4T mK8. (7)

c

Here, u§0 is the mean sgquare of the amplitude of zero-

point atomic vibrations, U$ standsfor the temperature-
dependent part of the mean-square displacements, 0 is

the Debye characteristic temperature, x = _%_ , D(X) isthe

Debye function, misthe atomic weight, h is the Planck
constant, and k is the Boltzmann constant. The paren-
thetic term 0.25 accounts for the contribution of the
zero-point vibrations.

The temperature dependence U_fa(T) is satisfacto-
rily approximated by the Debye curve for 6, , = 250 K
(Fig. 2a).

The imperfection of the metal and boron sublattices
in rare-earth hexaborides makes a temperature-inde-
pendent contribution to the mean-square atomic dis-
placements. It isbelieved that thisis particularly truein
regard to the sublattice of boron atoms[13]. In order to
determine the temperature-dependent part of the mean-

square displacements of boron atoms U_é (T) for lantha-

num hexaboride, the value of 0.8 x 102 m?, which
involves both the contribution of zero-point vibrations

U_SO and the contribution of vacancies and other defects
Uﬁ , Was subtracted from the experimental values of

U_é . The subtracted value was determined at the inter-
section point of the ordinate axis and the curve (dashed

lineinFig. 2b) that interpol ates the experimental values
of Ué :
From analyzing the temperature-dependent part of

the mean-square displacements of boron atoms Ué (M

[relationship (7) without the parenthetic term 0.25], the
Debye characteristic temperature of the boron sublat-
ticein lanthanum hexaboride was chosen as6z = 760 K.
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Fig. 3. Mean-square displacements of lanthanum and boron
9 atoms in LaBg at high temperatures: (1) calculated depen-
dence Ufa (T) inthe Einstein approximation at 8g = 150 K,
7 (2) experimental dependence Jé (T) according to the data
20 taken from [21], (3) calculated dependence U2, (T) in the
“ 4 Debye approximation at 6, ; = 250 K, (4) experimental
E JR—
o 5 dependence Ué (T) [21], and (5) calculated dependence
o J—
'; Ué (T) in the Debye approximation at 6g = 760 K.
S
the experimental data taken from [21]. It can be seen
10+ 6 that the temperature dependences of the mean-square
3 —_
atomic displacements of lanthanum Ufa (T) (curve 3)
and boron Ué (T) (curve 5), which were calculated in
2 the Debye approximation, arein cl_ose agreement with
=== 1 the experimental data. The curve Ufa (T) calculated for
_ = - —— the lanthanum sublattice in the Einstein approximation
- , , , at the characteristic temperature 8 = 150 K (according
0 100 200 300 to the dataobtained in [13]) lies above the experimental
T,K dependence.

Fig. 2. (8) Mean-square displacements of rare-earth metal

atoms U,a and (b) temperature-dependent part of the

mean-sguare displacements of boron atoms Ué inthecrys-
tal lattices of hexaborides. The dashed line represents the

experimental curve Ué (T) for LaBg. Numerals near the
curves correspond to thosein Fig. 1.

Figure 3 depicts the dependence Ui2 (T) for the
metal and boron sublattices of lanthanum hexaboride
LaBg in the temperature range 300900 K. These
curves were calculated from the Debye temperatures
8, , and 6 (see above). For comparison, Fig. 3 presents

PHYSICS OF THE SOLID STATE \Vol. 45

By analogy with the treatment performed for LaBg,
we analyzed the mean-square dynamic displacements

Uf,, for rare-earth metal atomsand Ué for boron atoms
in the sublattices of cerium, praseodymium, and neody-
mium hexaborides in the temperature range 4.2—300 K
(Fig. 2) and obtained the following characteristic tem-
peratures: 6., = 250 K and 8 = 780 K for CeBg, 6, =
250 K and 65 = 570 K for PrBg, and B4 = 250 K and
0z =550 K for NdBg.

For the LaBg, CeBg, PrBg, and NdB, hexaborides,
the Debye temperatures of the metal sublattices coin-
cide to within the error of estimation. Blomberg et al.
[15] determined the Einstein temperatures of the metal
sublattices in NdBg and SmBg as follows: Byq = 120 K
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and Bg,, = 120 K. According to the results obtained by
Trunov et al. [22], the Einstein temperature of the lan-
thanum sublattice in LaBg proved to be 6, , = 150 K,
which substantially exceeds the above value.

In the hexaboride series under consideration (LaBg,
CeBg, PrBg, and NdBy), there exists a tendency toward
a decrease in the Debye temperature of the boron sub-
lattice with an increase in the atomic number of the
metal. Thisresult is consistent with theinferences made
by Chernyshov et al. [19].

Since samarium ions in SmBg have a mixed valence
and europiumionsin EuBg residein abivalent state, the
bonding of atoms in the crystal lattices of these
hexaborides can change in character as compared to
that of trivalent metals.

An analysis of the temperature dependences of the
intensities I, (T) for metal sublattices of samarium and
europium leads to characteristic temperatures close to
those aobtained for trivalent hexaborides: 65, = 220 K
and 6z, = 220 K.

The tendency to a decrease in the Debye character-
istic temperature of the boron sublattice with an
increase in the atomic number of the metal does not
hold for europium hexaboride: 8 = 420 K for SmBg
and B = 500 K for EuBg.

The temperature dependences of the intensities
[ 4120(T) and 1 5,(T) for gadolinium, terbium, and dyspro-
sium hexaborides are qualitatively similar to those for
the rare-earth hexaborides considered above. At the
same time, the mean-square displacements of atomsin
the metal and boron sublattices differ in both tempera-
ture behavior and magnitude. Consequently, the char-
acteristic temperature of the metal sublattice decreases
with an increase in the atomic number of the metal as
follows: B4 = 170 K and 85 = 325 K for GdBg, 81, =
165 K and 65 = 410 K for TbB,, and 6, = 165 K and
0z = 380 K for DyBg.

An examination of the intensities of x-ray reflec-
tionsfor DyBg reveaed that, at temperatures below T =
22 K, the x-ray diffraction patterns contain reflections
of the second phase. This suggeststhat, at these temper-
atures, dysprosium hexaboride undergoes a structural
phase transition and magnetic ordering [23, 24]. More-
over, the transformations occurring in hexaborides
manifest themselves both in a double peak observed in
the temperature dependence of the heat capacity Cy(T)
[5, 25, 26] and in pronounced anomalies found in the
temperature dependence of the thermal expansion coef-
ficient a(T) in the range of negative values[5, 7]. Since
terbium hexaboride is characterized by similar anoma-
lies in the temperature dependences C,(T) and a(T), it
can be assumed that this compound also undergoes
transformations of nonmagnetic nature at low tempera-
tures.

It should be noted that the large dispersion of the
experimental intensities of x-ray reflections, especially

PHYSICS OF THE SOLID STATE Vol. 45 No. 8

2003

1547

6, K
1500

1000

500

Fig. 4. Characteristic temperatures (1, 2) 6g of the boron
sublattice and (3, 4) 8, of the metal sublatticein rare-earth
hexaborides as functions of the atomic number of the rare-
earth element according to (1, 3) calorimetric and (2, 4) X-ray
diffraction measurements.

at the lowest temperatures (4.2—20 K), introduces an
appreciable uncertainty into the intensity I,(0),
which is obtained by extrapolating the averaged
dependence I, (T) to absolute zero and entersinto the
relationships (5) used to cal culate the mean-square dis-
placements of atomsin the metal and boron sublattices.
According to our estimates, the error introduced into
the determination of the characteristic temperatures for
the metal and boron sublattices due to the dispersion of
the experimental intensities can reach 10-20 K for the
metal sublattice and 20-30 K for the boron sublattice.

Figure 4 illustrates variations in the characteristic
temperatures of boron (8g) and metal (6,,) sublattices of
rare-earth hexaborides with a change in the atomic
number of the rare-earth metal according to the results
of calorimetric [5] and x-ray diffraction measurements.
As can be seen from Fig. 4, the characteristic tempera-
tures 6,, determined for the metal sublattices from the
calorimetric and x-ray diffraction data differ by arela-
tively small value.

At the same time, the characteristic temperatures 65
obtained for the boron subl attice from the results of cal-
orimetric and x-ray diffraction measurements differ
significantly (by afactor of 1.5-2.5). The observed dif-
ferenceindicatesthat, in these cases, the Debye charac-
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teristic temperatures correspond to vibrations of differ-
ent structural elements of the crystal lattice of
hexaborides. The high Debye temperatures 8, which
were determined from the calorimetric data [5], are
most likely associated with vibrations of individual
boron atoms in a Bg octahedron, whereas the lower
Debye temperatures 6z, which were obtained from the
x-ray diffraction data, should be attributed to vibrations
of the B* pseudoatom sublattice.

5. CONCLUSIONS

The main results obtained in the experimental x-ray
diffraction investigation of the mean-square displace-
ments of metal and boron atomsin the crystal lattices of
rare-earth hexaborides can be summarized as follows.

(1) The mean-square displacements U_,f,, for metal

atoms and Ué for boron atoms were experimentally
determined in the temperature range 4.2—-320 K. Exper-
imental values of the mean-square atomic displace-
ments for GdBg, ThBg, and DyBg were obtained for the
first time.

(2) The Debye characteristic temperatures 6, for the
metal sublattice and 65 for the boron sublattice of rare-
earth hexaborides were calculated in the Debye approx-
imation from the temperature dependences of the

mean-sguare displacements Ufﬂ (T) and Ué (T). It was
found that the characteristic8,, temperatures 6,, and 65
decrease with an increase in the atomic number of the
metal.

(3) Unlike the Debye temperatures 6, which were
determined from the calorimetric data and correspond
to vibrations of boron atoms in a Bg octahedron, the
considerably lower temperatures 6z, which were
obtained from the x-ray diffraction data, characterize
vibrations of the octahedra as awhole.
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Abstract—The crystal structure and vibrational dynamics of lithium atoms in Lis75Gey75V 02504 and
Liz70Gep.85W0.150,4 solid electrolytes in the superionic state are investigated using neutron diffraction and
nuclear magnetic resonance (NMR) spectroscopy. Itisfound that, in the crystal lattice, lithium ions occupy four
nonequivalent positions in the tetrahedral and octahedral oxygen ion environment with vacancies in the octa-
hedra. These findings are in good agreement with the NMR data on the dynamic inhomogeneity of lithium cat-
ionsin thelattice. It is shown that the origin of the superionic state in the studied compounds is associated pri-
marily with the geometric factor, i.e., with an increase in the size of cavities in the oxygen polyhedra surround-
ing lithium cations. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Solid solutions based on lithium orthogermanate in
Li,GeO,~Li,AYO, (A=Por V) and Li,GeO,~Li,B"'O,
(B=S, Cr, Se, Mo, or W) systems are very promising
solid electrolyteswith lithium cationic conductivity [1].
Theelectrical conductivity of these compounds reaches
10* Scm™ at room temperature and exceeds 1 S cm
at 870 K in the superionic state. The Li;75Gey 75V 5250,
and Lis7,Geyg5Wo 150, compounds are typical repre-
sentatives of this class of materials. The former com-
pound exhibits maximum conductivity at high temper-
atures, whereas the conductivity of the latter compound
is maximum at low temperatures. Unfortunately, the
nature of the superionic state and the dynamics of its
formation are still poorly understood. This can be
explained by the lack of detailed information on the
thermal behavior, phase transitions, and stability of
solid electrolytes at high temperatures. In this respect,
the main objective of the present work was to elucidate
the mechanisms and criteria of the formation of the
superionic state. For this purpose, we used high-tem-
perature neutron diffraction and NMR spectroscopy,
which made it possible to investigate fine structure
characteristics that are “averaged” over the volume, on
the one hand, and exhibit local (on the scale of inter-
atomic distances) sensitivity to the nearest environ-
ment, on the other.

2. EXPERIMENTAL TECHNIQUE

Samples of Li375G€y75V 02504 and
Li;-0Geys5Wo 150, solid electrolytes were synthesized
according to astandard procedure described in detail in
[2, 3]. The neutron diffraction investigations of the
crystal structure were performed at temperatures of 298
and ~850 K with the use of a D7a neutron diffractome-
ter installed at the horizontal channel of an 1VV-2M
reactor (Zarechnyi, Russia). The measurements were
carried out in the angle range 9°-111° with a step of
0.1°; the angular resolution of the diffractometer at the
wavelength A = 1.515 A was Ad/d = 0.3% [4]. At high
temperatures, the samples were placed in sedled silica
tubes in order to prevent their contact with air. The
structural parameters (coordinates, site occupancies,
unit cell parameters, etc.) were refined by the Rietveld
full-profile method [5] with the Fullprof program pack-
age[6].

The nuclear magnetic resonance (NMR) investiga-
tions of the solid electrolytes were carried out on a
modified Bruker SXP4-100 pulsed spectrometer in the
temperature range 290-800 K. The spin-attice relax-
ation times for Li nuclei were measured during the
course of nuclear magnetization recovery after satura-
tion of the NMR line. The frequency was 27.3 MHz.

1063-7834/03/4508-1549%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1 Neutron diffraction patterns of

(8) Liz 75G€075V 02504 and (b) Liz 70G€p .g5Wp.1504 COM-
pounds at room temperature. Circles represent experimental
data. The upper solid lines are the calculated neutron dif-
fraction curves. The lower solid lines show the difference
between the experimental and calculated data. Tic marks
indicate the angular positions of reflections.

3. RESULTS
3.1. Crystal Structure

Figure 1 shows the neutron diffraction patterns of
the Lis 75Gey 75V 0,250, (Fig. 18) and Li;70Gey gsWo 150,
(Fig. 1b) compounds at room temperature. As can be
seen from thisfigure, the experimental neutron diffrac-
tion patterns of both samples are similar to each other.
All reflections in these diffraction patterns are indexed
in the orthorhombic space group Pnma. Thisisin good
agreement with the x-ray diffraction data obtained by
Burmakin et al. [7], according to which the crysta
structure of these compounds is similar to the structure
of the so-called y phases (derivatives of the y modifica-
tion of LizPO,). This structure was described earlier by
Zemann [8]. More recent neutron diffraction investiga-
tions [9, 10] demonstrated that, in the isostructural
compound Li; sGey5V 50,4, excess lithium ions occupy
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octahedral interstitial position. The proposed model of
the crystal lattice served as the starting model for ana-
lyzing our experimental neutron diffraction patterns of
the Liz7sG€075V0250, and Lis70Ge€pg5Wp150, cOM-
pounds. The refinement procedure was as follows. At
the first stage of the refinement, the occupancies of ger-
manium (vanadium) and oxygen positions were fixed,
whereas lithium ions were distributed with an equal
probability over the possible positions. At this stage, we
varied the scal e factor, the occupancies of the crystallo-
graphic positions of lithium atoms, and all the atomic
coordinates. It turned out that, in general, this model
adequately describes the experimental data. However,
the R factors characterizing the discrepancy (or agree-
ment) between the experimental and calculated data
were relatively large (15-20%). For this reason, the
refinement at the second stage included the occupan-
cies of germanium (vanadium) positions, the shape and
width of reflections, and thermal parametersin the iso-
tropic approximation. The thermal parameters for ger-
manium atoms were taken equal to those for vanadium
atoms. Moreover, the thermal parametersfor all lithium
atoms were assumed to be identical. It was found that
the total occupancy of lithium sites and the amount of
lithium used in the synthesis coincide to within the lim-
its of experimental error. Taking into account this cir-
cumstance, thetotal amount of lithium in thelatticewas
fixed in further refinement. At the next stage, we addi-
tionally varied the thermal parameters of lithium atoms
under the assumption that their values for tetrahedral
positions are equal to each other and that the thermal
parameter of lithium ions in octahedral positions are
also identical. As aresult, the convergence was consid-
erably improved but the thermal parameters of lithium
ions in the tetrahedral positions appeared to be rela
tively large (B = 8-10 A-?). Such large values of the
thermal parameters suggest uncorrelated statistical dis-
placements of the lithium cations inside the tetrahedra.
By analogy with the model proposed in [9, 10], we can
assumethat, in the above tetrahedra, the 4c and 8d posi-
tions of lithium are split into two positions each. Under
this assumption, the refinement offers more exact val-
ues of the thermal parameters. At the last stage of the
refinement, we varied individual thermal parameters of
the geranium and oxygen atoms in the anisotropic
approximation. The calculated neutron diffraction pat-
terns of the Liz75Gey75V 0,250, and Lis70G€,85W0.1504
compounds are depicted by the upper solid lines in
Figs. 1la and 1b, respectively. Judging from the differ-
ence curves (lower solid lines in Figs. 1a and 1b), the
experimental and calculated data are in close agree-
ment. A similar procedure was also used to refine the
structural parameters obtained at a high temperature;
however, at the last stage, we revealed two factsindicat-
ing removal of the degeneracy at the tetrahedral lithium
positions. First, the calculated Debye-Waller factors
proved to be very small for tetrahedral lithium positions
(B=1-2 A?). Second, the occupancies of the split posi-
tions leveled off and the x coordinates of the atoms
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became identical. Removal of the degeneracy did not
deteriorate the convergence of the cal culated and exper-
imental data, and the therma parameters of lithium
atoms in these positions became close to those for the
other atoms. Therefined structural parametersarelisted
inTable 1.

3.2. NMR Data

The NMR spectra of the Lis5Gey 75V 250, com-
pound at three temperatures are shown in Fig. 2. The
Li NMR spectrum at T = 295 K contains only one
broadened line (Fig. 2a). As the temperature increases
to ~480 K, this line becomes narrower and satellite
lines appear in the ‘Li NMR spectrum (Fig. 2b). With a
further increase in the temperature, theintensities of the
satellites decrease and they virtually disappear at T ~
600 K (Fig. 2c). The 'Li NMR spectrum at T = 625 K
closely resembles the spectrum obtained at room tem-
perature, except that, in the former case, the solelineis
very narrow. The evolution of the NMR spectra of the
Li;70Ge85Wp 150, compound with variations in the
temperature is similar to that of the Li;sG€,75V 250,
compound. However, the NMR spectra of the former
compound dlightly differ from those of the latter com-
pound. For example, the NMR spectrum of the
Li370Gey85Wo 150, compound at room temperature also
contains only one line, but its half-width (~4.6 kHz) is
somewhat larger than that for the Lis5G€)75V 02504
compound (~4 KkHz). The heating of the
Li3-0Ge€y85Wo150, compound also leads to the appear-
ance of satellites in the NMR spectrum. However, they
are more smeared than the satellites for the
Li;75Gey 75V 250, compound, even though the central
intense line at these temperatures is narrower by afac-
tor of more than two. As the temperature increases
above 600 K, the satellites in the spectrum of the
Lis70Gey85Wp 150, compound disappear, the central
line becomes narrow, and its width is equal to the line
width in the spectrum of the Li;:G€y75V o250, COM-
pound at the same temperature (Fig. 2c).

4. DISCUSSION

The crystal lattice of the Liz5Gey75V 050, and
Li370Gep85Wp 150, compounds is shown in Fig. 3. As
was described in [8], the structure represents a rigid
atomic framework consisting of oxygen tetrahedra cen-
tered at germanium (partially replaced by vanadium or
tungsten) and lithium ions. In the figure, the tetrahedra
are depicted in the form of solid polyhedra [darker for
tetrahedra centered at germanium (vanadium or tung-
sten) ions and lighter for tetrahedra centered at lithium
ions]. The adjacent tetrahedra are rotated through an
angle of 180° with respect to each other and form azig-
zag chain aong the a axis (the vertical axisin the fig-
ure). The tetrahedra are slightly distorted and are tilted
in different directions with respect to the a axis. From
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Fig. 2. Experimenta NMR spectra of the

Li3 75Gep 75V 0.2504 compound at temperatures of (&) 295
(the solid and dotted lines represent the Lorentzian and
Gaussian shapes, respectively), (b) 484, and (c) 625 K.

the structural parameters (Table 1), we cal culated the cat-
ion—-anion distances in the tetrahedra. The mean bond
lengths[Ge(V)-0, = 1.743 A; Ge(W)-O,=1.771A] cal-
culated from the experimental data for these compounds
at room temperature are close to the theoretical values
(Ge*—0, 1.785 A; V=-0, 1.685 A; W&-0, 1.73 A) for
the coordination number equal to four (tetrahedron)
[11-14]. The lattice contains two types of tetrahedra
centered at lithium ions. The mean lithium—oxygen dis-
tances in these tetrahedra are equal to 2.03 and 1.99 A
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Table 1. Experimental lattice parameters of Liz75Gey75V 0504 and Liz 790G g5Wo,1504 compounds at different temperatures

Position Parameters Li375G€p75V 02504 Li370G€0,85W0.1504
T=25°C T=575°C T=25°C T=600°C
a A 10.896(1) 11.043(3) 10.938(1) 11.052(1)
b, A 6.2516(8) 6.368(2) 6.274(1) 6.345(1)
c, A 5.1571(6) 5.223(1) 5.1609(6) 5.244(1)
V, A3 351.35(7) 367.3(3) 354.18(7) 367.71(7)
Li(1)-(4c) X 0.075(2) 0.114(7) 0.092(3) 0.110(8)
z 0.644(5) 0.664(9) 0.668(7) 0.667(9)
B, A? 1.49(3) 4.3(3) 0.59(8) 4.2(4)
Site occupancy 0.75(5) 1.0 0.61(3) 1.0
Li(1a)-(4c) X 0.114(6) 0.084(6)
z 0.765(8) 0.868(8)
B, A? 1.49(3) 0.59(8)
Site occupancy 0.25(5) 0.39(3)
Li(2)-(8d) X 0.169(2) 0.162(6) 0.168(2) 0.167(4)
y —-0.011(3) —0.069(9) —0.024(3) —0.031(6)
z 0.313(3) 0.362(9) 0.325(4) 0.327(6)
B, A? 1.78(9) 4.9(4) 1.13(9) 4.11(9)
Site occupancy 1.37(4) 20 1.40(4) 20
Li(2a)-(8d) X 0.143(4) 0.168(4)
y 0.027(6) 0.052(7)
z 0.109(8) 0.116(8)
B, A2 1.78(9) 1.13(9)
Site occupancy 0.63(4) 0.60(4)
Li(4)-(8d) X 0.327(6) 0.175(8) 0.285(9) 0.190(9)
z 0.015(6) 0.094(9) 0.038(6) —-0.022(7)
B, A? 3.5(8) 4.6(9) 0.67(9) 3.7(9)
Site occupancy 0.26(2) 0.33(5) 0.16(2) 0.36(2)
Li(3a)-(4c) X 0.031(6) 0.046(7) 0.039(4) 0.041(6)
y 0.518(7) 0.496(7) 0.440(7) 0.485(9)
z 0.389(7) 0.441(9) 0.384(7) 0.421(8)
B, A? 3.5(8) 4.6(9) 0.67(9) 3.7(9)
Site occupancy 0.49(2) 0.42(5) 0.54(2) 0.34(2)
Ge/V-(4c) X 0.4152(7) 0.4164(8) 0.4157(5) 0.4156(5)
z 0.339(2) 0.346(2) 0.345(12) 0.345(1)
B11 0.0022(6) 0.0061(21) 0.0032(9) 0.0082(19)
Boy 0.0188(24) 0.0439(96) 0.0210(21) 0.0520(41)
Bas 0.0196(29) 0.0336(89) 0.0072(17) 0.0272(57)
Site occupancy 0.75/0.25 0.75/0.25 0.85/0.15 0.85/0.15
O(1)-(8d) X 0.3363(5) 0.3332(9) 0.3353(5) 0.3352(6)
y 0.0217(7) 0.033(1) 0.0215(8) 0.0226(11)
z 0.2242(8) 0.233(1) 0.2217(8) 0.232(1)
By 0.0025(4) 0.0055(13) 0.006(4) 0.007(4)
Boy 0.0159(17) 0.0359(55) 0.0130(19) 0.0330(39)
Bas 0.0099(15) 0.0200(83) 0.0177(22) 0.0277(31)
Site occupancy 2.0 20 2.0 20
0O(2)-(4c) X 0.4134(6) 0.415(1) 0.4138(6) 0.4136(7)
z 0.676(1) 0.666(1) 0.670(2) 0.671(2)
B11 0.0029(7) 0.0146(29) 0.0035(7) 0.0145(27)
Bos 0.0107(25) 0.0134(65) 0.0176(29) 0.0196(49)
Bas 0.0066(20) 0.0066(20) 0.0016(20) 0.0046(28)
Site occupancy 1.0 1.0 1.0 1.0
0O(3)-(4c) X 0.0606(8) 0.060(2) 0.0623(7) 0.0601(7)
z 0.280(12) 0.251(4) 0.259(2) 0.257(1)
B11 0.0039(8) 0.0056(20) 0.0019(8) 0.0069(18)
Boy 0.0177(26) 0.0289(62) 0.0189(36) 0.0389(41)
Bas 0.0150(33) 0.0615(99) 0.0414(55) 0.0514(65)
Site occupancy 1.0 1.0 1.0 1.0

Note: a, b, and ¢ are the unit cell parameters; V is the unit cell volume; x, y, and z are the fractional atomic coordinates; B is the isotropic
thermal parameter; and 3,4, 35,, and B33 are the anisotropic thermal parameters. Atoms at the 4c and 8d positions have the (x, 1/4, 2)
and (x, Y, 2) coordinates, respectively.
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inthe Liz-Gey 75V 550, compound and 2.01 and 1.99 A
in the Li; 70G€y gsWy 150, compound. The characteristic
Li—O distance in the fourfold coordination varies from
1.99t02.04 A, which agreeswell with the experimental
data. The coincidence between the theoretica and
experimental interatomic distances allows us to make
an inference regarding strong cation—oxygen bonding
in the tetrahedra, which confirms the formation of a
rigid framework in the structure of the studied com-
pounds. On this basis, the formulas of the compounds
can berewrittenasLi,_,Ge, _,M,0O,, wherezisthedif-
ference between the oxidation states of the element M
(inour case, V or W) and germanium. The formulas can
also be represented as Li;_,[Li;Ge,_,M,0,], where
the formula in the square brackets corresponds to a
rigid framework composed of tetrahedra in a crysta
structure of they-Li;PO, type. Inthisstructure, the oxy-
gen tetrahedra shared by vertices are closely packed,
but, at the sametime, sufficiently large octahedral holes
are formed between them. Consequently, the Li;_,
ions that are surplus for the structure of the y-Li;PO,
modification occupy these octahedra (Fig. 3), which
share faces with each other and with tetrahedra. Two
important facts should be noted. First, in the
Li375G€.75V 02504 and Liz 70Ge€5,85W.150, compounds,
the volume of the octahedral holes is relatively large
and lithium ions are weakly bound in them. Indeed, the
mean experimental Li—O interatomic distances in the
octahedral holes are equal to 2.29 and 2.32 A, respec-
tively. These distances exceed the theoretical Li—O dis-
tance (2.135 A) for the sixfold coordination by morethan
0.15 A. Second, the positions under consideration are
only partially occupied (~60%). These facts permit usto
draw the inference that, at room temperature, the con-
duction in the Li; 75G€, 75V 0250, and Li; 70G€,g5W 1504
compounds is predominantly provided by weakly
bound lithium ions in octahedra. It can be seen from
Fig. 3 that, in the structure, the planes of lithium atoms
in octahedra of two types aternate along the a axis.
Most likely, the conduction occurs along these planes,
even though it is quite possible that lithium ions can
execute hoppings between the planes. The conductivity
of the Liz75Gey75V 02504 and Liz70Gey gs\Wo,150,4 cOM-
pounds at room temperature is not very high, because
the size of the cavities between oxygenions, which sep-
arate two adjacent octahedra, is dightly less than the
radius of lithium ions; hence, lithium ions should over-
come the potential barrier between them. The potential
barrier height for the Lis,GepgsWg150, compound is
somewhat |ower, sincethe size of tungstenionsislarger
than that of vanadium ions. This results in an increase
in the unit cell volume and, correspondingly, in the size
of cavitiesthat provide hopping of lithiumions. That is
why the lithium cationic conductivity of the
Liz-0Geya5Wp 150, cOmpound at room temperature is
higher than that of the Li;;sGey 75V 50, compound
[2, 3]. It seemslikely that lithium ionsrigidly bound in
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Flg 3. Crystal lattice of the Li3.756%_75V0.2504 and
Liz70Gepg5W0.1504 compounds. Oxygen atoms occupy
vertices of the tetrahedra. Dark oxygen tetrahedra are cen-
tered at germanium (vanadium or tungsten) atoms. Dark
gray and light gray oxygen tetrahedra are centered at lith-
ium ions in the Li(1) and Li(2) positions, respectively.
Spheres are lithium ions in the octahedral positions Li(3)
and Li(4).

tetrahedra are not involved in the conduction at room
temperature.

Asthetemperatureincreases, the Li; ::Gey 75V 250,
and Li;70GeygsWo 1504 compounds transform into the
superionic state characterized by high conductivity. Let
us consider the changes in the crystal structure upon
transition to the superionic state. As can be seen from
the data presented in Table 1, this transition is accom-
panied by a considerable increase in the unit cell vol-
ume, a redistribution of lithium ions over octahedra,
and an increase in the amplitudes of thermal atomic
vibrations. As was noted above, the degeneracy of lith-
ium positionsin tetrahedrais removed. Moreover, their
vibrational amplitudes increase. The above changes
lead to an increase in the interatomic distances in the
lattice. In turn, thisimplies that an increase in the tem-
peratureisattended by anincreasein the size of cavities
between octahedraand tetrahedra. According to the cal-
culations from the obtained structural parameters, the
radius of cavities at atemperature of =850 K increases
to =0.67-0.69 A. This radius is larger than the typical
lithium radii in tetrahedra (= 0.59 A) and octahedra
(=0.64 A). Furthermore, this radius can increase owing
to thermal atomic vibrations whose mean amplitude
exceeds 0.2 A at the given temperature. Therefore, it
can be stated that, in the superionic state, lithium ions
rather easily migrate over the lattice and lithium ions of
tetrahedra are also involved in the migration. It is rea-
sonable that the aforementioned changes result in a
substantial decrease in the height of the potential bar-
rier (separating the occupied lithium site from an empty
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site) and, hence, in a decrease in the activation energy.
Thisisin good agreement with the available data on the
conductivity of the studied compounds[2, 3]. Thetem-
perature dependences of the conductivity for these solid
solutionsin the Arrhenius coordinates are characterized
by high-temperature and low-temperature portions.
Note that the activation energy for conduction at high
temperatures is less than that at low temperatures.
Moreover, the structural data allow understanding of
the difference between the conductivities of the
Lis75G€y75V 02504 and Lis70Geye5\Wo150, compounds
in the superionic state. The conductivity is determined
by the mobility of charge carriers, on the one hand, and
by their concentration, on the other. At low tempera-
tures, the conductivity of the given compounds is gov-
erned primarily by the lithium cation mobility associ-
ated with the geometric factor. An increase in the tem-
perature leads to a change in the contributions to the
conductivity. In this case, the contribution of the carrier
concentration increases and the conductivities of both
compounds become equal to each other at a certain
temperature. With afurther increase in the temperature,
the conductivity is predominantly determined by the
carrier concentration, which is higher in the
Li375G€.75V 0250, compound.
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The above inferences were supported by the high-
temperature NMR datafor the studied compounds. The
NMR spectra of both compounds at room temperature
consist of abroad line (asan example, Fig. 2ashowsthe
NMR spectrum of the Li;75Gey 75V 250, compound).
The shape of thislineisintermediate between Gaussian
and Lorentzian (although it is closer to a Lorentzian
shape). Thisline shape suggeststhat, even at room tem-
perature, lithium ions execute hoppings between the
nearest empty sitesin the lattice. Thisinferenceis con-
firmed by the results obtained by Burmakin and Lakh-
tin [15], who studied Li,GeO,~Li,WQO, solid solutions
containing 10 and 20 mol % Li,WOQO, by stationary
NMR spectroscopy. Therefore, the LissGey 75V 250,
and Li; 70Ge, gsWo 150, compounds possess lithium cat-
ionic conductivity at room temperature.

As was already mentioned, upon heating of the
Li375G€0.75V 02504 and Liz7GeyesWo 1504 COMpounds
above room temperature, the linesin the spectrarapidly
becomeincreasingly narrow. Anincrease in thetemper-
ature to =480 K leads to the appearance of a narrow
central line and satellites in the ‘Li NMR spectra
(Fig. 2b). Since the satellites in the NMR spectrum of
the Li 75G€y 75V 02504 cOmpound are clearly defined as
compared to those in the spectrum of the
Lis70G€y85Wp 150, compound, the spectrum of the
former compound is depicted in Fig. 2b. The satellites
indicate a dynamic inhomogeneity of lithium cations,
i.e., the coexistence of several nonequivaent lithium
positionsin the lattice. Judging from the number of sat-
ellites, the lithium ions can occupy four nonequival ent
positionsin the lattice, which isin complete agreement
with the neutron diffraction data. The satellites are
associated with the quadrupol e interaction of “Li nuclei
(with spin | = 3/2) in four nonequivalent positions. The
guadrupole interaction constants are equal to 11, 17,
26, and 30 kHz. An increase in the temperature above
560 K resultsin afurther narrowing of the central lines
for both samples, a decrease in the intensity of the sat-
ellites, and their smearing (Fig. 2c). This behavior can
be explained by the participation of al lithium ionsin
the diffusion motion. In neutron diffraction experi-
ments, this manifests itself in a substantial increase in
the amplitudes of atomic vibrations.

Analysis of the NMR data makesit possible to eval-
uate the activation energy for migration of lithium
atoms and its temperature dependence. The recovery of
Li nuclear magnetization after saturation at tempera-
tures below 500 K can be described by two exponential
functions corresponding to strongly and weakly bound
lithium ions in the lattice. By separating the rapidly
rel axing component of the ’Li nuclear magnetization, we
calculated the temperature dependences of the spin-at-
tice relaxation time (Figs. 4a, 4b). These dependences
exhibit abehavior typical of the trand ational diffusion of
ions. At the maxima, the following relationship should
be satisfied: wt= 1, where w= 21t x27 x 10° rad s and
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Table 2. Activation energies E for migration of Li* cations according to the NM R data and the results of measurements of the elec-
trica conductivity o [2, 3] in the low-temperature (LT) and high-temperature (HT) ranges of the dependence of In(1/T;) on UT

E, eV
from experimental data on the electrical
Compound from NMR data conductivity &
LT HT LT HT
Liz75Gep 75V 02504 0.420+ 0.014 0.311 + 0.007 0.540 + 0.010 0.340+ 0.010
Li370G€5.85W0.1504 0.401 £ 0.007 0.182 + 0.009 0.415+ 0.010 0.235+0.010

Ut isthefrequency of lithiumion hoppings(s™). Let us
assume that the second moment M, of the resonance
line at low temperatures is determined by the quadru-
pole interaction of the quadrupole moment of the “Li
nucleus with an electric-field gradient at the nucleusin
the lattice and that the narrowing of the resonance line
and the change in the relaxation time T, are governed
by the trandational diffusion associated with the hop-
pings of lithium ions over equilibrium positions at the
frequency 1/t. In this case, according to [16], the spin—
lattice relaxation rate can be determined by the expres-
sion

1T, OM,T/(1 + w’T0). 1)
The hopping frequency is associated with the thermal
excitations and can be represented by the Arrhenius
relationship

T = T,exp[E/KT]. 2

From these formulas, we can estimate the activation
energy E for migration of lithium atoms. The results
obtained are presented in Table 2. For comparison, the
activation energies calculated from the dataon the elec-
trical conductivity [2, 3] are aso given in this table. It
can be seen that the activation energies determined
from the high-temperature and |ow-temperature linear
portions of the dependences of therel axation rate on the
reciprocal of the temperature differ significantly. The
activation energy for ion migration at low temperatures
exceeds the activation energy at high temperatures
(Table 2), which is consistent with the inference drawn
from the structural data. This circumstance and the
smeared maxima of the above dependences indicate
that the activation energy for migration is characterized
by a distribution due to the nonequivalence of lithium
positionsin the structure.

The activation energies calculated from the temper-
ature dependences of the electrical conductivity are
higher than those determined from the NMR data. This
ratio israther frequently observed [17] and, asarule, is
explained by the fact that all ion hoppings (including
local hoppings which do not contribute to the conduc-
tivity) can be revealed by the NMR method, whereas
the activation energy determined from the electrical
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conductivity is associated with the translational motion
of particles over large distances.

5. CONCLUSIONS

Thus, the Liz 75G€; 75V 02504 and Li; 70G€y gsWo 1504
compounds were studied using neutron diffraction and
nuclear magnetic resonance spectroscopy. The main
results can be summarized as follows:

(1) Inthe crystal lattice, lithium cations occupy four
nonequivalent positions and form either strong bondsin
the tetrahedra or weak bonds in the octahedra.

(2) The electrical conduction of the studied com-
pounds at room temperature is provided by weakly
bound lithium cations at octahedral partially occupied
Sites.

(3) Theelectrical conductivity isdetermined by geo-
metric factors, specifically by the size of cavities
between the octahedra.

(4) The cavity size and, consequently, the electrical
conductivity in the Liz;GeygsWp150, compound
exceed the corresponding quantities in the
Li375G€y75V 0250, compound.

(5) The geometric factor is responsible for the for-
mation of the superionic state.

(6) In the superionic state, all the lithium cations
located in octahedra and tetrahedra are involved in
chargetransfer. Thisisexplained by the thermal expan-
sion of thelattice and, hence, by theincrease in the cav-
ity size, which, in the superionic state, becomes larger
than the radius of lithium cations.

(7) In the superionic state, the electrical conductiv-
ity is governed primarily by the charge carrier concen-
tration. The carrier concentration in the
Li;75Gey 75V 0250, compound is higher than that in the
Li;70G€y gsWo.1504 cCOmpound.
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Abstract—Nonlinear theory of microscopic and macroscopic strains is developed for the case of large inho-
mogeneous rel ative displacements of two sublattices making up a complex crystal lattice; in this case, in addi-
tion to an acoustic mode, a pseudooptical, strongly nonlinear mode is excited. The equation of relative motion
of the sublattices can be solved exactly for the specific case of a centrosymmetric crystal. The corresponding
equilibrium equation isthe sine-Helmholtz equation and has adoubly periodic solution. This solution describes
fragmentation of the lattice, more specifically, the appearance of a domain superstructure with large periods,
whose building blocks contain oppositely sensed rotons separated by topological defects that are opposite in
sign. Purely elastic microscopic strains are followed by elastoplastic ones. Both types of strain arise as aresult
of bifurcation, which causes a change from the initially homogeneous strain field to an inhomogeneous one.
The domain sizes take on optimal values when the external homogeneous macroscopic strains reach a certain
threshold magnitude. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Considerable recent attention has been focused on the
problem of structural and phase transformations occur-
ring in the presence of stress and strain fields. Earlier
attemptsto solve this problem within the compl ex-lattice
model by introducing interna degrees of freedom have
shown that the linear theory can predict new effects.
However, this approach is inefficient, because smal
changesin theinternal structure are merely adirect con-
sequence of variations in the macroscopic geometry of
the crystal lattice and give rise only to renormalization of
the material constants; that is, the complex-structure
mode! reduces, in essence, to the simple-structure model
[1, 2]. The main new effects revealed are asfollows: the
appearance of new optical vibrational modes, spatial and
time dispersion of dastic properties, and the related
effectsin statics. No radical structural changes have been
revealed within the linear theory.

Inthis paper, we deal with strongly nonlinear optical
vibrations and show that radical changes in the crystal
structure (local topology) can occur. Among these
changes are polymorphic transformations, bifurcations,
the formation of defects, bond switching, and changes
in short-range and long-range order.

For the sake of simplicity, we consider the case of
two sublattices. In terms of the linear theory of crystal
lattices [3, 4], we can write two equations of motion
(for acoustic and optical modes, respectively):

pUi = CiijUx j + AimUk jm *+ O1, 1)

MU = —Ci;Uy j — CiijUk j — PikUk * KikjmUx, jm + Os. (2)

Here, adot indicates differentiation with respect to time
and acomma among tensor indices indicates differenti-
ation with respect to the corresponding spatial coordi-
nates. A repeated subscript in a term implies that the
term is summed over the values of the repeated index.
In Egs. (1) and (2), U, isthe displacement vector of the
center of mass of a unit cell (the motif of the complex
lattice) and u; is the (reduced) relative displacement
vector of the two atomsin each unit cell. Thelatter dis-
placement is measured in units of the Bravais lattice
(sublattice) period; therefore, if |u;| = 1, therelative sub-
lattice displacement is equal to one period. The quantity
p isthe atomic mass density and p is the reduced mass
density of two atomsin aunit cell. Theterms O, and O,
include higher derivatives with respect to the space
coordinates; these terms are neglected in the long-
wavelength approximation.

The elastic-constant tensors have the following
symmetry properties. p; = p; and &y; = —Cy;. The
fourth-rank tensors ki, and Ay, are symmetric under
permutations of indices in pairs (without permutation
of the pairs) only in the case of pair (central) interac-
tions. We note that, in the continuum elasticity theory,
these tensors are al so symmetric under a permutation of
pairs of indices. The symmetry under permutations of
indices in pairs is absent in the case of many-particle
(noncentral) interactions.

First, we consider Egs. (1) and (2). Thefirst termsin
the right-hand sides (with coefficients ¢; and ;) are
cross terms, which are responsible for local interaction
among different modes and are nonzero only inthe case

1063-7834/03/4508-1557$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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of noncentrosymmetric crystals (because the corre-
sponding tensors are of odd rank). Higher order cross
terms are included in the terms O, and O..

If we neglect the term O, with higher derivatives,
Eqg. (1) for acoustic modes reduces to a macroscopic
equation for vibrations of a dispersionless elastic con-
tinuum. In general, higher order derivatives with
respect to spatial coordinates alow for long-range
forces and the gradients of macroscopic displacements
U;  characterize changes in the size and shape of the
entire body (its external geometry).

In Eq. (2), the third term in the right-hand side does
not involve a derivative and describes the interaction
between neighboring atomsin a unit cell, i.e., theinter-
action between the sublattices. The displacement vector
u; in this term represents a change in the short-range
order inthelattice, i.e., achangein theinternal geome-
try (structure) of the medium.

2. BASIC RELATIONS

In order to describe large changes in the internal
structure in terms of the internal degrees of freedom u;,
we generalize EQ. (2) in the following way. If the rela-
tive sublattice displacements u;, are large, the linear
term should be replaced by anonlinear odd vector func-
tion P;(y;) = —Pi(-y;). Since the complex lattice pos-
sesses trand ation symmetry, this function must be peri-
odic and its period must be equal to the period b of the
Bravais lattice along the direction of the corresponding
displacement.

Thus, Egs. (1) and (2) are replaced by the equations
pUi = CiUx j + AigmUxk jm *+ O1, (3)
HU; = —CyijUy j — iUk | — Pi(U;) + KigjmUy jm + O2. (4)

Here, the terms O, and O, have the same meaning asin
the linear equations. Since the displacement u; is mea-
sured in units of the Bravais lattice period (along the
corresponding direction), the periods of the nonlinear
function are integers. In particular, if P, — sin(2mu),
then, inthe case of u = |uj | = 1, the sublattices occupy a
new, but crystallographically equivalent (nearest) posi-
tion; therefore, the displacement u is defined to within
an integer. For such displacements, the atomic bonds
are switched and the nearest neighbors of each atom are
changed; i.e., achangein the internal structure occurs.
These effects will not take place if the displacements
are not very large, u < 1/2. In this paper, we consider
significantly nonlinear effects (u > 1/2).

A periodic vector function can be written as P; =
dd/du;, where d(u;) isaperiodic scalar function (invari-
ant under symmetry transformations of the coordi-
nates). In the case under study, this function is the
energy of the rigidly trandlated sublattices relative to
each other. An expression for thisenergy isgiveninthe
next section.
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In this paper, we restrict our consideration to the
simplest case of a centrosymmetric crystal, for which

u = (0,u,0),
Pi(u;) — psin(2mu).

Ci = Cqj = 0,
u=u(xy)),

It is clear that, in this case, we consider only low-
frequency vibrations of the crystal and neglect high-fre-
guency vibrations: the displacements (directed along
the y axis) are time-independent. Further, for crystals
with symmetry higher than monoclinic andtriclinic, we
have

()

o°u o°u
KikimUg, jm—> kla_z + k2_2' (6)

Thisdifferential operator does not involve mixed deriv-
atives, which is due to the high symmetry of the crystal
lattice under study and to the fact that the vector u; is
assumed to have only one component.

Thus, we will consider the following two indepen-
dent equations in the long-wavelength approximation:

pUi = NigmUk jms (7)
2 2

0 = —psin(2mu) +k, 24 + k,2Y, ®)
0Xx oy

These eguations do not contain cross terms; therefore,
thereisno local interaction between different deforma-
tion modes in the long-wavelength approximation (in
centrosymmetric crystals). Theoretically, such interac-
tionwill ariseif weinclude higher derivatives (nonlocal
terms O,, O,), thereby allowing for finite characteristic
length scales.

The inclusion of higher derivatives makes solution
of these equations very complicated. For this reason,
we develop a phenomenological theory in which the
interaction between different modes arises as aresult of
spatial averaging on amesoscopic scale (see Section 6).

3. MICROSCOPIC STRAINS ASSOCIATED
WITH A RELATIVE DISPLACEMENT
OF THE SUBLATTICES
First, we consider Eq. (8). This equation can be
derived by minimizing the energy functional

H 2B
_ Ut our
2F = _J;_Jz’s[klcg% +k2Q—)—E o

+2p(1- cosZTru)}dxdy.

The limits of integration will be discussed later. The
parametersk; and k, will be referred to as the shear and
extension microscopic moduli, respectively. It should
be noted that the dimensions of these moduli are differ-
ent from those of the respective macroscopic moduli,
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because atomic displacements are measured in units of
the lattice period b. The (positive) parameter p is the
amplitude of the periodic interaction potential between
chains (sublattices) and, on the other hand, the maxi-
mum interaction force between the sublattices. The
dimensions of this parameter are identical to those of
the volume energy density.

The energy functional in Eqg. (9) can be used to
describe cubic, hexagonal, rhombohedral, tetragonal,
and orthorhombic crystals in the case where the dis-
placement vector has only one nonzero component,
u, — (0, uy, 0). Since the microscopic moduli k; and
k, are not equal, the model at hand includes anisotropy.

Thethird, periodic termin Eq. (9) isthe interaction
energy d of therigidly displaced atomic chains (sublat-
tices) in the long-wavelength approximation, while the
first two terms are the energies associated with elastic
shear and tensional strains of the sublattices, respec-
tively. Therefore, the model allows for inhomogeneous
microscopic strains. Since the cosineisaperiodic func-
tion, the energy functional in Eq. (9) isinvariant under
arelative displacement of the sublattices by an integral
number of the lattice period (u = n). Therefore, solu-
tions to Eq. (8) are determined to within an additive
integer n.

4. LATTICE FRAGMENTATION

Equation (8) has no uniform solutions other than
trivial ones (zero or integer solutions, corresponding to
the case where the sublattices are displaced to crystal-
lographically equivalent positions). Among nonuni-
form solutions, doubly periodic solutions are of special
interest, because they are characterized by afinite scale
of inhomogeneities.

The nonlinear equation (8), known as the sine-
Helmholtz equation, has two length scales characteriz-
ing the coherence of the sublattice match:

1 p!2 p

These lengths determine the mesoscopic length scales
on which the sublattices remain coherent (or, more pre-
cisely, congruent); i.e., they can be made to coincide
with each other by rigidly displacing them, in spite of
the presence of microscopic inhomogeneities. These
length scales characterize the microscopic strain field,
unlike the macroscopic one, which has no characteristic
length. Formally, if I, — 0O, we arrive at the Frenkel—
Kontorova one-dimensional moddl, i.e., to an atomic
chain located on arigid periodic substrate.

In analyzing a solution to Eq. (8), we associate the
excitation of the pseudooptical mode with possible
fragmentation of thelattice, i.e., with microscopic rota-
tions in individual blocks (half-domains). These rota-
tions reduce, on the average, to pure shear strainsif the

(10)
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4H

Fig. 1. Two pairs of domains separated by horizontal dlip
planes. Dashed lines indicate somewhat arbitrary bound-
aries.

average rotation angle is zero (Fig. 1). Clearly, the cor-
responding particular solution must be doubly periodic.

Let us consider the case of critical atomic displace-
ments, which isformally defined by the following con-
ditionsimposed on the atomic displacements at parallel
equidistant dlip lines x = const (which are interfaces
between plane-paralel horizontal layers of thickness
2H) and at the transverse boundariesy = const of build-
ing blocks: the relative atomic displacements at the
interfaces of layers are equal (in magnitude) to the lat-
tice period. In the interior of a layer, these displace-
ments are smaller, u < 1. The displacements vary peri-
odically and reverse sign in going from one half-
domain (2B wide) to the next; therefore, we have

u(H,y) = -1, u(0,y) =0,
u(-H,y) = +1, (0<y<2B), (1)
u(H,y) = +1, u(0,y) =0,

u(-H,y) = -1 (-2B<y<0).

These conditions are repeated periodically along the x
axiswith period 2H and along the'y axiswith period 4B.

In the interior of a layer, we have u < 1. In the
regionswhere u < 1/2 (theinteratomic potential barriers
are not overcome), purely elastic microscopic strains
arise; the elastic energy of domains is accumulated in
these regions and then dissipated in the regions of plas-
tic strains. On the whole, elastoplastic microscopic
strains develop, which leads to the establishment of
optimal strainsin the lattice subjected initially to large
homogeneous macroscopic deformations. The latter
deformations will be discussed in Section 6.
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We look for a solution to Eq. (8), subjected to these
boundary conditions, by using the Lamb method of
separation of variables [5, 6] and finaly arrive at the
expression

. tn(xKy/H)
tan(tw/2) = iAsn(szlB)’

(12)

Here, the quantity a is considered formally as the
amplitude of microscopic strains. The plus and minus
signs in Eg. (12) correspond to two equivalent direc-
tions of atomic displacements; 2H and 4B are the peri-
ods of the elliptic tangent (tn) and €liptic sine (sn),
respectively, in the right-hand side of Eg. (12). The
guantities K; and K, are complete dliptic integrals of
the first kind, and quantities v, and v, are the moduli of
these dlliptic integrals [7]. The values of these moduli
lie in the range from zero to unity.

Thus, the elliptic integrals K, and K, determine the
spatia frequencies (gradients) of microscopic strains;
the quantities 1/H and 1/B determine the average fre-
guencies. The spatial frequencies of the elliptic func-
tions become very large when the values of the moduli
approach unity. Using therelationstnO= 0 and tnK —
oo [7], it is easy to verify that solution (12) meets the
boundary conditions (11). Clearly, the solution is peri-
odic along the y and x axes with periods 4B and 2H,
respectively.

Thus, we found a doubly periodic solution which
describes a doubly periodic superstructure arising in
the deformed lattice. The initial trangation symmetry
of the lattice with period b is replaced, in the strained
lattice, by the trandlation symmetry on larger scales, B
and H.

In fact, we found the solution in al space. The for-
mally introduced boundaries are internal, rather than
external, interfaces arising in the field of large macro-
Scopic stresses or strains.

As for the transverse domain boundaries, they con-
tain vertical rows of Frenkel—Kontorovasolitons (misfit
didocations) at y = (2r + 1)B with r = 0, +1, £2, ...,
where the left-hand side of Eq. (12) tends to infinity.
Indeed, let us consider the vicinity of the origin of coor-
dinates where the élliptic tangent and elliptic sine can
be replaced by their linear approximations. In this case,
Eq. (12) takesthe form

Ky

xk;
tan(Twu/2) = +— = x—=tane.
(T/2) vk, ) ®

Here, @ isthe polar angle in the local reference frame.
Thus, the field of microscopic strains in the vicinity of
the origin is a many-valued function whose value
depends on the number of complete circles made
around the origin. From Eqg. (13), we obtain Tw/2 =

(13)
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tarctan(k,@/ks,), i.e., atopological defect of thefield u
with a positive (negative) charge. If the charge is equal
to unity (at a certain value of the ratio between the
microscopic moduli), we have an edge didlocation. If
the charge is equal to a fractional number, we have a
partial dislocation. In the case of k; = k,, the charge is
equal to £4.

Such charged defects arise at each point that corre-
sponds to a zero of the élliptic tangent (x = 0, +2H,
+4H, ...) and, ssimultaneously, to a zero of the elliptic
sine (0, 2B, 4B, ...). The signs of the charges alternate
along horizontal layers but remain the same aong ver-
tical lines.

The defects are associated with fragmentation of the
lattice, i.e., with dip in opposite directions (on finite
sections of length 2B) by the amount |u| = 1. Fragments
are rotons (solid vortices), more exactly, pairs of vorti-
ces of opposite sign which alternate along the horizon-
tal axis in accordance with the boundary conditions.
Vortices of like sign are located along the vertical axis.
Therefore, the crystal exhibits a texture having a her-
ring-bone pattern (Fig. 1). At the sites of this superlat-
tice, the field u undergoes discontinuities, which are
Frenkel-Kontorova misfit solitons.

Thus, the theory presented here predicts the forma-
tion of defects in an initially perfect lattice and frag-
mentation of the lattice. The theory involves elliptic
functions which become discontinuous in the limit as
V4, V, — 1. Although thislimit is unattainable in prac-
tice, the spatial changes are sharp enough to be treated
as discontinuities on a macroscopic scale.

5. LOCAL STABILITY OF MICROSCOPIC
STRAINS

The periods of the superstructure cannot take on
arbitrary values; they depend on the properties of the
lattice and gradients of the microscopic strains, as well
as on the macroscopic strains, which can be treated as
an external field. The restrictions imposed on the peri-
ods follow from the dispersion relations, which can be
derived by substituting Eq. (12) into Eq. (8). After
straightforward algebra, we abtain

2
%(—1923+k2q58—2p = 0,
OA U
(14)
0 vaQ
s= (A -1)a-Yg,
O A
K K
quf = AZsz; q, = 'ﬁl, q. = §21 p=0. (15)

These equations relate the spatial frequencies g, and g,
(gradients of microscopic strains) to the properties of
the lattice, domain sizes, and the amplitude a = U/A,
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thereby determining the region of existence of the solu-
tion.

Since the parameter p is positive, it follows from
Eq. (14) that A> 1, which isacriterion for elastoplastic
shear strains.

Further restrictions can be found by eliminating the
moduli v, and v, between Egs. (14) and (15). Since the
parameter A is afunction of these moduli, according to
Eq. (12), we express, e.g., v, intermsof Aand v,. At a
fixed value of A, Egs. (14) and (15) become relations
between the variables B and H and the parameter v.,.
Eliminating this parameter between these equations,
we obtain a relation between B and H at a given value
of A.

Therelation between A, B, and H can be represented
by afamily of curves plotted in the H-B plane for dif-
ferent values of A. Inthis case, each curve hasavertical
(B =B,) and a horizontal asymptote (H = H,), so that

H<H;<o, B-— B/(B<w). (16)
The values of these limits are
H, = L(1-ADKy, 2B, = /A —1. (17)

Here, Ky, is Ky(v,) for v, = J1-AT" Clearly, the
parameters H and B cannot take on arbitrary values.
Restrictions on these parameters follow from Egs. (16)
and (17).

Let us discuss the stability of elastoplastic micro-
scopic strains. Equation (8) determines the local mini-
mum of energy functional (9) for fixed values of the
limits of integration. Therefore, solution (12) islocally
stable. However, in order to investigate the stability of
the superstructure as a whole (against variations in
parameters B, H), we should consider the extrema of
the function E(B, H)/8BH, which is done in the next
section for the case where the lattice is subject to mac-
roscopic strains.

The case of purely elastic microscopic strains u <
1/2 was considered in [6]. In this case, we have A< 1
and the corresponding field u,(x, y) is shifted by 1/2;
ie.,

2u,(xy) = 2u(x, y) F1. (18)

The function u(x, y) isthe same asin Eq. (12). Due to
this shift, boundary conditions (11) change in such a
way that the amount of dlip at the horizontal domain
boundaries becomes twice as small and equal to one-
half the interatomic distance; that is, atoms are located
at the tops of the corresponding interatomic potential
barriers. A more detailed analysisismade in [6].

By definition, the elastic solution is locally stable.
However, the corresponding domain structure as a
whole can be stable (as in the case of elastoplastic
strains) only in the presence of external fields (see next
section).
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6. GLOBAL STABILITY IN AN EXTERNAL FIELD

The superstructure should be additionally optimized
with respect to the parameters B and H, because, in the
approximation used, the acoustic mode (macroscopic
strains) is locally independent of the pseudooptical
mode. In Egs. (7) and (8), crossterms arise only if non-
local terms O, and O, (containing higher derivatives)
are included. Therefore, the interaction between these
modes is “accumulated” in space and can be included
through averaging over a spatia region. The averaged
microscopic and macroscopic strains can be related to
each other by using the condition of global stability of
the superstructure or by minimizing the total energy at
the cost of a decrease in the energy of homogeneous
elastic strains through the formation of defects and lat-
tice fragmentation.

In principle, this approach can be refined using a
perturbation procedure; more specifically, we can
retain cross terms (depending on the microscopic
strains) in Eq. (7) for macroscopic strains and substitute
solution (12) into these terms. In this case, the macro-
scopic strain field will contain additiona terms, some
of which will be singular because solution (12) is sin-
gular, as shown in Section 4. The refined macroscopic
strain field will become inhomogeneous due to defects.
We will focus on this subject in future investigations.

In analyzing the energy balance in the framework of
the mesoscopic theory, it suffices to average the fields
over domains. In this case, however, we must take into
account that after averaging, a pair of half-domains
with rotons of opposite sign becomes adomain without
a vortex; therefore, the macroscopic strain field in the
crystal inthiscaseisavortexless, purely shearing strain
field. The interaction between different modes at the
mesoscopic level can be included phenomenologically
by neglecting the details of the macroscopic-field pat-
tern within domains. Therefore, the only parameters of
the superstructure are the domain sizes, which take on
their optimal, equilibrium values. Below, we describe a
phenomenological method for solving this problem.

L et us analyze the effect of macroscopic pure shear-
ing strains (curlU = 0) on the microscopic elastic and
elastoplastic strains under the assumption that the mac-
roscopic field isindependent of the microscopic strains
and can be found by solving Eqg. (7). In this approxima-
tion, the macroscopic strains are treated as constants,
which is consistent with the assumption that the super-
structure is spatialy uniform. In this case, there is ho
need to analyze Eq. (7).

Let us consider the total energy with inclusion of
macroscopic strains and of interaction between modes
(on the mesoscopic level). The averaged (over the vol-
ume of adomain) dimensionlesstotal energy density is
the sum of the macroscopic energy, a cross term
(responsible for the interaction between modes), and
the microscopic energy:

2D = nyg; +N1€; + 2N,8.6,—2L+2D,  (19)



1562

_E N _A
D_S__pBH’ Ny = D’ N> = D
S—aUX 8_(3Uy_

YT ooax T2 oy’

the first three terms in Eq. (19) are the macroscopic-
strain energy written for rhombohedral, tetragonal,
hexagonal, or cubic crystals and D is the microscopic
dimensionless energy density given by Eq. (9). It is
important that, in the mesoscopic theory, the total
energy can be calculated and analyzed as a function of
the domain sizes and material parameters (correlation
lengths) |, and |, alone.

The cross term L in the total energy can be written
as alinear function of the average microscopic strains,
because the macroscopic strains are homogeneous and
do not include defects in the approximation used here.

However, it should be noted that the averaged (over
a domain) microscopic strain is zero, whereas the
microscopic strain averaged over a half-domain is non-
zero and changes sign in going from one half-domain to
the next along the y axis; thisresult isvalid for both the
casesA<1andA> 1. Inother words, two adjacent half-
domains are twins that differ in the sense of rotation
(Fig. 1). This microscopic structure is consistent with
the vortexless character of the macroscopic strain field
assumed above.

Since the sum of the average microscopic strains
(rotations) in the whole domain is zero, this quantity
cannot be used as a thermodynamic variable, asis the
case with the ferroelectric and the ferromagnet. In the
phenomenological theory, an appropriate thermody-
namic average is the difference of microscopic strains
of two half-domains; this quantity is defined to within
the sign.

Thus, as the thermodynamic variable, we take the
average value of the microscopic gradient, which is
characterized by the quantity 1/H, or, in the dimension-
less form, by I;/H. In this case, the cross term in
Eqg. (19) for the total energy can be written as

(20)

£ & « _H B
L=X—=+X,—, H=—, B=z,
X1F| XZB Iy P (21)
Xl>01 X2>0'

Here, x; and X, are dtriction coefficients and are

assumed to be positiveand H and B are dimensionless
parameters of the superstructure.

The components of the strain tensor can have any
sign. However, a stable superstructure will arise if the
terminvolving L in Eq. (19) is negative. Therefore, we
should assumethat €,, €, > 0. (Thereis an analogy with
bifurcation that occurs in the case of compression,
rather than tension, of athinrod.) In this case, theinter-
action between microscopic and macroscopic strains
decreases the height of the potential barrier and a min-
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imum in the total energy arises, bringing about the for-
mation of astable superstructure. Due to the crossterm
L in Eg. (19), microscopic rotations of opposite sense
(Fig. 1) cause the total energy to decrease and to pos-
sess a minimum at certain values of the dimensions H
and B of the building blocks of a superstructure.

In order to minimize thetotal energy, we need to cal-
culate the integral in Eg. (9) for the energy of micro-
scopic strains and find the total energy density D asa

function of two variables H and B and of two given
parameters €, and ¢,.

Let usfind the condition of an extremum of the total
energy. First, we calculate the partial derivatives of the
total energy. Substituting Eqg. (21) for L into Eq. (19),
we obtain

aD 2 aD 4
= —X;1&,+ Dy, —— = —X,&,+Dg. (22
(1) X1€1 H 2(1/B) X2€2 g (22)
Here, the partial derivatives are defined as
. oD
D, = (B = const),
o(1/H
, (aD ) (23)
Dg = (H = const).
a(1/B)

Equating the derivatives of the total energy in
Eq. (22) to zero, we find the necessary conditionsfor an
extremum of this energy:

0 =—X:& + DH, 0= —X8, + DB' (24)

These relations can also be interpreted as conditions
under which microscopic strains can occur only in the
presence of macroscopic strains without other influ-
ences. It should be noted that, in principle, the external
control parameters €, and €, can be varied indepen-
dently of each other. However, their influences on the
microstructure must be compatible. Formally, Egs. (24)
are two nonlinear equations for two unknown dimen-
sions of an equilibrium domain.

The stability of the superstructure depends on the
behavior of the total energy density (19). In the coordi-
nates H and B, this energy density is represented by a
saddle-shaped surface that exhibits minima with vary-
ing H and maximawith varying B . Each curve with a
maximum terminates in certain finite points (one on the
left and one on the right of the maximum) at which the
energy density is minimum.

The corresponding analytical expressionisfairly cum-
bersome, and we present only plots of derivatives (22);

Figs. 2 and 3 show the D, (I/H ) and Dy (1/B) depen-

dences for fixed values of B and H , respectively.

Thedashed linesin these figures indicate the bound-
ary of the region of purely eastic domains. In Fig. 2,
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thisregion lieson theleft of the boundary, andin Fig. 3,
on the right. This boundary does not refer to micro-
scopic elastoplastic strains; therefore, there are regions
of mixed states (in Fig. 2, thisregionison theleft of the
boundary in question). In these regions, each curve is

double: for each value of the parameter B = const, we
plotted two curves, the lower of which (terminating in
the boundary) correspondsto purely elastic domains. In
Fig. 3, theregion of mixed states lies on theright of the
boundary in question and the splitting of the curvesis
small.

It is notable that each curve in Figs. 2 and 3 starts
and terminates at a point. Therefore, the dimensions of

domains B and H cannot be arbitrarily large or arbi-
trary small. We note that some termina points lie
beyond the limits of Fig. 2.

It is seen that the curvesin Fig. 2 are convex down-
ward and, therefore, the second derivative of the total
energy density with respect to 1/H is positive, while
the curvesin Fig. 3 are convex upward and, therefore,

the second derivative with respect to 1/B is negative.
Thus, we have

9°D
Duw >0, Duu = >
o(1/H) (25)
9°D
Dge<0, Dgg = >
3(1/B)

These results allow usto estimate the derivatives of the
total energy in Egs. (22) and make a conclusion as to
the character of its extrema. It follows from Egs. (22)

that these derivatives differ from the derivatives D,

and DB (showninFigs. 2, 3) inthat they have constants
proportional to the macroscopic strains €; and ¢€,. If
these strain tensor components are both zero together,

the function D (B, H) has no extrema, because its
derivatives do not vanish (the curves in Figs. 2, 3 lie
above the abscissa axes). The same conclusion can be
dravn when both stress components are negétive,
because the additive constants in Egs. (22) for the
derivatives are positive in this case.

It is clear that a superstructure can arise only in the
case where the macroscopi c-strain components are pos-
itive. In this case, the curves of the total energy are

obtained from the D,, (F, B) and Dg (H, B) curves

by shifting them downward by amounts proportional to
the corresponding components of the macroscopic
stress tensor. Therefore, conditions for the formation of
stable domains arise. An analysis shows that these con-
ditions are related to the positions of theinitial and ter-
minal points of the curvesin Fig. 3. Without going into
detail, weillustrate the resultsin Fig. 4.

PHYSICS OF THE SOLID STATE Vol. 45 No. 8

2003

1563

120 T T T T

Fig. 2. Derivative (with respect to 1/H ) of the energy den-

sity of microscopic strainsasafunction of /H for B = 20,

10, 5, 2, and 0.5. The dashed line separates the regions of
elastic (on the left) and elastoplastic strains.

100 T T

- 10 15

Fig. 3. Derivative (with respect to 1/ B ) of the energy den-

sity of microscopic strains as afunction of /B for H =2,
1.4, 0.5, and 0.4. The dashed line separates the regions of
elastic (on theright) and elastoplastic strains.

Firgt, we discuss the compatibility of conditions (24)
for the domain formation. The corresponding depen-
dences are presented in Fig. 4 in the coordinates

(1/H, 1/B). The thin dashed curves, which fall off as
one goes to the right, correspond to different fixed val-
ues of DH ~ &, (these values decrease as the origin of

coordinates is approached). The thick dashed lines
(which are straight on the scale of Fig. 4) correspond to

different fixed values of If)B ~ €,, Which also decrease
as the origin is approached. The intersection points of
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1.5

1.0

1/H

0.5

Fig. 4. Regions of existence of equilibrium domains for
given macroscopic strains. Solid lines correspond to stable
(1, 2) eastoplastic and (3, 4) purely eastic domains.
Dashed lines correspond to domains unstable with respect
to variations in their length and stable against variationsin
their thickness.

these two families of lines give solutions to the non-
linear set of equations (24); the coordinates of the
intersection points determine the dimensions of equi-
librium domains, which are, however, unstableto vari-

ationsin B.
Line 1 (which is nearly straight on the scale of

Fig. 4) correspondsto theinitial points (B = B,) of the
curvesinFig. 3, i.e., to stable elastoplastic domainsthat
arelong in the horizontal direction. Straight line 2 cor-
responds to the lowest (terminal) points of these curves
(B = By), i.e, to stable elastoplastic domains that are

long in the vertical direction. Straight line 3 corre-
sponds to purely elastic stable short domains, and
curve 4, to the same domains but with a larger length,

B =B..

The point of intersection of straight line 1 with thin
dashed curves gives both dimensions (B, , H,) of stable
elastoplastic domains extended in the horizontal direc-
tion. The corresponding val ue of f)B ~¢&,isequa tothe

ordinate Dy of the initial point B, in the curve H, =
const in Fig. 3.

Stable el astoplastic domains that are extended in the
vertical direction correspond to the intersection points
of thin dashed curves with straight line 2. The abscissas
of these intersection points give the dimension By, .
The ordinate of the terminal point of the corresponding
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curve in Fig. 3 gives the quantity f)B ~ &, and, there-
fore, the value of the second component of the macro-
scopic strain tensor.

Clearly, all states of elastoplastic domainslie within
the bifurcation fork; the limiting branches of the fork
correspond to stable states (with the lowest total
energy), while the intermediate states are characterized
by a saddle-shaped energy surface. The states belong-
ing to the different limiting branches are separated by a
potential barrier. One branch (straight line 1 in Fig. 4)
corresponds to domains with sharp vertical boundaries
(narrow domain wall), while the stable domains
belonging to the other branch have sharp horizontal
boundaries (dlip lines) and diffuse vertical boundaries.

Thus, stable elastoplastic domains are anisotropic;
they are elongated in the horizontal (B — B,) or ver-

tical direction (B — By,). The latter domains arise

earlier (i.e, at smaller values of ¢,) than the former
domains.

For purely elastic domains, we aso have a bifurca-
tion fork. One branch of the fork (corresponding to
short domains) is straight line 3 in Fig. 4, while the
other branch (longer domains) is curve 4 (the boundary
of the region of existence of elastic domains). The
states belonging to different branches are separated by
apotentia barrier. Short domains (belonging to the first
branch) have sharp horizontal and diffuse vertical
boundaries. Longer domains corresponding to the other

branch (limited, however, by the condition B <172), on
the contrary, have diffuse horizontal boundaries.

Thus, we arrive at the following important results.
At certain values of the two components of the macro-
scopic strain tensor, €; and €,, only two types of stable
domains (elastic and elastoplastic) can form. As the
macroscopic strains increase, the dimensions of these
domains decrease; the domains correspond to two pairs
of diverging (with decreasing domain size) branches of
stable domains differing in anisotropy. Each of these
branchesis characterized by a certain ratio between the
components of the macroscopic strain tensor or by a
certain path along which the body should be strained.
Otherwise, domains with different anisotropy do not
separate and mixed structures of these domains arise
because of the bifurcation mentioned above.

Let us discuss the strain threshold for the formation
of asuperstructure. For this purpose, we write Eq. (24)
for the smallest average macroscopic strains €, and €5,
(which may be nonzero) corresponding to the stability
limit (as indicated by the subscript).

The possible existence of the threshold follows from
thefact that the derivatives D, and Dg tend to nonzero

limits as the average microscopic strains 1/H and 1/ B
approach zero (Figs. 2, 3). These limits determine the
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strain thresholds D,,, and Dg,. Andyticaly, these
thresholds can be found, in principle, using Eg. (9), as
the zero-order terms in the expansions of Dy, and Dg

in powers of 1/H and 1/B . Extrapolation of straight
lines1 and 2 in Fig. 4 gives threshold values I5H =8

and Dy = 0. From Egs. (24), one can determine the
threshold values of macroscopic strains €;, and €y,
Below the corresponding bifurcation points, a super-
structure does not form and the body is strained as an
elastic continuum, whose energy is determined by the
first three termsin Eq. (19).

The interaction between different modes alowed
for in this section makes additional contributionsto the
macroscopic stresses rather than to the strains. The cor-
responding expressions can be obtained by differentiat-
ing thetotal energy in Eq. (19) with respect to strainse,
in which case the contributions from microscopic
strains will be due to the linear term L.

7. CONCLUSIONS

Thus, the model of nonlinear sublattice interaction
allows one to adequately describe elastic and anelastic
changes in the short-range and long-range order, i.e.,
structural transformations caused by an external strain
field.

An important feature of thismodel is the allowance
for the strong nonlinearity of the processes under study.
It has been shown that the crystal structure undergoes
bifurcation; the crystal properties are radically changed
and new properties arise. We first discovered such non-
trivial effects as the formation of defectsin an initially
perfect lattice, fragmentation of the lattice, the loss of
stability of homogeneous strains whose strength
exceeds a certain threshold value, the appearance of
dlip bands and twinning, distortions of the long-range
and short-range order, and bond switching. Our model
is aso capable of describing anelastic diffusionless
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microscopic strains occurring in martensitic transfor-
mations. In other words, the model explicitly allowsfor
local topological changesin the crystal.

Microscopic strains can be considered as incoherent
displacements of the sublattices and their gradients
(averaged over a domain), as a parameter characteriz-
ing the breakdown of the trandational symmetry of the
complex crystal lattice. In a strained state, the sublat-
tices become incommensurate and large-scale super-
structure arises. In principle, the microscopic strain
field can sharply change in space (discontinuously, on a
macroscopic scale) in the region of defect clusters, dlip
planes, and bond switching.
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Abstract—The formation of martensite in an elastic stress field near a disk-shaped coherent precipitateis dis-
cussed in terms of the theory of diffuse martensitic transformations. The heterogeneous martensite nucleation
on precipitates is found to increase the characteristic martensitic-transformation temperature, which increases
linearly with the volume density of precipitates. The theoretical results are illustrated quantitatively using the
example of the B2 — R phase transition in titanium nickelide alloys. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It has been established experimentally that particles
of a new phase in shape memory alloys affect the
parameters of the martensitic transformation and the
strain-induced effects associated with this transforma-
tion [1-4]. Electron-microscopic studies of crystals of
equiatomic titanium nickelide alloys have shown that
martensite nuclei arise near coherent precipitates of the
Ti;Ni, phase [4-7]. The formation of these nuclel is
associated with the presence of elastic stressfields near
coherent precipitates and with stress relaxation caused
by alocal martensitic transformation. This martensitic
transformation—assisted relaxation of internal stresses
near precipitates is believed to be the cause of the so-
called bidirectional shape memory effect observed in
TiNi crystals[1, 4].

In [8], the formation of martensite nuclei in elastic
fields of screw and edge didlocations and of their planar
clusters was considered in the framework of the theory
of diffuse martensitic transformations (DMTs) [9, 10].
The influence of two-dimensional networks of edge
didlocations on the kinetics and parameters of the mar-
tensitic transformations in shape memory alloys was
also analyzed in [§].

In this paper, we discuss the formation of martensi-
tic nuclei near disk-shaped precipitates in terms of the
DMT theory. For example, the Ti;Ni, precipitates men-
tioned above have the shape of alens[4]; they formin
aTiNi aloy during annealing in the temperature range
500-900 K [1-4]. Such precipitatesariseif the Ni atomic
concentration in the alloy isno less than 50.5 at. %. The
TizNi, particles have a rhombohedral crystal lattice
and, when arising in the initial bcc lattice of the B2
phase, they undergo adilatation along the direction nor-
mal to the plane of the disk-shaped precipitate [4]. The

precipitates are coherently joined with the matrix if
their radii do not exceed 0.5 um[2, 5].

This paper is organized as follows. In Section 2, we
calculate the elastic stresses near the precipitates men-
tioned above. In Section 3, using the DMT theory, the
mechanism of heterogeneous nucleation of martensite
near an isolated precipitate is considered on the exam-
ple of the B2 —= R phase transformation in titanium
nickelide. The influence of the volume density of pre-
cipitates on the parameters of the martensitic transfor-
mation is discussed in Section 4.

2. STRESS FIELD NEAR A DISK-SHAPED
PRECIPITATE

In order to calculate the stress field near a disk-
shaped precipitate, we use the results of calculations
performed by Eshelby [11] for the elastic strains near
an ellipsoidal inclusion in amatrix. We approximate the
disk-shaped precipitate by an ellipsoid of revolution of
radiusry and height 2h, < 2r:

r_2 Z2

—+==1 Q)
ro o
The harmonic potential ® for this ellipsoid, according
to [11], has the form

00

W(r, z, |
o(r, 2) = nrghofﬁdl,
A
2 2 2
weit L @
ro+1 hy+l

A= (r+1)(hg+1)",

1063-7834/03/4508-1566%$24.00 © 2003 MAIK “Nauka/Interperiodica’



HETEROGENEOUS NUCLEATION OF MARTENSITE ON PRECIPITATES

where A = A(r, 2) is the largest root of the equation
W(I) = 0 and | isthe variable of integration.

Introducing dimensionless coordinates F = r/r, and
z = 7z/lhy and parameter 3 = hy/ry and performing inte-
grationin Eqg. (2), we obtain

_ Twohy

® = ®. )
(1-p%"
Here,
2 2_2 2 12
F(F N — =2B"Z0, o[ =BT
d(r,2) = %— 5 Darcst)_\+1D
+|§\+BZD1/2 |_'2 2[3222

Lt ML - ey,
Nt 2) = 517~ 1) + B(2 - 1)

1/2
B = 1) + BAL - 1))+ B+ 22—1@

iy

Using potential (3), one can determine the displace-
ment field near the inclusion if the strain of the precip-
itate in the free state is known. In our case, this strain
(dilatation) is the relative difference in the spacing
between the (111) planes of the B2 matrix and the
TisNi, inclusion 845y = (ds; — dr)/dg; = 3 x 1072 [4].
This dilatation is purely axial, &35 = 0, Therefore,
according to [11], the radia u, and axia u, displace-
ments are

u, = AL Q1 oH_, 00
r 8(l—v)(1—[32)]12Ei—52 0z or?
.- 8,y -
8(1-v)(1-p9)"”
«O_B 0H ,1-vady
] 1_[32 or B ozl'

where H(T, z) = z(0®/or) — 7 (0P/0z) and v is the
Poisson ratio. Dilatations o, and &, parallel to the plane
of thedisk, are half aslarge as &, [12]. Due to the shape
of the precipitate chosen, these dilatations make insig-
nificant contributions to displacements (5) and can be
neglected. For displacements (5), the nonzero compo-
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rlry

Fig. 1. Dependence of the different components of the elas-
tic strain tensor on radius at the distance z = 2hy from the

precipitate: (1) €4, (2) &4 (3) €gg. and (4) .

nents of the elastic strain tensor in the cylindrical sys-
tem of coordinates (r, 6, z) are[13]

_ou, _ 00, _u 0
& =5 T Pore fe =T = PT
du, _ 00,
SZZ_E_ 7’ (6)
8rz=1‘@u’+a—uﬂ—1£+ a—uﬂ

206z ~ar0 ~ 20z ~ or

Here, U, = u,/hyand U, = u,/hy are dimensionless dis-
placements. If the matrix is elastically isotropic, the
norma and shear components of the stress field
induced by the precipitate are given by

E

o, = m[(l—V)ﬁrrJfV(ﬁee““Szz)],
_ E
Oy = (—m[(l—v)seew(swezz)l, -
o, = m[(l—v)ﬁzﬁv(ﬁeﬂen)],
_E
O, = msrzv

where E isYoung's modulus.

Displacements (5) and the corresponding strains (6)
can be calculated by differentiating potential (3) with
respect to the coordinates r and z. The formulas thus
obtained are cumbersome and are not presented here.
Asanillustration, Fig. 1 shows the numerically calcu-
lated strains (6) at the distance z = 2h, from the precip-
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Fig. 2. Dependence of the different components of the elas-
tic stress tensor on radius at the distance z = 2h, from the

precipitate: (1) 05, (2) 04 (3) 0y, and (4) og.
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Fig. 3. Level lines of (8) axial 0, and (b) shear o, stresses
near the precipitate. The values of ¢ are (1) 0.18, (2) 0.18,
and (3) 0.04E|d,|; the values of o, are (1) 0.13 and
(2) 0.06E|3,|; and curve 0 isthe boundary of the precipitate.

itate for the values of the parameters hy/r, = B = 0.2,
v = 0.3, and &, = —|4,|. Asone would expect, the tensile
axial strain €, isdominant. It follows from Eg. (6) that
the other components of the strain field become pro-
gressively smaller than £, with decreasing parameter 3,
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i.e., with increasing oblateness of the lens-shaped
inclusion.

The components of the stress field (7) correspond-
ing to these strains are shown in Fig. 2. It can be seen
that above (and bel ow) the central part of the precipitate
the axial stress component g, is dominant (curve 1),
whereas near the edge of the precipitate the shear com-
ponent o,, is dominant (curve 2). Figure 3 presents the
distribution of these stresses near the precipitate in the
rz plane. Calculations show that, for E = 40 GPa and
|3,] = 3 x 1072, the stresses near coherent Ti;Ni, parti-
cles can be as large as 150-200 M Pa.

In concluding this section, we note that the strain
and stressfields inside the precipitate can also be found
using potential (2). In this case, we should put A =0in
Egs. (2) and (3) [11]. Calculations based on Egs. (5)—
(7) show that the dastic stresses and strains inside the
precipitate are homogeneous and depend strongly on
the parameter 3 = hy/r,. In this paper, the stressesinside
the precipitate are of no interest to us and we set them
equal to zero in what follows.

3. THE FORMATION OF MARTENSITE
NEAR A COHERENT INCLUSION

According to the DMT theory, the (relative) volume
density of the uniformly oriented martensite ¢,, in the
alloy under stress g at temperature T isgiven by [9, 10]

ou(T,0) = [1+ e

T - TCO
c0

Here, AU is the change in the internal energy of the
crystal associated with the transformation of an ele-
mentary volume w of the austenite phase into marten-
site, Auisthe changein theinternal energy per unit vol-
ume of the crystal due to this transformation, q is the
specific heat of the phase transformation, T, isthe crit-
ical (characteristic) temperature of the transformation
in the absence of stress gj, & isthe strain of the crystal
|attice associated with its structural rearrangement, and
my isthe orientational factor characterizing the match-
ing of the reference frames of stresses g;, and lattice
strains. It follows from Eqg. (8) that the amount of mar-
tensite in the crystal depends on the value and sign of
the energy Au. The crystal is dominated by austenite if
Au > 0 and by martensite if Au < 0. The condition Au =
0, under which the amounts of martensite and austenite
in the crystal are equal, defines the characteristic tem-
perature of the transformation:

Mij&ik O

(8)

AU = wAu, Au =g¢ =My &0

Tc = TcO + TcO (9)

According to Eq. (9), the application of external stress
to the crystal causes the critical temperature of the
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transformation to change. Obviously, the presence of
precipitates, which produce long-range elastic fields,
will also affect the characteristic temperature.

Taking into account the orientationa relations
between the lattices of phase B2 and martensite Rin the
case of Ti3Ni, particles and the B2 — R phase transi-
tion considered above, we obtain my,&;0; = &€,0,. The
contributions to the energy change due to the martensi-
tic transformation from the other components of the
stressfield can be neglected because of the smallness of
these components in comparison with o, (Fig. 2). Sub-
stituting the change in energy into Eq. (8), we obtain
the spatial distribution of the volume density of marten-
site near the precipitate at different temperatures:

Pmirz1)
-1
o T —Teo_ &:04(1, 270 (10)
= Ol +ex [B - ]D .
O p u TcO q 0 N

Here, B = wg/kT = w/kT, is a parameter determining
the spread in the transformation temperature ATy, =
4T /B [9, 10]. In the case of the B2 — R phase transi-
tion, for ATz=20K and T, = 300K [1], we have B = 60.
Setting gz = 30 MJI m2[14], we find the el ementary vol-

ume for R-martensite transformation to be w =5 nmd, It
should be noted that the B2 — R phase transition pro-
ceedsinitially as a second-order transition, but then, as
the temperature is lowered further, this transformation
becomes a diffuse first-order phase transition with a
temperature hysteresis of approximately 5-10 K [1,
14]. Although the DMT theory is capable of describing
transformations intermediate between first and second
order [15], we will assume the formation of the R mar-
tensite to be a pure first-order phase transition in our
calculations.

To calculate the spatial distribution of martensitein
the elastic field of the coherent precipitate numerically,
we conveniently represent Eq. (10) in the dimension-
lessform

Ou(F,zt) = {1+exp[B(t—1-alS(F, 2]}
i _ 1 1-v
ST 2) = (1—2v)(1+v)[ 5] e 2)

+|§—Z|[s”(r, 2) + g0l 2)]} )

=% - HEN
SZ - E|6Z|, a |EZ||62| [hD! t T/TCO'

Figure 4a showstheradia distribution of the R marten-
site calculated from Eq. (11) for &,=1 x 102 and ag =
0.4 at distance z = 2h, from the precipitate for two val-
ues of temperature T > T, It can be seen that, at both
temperatures, the martensite concentration near the
precipitate is significantly higher than that far from it.
The distribution of the R martensite in the rz plane near
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Fig. 4. (a) Dependence of the volume density of the R mar-
tensite on radius at the distance z = 2h, from the precipitate at
different temperatures: (1) 1.05T and (2) 1.1T,. (b) Level
lines of ¢ in the rz plane near the precipitate at a tempera-
tureof 1.05Ty; thevaluesof prare (1, 2) 0.76, (3) 0.52, and
(4) 0.29.

1.0
1 2
X~
©0.5f
0 1 1 1 !
0.8 0.9 1.0 1.1 1.2

T/ Tc'O

Fig. 5. Temperature dependence of the volume density of
the R martensite at the point r = 0, z= 2hy (1) in the absence

and (2) in the presence of the coherent precipitate.

the precipitate at a temperature of 1.05T, is presented
in Fig. 4b. The increase in the volume density of mar-
tensite at a point in the crystal with decreasing temper-
atureisillustrated in Fig. 5 in the absence (curve 1) and
in the presence (curve 2) of the precipitate coherently
joined with the matrix.
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Fig. 6. Distributions of (a) internal stresses and (b) volume
density of the R martensite in a crystal containing precipi-
tates with a volume density of 9% at a temperature of
1.05Tqq.

Electron-microscopic studies [4-6] show that the
uniformly oriented R martensite near particlesof TigNi,
consists of lamellae one to severa tens of nanometers
thick and 10 to 200 nm long. The DMT theory does not
describe the morphology of martensite but rather
allows one to determine its volume density at a given
point in the crystal. In the case of martensite lamellae,
we have ¢\, = Ay//\, where A\, is the thickness of mar-
tensite lamellae and A is the distance between them. In
theinitial stage, where the R-phase formation proceeds
as a second-order phase transition, rhombohedral crys-
tal nuclei arise, rather than lamellae, in the vicinity of
precipitates [5].

4. THE INFLUENCE OF THE VOLUME DENSITY
OF PRECIPITATES ON THE PARAMETERS
OF THE MARTENSITIC TRANSFORMATION

According to electron-microscopic studies [6],
R-martensite |lamellae form not only near TisNi, parti-
cles but a so between them, where the stressfields pro-
duced by individual precipitates overlap. The strength
of the resultant stress field depends on the volume den-
sity and mutual orientation of precipitates.

In TiNi crystals annealed in the absence of an exter-
nally applied stress, there are four energetically equiv-
alent, different orientations of Ti3Ni, particles, in accor-
dance with the number of habit planes of the (111) type
for these particles [12]. Since the distribution of
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stresses near these particlesis anisotropic, the resultant
stress will be maximum if only one orientation of par-
ticles dominates in the disperse structure. This is the
case, for example, in aTiNi alloy annealed in the pres-
ence of unidirectional stresses of either sign applied to
thealoy [4, 12]. An anisotropic distribution in orienta-
tion of TigNi, particlesis the cause of the bidirectional
shape memory effect observed in TiNi alloys[1, 4]. We
consider this case in what follows.

We assumethat, inaTiNi aloy annealed in the pres-
ence of unidirectional stresses applied to the alloy, dis-
perse particles are oriented along the same direction
and form a spatial structure. For simplicity, we assume
this structure to be regular, for example, closeto tetrag-
onal with the lattice parameters |y = Iy and I, < Iy. The
Ti;Ni, particles are located at the sites of the tetragonal
superlattice, so that the volume density of the particles
is f = V,/V, where V, = (4/3)rr2h, is the volume of a
precipitate of the typeindicated above and V = Ixlyl is
the volume of the unit cell of the tetragonal superstruc-
ture. The z axes of the precipitates are directed along
the Z axis of this structure.

The internal stress field produced by the regular
superstructure can be written as a triple sum over the
sites of its lattice. Using the notation introduced in

Eq. (11) and the fact that (X, y) = (X + ¥°)¥2, we
obtain

(%, ¥.,2)

N N N ) o ) ) (12)
= z z ZSZ(X+ mix, ¥+ nly, 2+ klz),
0O 0 O

where S= 0/E|d,|; o isthe total stress produced by the
precipitates located at the sites of the superlattice; and
Ix =lx/rg, Iy =1/, and Iz =1;/ry are the dimension-
less |attice parameters of the tetragona superstructure.

Figure 6ashowsthe distribution of interna stressesin
the disperse structure calculated from Eg. (12) with the
parameters |y = Iy = 3ry and |; = ry. The volume density
of precipitatesin thiscaseisf = 41h,/27r,= 9 x 102 The
curvein Fig. 6aisthe dependence of the dimensionless
stress S, Y, 2) on the coordinate x within two unit cells
of the tetragonal superlattice at distancesy =0and z =
2h, from precipitates. It can be seen that, due to sum-
mation of the stresses produced by neighboring precip-
itates, the stress in the region between them is nearly
twice as large as the stress produced by an individual
precipitate (curve 1 in Fig. 2). The amount of marten-
site also increases in the regions of enhanced stresses.
Figure 6b shows the dependence of the volume density
of the R martensite on the coordinate x calculated for a
temperature of 1.05T, from the expression

ERTER)
K
= {1+ exp[B(t-1-alS(x, y, 2]}
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It is seen that, in the regions where the interference of
stresses produced by neighboring precipitates is con-
structive, the alloy transforms completely into marten-
site at the temperature indicated, whereas near an iso-
lated precipitate a certain volume fraction of the auste-
nite at this temperature has not yet undergone the
transformation (curve 1 in Fig. 4a).

To investigate the influence of the volume density of
precipitates f on the parameters of the martensitic trans-
formation, we need to perform spatial averaging of the
internal stresses (12) for different values of f. For this
purpose, it will suffice to average the stress field over
onetetragonal unit cell. The volume density of marten-
site (13) can also be averaged over a unit cell of the
superlattice. However, these computations are very
time consuming. Therefore, in order to estimate the
average stress field, we use the results obtained by
Eshelby [11, 12], according to which the averaged
internal strain field in a crystal is proportional to the
volume density of dilatation (or shear-strain) centers.
Therefore, in our case, [8,[0= 9,f and, according to
Egs. (9) and (11), the characteristic temperature of the
martensitic transformation is a linear function of the
volume density of precipitates.

_ _ |Ez||6z| (L—vorED
T(f) = To(l+af), a = -2yl viigd (14

For the values of the parameters of the B2 — R phase
transition indicated above, we obtain a = 0.5. In the
approximation of the average internal stress field, the
volume density of martensitein acrystal with avolume
density of precipitates f should vary with temperature
according to the law

T-T(f)7™

Ou(T, f) = [1+ exp%_l_—com] (15)

5. CONCLUSION

Thus, the results of this study show that the DMT
theory allows one to quantitatively analyze the mecha-
nism of heterogeneous nucleation of martensite near an
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individual precipitate and investigate the influence of
the volume density of precipitates on the parameters of
the martensitic transformation. The results obtained
here will be used to devel op a quantitative theory of the
bidirectional shape memory effect.
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Abstract—Crystals of anmonium lithium sulfate NH,LiSO,in a and 3 modifications are studied, and condi-
tions of their nucleation and growth are determined. The a modification of NH,LiSO,and o — 3 phase tran-
sitions are investigated using polarized light microscopy, x-ray diffraction, and differential scanning calorime-
try in the temperature range 80-530 K. It is found that, depending on the conditions of growth and storage, there
exist two temperature ranges (T, , g = 340-350 and =440-450 K) in which the crystals can undergoan o — 3
reconstructive phase transition. The enthalpy of thistransformation depends on the symmetry of thefinal phase.
In the former case (340-350 K), the reconstructive phase transition leads to rapid destruction of the sample. In
the latter case (440450 K), the crystal structure undergoes a dlow transformation (recrystallization) without
noticeable distortions. The results obtained indicate that no structural phase transition occurs in the a modifi-
cation of NH,LiSO, at 250 K. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Ammonium lithium sulfate NH,LiSO, (NLS) has
been extensively studied over many years. It is estab-
lished that, during cooling, this compound undergoes
the following sequence of symmetry changes:

Pmen(c = ¢,)(Go) == P2;cn(c = ¢)(G,)
—= P2,/c11(c = 2¢,)(G,)
— Clcl(c =2¢,)(G,)

a T, = 460, 284, and 27 K, respectively [1-3]. The
phase is ferroelectric with considerable spontaneous
polarization at room temperature and ferroel astic below
~284 K. On the other hand, there have appeared works
in which new phase transitions in NH,LiSO, were
revealed or previously determined symmetry groups of
the known phases were subjected to question [4]. Cer-
tainly, polymorphism of the NH,LiSO, compound is
also responsible to alarge extent for the discrepancy in
the experimental results obtained by different authors.

The above sequence of transitions is observed for
NH,LiSO, crystals in the B modification (B-NLS).
These crystals have a tridymite-like pseudohexagonal
structure consisting of SO, and LiO, tetrahedra joined
together by their vertices and forming six-membered
rings perpendicular to the ¢ axis. In the structure, free
vertices of one half of these tetrahedra are directed
upward and the tetrahedra themselves are bound to the
upper layer of the tetrahedra, whereas the vertices of
the other half of the tetrahedra are oriented downward

and the tetrahedra themselves are bound to the lower
layer. The ammonium groups occupy cavities formed
between the layers. The unit cell parameters of the 3
modification at room temperature are as follows. a =
5280A,b=9.140 A, and c = 8.786 A. A comprehen-
sivereview of the experimental data availablein thelit-
eraturefor NH,LiSO, crystalsin the 3 modification was
given by Polomska[5].

The a modification of the NH,LiSO, compound (a-
NLS) has been known for more than one hundred years.
According to Pietraszko and Lukaszewicz [6] and
Tomaszewski [7], the structure of the a modification is
also composed of SO, and LiO, tetrahedra. However, in
the a modification, unlike the B modification, the SO,
and LiO, tetrahedralocated in alayer perpendicular to
the [001] direction can be joined not only by their ver-
tices but also by their edges. The adjacent layers are
bound to nitrogen atoms of the ammonium groups
through hydrogen bonds and form a layered structure
with the orthorhombic space group Pbc2; and the lat-
tice parameters a = 4.991 A, b = 10.196 A, and ¢ =
17.010 A. It should be noted that, as a rule, samples of
the a modification can involve several polytypes that
differ in thelattice parameter c: ¢, =¢,c,=2c, and ¢; =
3c[7].

The NH,LiSO, compound in the o modification has
an unstable structure and transforms into the 3 modifi-
cation upon heating. According to the differentia ther-
mal analysis (DTA) performed by Polomska et al. [8],
the as-grown crystals undergo areversible phase transi-
tion at a temperature of approximately 250 K and an
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irreversible (o« — ) phase transition at temperatures
closeto 350 K. These authors revealed a steplike anom-
aly inthe DTA curvesat 350 K and assigned thisfeature
to the coexistence of different polytypesin the sample.
Moreover, they investigated variations in the frequen-

ciesof librational and translational vibrations of SOf_,

NH; , and Li* ions upon the o —» B phase transition
with the use of far-infrared spectraoscopy [8].

The main objectives of the present work were asfol-
lows: (i) to elucidate the influence of the growth condi-
tions of NH,LiSO, crystals on the formation of the o
and 3 modifications, (ii) to investigate the reversible
phase transition to the a modification at 250 K, (iii) to
examine the kinetics of the a — [ reconstructive
phasetransition, and (iv) to analyze the thermodynamic
parameters of the phase transitions in NH,LiSO, crys-
tals.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

In order to solve the problems formulated above, we
used the techniques of measuring the heat capacity and
birefringence and also observations in polarized light.
The a and 3 phases in the studied samples were identi-
fied from the x-ray powder diffraction patterns
recorded on a DRON-2 diffractometer. For optical
investigations, the single-crystal sampleswere oriented
with a URS-1 x-ray instrument.

Observations in polarized light and measurements
of the birefringence of the crystals grown were per-
formed in the range from ~80 K to temperatures corre-
sponding to the decomposition of the studied com-
pound (~530 K). The birefringence was measured on
the (001) cleavage surfaces (c = 17.01 A). The measure-
ments were performed on a Berec compensator with an
accuracy of [110° and a Senarmont compensator with a
sensitivity of no less than 10~". The former compensa-
tor made it possible to investigate thin samples and to
determine the birefringence magnitude. It should be
noted that the temperature behavior of the birefringence
of B-NLS crystalsin the ranges of the ferroelectric and
ferroelastic phase transitions is sufficiently well under-
stood [9-11].

The thermodynamic properties were examined on a
DSM-2M differential scanning microcalorimeter. The
measurements were carried out in the temperatures
range 150-370 K with a low-temperature unit and in
the range 340-550 K with a high-temperature unit. The
calorimetric experiments were conducted using, for the
most part, single-crystal and, with rare exception, pow-
der samples. In the case when the compound was stud-
ied intheform of asingle crystal, close thermal contact
between the sampl e and the cell was ensured by a KPT-
8 organosilicon paste. The sample weight was approxi-
mately equal to 0.1-0.2 g. In order to determine the
confidence intervals of the thermodynamic parameters
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Fig. 1. Crystal habit of NH4LiSO,4in a and 3 modifications.

under investigation, the measurements were performed
with severa samples for each crystallization. The
weight of the samples was checked prior to and after
heating in each experiment. In all the main experi-
ments, the samples were heated or cooled at a rate of
8 K/min.

With the aim of determining the formation condi-
tionsfor NH,LiSO,single crystalsin the a and 3 mod-
ifications, we performed five crystallizations from a
solution under different conditions at temperatures of
281, 283, 293, and 303 K. Crystallizations at tempera-
tures of 281 and 293 K proceeded through spontaneous
growth without stirring of the solution (crystallizations
1, 2). All other crystallizations (crystallizations 3-5)
occurred through slow growth with stirring of the solu-
tion at temperatures of 283, 293, and 303 K.

3. RESULTS AND DISCUSSION

Thecrystals grown in the a and 3 modifications can
easily be distinguished by their habit. Single crystals of
NH,LiSO,in the a modification have the shape of rect-
angular plateswith perfect cleavage planes (001). Inthe
course of their growth, platelike crystals transform into
hexahedra with an angle of 90° (Fig. 1). Single crystals
in the B modification have the shape of hexagonal
prisms. It is worth noting that crystallization at a tem-
perature of 281 or 283 K resultsin the formation of the
o modification alone, crystallization at 293 K leads to
the formation of crystals in both modifications with an
equal probability, and crystallization at 303 K brings
about the formation of crystals only in the 3 modifica-
tion. An analysis of the results obtained in our investi-
gations demonstrated that, in [8], the scheme of the
crystallographic axes of the unit cell in the a modifica-
tion of the NH,LiSO, crystal isinvalid. The correct ori-
entation of the crystallographic axes with respect to the
growth facesisgivenin Fig. 1.

As was shown in numerous experiments, single
crystals of NH,LiSO,in the a modification slightly dif-
fer from one another. In the case when an as-grown
crystal obtained through crystallization 1 or 2 (sponta-
neous growth without stirring of the solution) isheld in
adry air atmosphere at room temperature, its transpar-
ency rapidly (either totally or partially) disappears. The
x-ray powder diffraction pattern taken from the opague
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Fig. 2. Micrographs of the (001) cleavage surfaces of a-NLS crystalsin polarized light: (a) T = 293 K, clear-cut extinctions;
(b) T =446 K, extinctions are absent; and (c) T = 446 K (exposure, 35 min), well-defined regions of the 3 phase.

part of the sample corresponds to the B-NLS structure.
The transparent part of the sample remains in the a
modification. Therefore, the a — [3 phase transition
can occur at room temperature. When the samples pre-
pared under the same conditions are kept in a hermeti-
cally closed vessdl for a certain amount of time (two or
three months), the process described above is not
observed. This process is aso not revealed in samples
produced by crystallizations3 and 4, i.e,, inthe crystals
grown, as might appear at first sight, under “ideal” con-
ditions: very slow growth (within two months) with
careful stirring of the solution. Consequently, all crys-
talsgrown in the a modification can be divided into two
groups, namely, the group A (as-grown crystalsthat are
prepared through the spontaneous crystallization with-
out stirring of the solution and can undergoana —~
monotropic transition in adry air aimosphere) and the
group B (crystalsgrown either under ideal conditions or
through any one of the above crystallizations and then
held in a hermetically closed vessel during a suffi-
ciently long period of time). Subsequently, the latter
crystals keep quite well in adry atmosphere. Aswill be
shown below, the results of optical and calorimetric
experiments performed with crystals of these groups
differ significantly.

Upon gradua heating, samples of the A group
undergo rapid destruction in the temperature range
330-350 K and become totally or partialy opaque, as
is the case with samples prepared through crystalliza-
tion 1 or 2 and then held in a dry atmosphere at room
temperature.

Crystals of the B group upon heating remain trans-
parent and exhibit clear-cut extinctions at temperatures
from 100 K to the range 440450 K, in which there
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occurs an a — 3 phase transformation. As follows
from numerous experiments, the o — 3 phase transi-
tion in the temperature range 440450 K proceeds very
slowly and, under isothermal conditions, does not nec-
essarily lead to destruction of the sample. Figure 2 dis-
plays the micrographs obtained for the (001) cleavage
surfaces of a-NLS crystals with the use of a polarizing
microscope upon hesating. It can be seen from Fig. 2a
that, at room temperature, the sampleistransparent and
exhibits clear extinctions. Upon heating of the sample,
extinctions become less pronounced at atemperature of
440 K and disappear at 446 K. As aresult, the sample
turns a speckled gray, which gives the impression that
it isoptically isotropic. This color is provided by small
regions (with asize of the order of several microns) that
exhibit extinctions upon rotation of the plate through
different angles (Fig. 2b). After isothermal holding for
30 min, part of these regionsrapidly grow (Fig. 2¢) and
transform into transparent regions of 3-NLSwith clear-
cut extinctions. The regions thus formed are relatively
large in size and frequently occupy the whole volume
of the sample. Judging from the geometry of the optical
indicatrices, the crystallographic directions in these
regions are random and their orientation is in no way
related to theinitia crystallographic directions of the a
phase. The formation of the 3 phase can proceed both
at a constant temperature and during heating or cooling
of the sample but, in al cases, only after the crysta
experiences a pseudoisotropic state. However, the
regions of the B phase formed upon heating or cooling
are considerably larger in size.

The temperature dependences of the birefringence
An. = (ny—ny) for NH,LiSO, crystals in different mod-
ifications are shown in Fig. 3. Curve 1 is depicted for
comparison and represents the temperature dependence
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of the birefringence An,(T) for B-NLS crystals with an
anomalous behavior in the range of two phase transi-
tions [11]. Experimenta data on the birefringence
Ang(T) for the two samples of a-NLS are shown by
curves 2. As can be seen from Fig. 3, the birefringences
for different modifications of NH,LiSO, in the [001]
direction have opposite signs. n, > n, for B-NLS[12]
and n, < n, for a-NLS. The temperature dependence of
the birefringence for a-NL S exhibits linear behavior in
the range 250440 K. At temperaturesbelow 250K, the
straight line smoothly becomes curved without a spe-
cific feature that could be assigned to a phase transition.
This shapeistypical of birefringence “tails’ associated
with pretransition phenomena (e.g., for CsLiSO, [13]).
We believe that, in this case, the phase transition can
occur at temperatures below 100 K. However, the tem-
perature dependence of the birefringence An,(T) can
deviate from linearity, for example, due to the freezing
of a small amount of interlayer water, which, in turn,
brings about macroscopic deformation of the sample.
Most likely, this is the reason why the temperature
dependences of the birefringence for the two samples
dlightly differ at temperatures below 250 K (Fig. 3). As
the temperature increases to higher than 440 K, the
birefringence magnitude rapidly decreases to zero and
the crystal becomes optically pseudoisotropic, as
described above. Note that the birefringence of the
studied samples goes to zero at different temperatures.
The experiments demonstrated that this point for differ-
ent samples liesin the temperature range 440-450 K.

The thermodynamic parameters (T, = 460 = 2 K,
T,=289+ 2K, AH, =1170 + 200 Jmol, AH, = 280 +
50 Jmol) for the phase transitions observed in B-NLS
crystals grown at a temperature above 300 K were
obtained in our previous study [11]. In the present work,
these values will be used as reference data in order to
determine the state of the studied samples. In the subse-
guent discussion, we will focus only on the phase transi-
tions occurring in crystals and, hence, will anayze
graphic data only on the anomalous hest capacity.

Figure 4 shows the temperature dependences of the
excess heat capacity measured in two experiments for
as-grown samples of a-NLS (group A) crystallized at
T =281K. Thesolid linerepresentsthe results obtained
upon thefirst heating. Asisclearly seen, the excess heat
capacity has no anomalies at temperatures of 250 and
289 K, which correspond to the reversible phase transi-
tions in a-NLS [8] and B-NLS (G, — G,) [11],
respectively. At the same time, the excess heat capacity
exhibits an anomaly with a maximum at a temperature
of 341 + 2 K. Thisisin reasonable agreement with the
previously determined temperature of the phase transi-
tion between the a and 3 modifications of NH,LiSO,
[8]. The change in the enthalpy associated with this
anomaly is estimated as AH,, _, = 2400 + 300 Jmol.

The excess heat capacity measured during the sec-
ond heating (dashed line in Fig. 4) is characterized by
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Fig. 3. Temperature dependences of the birefringence An, =
(ng—ny) for NH4LiSO, crystalsin the (1) B and (2) a mod-
ifications.
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Fig. 4. Temperature dependences of the excess heat capac-
ity for as-grown crystals of a-NLS (group A) upon the first
heating (solid line) and the second heating (dashed line).

two anomalies at temperatures T, =460+ 2K and T, =
290 * 2 K, which correspond to the successive phase
transitions G, — G, — G, in B-NLS. The enthalpy
changes upon these transitions are as follows: AH; =
900 + 200 Jmol and AH, = 280 + 60 Jmol. These
results are al'so in good agreement with the parameters
obtained in our recent work [11] for the NH,LiSO,
crystal in the B modification. Therefore, the studied
sample of a-NLS undergoes a monotropic phase tran-
sition at atemperature T, _ 5 =341+ 2K.

The temperature dependence of the excess heat
capacity for asingle crystal of a-NLS (group B) upon
the first heating after prolonged holding at room tem-
perature in a hermetically closed vessdl is depicted by
the solid linein Fig. 5. It can be clearly seen that, asin
the preceding case, the excess heat capacity does not
exhibit anomalies at temperatures of ~250 and ~289 K.
However, we also did not reveal the anomaly attributed
to the a — [ phase transition at a temperature close
to 341 K, which was observed for the as-grown sample
of a-NL Supon thefirst heating. With afurther increase
in the temperature, there appears an anomaly in the
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Fig. 5. Temperature dependences of the excess heat capac-
ity for single crystals of a-NLS (group B) upon the first
heating (solid line) and the second heating (dashed line).

excess heat capacity with amaximum at atemperature
of 460 £ 2 K, which coincides with the temperature of
the G, — G, phase transition in f-NLS[11]. It could
be assumed that, in the course of ageing, the sample
undergoes a monotropic phase transformation at room
temperature, as in the situation described above. How-
ever, the change in the enthalpy associated with the
observed anomaly in the heat capacity was found to be
AH = 3600 £ 500 Jmol; this value substantialy
exceeds the enthalpy change characteristic of the
Gy, — G, phasetrangition in B-NLS[11]. Such alarge
change in the enthal py agrees satisfactorily with the sum
of the enthalpies of the a — 3 monotropic phase tran-
sition (AH, _ = 2400 Jmol) and the G, — G, enan-
tiotropic phase transition in 3-NLS (AH; = 1000 Jmoal).
Upon repeated heating, the sample is characterized by
two anomalies in the excess heat capacity (dashed line
in Fig. 5) with thermodynamic parameters (T, = 459 +
2K, T,=290 + 2 K, AH; =920 + 200 Jmol, AH, =
220 £ 50 Jmol) typical of phase transitionsin B-NLS
single crystals.

Analysis of the results obtained in the calorimetric
investigations of as-grown samples prepared through
slow growth under isothermal conditions with careful
stirring of the solution (crystallizations 3, 4) demon-
strated that the structure of bulk samples can contain
crystal blocks of both groups A and B simultaneously.
The experimental temperature dependences of the
excess heat capacity for these samples are displayed in
Fig. 6. The behavior of the excess heat capacity during
thefirst heating to 380 K isillustrated by the solid line.
As can be seen, no anomalies in the heat capacity are
observed at temperatures of 250 and 289 K. However,
asisthe case with the sample prepared through crystal-
lization at 281 K, there appears a small anomaly at a
temperature of 347 + 2 K due to the phase transition to
the ferroelectric phase 3-NLS. The enthalpy change
(=720 Jmoal) proves to be considerably less than the
predicted value and amounts to approximately 1/3 of
the total enthalpy change AH, _ 5. Upon the second
heating (dot-dashed line in Fig. 6), as could be
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Fig. 6. Temperature dependences of the excess heat capac-
ity for as-grown crystals of a-NLS (crystallization 3) upon
the first heating to 380 K (solid line), the second heating
(dot-dashed line), and the third heating after cooling to
~370K (dashed line).

expected, the excess heat capacity has an anomaly at a
temperature of 293 + 2 K, which is attributed to the
G; — G, phasetransitionin 3-NLS. It isworth noting
that, in this case, the enthal py change (=100 Jmol) also
amountsto approximately 1/3 of thetotal value AH,. In
the high-temperature range, the excess heat capacity
measured during the second heating exhibits two more
peaks, at temperatures of 465 + 2 and 515 + 2 K. The
first temperature corresponds to the G, —= G; phase
transition in B-NLS, and the enthalpy change is aso
approximately equal to 1/3 of the total value AH,. Inte-
gration with respect to the area under the peak in the
heat capacity at T =515 K gives an enthalpy change of
=2200 Jmol, which amounts to approximately 2/3 of
the sum AH, _ g+ AH;. Upon the third heating (dashed
linein Fig. 6) after cooling to =370 K, the excess heat
capacity is characterized by only one anomaly with
thermodynamic parameters (T, = 465 £ 2 K, AH; =
860 £ 150 Jmol) typical of the G, — G; phase tran-
sition in B-NLS. The observed change in the enthalpy
indicates that, after the second heating, the sample
completely transforms into the B-NLS modification.
Therefore, it can be concluded that the studied sample
initially consisted of two parts with different tempera-
tures of the a — 3 phase transition. The shift in the
maximaof the heat capacity anomaliestoward the high-
temperature range above 450 K due to the a — 3
phase transition can be explained in terms of the kinet-
ics of the process. According to observations made
under a microscope, the time required to accomplish
this phase transition is considerably longer than the
time it takes for the studied sample to be heated in the
course of a differential scanning microcalorimetric
experiment at rates of 2—8 K/min.

An examination of the other samples prepared
through crystallization 3 revealed that the percentage
ratio between crystal parts with different temperatures
of the a — 3 phase transition changes from case to
case. For example, we obtained a sample in which only
5% of the entire volume was occupied by the crysta
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undergoing a monotropic phase transition in the tem-
perature range 340-350 K (group A).

Moreover, we made an attempt to establish a corre-
lation between the existence of polytypesin the struc-
ture of a-NLScrystals[7] and the phase transition tem-
peratures or the shape of the heat capacity anomaly dis-
cussed in [8]. It turned out that the x-ray diffraction
patterns of the (001) single-crystal plates contain a
large number of reflections. In addition to the (0 0 h)
reflections (hisan evenindex), which are characteristic
of al polytypes, the x-ray diffraction patterns exhibit
reflections corresponding to the lattice parameters ¢, =
34 A or c; = 51 A. The intensities of the latter reflec-
tions also change from sample to sample. Hence, we
believe that polytypes actually exist in the structure of
a-NLS crystals;, however, their influence on the exper-
imental results was not revea ed.

It seems likely that the origin of the a —~ 3 phase
transition at room temperature can be explained in
terms of the structural features inherent in the a modi-
fication. The crystal structure of a-NLSiscomposed of
widely spaced tetrahedral layers with ammonium ions
between them [6, 7]. Consequently, the solvent can be
adsorbed in interlayer cavities during the crysta
growth. The adsorption of the solvent most probably
occurs in the course of a rapid growth, even without
stirring of the solution, when the salt concentration
decreases in the vicinity of the growing facet of the
crystal. If the as-grown crystal is placed in adry atmo-
sphere, the water involved evaporates, thus initiating
the a — 3 phase transformation of the structure. This
process proceeds more vigorously in the region of
intensive vaporization. Under the conditions where the
crystal grows slowly or when the sample is held in a
closed vessdl, there occurs diffusional relaxation of
impurities along the layers toward the crystal edges.

In order to verify the above assumption, we exam-
ined the behavior of asaturated solution under amicro-
scope in the temperature range 200-350 K. It was
found that the studied solution solidifies at a tempera-
ture of 250 K and undergoes melting at 256 K. The
most intensive evaporation of the water from a satu-
rated solution during heating is observed at tempera-
tures above 330 K. For the same purpose, we performed
acaorimetric investigation of the sample in the a mod-
ification prepared through the crystallization at a high
rate (3—4 days). As can be seen from Fig. 7, the excess
heat capacity of a-NLS crystals exhibits an anomaly
with the maximum at atemperature of 255 + 2 K (upon
heating), which is in reasonable agreement with the
results obtained in [8]. This anomaly was reproduced
only in the case when the sample was not preliminarily
heated to a temperature above 340-350 K, for which
the mass | oss of the sample reached approximately 2%.
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Fig. 7. Temperature dependence of the excess heat capacity
for a-NLS prepared through crystallization at a high rate
(34 days).

4. CONCLUSIONS

Thus, the experimental investigations of the bire-
fringence and heat capacity demonstrated that no struc-
tural phasetransition occursin a-NLScrystalsat atem-
perature of 250 K. The anomaly observed in the heat
capacity in this range of temperatures was attributed to
the incorporation of a large amount of water into the
studied sample.

It was established that, depending on the conditions
of growth and storage of NH,LiSO, crystals, the tem-
perature of the a — [3 monotropic phase transition
can vary from room temperature to the boiling point of
the salt solution (crystals of the A group). This transi-
tion is accompanied by complete destruction of the
sample. Under the conditions where the crystals slowly
grow with stirring or when the samples are held in a
moist air atmosphere over a sufficiently long period of
time (crystals of the B group), the a — 3 phase tran-
sition occurs in the temperature range 440-450 K. The
crystal structure of these samples undergoes a slow
transformation (recrystallization) without noticeable
distortions. It was assumed that, in the temperature
range 340-350 K, the reconstructive phase transition is
initiated by the evaporation of a small amount of the
water incorporated into the interlayer cavities (crystals
of the A group). With time, the water molecules diffuse
toward the crystal edges (crystals of the B group). The
enthalpies of this transformation, which can proceed at
different temperatures, aso differ significantly. This
can be explained by the fact that the NH,LiSO, com-
pound undergoes a phase transition to the G, ferro-
electric phase of the B modification at T = 340-350 K
and a phase transition to the G, paraelectric phase at
T = 460 K. The investigations performed did not reveal
a unique correspondence between the existence of
polytypesin the structure of the a modification and the
phase transition temperature T, _ g.
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LOW-DIMENSIONAL SYSTEMS

AND SURFACE PHYSICS

Acoustic, Optical, and I nterface Phonons
in BeTe/ZnSe Superlattices
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Abstract—Raman scattering in anumber of BeTe/ZnSe type-11 superlattices which share no common cations
or anions in the interfaces was studied. Folded acoustic phonons; LO phonons of the first, second, and third
order in the ZnSe layers; and Kliewer—Fuchs-type el ectrostatic interface phonons were observed when excited
in resonance with the direct exciton transition in the ZnSe layers. Nonresonant excitation produced L O phonons
in the ZnSe and BeTe layers and a high-frequency mechanical interface mode, assigned tentatively to alocal
vibration of the interface Be-Se bond. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

AB/CD-type semiconductor superlattices (SLs) with
zinc blende structure have recently been attracting con-
siderable interest. The specific features of such SLs
originate from the absence of common cation or anion
atoms at their interfaces. Chemical bonds on both sides
of the interface in a structure with a zinc blende lattice
and asingle heterointerface liein mutually perpendicu-

|lar planes, (110) and (110), which may resultin optical
anisotropy in the interface plane. The optical properties

for light polarizations e || [110] and e || [110] are dif-
ferent. In symmetric quantum wells with a common
anion in the wells and barriers, this optical anisotropy
has opposite signs at the direct and inverted interfaces
and, therefore, is not manifested (canceled), provided
both interfaces are equivalent. In AB/CD-type struc-
tures, however, the direct and inverted interfaces can
differ chemically, thus producing strong optical anisot-
ropy (up to 80-90%). A theoretical analysis of related
problems can be found in [1, 2].

The BeTe/ZnSe structure belongs to the new
AB/CD-type of superlattices. Its band structure has
been established to be type Il and to have very large
band offsets [3]. The minimum of the conduction band
isin the ZnSe layers, and the maximum of the valence
band isin the BeTe layers. The electron and hole wave
functions overlap only near the interfaces, and, there-
fore, the latter play avery essential role. The two inter-
faces (direct and inverted) are, in general, chemically
different and contain specific bonds of the BeSe and
ZnTetypewhich do not existintheinner SL layers. The
optical anisotropy of such SLs with inequivalent inter-
faces manifestsitself in avery large linear polarization
of indirect exciton luminescence [4—6].

The absence of common atoms at the interfaces also
affects the phonon spectra. Calculations performed for

the InAs/GaSh superlattice in terms of a linear chain
model [7] have shown that the existence of specific
GaAs- and InSb-type bonds at the interfaces gives rise
to the formation of two additional specific phonon
modes (transverse and longitudinal) which are local-
ized at the interfaces. One of these modes, originating
from the GaAs bond (at the so-called “light interface”),
isvery strongly localized and has the highest frequency
in the spectrum. The other mode, caused by the InSh
bond at the “ heavy interface”, lies between the acoustic
and optical regions of the SL phonon spectrum and is
localized more weakly. Similar modes were observed
experimentally in the INAs/GaSh [8, 9] and CdSe/ZnTe
[10, 11] SLsby using Raman spectroscopy. These local
modes are sensitive to the nature and quality of aninter-
face, and it was suggested that they could be employed
for interface characterization.

To the best of our knowledge, Raman scattering
from phonons in BeTe/ZnSe superlattices was studied
only in [12], where folded acoustic and L O phonons of
the BeTe and ZnSe layers were observed. It thus
appears of interest to further the investigation of Raman
scattering in BeTe/ZnSe superlattices under resonant
and nonresonant excitation and to attempt to observe
the interface phonons.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUES

We studied two sets of BeTe/ZnSe SLs grown
through molecul ar-beam epitaxy (MBE). The SLswere
grown on (001)-oriented GaAs semi-insulating sub-
strates. An epitaxial GaAs buffer was grown to improve
the surface quality. The growth was conducted at a sub-
strate temperature of 300°C. In the first set, intended
primarily for polarized-luminescence measurements, a
20-period BeTe(1.8 nm)/ZnSe(5 nm) superlattice was

1063-7834/03/4508-1579%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Table 1. Superlattice parameters
Num- |, _ Interfacetype
Sarr:;ple ber of d_gﬁ: o, (dzlnrérg) Ejéer}rg) (determined
" |periods by growth)
1522 | 20 6.76 497 | 179 ZnTe
1794 | 10 9.5 60 | 35 ZnTe
1795 | 10 8.0 3.76 | 4.24 ZnTe
1797 | 10 3.3 =0.8 | 25 ZnTe
1798 | 10 3.3 =08 | 25 ZnTeand
BeSe
1799 | 10 33 =0.8 | 25 BeSe

grown between comparatively thick Be,ZnggrSe
cladding layers. The growth was performed in such a
way asto make all interfaces primarily ZnTetype. With
this purpose in mind, the BeTe-ZnSe interface (ZnSe
epitaxy on BeTe), for example, was obtained by grow-
ing a 0.5 ZnTe monolayer on the BeTe surface, which
terminated in Te atoms. After this, the Te source was

800
(a)

600

400 | | | | | | | | |

800} * (b)

Intensity, arb. units

600

400 -

200+ *

0L 1 1 1 1 1 1 1 ]
10 20 30 40 50

Raman shift, cm™!

Fig. 1. (&) Raman scattering spectrum from folded acoustic
phonons in SL 1522 obtained in the Stokes region; Eg =
2.807 eV (resonance with the ZnSe exciton), T = 300 K.
(b) Raman spectrum obtained under nonresonant excita-
tion; Eg = 2.54 eV (note scattering from the GaAs sub-
strate; the star identifies the laser plasmaline).
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shuttered and the surface was exposed to Zn flux for
one second. The BeTe epitaxy on ZnSe was carried out
with the shutters operating in the opposite sequence.
The thicknesses of the ZnSe and BeTe layers were
determined from x-ray measurements. The SL 1522
belongs to this type. The second SL set was prepared
without Be,3Znyg,5€e layers. The substrate was not
rotated during the course of growth. This resulted in a
gradient in the Te/Be flux ratio and in the layer thick-
nesses along a certain direction in the sample plane.
These SLs consisted of ten periods only; their central
thicknesses derived from x-ray measurements and cali-
brated growth rates are listed in Table 1. Note that the
layers in our samples are very thin; therefore, their
properties should be very sensitive to the interfaces. In
structures with ultrathin ZnSe films (2-3 monolayers)
sandwiched between 2.5-nm thick BeTe layers, the
concentration of interface bonds is comparable to that
of the regular ZnSe bonds. As follows from x-ray stud-
ies, one cannot avoid the formation of BeSe bonds even
when trying to grow only ZnTe-type interfaces[13]. As
we see later on, this conclusion is supported by Raman
studies.

1.2

x4

0.8

0.6

Intensity, arb. units

W

|
550

1
450
1

1
350
Raman shift, cm™

0 1
150 250
Fig. 2. Raman spectrum of SL 1522 obtained under nonres-
onant excitation in the optical phononregion; Eg =2.54 €V,
T = 100 K. Note the scattering lines from the layers of the
ZnSe (250 cmY), BeTe (497 cm™Y), and GaAs substrates
(291 cm™). The very weak line at 534.6 cm™ indicated by

an arrow is tentatively assigned to interface Be-Se bonds.
The star identifies the laser plasmaline.

No. 8 2003



ACOUSTIC, OPTICAL, AND INTERFACE PHONONS

4_
IILO
I1LO
3_
£
=
E
ES
E
1_
IHILO
1 1 1 1 1 1 1
200 300 400 500 600 700 800

Raman shift, cm™!

Fig. 3. Raman spectrum of SL 1522 obtained under exci-
tation in resonance with the direct ZnSe exciton. Eg, =
2.807 eV, T = 300 K. Raman scattering from first-, second-,
and third-order ZnSe L O phonons is seen against the back-
ground of the luminescence band from the claddings.

Raman scattering measurements were conducted in
the 90° geometry at temperatures of 100 and 300 K on
adouble-monochromator U-1000 spectrometer (Jobin—
Yvon) with a linear dispersion of 0.24 nm/cm. The
spectrawere excited by the 488-nm Ar* laser line or the
441.6-nm line of an He-Cd laser. The luminescence
was measured at 30 K under excitation by the 488-nm
line of an Ar* laser.

3. EXPERIMENTAL RESULTS, CALCULATIONS,
AND DISCUSSION

Figure la presents a Raman spectrum of the SL
1522 obtained in the acoustic-phonon region under
excitation by the 441.6-nm (2.807 eV) He-Cd laser
line. At room temperature, this excitation energy isin
resonance with the direct excitonic transition in the
ZnSe layer. Even when measured at alow pump inten-
sity (less than 2 mW), the spectrum in the Stokes and
anti-Stokes regions exhibited a characteristic doublet
peak corresponding to a first-order folded acoustic
phonon. We used the frequency v = 20.3 cm™, corre-
sponding to the center of the doublet peak, and the
sound velocity for ZnSe, v = 4.07 x 10° cm/s, to derive
the SL period d = v/cv = 66.8 A, which is in good
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Fig. 4. Luminescence band of SL 1795 and two bands of its
phonon replicas due to the ZnSe and BeTe LO phonons. T =
30K, Eg =254 V.

agreement with the x-ray data listed in Table 1. The
presence of a folded-phonon doublet peak in the spec-
trum arguesfor ahigh homogeneity in the period and in
the layer thickness, as well as a satisfactory interface
quality. No folded-phonon peaks were observed under
nonresonant excitation (Fig. 1b). They are probably
masked by some steplike structure in the spectrum,
which is related apparently to scattering from the sub-
strate or the GaAs buffer layer.

Figure 2 displays a Raman spectrum of the SL inthe
optical phonon region obtained under nonresonant
pumping. The peak at 250 cm isdueto the LO phonon
from the SL ZnSe layers and the Be,y3Zng 4;Se clad-
ding. The strong peak at 291 cm corresponds to the
LO phonon of the substrate and the GaAs buffer. The
497.0-c* peak originates from the BeTe-layer LO
phonon. A very weak peak is observed at 534.6 cm™.
We assign this pesk tentatively to interface BeSe bonds.
The existence of such bonds (i.e., the inequivalence of
the interfaces) is argued for by the very substantial
(~50%) linear luminescence polarization of the indirect
transition in this BeTe/ZnSe superlattice.

Figure 3 shows a Raman spectrum obtained under
excitation in resonance with the direct exciton transi-
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Fig. 5. Raman spectrum of SL 1794 from folded acoustic
phonons of the first and second order obtained under reso-
nance excitation (Eg = 2.807 eV). T = 300 K. No doublet

structure of the bands is observed.

tionin ZnSe. Oneclearly seesstrong first-, second-, and
third-order LO phonons from the ZnSe layers super-
posed on the luminescence band produced in the
BeZnSe cladding. Unfortunately, the ZnSe 2LO-
phonon frequency in the BeTe/ZnSe superlattice coin-
cides with the BeTe LO phonon frequency, with the
result that the peaks corresponding to BeTe and to the
BeSe interface mode excited in resonance with the
direct ZnSe exciton are not seen. Excitation in reso-
nance with the BeTe band gap isimpossible because the
gap widthisin excess of 4 eV.

Let us turn now to a discussion of the results
obtained with SLs without the cladding layers. As an
illustration, consider the luminescence spectrum of SL
1795 measured at 30 K. We clearly see the indirect
exciton transition line, as well as two replicas corre-
sponding to the ZnSe and BeTe L O phonons. The linear
polarization is ~10%. Excitation in resonance with the
ZnSedirect exciton was achieved on SL 1794. Figures 5
and 6 display the corresponding Raman spectra in the
acoustic- and optical-phonon regions, respectively. We
believe that the peaks in Fig. 5 are due to unresolved
first- and second-order folded phonons. The SL period,
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Fig. 6. Raman spectrum of SL 1794 from the ZnSe LO
phonon of () the first and (b) second order obtained under
excitation in resonance with the ZnSe exciton. Eo, = 2.807 eV,

T =300K. Dashed linesillustrate unfolding of the observed
peaks into two Gaussians. The low-frequency profiles cor-
respond to (a) ZnSe-like and (b) BeTe-like electrostatic
interface modes of the SL.

as derived from their frequencies, lies within the inter-
val of the period values 84-105 A determined from x-
ray measurements for the sample from which the small
piece used in the measurements was cleaved out. The
fact that the peaks do not resolve in doublets implies a
certain inhomogeneity of the sample, as well as a pos-
sible additional broadening associated with the small
number of periods. As in the case of SL 1522 (see
above), no folded phonons were observed under non-
resonant excitation.

The optical-phonon region (Fig. 6) revealed strong
ZnSe LO and 2L O phonon peaks. An unresolved struc-
ture is seen on the low-frequency side of these peaks.
Each of the peaks was unfolded into two Gaussians, as
shown in Fig. 6 by dashed lines. The low-frequency
peaks lie at 228 and 484 cm. We identify them with
Kliewer—Fuchs-type electrostatic interface modes,
which are related to the difference between the dielec-
tric functions g,(w) and &,(w) of the two adjacent
media. Theintensity of the interface modes of thistype
is enhanced under resonance excitation. Neglecting
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230

220

210

Fig. 7. Calculated electrostatic interface phonon miniband
frequencies for SL 1794 plotted vs. kd, (d, is the BeTe

layer thickness). k, = 0 and 1vd.

retardation, their frequencies w(k,) can be derived from
the dispersion relation [14]

cos(k,d) = [(r]2+ 1)/2n] sinh(k,d;) sinh(k,d,)
+ cosh(k,d,) cosh(k.d,),

whered =d, + d, and n = g;(w)/e,(w). Here, g;(w) and
£,(w) are the dielectric functions of ZnSe and BeTe,

(D)

respectively, with & = &7 (62 — wio (WP — Wig;),
where w, o and wyq; are the frequencies of the longitu-
dinal and transverse optical phonons for the ith layer.
Figure 7 plots the phonon frequencies calculated using
Eq. (1) vs. kd, for the valuesk, = 0 and 1/d correspond-
ing to the phonon miniband edgesfor the given value of
k.. The minibands of allowed frequencies are separated
by agap. The experimental values of theinterface mode
frequencies agree with the calculations for large values
of k.. Thus, scattering from interface modes occurs
without wave vector conservation, which is possible
with the participation of impurities and surface rough-
ness [15].

Figure 8 compares two Raman spectrain the region
of the BeTe LO phonon. The spectrumin Fig. 8a, which
was obtained under nonresonant excitation, contains
the BeTe L O phonon line and a higher-frequency mode,
which we assign to theinterface Be-Se bond. The spec-
trum in Fig. 8b, obtained under excitation in resonance
with the ZnSe exciton, exhibits only the broader line of
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Fig. 8. Raman spectrum of SL 1794 in the region of 500 cm L.
(8) Egx = 2.54 eV and (b) Eo = 2.807 €V (resonance with
the ZnSe exciton). Spectrum (a) showsthe BeTe LO phonon
line and the local interface mode of Be-Se bond. Spectrum
(b) shows only the broader line due to the ZnSe 2LO
phonon.

the ZnSe 2L.O phonon. Thus, the line associated with
the BeSe mode does not apparently undergo noticeable
enhancement under excitation in resonance with the
direct ZnSe exciton (in contrast to the electrostatic inter-
face modes discussed above). This may indicate that the
direct exciton is strongly localized within the ZnSe layer
and only weakly overlapsthe mechanical interface mode
extending only over afew atomic layers.

Figure 9 displays Raman spectraof three SLs, 1797,
1798, and 1799, with BeTe layers equal in thickness
(about 2.5 nm) and with very thin (2—3 monolayers)
ZnSe layers. Attempts were made to grow only
ZnTe-type interfaces in the SL 1797, alternate ZnTe-

Table 2. Longitudinal optical phonon frequencies and force
constants of chemical bonds

Compound Vi o cm? K, 10° dyn/cm
BeTe 500 0.621
ZnSe 250 0.66
BeSe 575 0.789
ZnTe 209 0.552
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Fig. 9. Raman spectrain the region of 500 cmL obtained for
three SLs with the shortest periods (SL 1797, 1798, 1799)
grown in different conditions. The presence of a high-fre-
quency line in the spectra indicates the existence of inter-
face Be-Sebondsin al three samples. Therelativeintensity
of thisline (compared to the BeTe L O phonon line) ishigher
in short-period SLs.

and BeSe-type interfaces in the SL 1798, and only
BeSe-type interfaces in the SL 1799. However, the rel-
ative BeSe line intensity is seen to be only dightly
higher in SL 1799. This signals the presence of inter-
faces of both typesin all three SLs, irrespective of the
growth conditions, which correlates with the x-ray
measurements. It should be stressed, however, that the
relative intensity of the BeSe line in these short-period
samples is higher than in samples with a large period
(for instance, in sample 1522), which finds natural
explanation in the larger volume fraction of interfaces
in the short-period samples. The fact that the BeTe LO
phonon line in SLs 1798 and 1799 is broader and
shifted toward higher frequencies may indicate poorer
sample quality and the existence of additional stresses.

We carried out calculations of the Be-Se bond
vibration frequency in terms of the linear-chain model
for astructure of the type shown in theinset to Fig. 10.
Only the nearest neighbor interactions were included.
Thelinear-chain model yieldsthe following equation of
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Fig. 10. Amplitude of atomic vibrations at the Be-Seinter-

facefor the 528-cm™ mode. The cal cul ation was carried out
intermsof thelinear—chain model for astructure of thetype
shown in the inset.

vibrational motion in the [001] direction for the nth
atom with a displacement u, = e'U,;:

2
_mnw LJn = Kn—l,n(Un—l_Un)
_Kn,n+1(Un_Un+1)l

where nisthe atomic index (1 < n< N), m, isits mass,
and the effective force constants kK were chosen so that
the linear chain model [16] reproduces the LO phonon
frequencies for the bulk BeTe, ZnSe, BeSe, and ZnTe
materias. These force constants are listed in Table 2.

Solving coupled equations (2) yields the frequency
eigenvalues and the corresponding eigenvectors of nor-
mal vibrations. The results obtained show that the num-
ber of eigenfrequencies increases and their values
change with increasing number of atoms. The maxi-
mum frequency 528 cm (which exceeds the BeTe LO
phonon frequency) does not, however, depend on N,
and the corresponding eigenvector, as is evident from
Fig. 10, has a noticeable magnitude only in the imme-
diatevicinity of the BeSelight interface. The amplitude
is the largest for the Be atom near the interface (the

)
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sixth atom in the structure depicted in Fig. 10). Thus,
we assign the frequency of 528 cm™ to alocal interface
Be-Se bond mode. There is no such frequency in a
structure that does not have Be-Se-type bonds. In view
of the rough character of the calculations, the calcu-
lated Be-Se bond frequency may be considered to
agree well with the experiment (534 cm ™).
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Abstract—The shape of lines in the radiospectroscopic (NMR and EPR) and dielectric spectra of materials
formed by nanoparticles (hereafter, nanomaterials) is analyzed theoretically. The theory is developed in the
framework of the core and shell model according to which a nanoparticle consists of two regions whose prop-
erties are affected and unaffected by the surface, respectively. The changes in the resonance frequency, the
relaxation time, and the static permittivity due to the surface tension are taken into account, and the Gaussian
and Lorentzian shapes of homogeneously broadened lines are considered. The inhomogeneous broadening of
the spectral lines is examined for several types of nanoparticle size distributions. It is demonstrated that the
splitting of the initia linesin the spectra of bulk systemsinto pairs of lines with a decrease in the particle size
is a specific feature of the spectra of nanoparticles. The intensities and half-widths of the lines are investigated
as functions of the parameters of the size distribution of nanoparticles. The results of theoretical calculations
are compared with recent experimental data on the 'O and Mg NMR spectra of nanocrystalline MgO. The
theoretical dependences of the intensity, the resonance frequency, and the half-width of the spectral linesarein
good agreement with the experimental data. The proposed theory offers a satisfactory explanation of the behav-
ior of the static permittivity in BaTiO5; ceramic materials with nanometer-sized grains. © 2003 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Investigations into the properties of nanomateri-
als—nanoparticle powders, ceramics with grain sizes
of the order of nanometers (nanoceramics), and nano-
composites in which nanoparticles of one material are
incorporated into the matrix of another material—have
attracted the attention of researchers for a number of
reasons. In particular, the unusual physical properties
and pronounced surface effects [ 1-3] make these mate-
rials very promising for different technical applications
(see[4] and references therein).

The influence of size effects on the properties of
nanoparticlesis better understood than that of films pre-
pared from different materials (see [5] and references
therein). The existence of the critical size of ferroelec-
tric particles, below which ferroelectricity is not
observed in the particles, has been established by
numerous investigations, including x-ray diffraction,
transmission electron microscopy, dielectric measure-
ments, and radiospectroscopy [6-8].

The considerable scatter in the critical sizes of nano-
particles can be explained by the different conditions of
their preparation [9] and depends on their environment,
which is different in powder, ceramic, and composite
systems. For example, the critical size of nanoparticles
in a BaTiO4 ceramic material appears to be approxi-
mately ten timeslarger than that in powder samples[7].
Moreover, dielectric measurements have been per-
formed in external electric fields. Consequently, dielec-
tric investigations of nanoparticles provide information

on the response of a particle-matrix system as awhole
rather than on particles themselves. It is evident that
radiospectroscopic methods do not have this disadvan-

tage.

Information on the size distribution of particles is
particularly important for analyzing spectral lines,
because the spread in sizes leads to an inhomogeneous
broadening and a shift of the lines[10, 11].

Asisknown, nanoparticles are characterized by size
effects, such as surface tension, a substantial contribu-
tion from the correlation energy to the total energy of a
particle, and others. In particular, Wenhui Maet al. [12]
demonstrated that the observed dependence of the fre-
guency of phonon modes on the particle radius for
nanocrystalline PbTiO; is associated with the internal
stresses caused by the surface tension. It is also known
that the surface tension is determined not only by the
particle size but also by the surface energy (see, for
example, [13]), which should be included in the free
energy of the system [14].

In the present work, we analyzed the dielectric and
radiospectroscopic spectra of a system composed of
noninteracting particles, each treated in terms of a core
and shell model. The internal stresses (induced by the
surface tension) and the size distribution of particles
were taken into account. The results of theoretical cal-
culations were compared with the available experimen-
tal data.
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2. MODEL

It is known that finite systems are characterized by
inhomogeneous physical properties. In ferroelectric
systems considered within phenomenological theories,
this inhomogeneity can be included through the addi-
tion of the correlation energy to the free energy of the
system. In turn, the correlation energy is determined by
the appropriate invariant combination of spatial deriva-
tives of the order parameter (see, for example, [9]).

The loca properties of solids can be investigated
using a relatively small number of methods, including
NMR and EPR spectroscopy [11, 15]. Dielectric meth-
ods provide a means for measuring the response of a
system as awhole. Thisresponseinvolves the contribu-
tions of al inhomogeneities, which corresponds to the
spatial averaging of local properties. In acertain sense,
this averaging is equivalent to averaging over the parti-
cle sizes. In spectra of similar systems, such averaging
leads to an inhomogeneous broadening of the spectral
lines [10]. For ferroelectric relaxors, the broadening is
observed in the NMR spectra [16] and manifests itself
as hole burning in the dielectric spectra[17].

In order to perform averaging over the particle sizes,
it is necessary to elucidate the dependence of the phys-
ical properties of the material, in particular, the half-
width and the position of the spectral line at the maxi-
mum, on the size (shape) of the system. In what fol-
lows, we will assume that the surface tension and the
related internal stress substantially contribute to the
particle properties.

As is known, internal stresses induced by surface
tension in a spherical particle of radius r coincide with
a uniform compressive strain under pressure p = 2kr,
where k isthe surface tension coefficient [13]. It should
be noted that, although the last quantity isawayslarger
than zero, the influence of the pressure can lead to both
adecrease and an increase in the natural frequencies of
vibrations, the relaxation times, etc. Specifically, an
increase in the surface tension results in a decrease in
the frequency of the soft mode in nanocrystaline
PbTiO; [12].

Another important size effect is associated with the
aforementioned inhomogeneous physical properties of
particles. Thisfactor will be accounted for withinasim-
ple model according to which a particle consists of a
core (the particleregion [0, r —Ar]) and ashell (the par-
ticle region [r — Ar, r]). The properties of the former
region are similar to those of the bulk system, whereas
the properties of the latter region are affected by the
surface and can differ from the properties of the former
region. It isassumed that the shell thickness Ar does not
depend on the particle size. Within thismodel, the spec-
tra should contain pairs of lines, such that the lines in
each pair are attributed to the core and the shell. The
purpose of the present work isto determine the relative
intensities of these lines and the conditions of their res-
olution.
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3. NUCLEAR MAGNETIC RESONANCE
SPECTRA

The shape of homogeneously broadened NMR or
EPR lines is governed by the main mechanisms of
broadening and can be described by Gaussian or
Lorentzian functions[11, 15]. Thetotal intensity of the
line of one particle can be written in the form I(w, R) =
I(w R) + 1w, R), where subscripts ¢ and sindicate the
contributions of the core and the shell, respectively. In
this case, the line intensity takes the form

= EF(Z i)

H@-wY
20y, O

A2n(r) Azn
T (00— y(F))° + 43,

Here, formulas (1a) and (1b) refer to the Gaussian and
Lorentzian shapes of individual lines, respectively. The
guantities w,(r) and A, (wherei =1, 2; n=c, s) arethe
resonance frequencies and the half-widths of lines,
respectively. The half-width at half-maximum of aline
is equal to A,, for the Lorentzian line shape [relation-

ship (1b)] and ~/2In(2)A,,, = 1.177A,,for the Gaussian
line shape [expression (1a)]. The coefficients A, (where
i =1, 2, n=c, s) depend on the intensity normalization.
Apparently, the sum of the integrated intensities for
each type of line shape is independent of the particle
size. Then, the relative coefficients can be found from
the condition of normalizing the total intensity to the

volume of the system (ﬁmllvz(m)dw =1); that is,

(1b)

L(w,r) = z

n=¢,s

A

Aln) = A=A = H-2H,

(28)
Alr) = ()= A() = 1-F -1

In formulas (1), it is assumed that the surface tension
affects only the resonance frequencies

(‘Oin(r) = (*)On_kn/r’ (Zb)
where the quantities k; and ks are proportional to the
surface tension coefficient. The proportionality coeffi-
cients can be positive and negative and accountsfor the
effect of the external pressure on the frequencies of nat-
ural vibrations through the spin—phonon interaction.
On the other hand, the dependence of the half-width on
the pressure due to the spin—phonon and spin-spin
interactions cannot be ruled out.

In order to analyze the properties of a set of parti-
cles, it is necessary to specify their size distribution
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Fig. 1. NMR spectra caculated for the homogeneously
broadened Gaussian line shape at the parameters w/A. =
15, wpg/Ag = 5, k/rofe = 1, and Kg/rgAg = 0.5. Arfrg =
() 0.05, (b) 0.1, and (c) 1. Spectrum 1 is calculated for the
size distribution function (3a). The other spectra are calcu-
lated using the size distribution function (3c) at dirg =

(2) 0.8, (3) 0.5, and (4) 0.01.

function. We consider the following three simple distri-
bution functions:

o(r—r
f(r) = (—2'” (38)
4T,
where 3(x) is the Dirac deltafunction;
_ 3
f(r) = ————=50(d-|r-ry), (3b)
8m(3rod +d")

where O(X) is the Heaviside theta function and ry > d;
and

—r)4
1 g rZO)D.

p
a’id 0 2d® O

f(r) =

(30)

Here, ryisthe modal (mean) particleradiusand d isthe
half-width of the distribution function. Note that, in
function (3c), the normalization coefficient is written
up to the principal term at r, > d, whereas corrections

of the order of exp(—ré [2d?) are omitted under the
assumption ry > d.

Now, the spectral line can be represented as the
convolution of the distribution function (3) with inten-
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Fig. 2. NMR spectra cal culated from relationships (4), (3c),
and (1a) (solid line) and from approximate formulas (5) and
(6) (dashed ling) at Ar/rg = 0.25 and dirg = 4. The other

parameters are the same asin Fig. 1.

sity (1): that is,

00

I () = J’4T[r2drf(r)ll'2(oo, r). )
0

The simplest case of this convolution with the distribu-
tion function (3a) corresponds to the spectrum of asys-
tem formed by particles of radiusr,,. It isclear that con-
volution (4) with the distribution function (3a) is
reduced only to the replacing radiusr by r,. Hereafter,
when examining spectra that are dependent on the par-
ticleradius, we will use the averaging with the distribu-
tion function (3a). The spectrum shape strongly
depends on the ratio Ar/r,. Evidently, in the two limit-
ing cases Ar/ro —= 0 and Ar/ro — 1, the spectrum
involves only one line associated either with the core or
with the shell, respectively.

In the intermediate case Ar/ry < 1, the lines can be
resolved when the difference between the resonance
frequencies is larger than the sum of the half-widths
|o(rg) — wy(ro)| > A, + As. The spectrum shapes for the
above three cases are shown by solid linesin Fig. 1. In
what follows, we will assume that an increase in the
surface tension leads to a decrease in the resonance fre-
guencies; i.e., the coefficients k, and k; are positive in
sign.

Integral (4) for distribution functions (3b) and (3c)
was cal culated numerically. The results of the averaging
of line (1a) with the use of digtribution functions (3b)
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and (3c) are represented by the dashed and dotted lines
in Fig. 1, respectively. It can be seen from this figure
that the spread in the nanoparticle sizes |eads to broad-
ening of the line and a shift in the maximum.

Approximate analytical calculations of 1;(w) with
the distribution function (3c) can be performed using
the Laplace method [18] when the inequality ry/d >
ke o/(rof\c o) is satisfied. Asaresult, we obtain

. D %]
J_rtAlc D 2A1C D
(5)
A(ro) o5 (@ s+ /roﬂﬂ
J_nAls 0 205, D
where
~ k. .d
_ .0 0
AlC, s = A c s (6)
' DroAlc s

are the renormalized widths of the Gaussian lines. As
follows from relationship (5), the inhomogeneously
broadened line is the sum of two Gaussian lines with
the parameters renormalized by the surface tension and
the size distribution. Note that the renormalized widths
(6) increase with a decrease in the modal particle size
ro- Consequently, the lines are more smeared for parti-
cleswith smaller sizes.

It should be emphasi zed that, although expressions (5)
and (6) are approximate, the difference between the
data obtained with expression (5) and the exact, numer-
ically calculated results does not exceed, on the aver-
age, 10-20% (seethe dashed and solid curvesin Fig. 2).
A comparison with the available experimental data,
which will be given below, confirms the validity of
expressions (5) and (6) over a wide range of particle
Sizes.

The calculations of I,(w) for the homogeneously
broadened line with a Lorentzian shape offer results
gualitatively similar to those derived by averaging the
homogeneously broadened line with a Gaussian shape.
The main qualitative difference is in the larger shift in
the maximum of the Lorentzian line (cf. Figs. 3a, 3b).

4. DIELECTRIC SPECTRA

In the framework of the core and shell model, the
permittivities of the core and the shell of the particle are
denoted by €. and €, respectively. To afirst approxima-
tion, the permittivity of the particle is equal to the per-
mittivity averaged over the particle volume[19]; that is,

e(r) = €(r)Ad(r) +e(r)A(r). (7)
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Fig. 3. NMR spectra calculated for (a) Lorentzian and (b)
Gaussian line shapes at Ar/rg = 0.05 (the other parameters

are the same as in Fig. 1). Inhomogeneously broadened
spectra are calculated using the distribution functions (3a)
(solid lines) and (3b) at d/rg = 0.1 (dashed lines) and 0.95

(dotted lines).

Apparently, in the same approximation, the mean per-
mittivity of the system of particles has the form

00

£ = I4nr2drs(r)f(r). )

We now derive the expression for the dynamic per-
mittivity of the bulk system. The time dependence of
the polarization P of asimilar system in an ac external
field can be described by the Landau—Khalatnikov
equation with due regard for the kinetic energy [20]:

el P+q%P+aP+[3P3 = Eexp(-iwt),  (9)

dt

where w is the frequency of the external electric field,
o =a(T-T,) and 3 arethe coefficients of expansion of
the Landau—Ginzburg-Devonshire free energy, T, isthe
phase transition temperature, | is the mass coefficient,
and n is the vibration damping coefficient [20]. It is
easy to show that the linear dielectric susceptibility x =
(dP/dE)|: - o Obeys the equation

(-Hw’ —inw+oa +3BPY)X = 1, (10)
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Fig. 4. Frequency dependences of the dynamic permittiv-
ity (16) at B./rg = 0.95 and theratios /B = (1) O, (2) 0.26,
(3) 0.53, (4) 0.68, and (5) 0.79. Solid lines represent the
results of calculations at Ar/rg = 0, and all the other lines
correspond to Ar/rg = 0.5. The dependences of the imagi-
nary part of the permittivity are depicted in the main part of
the figure, and the inset shows the dependences of the real
part of the permittivity.

where P, is the static spontaneous polarization, which

satisfiesthe equation a P + BPS3 =0. From Eq. (10) and
the expression relating the permittivity and the suscep-
tibility €(w) = &, + 411Y(W), We obtain the relationship

Ag,

g(w) =g, + . (11)
1—(w/wo)2—iooT
Here, we introduced the designations
1
W, = , T =XoN, Agy =41y, (129)
A/ XoH

where the static susceptibility X, is defined by the
expression

M/a, a>0
Xo =

H1/2q), a<o. (125)
It is obvious that relationship (11) describes the
response of asystem of the damped oscillator type with
afrequency wy, of natural oscillations and a relaxation
timeT. It can be seen from relationships (12) that, at the
phase transition point, i.e., at a — 0 (X, —= ), the
frequency wy, becomesequal to zero (soft mode) and the
relaxation time T tends to infinity (critical damping).

The hydrostatic pressure applied to the system shifts
the phase transition point [20] and, hence, affects the
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coefficient a informulas (9)—12), which can be written
in the following form:

a(r) = ag—Qp, (13)

where Q isalinear combination of € ectrostriction con-
stants and o, is the coefficient a for the bulk system. In
relationship (13), the sign minus is chosen because the
hydrostatic pressure decreases the frequency of the soft
mode in ferroel ectric perovskites of the barium titanate
type [12]. Substitution of formulas (13) into relation-
ships (11) and (12) gives the expression

p = 2k/r,

€ s(W 1) —&,

Agg,, (14

1B, 1 — (W) — 0T,

Here, al the quantities with subscript c are obtained
from the corresponding quantities without this sub-
script by replacing a by o, in relationships (12) and the
following designation is introduced:

Bc,s = 2kc, SQ/GO' (15)

From expressions (7) and (14), we can easily obtain the
total permittivity of the particle:

Ac(r)
» —&p = A ooD =
Bl r) —e. = 8% B Bir — (0 wy)? =i 0T,
(16)
Ay(r) n

+

1-BJr— (oo/u)()m)z—inmEr
Making allowance for expression (2), relationship (16)
describes the dynamic dielectric response of one parti-
cle or a system formed by noninteracting particles of
radiusr. In the latter case, the size distribution function
is represented by formula (34). It is clear that the spec-
trum shape depends on the rel ation between wy,,, and 1,
the parameters 3. ¢, and the ratio of the shell thickness
to the core radius. Hereafter, we will use the following
dimensionless variables:
W= W, P = UwT.. (17)
Figure 4 shows the dependences e(w, r) on @ at p =0,
i.e., for the purely relaxational response of the system.
As can be seen from this figure, the imaginary part of
the permittivity exhibits two maxima at the parameters
Ar/r = 0.5 and B4/B. < 0.7. Two separate lines begin to
merge together with an increase in the latter ratio. For
example, at B/B. = 0.8, there is only one asymmetric
smeared line (Fig. 4, curve 5). It is obvious that the
spectrum of the bulk system (Fig. 4, curve 1) consider-
ably differs from the spectrum of the particles.

The dielectric spectrum turns out to be more com-
plex for size distribution functions with a finite width,
for example, in the case of the size distribution func-
tions (3b) and (3c). For the size distribution function (3b),
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the diel ectric spectrum can be obtained in the analytical
form

£(W, Iy) — €
Agg,,

=g +¢

o (18a)
where we used the following designations:

s — 3rOEc(w) ﬂl

ArD
+—+Ew+1 (&) 3
B(3r0+d)D 30 (84 )%()

3END %( )_ArD (18b)
O
go(l Eo(@)) +d
tro(1-&o(w)) —dH
_ 9ArE(@) ) Ar
o +d)@ £(&) +§(w) DT
e 150D + (189
DfoD (2d"™ Tho(1-&4(w)) —d I
. (@) = LT N—
1-B./ro—(pw) —iw (18d)
Ar<ro—d, B.s<ro—d.

At d < r, relationships (18) transform into expres-
sion (16) with the replacement of r by r,,.

Theimaginary partsof permittivity (18) at p =0 (the
Debye relaxation response) for different ratios Ar/r,
and small ratios d/r, are shownin Fig. 5. As can be seen
from Fig. 5, the shape of the spectrum consisting of two
lines (curvesb, c, d) issensitive to changesin the above
ratios. An increase in the ratio d/r results in the trans-
formation of the spectrum into one broad line, whereas
the spectrum corresponding to the response of the core
(curvee) isvirtually insensitiveto achangein thisratio.

A specia investigation demonstrated that, at large
ratios d/r, > 0.3, the shape of the line corresponding to
the shell substantially depends on this ratio. In particu-
lar, at d/ry = 0.95, the spectrum is somewhat broadened
and the frequency of the maximum is shifted.

Numerical calculations of the diglectric spectrum
averaged with the size distribution function (3c) at p =0
offer results similar to the analytically obtained data
presented in Fig. 5.

It is not evident that the theoretically predicted fea-
tures can be observed experimentally, even though the
spectral broadening is a characteristic feature of nano-
materials. It is not improbable that closer examination
of the spectra could reveal specific features (such as
separate lines corresponding to the core and the shell)
that are not resolved due to the size distribution of par-
ticles.
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Fig. 5. Frequency dependences of the imaginary part of the
dynamic permittivity (18) at Ar/rg = (a) 0.05, (b) 0.5,
(c) 0.55, (d) 0.6, and (€) 0.95. d/rg=(1) O, (2) 0.03, (3) 0.04,
and (4) 0.049. B./rg = Bs/rg = 0.95.

5. DISCUSSION AND COMPARISON
WITH EXPERIMENTAL DATA

The core-shell model according to which the core
possesses properties similar to those of the bulk system
and the properties of the shell are affected by the sur-
face implies a simplified approach to a complex prob-
lem, whose solution should take into account a gradual
variation in the physical properties of the system. It was
shown that, in finite systems with an electric-polariza-
tion gradient, the ferroelectric phase transition temper-
ature depends on the system size and becomes zero for
particles at the critical radius r. under certain boundary
conditions [2, 5]. It is believed that, in systems formed
by particles, the size-induced phase transition mani-
festsitself as specific featuresin the physical properties
in the vicinity of the critical radius.

However, the positions of maxima for powder and
ceramic samples differ appreciably (the critical size of
powder particles is approximately ten times smaller
than the critica size of grains in barium titanate
ceramic material [7]). The assumption that this effect
can be associated with the scatter in the particle sizes
was not confirmed, because the broadening of the size
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Fig. 6. Dependences of the static permittivity (19) on the
radius at B./Ry = 0.1, & = 0.1, Ar/Ry = 0.1, and the ratios
Bs/Bc = 1 (solid line), 2 (dashed line), 4 (dotted line), and
8 (dot-dashed line). Here, R, isthe maximum particle radius.

distribution of particlesleadsto a shift in the maximum
toward the small-size range [21].

Let us consider this problem in terms of the core—
shell model. The static permittivity can be obtained

10

from formula (16) at w = 0. It can be seen that the per-
mittivity diverges at the radii r,y = B, and roy = Bs Tak-
ing into account that the permittivity in real systemsis
finite, the static permittivity can be written in the fol-
lowing form:

e(r)—e, _ A(r)

Beon  [(1_BJr)A(L+ O(1—Br)) +5"
A1)

JA-pyr)A(1+0(1—pyr)Z+5°

Here, the parameter & determining the permittivity
maximum and the Heaviside theta function ©(x) are
introduced in order to demonstrate that the permittivi-
tiesin the parael ectric and ferroel ectric phases (with the
same temperature deviation from the phase transition
point) differ by afactor of two (for second-order phase
transitions).

As follows from relationship (19), the position of
the maximum considerably depends on the parameter
Ar and the ratio 3./[.. Figure 6 shows the dependences
of the static permittivity ontheradiusat Ar = 3. and dif-
ferent parameters 3 = 3. (the dependence at B/, is
depicted by the solid line). It can be seen from this fig-
urethat an increase in theratio 3/B. resultsin ashift in
the maximum to larger radii and an increase in the max-
imum width. The averaging of the static permittivity (19)
with the size distribution function (3b) leads to addi-
tiona broadening of the maximum and its shift toward

(19)
+

6000

5000

4000

g(r)

ro/RO

Fig. 7. Dependences of the static permittivity (19) averaged
with the particle distribution function (3b) on the radius at
Bc/Ro=0.1,5=0.1, Ar/Ry = 0.1, and different values of
Bs/Bcand d/r: 1 and O (solid line), 4 and O (dashed line), 1
and 0.5 (dotted line), and 4 and 0.5 (dot-dashed line).

3000
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1000
1 1 1

0.1 1 10
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Fig. 8. Dependence of the static permittivity on the mean
size of BaTiO3 ceramic grains. Squares represent the exper-
imental data taken from [14]. The solid line is the theoreti-
cal dependence (19) calculated at Ar/rg = 0.1, Agg,, = 3500,
06=0.25, .= 0.1 pm, and 3 = 0.9 um.
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Intensity, arb. units

Intensity, arb. units

I I I
0
W, ppm

Fig. 9. (8) YO NMR and (b) Mg NMR spectraof nanocrys-
talline MgO for different particles sizes: (a) (1) 4.5, (2) 2.5,
and (3) 1.8 nmand (b) (1) 3, (2) 4.5, and (3) 5nm. Solid lines
correspond to the results of calculations from formulas (5)
and (6). Triangles represent the experimental data taken from
[22]. The fitting parameters are listed in Tables 1 and 2.
Dashed lines indicate the decomposition of the NMR spec-
traaccording to [22].
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Fig. 10. Experimental dependences of the resonance fre-
quency of 17O NMR (closed squares) and 2>Mg NMR (open
sguares) spectra on the particle size [22]. Solid lines repre-
sent the theoretical dependences obtained from formula (2b)

at wy = 47.5 ppm and k = 5.25 ppm nm for 1’0 and wy =
26 ppm and k = 10 ppm nm for Mg. The inset shows the
dependence of the ratio of the integrated intensity |4 of the

line associated with the shell to thetotal intensity | on the par-
ticle size. The solid line indicates the theoretical dependence

I/l =1 —(1—Ar/rg)® at Ar = 0.48 nm. Closed triangles are
the fitting parameters used in this work, and open triangles
are the experimental 1’0 NMR data taken from [22].

the small-radius range (Fig. 7), which agrees with the
results obtained in [21]. Consequently, the experimen-
tally observed shift of the permittivity maximum for
ceramic materias [7] can be associated with the fact
that the inequality 3s > [3. holds for the ceramic materi-
als, whereas the opposite inequality is satisfied for the
powders. Actualy, this difference can be explained by
the presence of the second phase in the systems under
consideration. For example, the second phase in the
ceramic materials can be contained in interlayers
between grains. The experimental data taken from [14]
for BaTiO4 ceramic materials are compared with the
theoretical dependence (19) in Fig. 8. It can be seen
from Fig. 8 that the proposed core-shell model ade-
guately describes the experimental static permittivity.
This suggests that the surface tension, which was
ignored in [2, 5], can affect the critical size determined
in these works on the basis of the thermodynamic phe-
nomenological theory.

The proposed model can also be applied to describe
the experimental data obtained by Chadwick et al. [22].
In thiswork, the 1’0 and Mg NMR spectrawere stud-
ied for nanocrystalline MgO with crystallite sizes from
1.8 to 35 nm (according to the estimates made from the
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Table 1. Particle sizes, 17O NMR data, and fitting results taken from [22] and the results of our fitting and theoretical calcu-
lations at w; = 47.5 ppm, e, = 42 ppm, w = 47.5 —5.25/r ppm (Vo = 40.18 MHZ), and I/l = 1 — (1 —0.4823/r))®

Size 2ry (nm) 18 25 3
We (ppm) £ 0.5 47 47 47
[/l (%) £2 5 30 21
l2/1 (%) our fitting 4 23 26
Ny (HZ) £2 174 88 88
A (H2) our fitting 85 83 85
W (ppM) £ 0.5 41 41 42
Ay (HZ) £2 235 105 120
A, (H2) our fitting 65 75 110
[/l (%) £2 27 20 24
Io/1 (%) our fitting 6 10

s (ppm) + 2 42 43 43
s (ppm) theory 417 43.3 44
I/l (%) £ 2 68 50 55
I/ (%) our fitting 90 77 65
I/l (%) theory 90 76.8 68.8
A (Hz) £50 1300 840 650
A (H2) our fitting 550 500 150

45 5 135 35
47 47 47 47
47 52 68 100
37 48 75
81 96 23 15
81 96 23
41 42
76 58
70 58
15 3
11 6
45 44 47
45.2 454 46.7 47.2
38 45 32
52 46 25
51.2 47.4 19.9 8.0

920 460 170
350 250 170

X-ray powder diffraction data). It was demonstrated that
the spectra lines have a Gaussian shape due to the
chemical shift. An interesting evolution of the 'O
NMR spectra was observed with a decrease in the par-
ticle size. Specifically, the NMR spectra of particles
with the largest sizes (13.5, 35 nm) involve only one
line, whose position is identical to that found for the
bulk system. As the crystallite size decreases (5.0, 4.5,
3.0, 2.5, 1.8 nm), the line is broadened and splits into
two lines (see the experimental spectra [22] shown in
Fig. 9 for particles with mean sizes of 4.5, 2.5, and
1.8 nm). In [22], these spectra were represented as the
sum of at least three Gaussian lines (Table 1). The fre-
guencies corresponding to the maxima of two lines are
virtually independent of the particle size, whereas the
frequency of the third line shifts toward the low-fre-

Table2. Particlesizesand ®MgNMR datataken from [22] and
the results of our theoretical calculations at ws = 26 —10/ry ppm
(vo=18.3MHz)

Size 2ro (nm) |w (ppm) + 0.5|w (ppm) theory| A (Hz) £ 50
35 25.3 25.4 450
135 24.2 24.5 610

5 24.1 22 965
45 22.3 21.6 1200
3 18.0 19.3 1935
25 Not recorded
18 Not measured
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guency range with a decrease in the particle size. On
this basis, we draw the inference that the first two lines
(cl, c2) are associated with the core and the third line
(s) isattributed to the shell. For particleswith the small-
est size (1.8 nm), theintegrated intensity of theslineis
substantially higher than the intensities of the cl and c2
lines. The observed behavior of the spectraisin quali-
tative agreement with the predictions of the developed
theory. A comparison of the experimental and theoreti-
cal integrated intensities makes it possible to determine
the thickness of the shell Ar = 0.48 nm in MgO parti-
cles.

Unlike the O NMR spectra, the>Mg NMR spectra
do not exhibit any well-defined splitting of the lines. A
decrease in the particle size resultsonly in ashift in the
maximum and in line broadening (Table 2). The possi-
ble splitting can be unresolved because of the apprecia-
ble broadening of individual lines.

The dependences of the frequencies of the 'O and
Mg NMR signals assigned to the shell on the particle
sizeareplottedin Fig. 10. Theinset in Fig. 10 showsthe
dependence of theratio between theintegrated intensity
of the sline and the total integrated intensity of the 'O
NMR spectrum on the particle size. It can be seen from
Fig. 10 that the theoretical and experimental depen-
dences are in good agreement.

To the best of our knowledge, experimental data on
the dependence of the dielectric spectra on the particle
Size are not available for nanomaterials. In our opinion,
it is of interest to compare the specific features pre-
dicted by our theory with those experimentally
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observed, for example, in hole-burning experiments
[17]. This can provide valuable information on the
inhomogeneously broadened dielectric spectra of sys-
tems formed by nanoparticles.

In the future, it would be expedient both to improve
the existing theory and to perform a detailed experi-
mental investigation into the influence of surface phe-
nomena on the properties of nanoparticles.
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Abstract—Solid-phase formation of ultrathin CoSi,, layers on Si(100)2 x 1 was studied using high-resolution
(~140 meV) photoel ectron spectroscopy with synchrotron radiation (hv = 130 €V). The evolution of Si 2p spec-
trawas recorded both under deposition of cobalt on the surface of samples maintained at room temperature and
in the course of their subsequent annealing. It was shown that Co adsorption on Si(100)2 x 1 is accompanied
by aloss of reconstruction of the original silicon surface while not bringing about the formation of a stable
CoSi,-like phase. As the amount of deposited cobalt continues to increase (up to six monolayers), a discontin-
uous film of the Co-Si solid solution begins to grow on the silicon surface coated by chemisorbed cobalt. The
solid-phase reaction of CoSi, formation starts at a temperature close to 250°C and ends after the samples have
been annealed to ~350°C. © 2003 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

Photoelectron core-level spectra measured with a
high energy resolution provide awealth of information
on the electronic states of atoms in a solid and their
structural surroundings. Therefore, photoel ectron spec-
troscopy is widely used to study electronic and atomic
surface structure, as well as the various atomic pro-
cesses occurring in the near-surface region of a solid.
Application of thismethod to investigation of theinitial
stages in the growth of cobalt disilicide on the silicon
surface, whose films enjoy wide use in modern solid-
state electronics, appears promising. Although forma-
tion of the Co/Si(100) interface has been studied
already for about two decades, the main stages in the
solid-phase reaction of CoSi, formation in this system
still remain unclear and the relevant publications arein
many respects contradictory. It is maintained, for
instance, that after two cobalt monolayers (MLs) have
been deposited on a room-temperature Si(100)2 x 1
surface, one observes layer-by-layer metal film growth
onit[1]. At the sametime, in practically the same con-
ditions (deposition of 2.6 ML Co), cobalt atoms were
found to enter into a strong chemical reaction with the
substrate, accompanied by CoSi, formation [2].

Photoel ectron core-level spectroscopy has been used
to study theinitial stagesin the silicide formation in the
Co/Si(100) system only in a few works [3-5], and the
energy resol ution achieved was about 350 meV, inwhich
case the silicon doublet 2p,,, 2p5, usualy employed to
deriveinformation on the energy shifts of thesilicon core
levels could not be reliably resolved. This communica
tion reports on an experiment carried out at a higher res-

olution, which permitted usto obtain new information on
the mechanism of the process under consideration.

2. EXPERIMENTAL

The study was carried out on the Russian—German
synchrotron channel BESSY 11 in an ultrahigh-vacuum
photoelectron spectrometer with a full energy resolu-
tion (monochromator plus analyzer) of ~140 meV.
The measurements were performed at a photon energy
hv = 130 eV, which corresponds to the highest surface
sensitivity in excitation of the Si 2p core levels. The
instrument detected photoel ectrons emitted in a cone
oriented along the surface normal.

The samples used were cut from KEF-1 single-
crystal silicon plates. The misalignment of their sur-
facerelative to the (100) face was less than 0.1°. Prior
to being loaded into the photoelectron spectrometer
chamber, the samples were subjected to chemical
treatment following the technique of Shiraki [6], after
which they were heated for a short time in ultrahigh
vacuum to atemperature of 1200°C. The crystal cool-
ing rate did not exceed 50°C/min, which yielded a
Si(100)2 x 1 reconstructed surface free of carbon and
oxygen contamination. Cobalt was deposited on a
room-temperature substrate from a thoroughly out-
gassed source in which a wire of very pure cobalt was
heated by electron bombardment. Therate of cobalt dep-
osition was ~1 ML/min [1 ML = 6.8 x 10* atoms/cm?,
which corresponds to the silicon atom concentration
on the (100) face]. The Si 2p spectrawere measured at
room temperature in a vacuum of 1.2 x 10 Pa.

1063-7834/03/4508-1596%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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3. RESULTS OF THE MEASUREMENTS
AND DISCUSSION

3.1. Cobalt Deposition on Si(100)2 x 1

We followed the evolution of the Si 2p spectrum in
both stages of the cobalt disilicide solid-phase epitaxy,
namely, when Co was evaporated on a silicon substrate
at room temperature and in the course of the solid-
phase reaction during the subsequent annealing of the
samples. Figure 1 illustrates the data obtained in the
first stage as Si 2p spectra measured for a clean
Si(100)2 x 1 surface and after deposition of three
increasing cobalt doses on this surface. As seen from
the curves, the deposition of cobalt modifies the sub-
strate spectrum noticeably as the coverage increases.
The humped curve with a step on the right-hand sideis
replaced by a broader maximum with a nearly flat top.
Note the decrease in the total intensity of the silicon 2p
electron emission.

The measured spectra were decomposed by com-
puter fitting into components differing in the core elec-
tron binding energy. This energy is reckoned from the
energy of the pure-silicon bulk mode by assuming the
negative shifts to be due to core electrons whose bind-
ing energies are lower than those of the bulk atom elec-
trons. To describe all modes of the spectrum, Voigt
functions were used [ 7], which are usually employed in
similar spectroscopic problems. These functions are
actually convolutions of the Lorentz functions, which
include the core hole lifetime, with Gaussians describ-
ing the phonon broadening of the lines and the energy
resolution of the instrument. The spectrawere unfolded
by properly varying the widths of the lines and their
energy positions and intensities. The best-fit values of
the halfwidths of the Lorentzians were found to be
70 meV, and those of the Gaussians, 300 meV. The 2p
doubl et splitting wasfixed at 608 meV, and theintensity
ratio of the doublet components 2p,, and 2p,, was
assumed equal to two.

Figure 1a shows the results obtained for clean-sur-
face samples. The spectrum of the Si(100)2 x 1 recon-
structed surface is fairly complex and, according to
recent data [8], consists of abulk mode and five surface
components. Evaporation of adsorbate atoms on the sil-
icon surface should primarily affect the uppermost sub-
strate atomic layer consisting of asymmetric dimers
with which the surface spectral modes §, and §; are
associated. Therefore, to make the spectral changes
caused by the cobalt adsorption more revealing, the
decomposition presented in Fig. 1a shows the above S,
and §; modes, aswell asthe component B;, which isthe
sum of all other modes of the spectrum (the bulk mode
and those associated with the Si atoms in the first and
second layers under the dimers). In addition, for the
sake of convenience, only the curves for the 3p,, com-
ponent of the Si 2p doublet are shown.

Unfolding of the Si 2p spectra obtained after depo-
sition of increasing cobalt doses on the substrate is

PHYSICS OF THE SOLID STATE Vol. 45 No.8 2003
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Fig. 1. 2p photoel ectron spectra of the Si(100)2 x 1 surface,
measured at hv = 130 eV, and their decomposition into con-
stituents. (a) Clean surface. Evaporated Co doses. (b) 1.2,
(c) 2.5, and (d) 6 ML. Spectral modes: B, is the bulk mode
combined with part of the surface modes, S, and §; are the
modes of the upper and the lower asymmetric-dimer atom,
and Sisthe Co-Si solid-solution mode.
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illustrated in Figs. 1b-1d. These spectra do not contain
the §, and §; modes, but a new mode S associated with
the presence of the adsorbate on the sample emerges.
The absence of the asymmetric dimer components in
the spectrum impliesthat cobalt adsorption is accompa-
nied by atomic rearrangement of the silicon surface,
with the original surface losing its restructuring. Asfor
adsorption sites, recent theoretical calculations of the
Co binding energy with the Si(100)2 x 1 surface [9]
suggest that the sites with the largest number of inter-
atomic bonds are energetically preferable for the Co
atoms. In view of this, we believe that cobalt atoms are
localized in the uppermost layer of the nonrecon-
structed Si(100) surface between the four Si atoms to
form seven interatomic bonds with the substrate. This
conclusion isargued for by the results of an extended x-
ray absorption fine structure (EXAFS) study [10]. The
fact that the (2 x 1)-type diffraction pattern is retained
in the submonolayer coverage region suggests that
chemisorbed Co atoms become aligned in rows similar
to those of the dimers on the Si(100)2 x 1 surface. We
describe a more comprehensive study of the cobalt
adsorption stage on Si(100)2 x 1in[11].

As seen from Fig. 1, as the deposited cobalt dose
increases, the relative intensity of the B; mode
decreases and that of the new mode, S, increases. The
position of the latter mode, —300 meV, practically does
not change with increasing Co dose and falls into the
shift range for Si atoms in the Co-Si solid solution
obtained in [3, 4, 12] for the case of Co deposited on
room-temperature silicon. We also identify this mode
with the Si atoms in the Co—-Si solution. The negative
sign of the shift should possibly be assigned to
enhancement of the extratomic relaxation initiated by
the cobalt valence 3d electrons present in the Co-Si
solid solution.

The similarity between the intensities of the bulk
component of pure silicon and the component of the sil-
icon present in the Si—Co solid solution under deposi-
tion of 6 ML Co, where the layer of the Co-Si solid
solution formed can be expected to screen the silicon
crystal to a considerable extent, might, at first glance,
appear strange. Note that an anomalously high intensity
of the pure-silicon mode, even in excess of the Co-Si
solid solution component intensity, was also observed
in[4] inthe case of five cobalt monolayers deposited on
Si(100)2 x 1 at room temperature. We believe the rea-
son for thisconsistsin thefact that the Co—Si solid solu-
tion layer growing on the Si(100) substrate with a
chemisorbed submonolayer (0.5 ML) Co coating has
pinholes rather than being continuous. In view, how-
ever, of theintensity ratio of the above modes and of the
Si concentration in the solid solution, which cannot be
high, we come to the conclusion that the area of these
pinholes must not be large.
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3.2. Annealing Samples with Deposited Cobalt Films

L et usturn now to the results of our study of the sec-
ond stage in solid-phase epitaxy, in which the samples
on whose surfacethe 6 ML Co had been deposited were
subjected to annealing. The annealing was effected at
progressively increased temperatures by heating the
crystal for short times (~2 min) in the ramping mode.
The spectrawere measured at room temperature in the
intervals between the annealings. Changes in the spec-
tra, indicating the onset of the solid-phase reaction of
Cowith Si, were revealed only after annealing the sam-
ples to ~250°C, and the changes were enhanced as the
temperature was raised even further. Figure 2 presents
Si 2p spectrarecorded in this series after annealing the
crystal at increasing temperatures. The dynamics of the
variation of the spectrais reminiscent of their evolution
observed under cobalt deposition but occurs in reverse
order. The broad, nearly flat-topped maximum trans-
forms gradually into a double-humped one, and a step
appears on its right-hand slope, making it similar to the
clean-substrate spectrum.

These curves, like the spectra obtained in the first
stage of the process, were unfolded into their constitu-
ents; the results of this decomposition are shown in
Fig. 2. Asisevident from the figure, the changesin the
S 2p spectrum caused by the sample annealing at
~280°C are dug, first, to adecrease in the amplitudes of
both constituents of the spectrum (primarily of the S
mode of the Co—Si solid solution) and, second, to the
emergence of a new mode D in the region of positive
shifts AE = 300 meV.

Similar values of positive shifts of Si 2p electrons
have been reported for cobalt disilicide with a stable
CaF, structure[4, 5, 12]. CoSi, with a CsCl-type meta-
stable structure revealed [13, 14] a positive shift of
about 300-350 meV relative to the stable phase. In this
connection, we assign the new component D, observed
under annealing, to the bulk mode of the cobalt disili-
cide with CaF, structure usually produced in the course
of a solid-phase reaction. Note that the positive sign of
the shift of this mode is accounted for by the Si atoms
having a small excess positive charge (compared to
pure Si), whose presence in the stable CaF, structure of
the cobalt disilicide was established in [15].

Increasing the annealing temperature to 350°C
causes a further rise in the cobalt disilicide peak D,
which becomes dominant in the spectrum, and to a
strong decrease in amplitude of the pure-silicon mode
B,. The component S with a negative shift becomes
very small and slightly changes its position, thus sug-
gesting a change of its origin. If we reckon the energy
position of this component from that of the bulk CoSi,
mode, the energy turns out to be about 600 meV,
which isin good agreement with the value for the sur-
face mode S, obtained for a CoSi,(100) single crystal
in [16]. This agreement indicates disappearance of the
solid-solution phase and, hence, completion of the
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Fig. 2. 2p photoelectron spectra of a Si(100) crystal coated
by acobalt film, measured after annealing, and their decom-
position into congtituents. Anneal temperatures: (a) 280,
(b) 350, and (c) 600°C. Spectral modes: B, isthe bulk mode
of pure Si combined with part of the surface modes, S, and
S are the modes of the upper and the lower asymmetric-
dimer atom, Sis the Co-Si solid-solution mode, and D and
Sy are the bulk and surface modes of CoSiy.

solid-phase reaction and the formation of a CoSi,(100)
epitaxial film.

Annealing asample to 600°C modifies the spectrum
differently; indeed, the cobalt disilicide components D
and S, decrease in amplitude, the substrate component
B, grows, and the surface modes of the substrate S, and
S, appear, which indicates the appearance of pinholes
in the Si(100)2 x 1 reconstructed surface.
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4. CONCLUSION

Thus, the application of core-level photoelectron
spectroscopy with an energy resolution higher than that
previously reached permitted us to detect, in the first
stage of solid-phase cobalt disilicide formation, a phase
of chemisorbed cobalt and pinholesin a growing Co-Si
solid-solution film and, in the second stage of the pro-
cess, to establish the temperature interval s of thereaction
and to observe the initial stage of pinhole formation in
samples annealed to atemperature of about 600°C.
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Abstract—A thermodynamic model is suggested for a (3 x 3)-type structure formation with a charge density

wave (CDW) arising against the background of a (/3 x ./3)R30°-type structurein a Group IV metal (Sn, Pb)
submonolayer adsorbed with a coverage of =1/3 at the (Ge, Si) semiconductor (111) surface. Calculations are
carried out by using a self-consistent theory for static fluctuations of the order parameter amplitude. It is shown
that the low-symmetry (3 X 3) phase can nucleate at point defects of the submonolayer as charge-ordered areas
of finite radius. The spatial configuration of the CDW and its temperature dependence are calculated. The
results obtained are compared with the experimental data for the Sn/Ge(111) system. © 2003 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Currently, the phenomenon of the (/3 x ./3) —
(3 x 3) reconstruction in metal submonolayers (Pb, Sn)
adsorbed at the (111) surface of diamond-like semicon-
ductors (Ge, Si) with acoverage closeto 1/3 (see[1, 2]
and references therein) is being actively discussed [3,
4]. As the temperature T decreases, such an isovalent
system undergoes a structural phase transition from the

(/3 x /3)R30° phase with a single metal atom in the
surface unit cell to the (3 x 3) phase, where the unit cell
containsthree metal atoms. Two of these atoms are pos-
itively charged and displaced downward, and one atom
is negatively charged and displaced upward. At T = 0,
the (3 x 3) surface structure allows description in terms
of atriangular-lattice model with acharge density wave
(CDW) [1]; the possible mechanisms of CDW forma-
tion involving electron correlations in a narrow surface
region were studied in [1, 5]. According to this model,
due to the electron—electron and (or) electron—phonon

coupling, the ground state with the (/3 x ./3) struc-
ture is unstable with respect to the transition to the (3 x
3) structure, with the corresponding charge redistribu-
tion and change in the electron spectrum. Thisinstabil-
ity can be enhanced due to both the nesting (congru-
ence) at a portion of the Fermi surface and aVan Hove
singularity in the electron density of states near the
Fermi level. Both these factors, favorable for surface
electrons ordering with CDW formation, were qualita-
tively analyzed in [5] within the simplest triangular-lat-
tice model in the tight-binding approximation. The
main conclusion made in [5] isthat the influence of the
nesting on the CDW formation depends heavily on the
approximation used and manifests itself when the sur-

face band is amost half-filled, which takes place in
actual systems. This situation obviously takes place in
structures with neutral adsorbate layers, where thereis
no significant charge redistribution between the surface
and bulk of the semiconductor and where there is no
surface doping due to defects. We note that numerical
calculations [1, 6] of the surface electron spectrum for
the systems under consideration show the absence of
nesting in the case of the half-filled surface band.

The influence of a Van Hove singularity on the
CDW formation with the (3 x 3) structure is almost
independent of the approximation used and seemsto be
more significant. This singularity probably causes the

static response function X°(q) of the (/3 x ./3)R30°
lattice to have a pronounced peak at g = P, where P is
the vector of the (3 x 3) reciprocal lattice coinciding

with the vector 'K in the Brillouin zone of the (Jé x

J3)R30° lattice. This feature of the function x°(q)
becomes stronger when the Fermi level is shifted
dlightly upward in energy with respect to the position
corresponding to the half-filled band [7]; therefore, the
influence of doping on charge ordering, strictly speak-
ing, should not be neglected.

We recall that possible CDW formation in the
ground state of the correlated electron system is quali-
tatively determined by the instability criterion

1-V(q)x*(a) <0, (1)

where V(q) is the effective electron—electron interac-
tion potential, depending, in general, on the wave vec-
tor g, and x°(q) is the response function of noninteract-
ing electrons at zero temperature. The product

1063-7834/03/4508-1600$24.00 © 2003 MAIK “Nauka/ Interperiodica’



CHARGE ORDERING INDUCED BY INTRINSIC DEFECTS

V(9)x°(q) peaks at the wave vector (. corresponding
to an “optimum” (lowest in energy) CDW spatial struc-
ture. If the potential V(q) isindependent of g, the vector
Omax Strictly corresponds to the peak of the function
x°(q). However, aswas first indicated in [1], the poten-
tial V(q) becomes heavily dependent on q with a maxi-
mum at the wave vector P = (417/3a)e (where e is the
unit vector in the 'K direction in the Brillouin zone of

the (/3 x /3)R30° surface lattice with period a) when
the Coulomb interaction between electrons at the near-
est neighbor sites of the triangular lattice is taken into
account. At the same time, the peak of the function
x°(q) does not meet the necessary condition for satisfy-
ing criterion (1) at q = P. Taking into account this cir-
cumstance, the conditions of the onset of charge order-
ing on a triangular lattice were determined and the
ground state of the system with a commensurate CDW
with wave vector P was found in [5] within a micro-
scopic approach.

We will extend the model considered in [1, 5] to
finite temperatures, assuming that the existence of a
peak of the potential V(q) at g = P isthe principal cause
of the CDW formation with the (3 x 3) structure, while
the feature in the xX°(q) dependence is of secondary
importance. However, defects existing in the system
can significantly change criterion (1). In actua prac-
tice, doping aways takes place in the adsorbed sub-
monolayer due to irremovable intrinsic defects (e.g.,
germanium atoms, substituting for tin, or tin vacancies
in the structure Sn/Ge(111) [7, 8]). As the temperature
decreases, such defects can become formation centers
of local regions of the new (3 x 3) phase inside the ini-

tial (,/3 x ./3) phase. Thisstudy is aimed at construct-
ing athermodynamic model of the phasetransition with
the formation of aplanar CDW in the presence of point
defects.

2. SELF-CONSISTENT CHARGE FLUCTUATIONS

In the model suggested, the charge instability condi-
tion, depending on the temperature and band filling, is
dictated only by the parametric dependence of the sus-
ceptibility x°%q) on T and p, where p is the Fermi
energy shift with respect to the half-filling. According

to formula (1), the temperature Tg of the second-order
phase transition fromthe (/3 x ./3) (& T> T¢) to the
low-symmetry (3 x 3) phase (at T < Tg ) in the mean-
field approximation is found from the condition

1-V(P)X’(P,T)) = 0, 2

where X°(P, T) isthe response function of free electrons
at the wave vector P at temperature T. In two-dimen-
siona systems, thermodynamic fluctuations of the
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order parameter play an important role, significantly
decreasing the actual transition temperature T, in com-

parison with the mean-field temperature T? (T, < T? )
[9] and changing the phase transition from the second

to thefirst order [10]. Hence, the quantity TS should be
considered only as a certain formal characteristic tem-
perature that probably even exceeds the deposition or
melting temperature of the adsorbed submonolayer in
actual Sn/Ge(111)-type structures.

For qualitative estimations from Eqg. (2), we use a
simple model for the surface electron density of states
p(€), assuming that the major contribution to the tem-
perature dependence of x°(P, T) is made by arectangu-
lar peak of p(g) near the Fermi level. We assume the
absence of nesting in the electron spectrum g(k), in
which casethedifference|e(k) —e(k + P)|isof the order
of the band halfwidth Wat all values of k near the Fermi
surface. Since the inequality T < W (W = 0.1-0.3 eV,
T < 300 K) is met in the temperature range under study,
we can use the expansion

X'(P,T)=x"(P)-0OT? €)

where ©@ ~ pW 2, with p being the average density of
states at the Fermi surface. Substituting Eq. (3) into
Eqg. (2), we obtain an upper estimate for the critical
temperature:

T O Ay,
p

The characteristic temperature TS issmall in compari-

son with the energy W, provided the inequality % =

0 -1
x(P)-V (P) o4 isvalid; nevertheless, this temper-

ature significantly exceeds the actual transition temper-

ature T, [9, 10]. In the temperature range between TS
and T, there are significant thermodynamic fluctua-
tions and short-range order. In this range, we have a

mixed state of two phases, (/3 x ./3) and (3 x 3), and
the CDW induced by intrinsic defects of the submono-
layer has a very complex, spatially inhomogeneous
structure. In this case, the upper temperature limit is
defined most likely by the temperature of metal sub-
monolayer deposition onto the semiconductor surface,

rather than by the temperature T? , which therefore has
no certain physical meaning.

To describe the formation of a (3 x 3) CDW struc-
ture near an isolated defect on the (/3 x ./3) lattice
above the actual transition temperature T, we use the

well-known and very pictorial concept of a“local phase
transition” with a macroscopic, but finite, correlation
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length of charge fluctuations[11], based on the Landau
expansion of the free-energy functional F[4], where
A(r) isthe order parameter characterizing the envelope
on(r) of the charge density for wave vectors close to

P= g—ge. The charge density distribution n(r) and its
envelope are given by
n(r) = an(r)cos(Pr),

(4)

A
on(r) = ZV(Piq)exp(iqr).
q

In the absence of defects and provided the condition

\% < 1ismet, the functional F[A] can be written as

FolA] = J'f(r)dl‘, 5)
£(r) = an’(r)+pA (r)+vU’A(”D
6
L@ A(r)D ©
0 ar?

Integration in formula (5) is carried out over the entire
(x, y) plane; the coefficients a, B, y, and v in the expan-
sion in Eq. (6) are almost independent of temperature;
a =—|a] = V(P)* —x%P) is a negative quantity, while
B, v, and v are positive (B ~ W2p, y ~ p&;, v ~ p;,
&o = V/W, with v being the velocity at the Fermi sur-
face). We assume that |a| < p; thus, in the mean-field
approximation at T = 0, functional (5) is minimum at

A = J]al/2B < W At finite values of T, the thermody-
namics described by Egs. (5) by (6) is controlled by
charge fluctuations, which we consider in the Gaussian
approximation, as is done, e.g., in the theory of renor-
malized (self-consistent) spin fluctuations [12]. Sepa
rating the mean-field ¢(r) and fluctuation n(r) compo-
nents of the order parameter, A(r) = ¢(r) + n(r), and
averaging the functional given by Egs. (5) and (6) over
the random variable n(r), we redefine the effective free
energy Fo[¢] as

Fold] = (e, @)
£(r) = ao%(r) + Bo (r)+y@‘1’(”D
D70 (r )T ©
+VD 6r2 E
G = a+6pMT) 9
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where I 2(lis the mean-square fluctuation of the order
parameter, which depends in the strict sense, on ¢ and
should be calculated in a self-consistent way.

When ¢ = 0, the fluctuation M ?Lin the main loga-
rithmic approximation is given by

M= gln[<lqc)2+1], (10)

where | = J/y/a isthe correlation length and q. is the
cutoff quasimomentum; above the transition tempera-
ture T, where ¢ = 0, we have a > 0. If (Ig.)2> 1 and
T < T*, the a (T) dependence has the form a (T) =
oy
3nP
perature. We notethat T* < To at |a| < p, since T* ~

(ol/p)W and TY ~ Ja[/pW. As the temperature
decreases, the system exhibits a first-order phase tran-
sition at the point T, < T* to a state with ¢ # 0, where
[ 20is strongly renormalized [10]. Estimate (10) is
obviously invalid below the point T.. The regime of
(I9.)? < 1 becomes possible at the temperature T > T*;

inthiscase, wehave a (T) = ./3BTTq,. Inthe phenom-
enological theory of static charge fluctuations, the cut-
off momentum q, is introduced as an externa parame-
ter determined in the microscopic approach by inelastic
scattering of electrons by plasmons or phonons and (in
order of magnitude) is proportiona to T/vy above the
transition temperature T.. This means that the tempera-
ture dependence of the correlation length changes an

yqf exp(=T*/T), where T* = isthe crossover tem-

*

from exponential, | (T) ~ Texp %—-2'-—% to apower-law

form, 1-(T) ~ T¥4, when T increases passing through
the crossover region near T*.
The figure shows the results of anumerical analysis
of the set of equations (9) and (10) in the linear (in T)
approximation for the cutoff momentum q. = sT/vg
where s is a coefficient independent of T; the dimen-
STYoT*
31 Bvﬁ
unity in the model suggested. It isevidentthat at T > T*
the | (T) dependence can be roughly approximated in
a wide temperature range by a linear function 17Y(T) ~
T, whose slope is defined by the parameter k, and the
relation | 7(T) ~ T34 becomes valid only at T > T*.

sionless parameter k = is much smaller than

3. CHARGE DENSITY WAVE FORMATION
NEAR AN ISOLATED POINT DEFECT

Now, we discuss the isol ated-point-defect model for
CDW formation based on the concept of thelocal phase

No. 8 2003
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Temperature dependence of the inverse correlation length
_—I_T—*, r= TlA/y/\a\) at various
values of the parameter k: (1) 1, (2) 0.1, (3) 0.05, (4) 0.01,
and (5) 0.001.

of charge fluctuations (t =

transition. Considering the functional Fy[¢] in Eq. (7)
as an effective free energy of an undoped system above
the phase transition point (a > 0), we introduce a term
OF[d] representing a perturbation near a defect and
having the simplest form of a*“point source.” Then, the
total energy takes on the form

FL¢] = Fo[¢] +oF[¢],

OF[¢] = [A(r)e(r)dr.

Physically, the term dF[¢] in Egs. (11) and (12) is the
energy of charge redistribution around the defect cal cu-
lated to the first order in the perturbing potential A(r).
Inthelocal approximation, when the effective radius of
the isolated defect is small in comparison with the cor-
relation length, we have A(r) = Ad(r), with A ~ Uy/W,
where U, isthe matrix element of the perturbing poten-
tial at the wave vector P; this matrix element is positive
or negative depending on the defect charge sign (e.g., a
substitutional atom or vacancy). In approximation (11),
we disregarded the coefficient a of renormalization
due to the defect potential, assuming that ($%/n?) < 1,
which seems quite reasonable in the case of a low
defect concentration above the transition temperature.

Minimization of free energy (11) with respect to the
order parameter ¢(r) yields the self-consistency equa-
tion

(11)

(12)

[V(3a_;_y:722+& + 2B¢2(r)}¢(r) = —%6(r), (13)

where the term with the fourth derivative is purposely
retained, duetowhichitispossibleto eiminatethesin-
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gularity of the function ¢(r) at r — 0 in the point-
defect model. If we omit the nonlinear term ~¢2 in
Eq. (13), whichis correct at least far from the defect at
r > |, then the solution to Eq. (13) can be written as

O(r) = ——2—[Ko(pr) —Ko(p.1)], (14)
Amv(p; —po)
pi — yiA/\év—4va, (15)

where K(2) isthe modified Bessal function of order zero
[13]. The CDW amplitude near the defect is given by

[P0
}\ln[ED

= 16
4mv(p: - p2) (19

$(0) = -

or, in the limit 9—\21 < 1 characteristic of the problem

y
under study,
oAy
0(0) = n%e. (17)
If the condition =2 < /P _ i< isfied, the nonlin-
W In(p/a)

ear term ~¢2 in Eq. (13) isinsignificant at any distance
r from the defect. The asymptotic form of the function
o(r)atp.r>1is

A
8TV —4av)
9 [exp(—p_r) 3 eXP(—IOJ)]

Jor e

Inthelimit % <1,ar > 1, Eq. (18) takesontheform
Y

o(r)=
(18)

A exp(=r/l)
a2my Sl

therefore, the CDW envelope behavior at large dis-
tances is independent of the coefficient v and the char-
acteristic localization length of the order parameter
coincides with the renormalized correlation length I(T)
of charge fluctuations.

The isolated point defect model for a surface
remains correct only with the constraint nyl? < 1,
where ny isthe defect concentration. Asthe temperature
decreases, the charge rearrangement region induced by
defects grows proportionally to [(T)? and, on reaching

o(r)= (19)

2003
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the characteristic temperature T, where Ng ~ I-2(f),
almost the entire surface is reconstructed. Most likely,

the mixed phase above the temperature T canbe repre-
sented as a superposition of weakly overlapped local
(3 x 3) CDW regions randomly distributed in the plane

against the background of the (/3 x ./3) structure and
can be described by the generalized order parameter

o(r) 0¥, ¢, (r —Ry), where R, isthe nth-defect posi-

tion vector. The coordinate dependence of the envelope
function ¢,(r —R,) isdescribed by formulas (14)—(19),
and its sign is defined by the matrix element of the nth-
defect potential A, = Acos(PR,) and can be both posi-
tive and negative. Thus, after averaging over the defect

coordinates at the surfaceat T> T, we have [@(r)= O,
but [@(r)2 0. In the mixed state above the tempera-

ture T, the fraction of the (3 x 3) phase induced by
defects in the (/3 x ./3) phase reduces continuously

with increasing T. The quantity T may be considered a
characteristic temperature of the smeared order-disor-
der phase transition from the mixed state with CDW
islands to a state with a homogeneous CDW structure,
which persists down to very low temperatures.

Now, let us discuss some experimenta data on the
Sn/Ge(111) system. Scanning tunneling microscopy
experiments [8, 13, 14] show that the metal monolayer
of this system always contains intrinsic defects. Ge
atoms substituting for 3-4% of Sn atoms and Snh vacan-
cies. These defects induce a (3 x 3) CDWs phase sur-

rounded by the (J/3 x ./3)R30° phase; therefore, the
state with a mixed structure is formed aready at room
temperature. The evolution of this structure from the
island phase to an almost homogeneous (3 x 3) phase
below 120 K [15] confirmsthe pattern of the phasetran-
sition induced by defects. A photoemission study [7] of
the mixed phase revealed an energy gap near the Bril-
louin zone edge of the (3 x 3) lattice in the temperature
range from 300 to 80 K, which counts in favor of the
existence of the (3 x 3) CDW phase. According to [§],
the temperature dependence of the inverse characteris-
tic radius of alocal CDW induced by a defect is close
to linear, one I7{(T) ~ T, at high values of T, which
agrees qualitatively with the results we obtained (see
Section 3). Using the empirical data from [8], we can
also estimate the temperature T* = 70 K as the bound-
ary between theregionsof the strong (at T > T*) and the
weak | (T) dependence (at T < T*). Unfortunately, it is
impossible to immediately extend the approach under
consideration to the low-temperature region T < T*,
where the correlation length |(T) exceeds the average
distance between defects (nyl? > 1) and the isolated-
defect approximation becomes invalid. Strictly speak-
ing, one can only make assumptions on the comparabil -
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ity of our theoretical estimate | ~ Texp 010 40 the
021
experimental dependence obtained in[8] at T< 70 K.

4. CONCLUSIONS

The phenomenon of submonolayer reconstruction
with CDW formation induced by defects is observed
not only in the Sn/Ge(111) structure. For example, a
weak loca modulation of the charge density near
defects was detected using reflective high-energy elec-
tron diffraction from a tin submonolayer coating (1/3
monolayer) on Si(111) at T=120 K [16]. Another inter-
esting example is one-dimensional metal chains on the
In/Si(111)-(4 x 1) surface. Scanning tunnel microscopy
of this surface at room temperature explicitly showsthe
existence of a new (4 x 2) structure of these chains,
localized at sodium adatoms, whose el ectron spectrum
is characterized by a dielectric gap inherent in systems
with CDWs [17]. The theoretical scheme suggested in
this paper seems to allow one to describe (at least in a
gualitative manner) the thermodynamics of the phase
transition with CDW formation in the presence of
defectsin such systems.
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Abstract—The expansion of the carbon skeleton of molecules in crystallites and the longitudinal contraction
of the crystallitelattice in poly(ethylene) (PE) and poly(caproamide) (PCA) with an increasein the temperature
are measured using IR and Raman spectroscopy and x-ray diffraction. The thermal expansion of the carbon
skeleton due to transverse vibrations is theoretically calculated within the atomic chain model. The theoretical
and experimental data on the thermal expansion of the carbon skeleton are in good agreement. © 2003 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Polymer crystals are built up of regularly arranged
straight segments of chain molecules. The longitudinal
(along the molecular axes) rigidity of covalent bondsin
molecular skeletons is substantially higher than the
flexural rigidity of molecules and therigidity of van der
Waals or hydrogen bonds between molecules. These
factors are responsible for the specific features
observed in the elasticity and internal dynamics of
polymer crystals: (i) strong anisotropy of the elastic
properties of polymer crystals (the moduli of longitudi-
nal elasticity are approximately two orders of magni-
tude larger than those of transverse elasticity) and
(ii) the high longitudinal rigidity of molecules and,
consequently, the high characteristic temperature of
longitudinal vibrations (~1500 K) [1]. As aresult, ther-
mal longitudinal vibrations are virtually not excited at
temperatures up to the melting point of polymer crys-
tal's (400-500 K).

The characteristic temperatures of transverse vibra-
tions are considerably lower (100-300 K) [1]; hence,
these vibrations are excited at 300 K. Therefore, the
transverse vibrations dominate in polymer crystals.

The domination of transverse vibrations determines
the following featuresin the thermal expansion of poly-
mer crystals.

() In the transverse direction, the lattice undergoes
a conventional *“solid-state” (positive) expansion
through the vibrational—-anharmonic mechanism due to
transverse vibrations of molecules involved in anhar-
monic intermolecular interactions [1, 2].

(2) Inthelongitudinal direction, thelatticeis subject
to a negative thermal expansion (contraction) associ-
ated with the membrane mechanism of thermal defor-
mation [1-3].

The theory of negative longitudinal expansion in
polymer crystals has been developed in a number of
works and offered reasonable agreement between the
calculated and experimental data[4, 5]. In these works,
it was assumed that, in the course of transverse vibra-
tions, the molecul es remain nonstretchable in the longi-
tudinal direction owing to a high longitudinal rigidity
[1, 4, 5]. This inference is consistent with the concept
that transverse vibrations are attended by a decrease in
the axial length of the molecule (the projection of the
molecular skeleton contour onto the molecular axis)
due to atilting of nonstretchable chemical bondsin the
molecular skeleton (and, hence, by a decrease in their
projection onto the molecular axis).

However, we should emphasize the following cir-
cumstance. The inference regarding the bond non-
stretchability in the course of transverse vibrations
holdstrue only under the assumption that the end points
of the bending molecular segment execute afree longi-
tudina displacement. This assumption seems to be
unrealistic, casts some doubt on the conclusion that the
interatomic bonds are nonstretchable, and stimulates
elucidation of the question as to how the transverse
vibrations of the molecule under consideration affect
the molecular skeleton in polymer crystals.

In earlier works [6-8], the longitudinal thermal con-
traction of polymer crystals was measured from the
thermally induced angular displacement of the meridi-
onal reflectionsin x-ray diffraction experiments. How-
ever, these measurements do not provide a clear under-
standing of the behavior of the contour length of the
molecular skeleton.

In recent years, thermal phenomena in polymer
crystals have been investigated using IR and Raman
spectroscopy [9-12]. It has been found that the shiftsin
the frequency of vibrations of the molecular skeleton
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under temperature variations correspond to an increase
in the thermal expansion of the molecular skeleton
upon heating. This gives a more realistic idea of the
nature of the phenomena under investigation: trans-
verse vibrations of moleculesin polymer crystals bring
about two effects, namely, adecreasein the axia length
and a simultaneous increase in the contour length.

As far as we know, theoretical treatment of the
expansion of a molecular skeleton due to transverse
vibrations has never been performed before.

In this work, we undertook a combined experimen-
tal investigation into the thermal behavior of polymer
crystalswith the use of IR and Raman spectroscopy and
x-ray diffraction and carried out a theoretical analysis
of the deformation of the molecular skeleton in the
course of transverse vibrations.

2. EXPERIMENTAL TECHNIQUE

The uniaxially oriented crystalizing polymers
poly(ethylene) (PE) and poly(caproamide) (PCA) were
chosen as the objects of our investigation. The crystal-
lite (longitudinal and transverse) sizes in these poly-
mers were approximately equal to 10-20 nm.

The shifts of the band at 1130 cm in the spectra of
PE and the band at 930 cm in the spectra of PCA (the
frequencies of the bands are given at 298 K) were deter-
mined using Raman and IR spectroscopy, respectively.
These regularity bands correspond to vibrations of the
carbon skeleton of moleculesin theform of trans—trans
regular sequences [13, 14]. The IR spectra were
recorded on DS-403G and Specord 75IR spectropho-
tometers. The Raman spectra were measured on a
Ramalog-5 spectrophotometer. The spectral measure-
ments were performed in the temperature range from
90 to 500 K. The bandwidth of the spectral dlit was
equal to 1 cm™ and did not exceed ~0.25 of the half-
width of the bands at 90 K. For this reason, the distor-
tion of the band shape due to the bandwidth of the spec-
tral glit was no more than 10%. With the aim of mini-
mizing dynamic distortions, the scanning velocity did
not exceed 1 (cm min)~t. The spectra were processed
with inclusion of the distortions caused both by radia-
tion of the sample and the cell at high temperatures[15]
and by the overlap of band wings.

The angular displacements of the meridional (i.e.,
along the axes of chain moleculesin the crystals) reflec-
tions (002) for PE and (0140) for PCA were measured
using x-ray diffraction in the temperature range from 5
to 450 K. The measurements were performed on
DRON-1 and DRON-3 x-ray diffractometers with the
use of filtered CuK, radiation (A = 0.154 nm) and MoK,
radiation (A = 0.071 nm). Theinstrumental angular col-
limation width was 2'.
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Fig. 1. Meridional x-ray reflections (CuK, radiation):
(a) (002) for PE at (1) 5 and (2) 347 K and (b) (0140) for
PCA at (3) 5and (4) 413 K.

3. X-RAY DIFFRACTION DATA

The shifts of the meridiona reflections with an
increase in the temperature from 5 to 450 K were mea-
sured using reflections of two orders for the purpose of
obtaining more reliable data.

Figure 1 shows the angular contour of the meridi-
onal reflectionsfor PE and PCA at two temperatures. It
can be seen that an increase in the temperature results
in ashift of thereflectionstoward the large-angle range.
According to the Bragg equation, this direction of the
shift implies a contraction of the PE and PCA crysta
latticesin the longitudinal direction (along the molecu-
lar axis).

The temperature dependences of the longitudinal
thermal contraction g, of the PE and PCA crystal lat-
tices were determined from the temperature depen-
dences of the angular position of the meridional reflec-
tions. The strain was calculated from the expression
derived by differentiating the Bragg equation, that is,

Ad(T) _  Adn(T)

d bm’
2tan?

g(T) =
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Fig. 2. Temperature dependences of the thermal component
of the longitudinal contraction of the (1) PE and (2) PCA
|attices.

where d and Ad(T) are the interplanar distance and its
change with an increase in the temperature, respec-
tively; and ¢, and Ad(T) are the angular position of
the reflection and its change with an increase in the
temperature, respectively. The value of Ad,(T) is reck-
oned from ¢, at T = 0. This allows us to determine
directly only the thermal component of the expansion.

The dependences g(T) = Ad,(T)/d, for PE and PCA
aredepicted in Fig. 2. These dependences are similar to
each other and exhibit a nonlinear behavior: the longi-
tudinal contraction more steeply increases with an
increase in the temperature. The nonlinearity is associ-
ated with the sequential quantum defreezing initially of
torsonal and then bending transverse vibrations
responsible for the longitudinal contraction of the crys-
tal lattice [12].

Thethermal longitudinal contraction of the polymer
crystal lattice due to transverse vibrations implies that
the projection of the macromolecular skeleton contour
onto the molecular axis (i.e., the axial length of the
macromolecule) decreases as the temperature
increases. As was noted above, information on the
effect of the temperature on the contour length of the
molecular skeleton cannot be obtained from the x-ray
diffraction data.

On the other hand, the change in the contour length
of the molecular skeleton under the force (rather than
thermal) action on the lattice can be determined by x-
ray diffraction. An increase in the longitudinal tensile
stress (especially at low temperatures when the trans-
verse vibrations are not excited) necessarily leads to
expansion of the carbon skeleton of molecules in the
lattice. The longitudinal tensile stress resultsin angular
displacements of the meridional reflections but (unlike
the thermally induced displacements of reflections)
toward the small-angle range [16]. The experimental
dependences of the longitudinal expansion of the PE
and PCA lattices on the tensile stress at alow tempera-
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Fig. 3. Dependences of the longitudinal expansion of the
(1) PE and (2) PCA latticeson the tensile stress at 110 K.

ture (110 K) areplotted in Fig. 3. Thelongitudinal elas-
tic moduli E; = (Ag)/Ac)™ = 200-250 GPa calculated
from the slopes of the linear dependences ¢ (o) are
closeto thetheoretical values of thelongitudinal elastic
moduli of polymer moleculeswith a carbon-chain skel-
eton [16]. This confirms the inference regarding the
expansion of the molecular skeletons under tensile
stress.

The dependences €(0) measured for PE and PCA
will be used in the analysis of the spectroscopic data.

4. IR AND RAMAN SPECTROSCOPIC DATA

Asanillustration, Fig. 4 showstheband at 1130 cm™
in the Raman spectra of PE at temperatures of 90 and
350 K and the band at 930 cm™ in the IR spectra of
PCA at temperatures of 90 and 450 K. It can be seen
from Fig. 4 that an increase in the temperature leads to
a shift in the maxima of the bands toward the low-fre-
guency range. The temperature dependences of the
shift in the frequency Av(T) for PE and PCA are
depicted in Fig. 5.

A question now arises asto the origin of the observed
temperature shift in the frequencies. In order to elucidate
this question, we measured the spectra of the same poly-
mers but under tensile stresses rather than under temper-
ature variations. The evolution of the Raman spectra of
PE isillustrated in Fig. 6. It can be seen from Fig. 6 that,
in this case, too, the band is shifted toward the low-fre-
guency range. As was noted above, the tensile stress
results in expansion of the molecular skeleton. There-
fore, the shift in the maximaof the bandstoward the low-
frequency range with an increase in the temperature is
caused by the expansion of the molecular skeleton. The
dependence of the longitudinal expansion of the molec-
ular skeleton on the tensile stress (Fig. 3) and data anal-
ogous to that presented in Fig. 6 can be used to “cali-
brate” the frequency shifts, i.e., to construct the depen-
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Fig. 4. (a) Band at 1130 cm™ in the Raman spectra of PE at

(2) 90 and (2) 350 K and (b) band at 930 cmLin the IR
spectra of PCA at (3) 90 and (4) 450 K.

dence of the frequency shift Av on the expansion €. of
the molecular skeleton. The calibration curves thus
obtained are plotted in Fig. 7.

As a result, we obtained the frequency shifts Av =
1470¢ for the band at 1130 cm in the Raman spec-
trum of PE and Av = 925¢.. for the band at 930 cm in
the IR spectrum of PCA.

Fig. 5. Temperature dependences of the shift in the fre-
quency of stretching vibrations of (1) PE and (2) PCA mol-
ecules.
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The shift in the frequency of the C—C stretching
vibrations under uniaxial tensile stresses was investi-
gated experimentally and theoretically in [17-28]. It
was demonstrated that the relative frequency shift is
proportional to the expansion of the molecular skeleton
and the Griineisen parameter is the proportionality
coefficient. The curves Av(g.) obtained in the present
work agree with the results reported in [17-28].

The calibration curves Av(ec) (Fig. 7) can beused to
transform the dependences shown in Fig. 5 into temper-
ature dependences of the longitudinal expansion £(T).
These dependences are depicted in Fig. 8.

As can be seen, the temperature dependences of the
longitudinal expansion of the molecular skeleton
exhibit a nonlinear behavior: the slope of the curves
€c(T) increases with an increase in the temperature.
Since the expansion of the molecular skeleton (like the
contraction of the crystal lattice) is associated with the
transverse vibrations, the nonlinearity of the depen-
dence e.(T) is caused by the sequential quantum
defreezing of the transverse vibrations, as is the case
with the nonlinearity of the dependence (T).

Note that the values of & and €, are comparable in
magnitude (Figs. 2, 8).

Thus, there are grounds to believe that, with an
increase in the temperature, the transverse vibrations of
moleculesin polymer crystals bring about both longitu-
dinal contraction of the lattice and expansion of the
molecular skeleton.

In closing the experimental section, it should be noted
that an increase in the temperature and the tensile stress
lead to angular displacements of the x-ray diffraction
reflectionsin oppositedirections. At thesametime, similar
changes in the temperature and the tensile stress result in
frequency shifts of the bandsin the Raman and IR spectra
in one direction (toward the low-frequency range). Thisis
associated with the difference in the therma behavior of
the lattice and its constituent chain molecules.

140

Intensity, arb. units

60

| |
1110 1150

Fig. 6. Band at 1130 cm™ in the Raman spectra of PE:
(1) unloaded sample and (2) the same sample at a tensile
stressof 1 GPa. T=300K.
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Fig. 7. Dependences of the shift in the frequency of C-C
stretching vibrations on the expansion of the carbon skele-
ton of (1) PE and (2) PCA molecules under aload.

5. CALCULATION OF THE AVERAGE CONTOUR
LENGTH OF AN ATOMIC CHAIN EXECUTING
THERMAL VIBRATIONS

Theaverage contour length will be calculated within
astraight chain model with allowance made for thelon-
gitudinal rigidity of interatomic bonds and the flexural
rigidity of the chain. Calculations in the framework of
this model were previoudly carried out in [4, 29, 30].
However, in those works, attention was focused on the
determination of the axial length of a chain executing
transverse vibrations (i.e., the negative longitudinal
expansion of polymer crystals) and the contour length
was not analyzed. Below, wewill calculate just the con-
tour length.

The average contour length is calculated as the sum
of the lengths of individual bond in a molecule. We
introduce the following designations. a is the initia
bond length and r,, ,_; is the length of the nth bond in
the vibrating chain. Then, the elongation of the bond
can bewrittenintheformAa, =r,, ,_; —a. Theaverage
elongation per unit length of the bond and, hence, the
entire contour length of the chain can be represented as

e imanm

Our problem here is to determine the average elonga
tion [Aa,[]
The average value of any dynamic quantity g in the

classical temperature range can be calculated from the
general formula

lqe_BHdF

e Ie‘BHdF '

)

Here, H isthe Hamiltonian of the system, 3 = /KT, qis
the averaged quantity (in our case, the el ongation Aa,, of
the nth bond), and drI" is the elementary phase volume.
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Fig. 8. Temperature dependences of the expansion of the
carbon skeleton of (1) PE and (2) PCA molecules.

The Hamiltonian of the system under consideration
has the form

1 2,1 2
H = [ 5Kea+ 5K:A07 | @)
n

where K, is the elastic constant of bonds in the chain,
Ky is the elastic constant of the bond angle, and Ad,, is
the change in the bond angle. In our model, allowance
is made only for the interaction of nearest neighbor
atoms.

It is assumed that, in this case, the z axis is aligned
parallel to the chain axis and the x axis is perpendicular
to the chain axis. The bond strain can be determined to
the third order in atomic displacements from the for-
mula
X’ z X

n,n—-1 _ n,n—1" n,n-1
2a 2a G

where z, ,_; and X, ,_; are the relative displacements
of nearest neighbor atoms along the z and x axes,
respectively. The change in the bond angle can be writ-
ten as

Aa, =

r‘n,n—l_a:zn,n—l-i-

_ Ko+ 1] . [Knn-17]
Ad, = arcSIN/———=—arcsSin——-. 4
¢n Dn,n+l|:| Dn,n—lm ( )

The difference between our model and the models con-
sidered in earlier works [4, 29, 30] lies in the subse-
guent treatment of the quantity Ad,,. In particular, Chen
et al. [4] included only terms up to the second order in
the expansion of the quantity A¢,, and assumed that the
bonds are nonstretchable (i.e., Ar, ,_; = Ary, 4 1= @).

In this work, we do not make such assumptions.
Relationship (4) is expanded into a series to the third
order in atomic displacements. As a result, we deter-
mine the bond strains induced by the transverse vibra-
tions of atomsin the chain.
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Since expansions (3) and (4) contain terms of the
third order in atomic displacements, Hamiltonian (2)
can be represented as the sum of two components: the
harmonic component Q involving the quadratic terms
and the anharmonic component A including the higher
order terms. As usual, we assume that the anharmonic
component is sufficiently small in magnitude. Hence,
from expression (1), we obtain the average elongation
[Aa,[in the form

[Aane‘BQ(l —BAYdI
[Aa 1= ) = [Aa)
Ie (1-BA)dIr ©)

+ B manQ)DADJ_ B DSanAu)'

Here, [..[J indicates averaging with the use of the har-
monic Hamiltonian Q.

Further analysis requires knowledge of the Hamilto-
nian A in an explicit form. The anharmonic Hamilto-
nian A can be written as the sum of two components:

A= A+A,

where A, isthe component related to the potential of the
bond elasticity and A, is the component governed by
the potential of the strain caused by the change in the
bond angle.

The component related to the bond strain can be cal-
culated to the third order in atomic displacements by
the expression

Ks Zn, n—lxs,n—l
A-SyEeia]
n

The component associated with the chain bending is
determined to the third order in atomic displacements
from the formula

2 2

A, = Ky |:_2Xk,k—lzk,k—1 X ke 1ok
2 a a

« (7)

+ 27 o 1 %% K+ 1% k-1 + 27, 1% k+ 1Xk,k—1i|
a a '

Next, we can calculate the average values of the terms
in relationship (5).

Asfollowsfrom expression (3), thefirst term [Aa,[4
has the form

_ Ognoal
Daf= =5t ®)
Expression (8) contains the contribution only from the
second term in formula (3), because the first and third
terms are odd functions and, hence, do not make a con-
tribution.

The second term in relationship (5) does not involve
terms linear in temperature, because it is equa to the
product of the quantity given by expression (8) (linear
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in temperature) and the sum of the averages of the
anharmonic Hamiltonian components (6) and (7) con-
taining only termsthat are quadratic in temperature. As
aresult, the second termin relationship (5) is of the sec-
ond order in temperature and, hence, is small.

The third term in relationship (5) can be repre-
sented as BlAa,Ald = BlAaAld + [AaAyd. The term
Blha.Ald = BLZ, ,_ 1Al = [Aald was calculated to the
first order in temperature in [4]. It can be seen that,
making allowance for its sign in relationship (5), this
term cancels the first term [defined by expression (8)]
in relationship (5). Consequently, the term [Aa,Ald
makes the dominant contribution.

Taking into account relationship (7), the contribu-
tion linear in temperature to the average bond strain has
the form

K
[Aa Agly = < Z k—l?b

2 2
2% k1Zok-1 | 2Xke1Zoken

xy | ; ©

k

+ 2Z i 1% ke 1% k-1 + 2Z 1% k+ 1Xk,k—li|
a a 0

The contribution to the bond strain is made by only the
first two terms in expression (9), because the last two
terms are odd functions of the displacements. In our
calculations, we invoked the results abtained by Chen
et al. [4]. Expression (9) coincides in form with the
relationship obtained for Az, ,_;[in [4] with an accu-
racy up to factors. After reducing to the normal modes
and caculating the longitudinal and transverse inte-
grals, the quantity defined by expression (9) turnsout to
be proportional to the temperature squared.

As aresult, relationship (5) with due regard for the
factor B takes the form

2KTK,
aK K,
The effective force constant K, introduced in [4]
accountsfor the contribution of the spatial dispersion of
bending vibrations and the intermolecular interaction
of atomic chains. Chen et al. [4] proved that K, = K.
Consequently, for the bond strain, we have

. = [Da ] 2kT
€7 a T K’

Thus, the results of the above analysis can be summa-
rized as follows: (1) It was established that the trans-
verse vibrations lead to the elongation of bonds in the
chain and, hence, to an increase in the average contour
length of the skeleton of the chain (polymer) molecule.
(2) The approximate relationship for the average elon-
gation of bondsin the chain as afunction of the temper-
ature was derived.

[Ma = (10)
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6. COMPARISON OF THEORETICAL
AND EXPERIMENTAL DATA

Let us estimate the thermal expansion of the chain
with the use of relationship (10) at T = 300 K, K =
400 N/m (this value is taken from [31]), and a = 1.3 x
107° m (the axial length of the C—C bond). As a resullt,
we obtain ;0= 1.5 x 10, The measured thermal
expansion of the carbon skeleton of moleculesat T =
300 K (Fig. 8) is approximately equal to 1.7 x 1073 for
PE and 2.7 x 1073 for PCA. As can be seen, the calcu-
lated value of [ [is in reasonable agreement with the
experimental data on the thermal expansion of molecu-
lar carbon skeletons.

Thus, the measured expansion of the skeleton of the
chain molecules in the crystal due to transverse vibra-
tionsis confirmed by the results of calculations.

It should be emphasized that our calculations were
carried out for the atomic chain rather than for one
vibrating bond, which permitted us to take into account
the interaction of atoms along the chain. In turn, this
made it possible to elucidate the origin of the bond
elongation, i.e., the emergence of longitudinal tensile
forces induced by the transverse vibrations. Upon
transverse displacement of any atom, the nearest and
next-to-nearest neighbor atoms along the chain offer
resistance to longitudinal shear, which gives rise to a
tensile force and, as a consequence, expansion (elonga-
tion) of the bond. To put it differently, longitudinal dis-
placements of atoms are not free when their neighbors
are displaced in the transverse direction. This mecha
nism of expansion of the skeleton of the chain molecule
can be referred to as the “ quasi-string” mechanism (by
analogy with a string with fixed ends that must neces-
sarily extend upon transverse displacement of its cen-
tral segment).
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