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Ultrasound damping at $T=4.2 \mathrm{~K}$ in single crystal easy-plane antiferromagnetic $\mathrm{KMnF}_{3}$ is studied experimentally as a function of the magnitude and direction of a constant magnetic field $\mathbf{H}$ at frequencies of $640-670 \mathrm{MHz}$, corresponding to the frequencies of nuclear spin waves. Two experimental situations are examined: in the first, the vector $\mathbf{H}$ lies in the easy magnetization plane (001), and in the second, $\mathbf{H}$ forms an angle with (001). For longitudinal ultrasound waves propagating along the hard magnetization axis [001], it is found that the damping depends resonantly on the magnitude of the field $\mathbf{H}$. In the first case a single damping maximum is observed, and in the second, two damping peaks that are well resolved with respect to the field. The angular dependence of the resonance damping signals on the direction of the constant magnetic field is found to have a $90^{\circ}$ periodicity in all cases. The observed effects are explained by resonant ultrasonic excitation of nuclear spin waves. On the basis of an analysis of the magnetoacoustic interaction energy, it is shown that in the first case, nonzero oscillations of the antiferromagnetism vector $\mathbf{L}$ occur only in the basal plane, while in the second, oscillations of $\mathbf{L}$ occur both in the basal and a vertical plane, which are associated, respectively, with two branches of the nuclear spin waves. It is also shown that the $90^{\circ}$ periodicity in the angular dependence of the damping signals is associated with a fourth order [001] axis. © 1997 American Institute of Physics. [S1063-7761(97)02211-7]

## 1. INTRODUCTION

The principal characteristic of nuclear spin waves, ${ }^{1}$ as of electronic spin waves (magnons), ${ }^{2}$ is that their frequencies $\omega_{n}(\mathbf{q})$ depend on the wave vector $\mathbf{q}$, which varies within the limits of the Brillouin zone over $0 \leqslant \mathbf{q} \leqslant \mathbf{Q}$, where $\mathbf{Q}$ is the reciprocal lattice vector. The range of variation in the frequencies of the nuclear spin waves (the width of the spin wave band),

$$
\begin{equation*}
\omega_{p}=\omega_{n}(\mathbf{Q})-\omega_{n}(0), \tag{1}
\end{equation*}
$$

is determined by an indirect interaction of the nuclear magnetic moments $\mathbf{m}$ through magnons ${ }^{3}$ and therefore depends strongly on the shape of the magnon spectrum $\omega_{e}(\mathbf{q})$.

In two-sublattice antiferromagnets, which include $\mathrm{KMnF}_{3}$, the magnon spectrum has two branches $\omega_{e 1}(\mathbf{q})$ and $\omega_{e 2}(\mathbf{q})$ (in accordance with the number of magnetic sublattices), whose spectral widths are determined by the exchange interaction $\left(\omega_{e i}(\mathbf{Q})-\omega_{e i}(0)=\omega_{E} \sim 10^{13}-10^{14} \mathrm{~s}^{-1}, i=1,2\right)$. The $\omega_{e i}(0)$ are related to weaker magnetic interactions (with external magnetic fields, magnetic anisotropy fields, etc.), so that $\omega_{e i} \ll \omega_{E}$. In easy-plane antiferromagnets, the ratio $\omega_{e 1}(0) / \omega_{e 2}(0) \approx 10^{-2}-10^{-3}$ because of the large difference in the magnitudes of the anisotropy fields in the basal plane, $\mathbf{H}_{a}$, and along the hard magnetization axis, $\mathbf{H}_{A} .{ }^{4}$ In the weakly anisotropic ferromagnetic materials, cubic $\mathrm{RbMnF}_{3}$ and almost cubic $\mathrm{KMnF}_{3}$, this ratio is typically

$$
\begin{equation*}
\omega_{e 1}(0) / \omega_{e 2}(0) \simeq 1 . \tag{2}
\end{equation*}
$$

The relationship between the exchange frequency $\omega_{E}$ and $\omega_{e i}(0)$ determines the radius of the indirect interaction of the nuclear magnetic moments $\mathbf{m}_{j}$ and $\mathbf{m}_{j}^{\prime}$ through the magnons: ${ }^{3}$

$$
\begin{equation*}
r_{0}(i)=a \omega_{E} / \omega_{e i}(0) \tag{3}
\end{equation*}
$$

where $a$ is the interatomic separation in the crystal. $r_{0}(i)$ depends on the magnon branch number $i$ because the interactions of the various components of the vectors $\mathbf{m}_{j}$ and $\mathbf{m}_{j}^{\prime}$ are different. In easy-plane and cubic antiferromagnetic materials in constant magnetic fields $H<10^{4} \mathrm{Oe}, r_{0}(i)$ can attain macroscopic sizes $\left(r_{0} \sim\left(10^{3}-10^{4}\right) a \approx\left(10^{-5}\right.\right.$ $\left.-10^{-4}\right) \mathrm{cm}$ ), which ensures formation of nuclear spin waves at liquid helium temperatures, when the nuclear spins are in a disordered paramagnetic state. ${ }^{3}$

Nuclear spin waves have been studied in most detail in easy-plane antiferromagnets based on manganese atoms $\left(\mathrm{MnCO}_{3}, \mathrm{CsMnF}_{3}\right.$ etc.). ${ }^{5-9}$ These compounds are the most convenient objects for such research for the following reasons: first, as do other antiferromagnetic materials, they have a large radius $r_{0} \approx 10^{-5}-10^{-4} \mathrm{~cm}$ (3); second, ${ }^{55} \mathrm{Mn}$ nuclei have a large magnetic moment ( $\approx 3.5$ nuclear magnetons); third, strong hyperfine fields $H_{n}=650 \mathrm{kOe}$ act on them; and fourth, the natural abundance of the magnetic isotope ${ }^{55} \mathrm{Mn}$ is close to $100 \%$.

The easy-plane antiferromagnetic materials are distinguished by the fact that only the indirect interaction through low frequency magnons, $\omega_{e 1}(\mathbf{q})$, is significant because


FIG. 1. Dispersion curves for sound waves $\Omega(\mathbf{q})$ and for the two branches of nuclear spin waves $\omega_{n 1}(\mathbf{q})$ and $\omega_{n 2}(\mathbf{q})$.
$r_{0}(2) \ll r_{0}(1)$, so only one branch of the nuclear spin waves, $\omega_{n 1}(\mathbf{q})$ develops. For the other branch, $\omega_{n 2}(\mathbf{q})$, the nuclear spin wave band is narrower than the NMR line.

In the past, mostly the nonlinear effects produced by nuclear spin waves have been studied: the production of echo signals by frequency modulation; ${ }^{9}$ parametric excitation of nuclear spin waves; ${ }^{5-8}$ hysteresis in stationary NMR signals. ${ }^{10,11}$ In these papers, nuclear spin waves were excited by a varying magnetic field. In the present paper, we report studies of nuclear magnetoacoustic resonances in which nuclear spin waves are excited by the elastic field of an acoustic wave, as in the case of the electron magnetoacoustic resonance with magnons. ${ }^{2}$ Although magnetoelastic interactions can play an important role even in ordinary NMR, ${ }^{12}$ in the case of NMR their role can only be evaluated indirectly. In the case of the nuclear magnetoacoustic resonance, it is possible to intervene actively in the magnetoelastic dynamics, by varying the amplitude, frequency, and polarization of the sound. In addition, magnetic and magnetoacoustic fields differ in symmetry and this shows up in the selection rules for excitation of the different branches of nuclear spin waves.

Nuclear spin waves were excited and their properties studied in the antiferromagnetic compound $\mathrm{KMnF}_{3}$ which has a cubic structure with a weak tetragonal distortion. In this sort of antiferromagnet, because of Eq. (2) the indirect interaction through both magnon branches is significant and this causes both nuclear spin wave branches, $\omega_{n 1}(\mathbf{q})$ and $\omega_{n 2}(\mathbf{q})$ to develop. ${ }^{13-15}$ The dispersion curves for the nuclear spin waves $\omega_{n 1}(\mathbf{q})$ and $\omega_{n 2}(\mathbf{q})$ and the acoustic wave $\Omega(\mathbf{q})$ are shown schematically in Fig. 1. The intersection points of the curves

$$
\begin{equation*}
\Omega(\mathbf{q})=\omega_{n 1}(\mathbf{q}) \quad \text { and } \quad \Omega(\mathbf{q})=\omega_{n 2}(\mathbf{q}) \tag{4}
\end{equation*}
$$

correspond to resonance conditions in the first and second nuclear spin wave branches. The dashed curves in Fig. 1 represent the distortion in the nuclear spin and sound waves in the neighborhood of these resonances, which shows up, in particular, as a change in the sound speed $V_{S}$ that is well known from the electron magnetoacoustic resonance. ${ }^{2}$ The behavior of $V_{S}$ in the nuclear magnetoacoustic resonance region was not studied there, however. The main purpose of
that study was to observe and study the nuclear magnetoacoustic resonance signal from both nuclear spin wave branches.

The nuclear magnetoacoustic resonance signals were observed using the fact that the width of the nuclear spin wave bands, $\omega_{p i}(\mathbf{q})$, which represent a dynamic frequency shift, ${ }^{3,9}$ has a strong dependence on the magnitude of the constant magnetic field $\mathbf{H}$. Thus, the points where the branches of the nuclear spin waves intersect can be displaced along the $\Omega(\mathbf{q})$ curves using the magnetic field $\mathbf{H}$ to make them coincide with the frequency $\Omega_{0}$ of the acoustic oscillations excited in the sample. The fields $\mathbf{H}$ at which these coincidences occur can be determined experimentally from the absorption peak for the input acoustic power.

## 2. SAMPLES AND MEASUREMENT TECHNIQUE

$\mathrm{KMnF}_{3}$ has a cubic structure at room temperature which undergoes a weak tetragonal distortion as a result of two structural phase transitions at $T_{1}=188.6 \mathrm{~K}$ and $T_{2}=91.5 \mathrm{~K} .{ }^{16,17}$ Antiferromagnetic ordering occurs at $T_{N}=88.3 \mathrm{~K}$. The corresponding collinear two-sublattice antiferromagnetic structure is determined by the antiferromagnetism vector $\mathbf{L}=\left(\mathbf{M}_{1}-\mathbf{M}_{2}\right) \|[001]$, where [001] is a fourthorder axis. At $T_{M}=81.5 \mathrm{~K}$ there is a magnetic orientational phase transition in which $\mathbf{L}$ tilts into the basal plane and a weak ferromagnetism $\mathbf{M}=\mathbf{M}_{1}+\mathbf{M}_{2}$ develops. ${ }^{16-19}$ The symmetry of all these transitions has been analyzed elsewhere. ${ }^{20}$

The presence of a weak ferromagnetism in the tetragonal antiferromagnetic materials has been shown ${ }^{3,20}$ to lead to the formation of a domain structure with four directions of $\mathbf{L}$ and $\mathbf{M}$, which makes experiments more complicated. This can be avoided, however, by cooling the sample to below 100 K in a field $H \simeq 8 \mathrm{kOe}$, as has been done in the present work.

The single crystals of $\mathrm{KMnF}_{3}$ on which the measurements were made were prepared in the form of parallelepipeds from a single piece with dimensions of $4 \times 4 \times 4.7 \mathrm{~mm}^{3}$ and $3 \times 3 \times 4 \mathrm{~mm}^{3}$, whose edges coincided with the principal crystallographic axes [100], [010], and [001]. The end surfaces of the crystals were made flat and mutually parallel to within $1 / 5$ wavelength of the acoustic wave. Ultrasonic waves were excited in a pulsed regime at one of the end surfaces, (001), of the sample and detected at the opposite end. They were polarized longitudinally and had a frequency in the range $600-700 \mathrm{MHz}$. The acoustic wave vector $\mathbf{q}$ was always oriented along the [001] axis.

The measurements were taken at $T=4.2 \mathrm{~K}$. The helium cryostat with the sample was rotated about the $R$ axis, always perpendicular to $\mathbf{H}$ (Fig. 2a and b). The angle between the $R$ axis and the wave vector $\mathbf{q}$ was set equal to $0^{\circ}$ (direct orientation, Fig. 2a) or $20^{\circ}$ (oblique orientation, Fig. 2b). The constant magnetic field was varied from 0 to 8 kOe .

To simplify the observations and calculations we used a single pass of the acoustic pulse through the sample. The ratio of its amplitude $U$ to the amplitude $U_{0}$ of the incident sound determines the measured absorption coefficient.


FIG. 2. Experimental geometry: (a) direct orientation (H lying in the easy magnetization plane), (b) oblique orientation ( $\mathbf{H}$ directed at an angle to the easy magnetization plane).

## 3. MEASUREMENT RESULTS

Resonant damping in a constant magnetic field of ultrasonic pulses at frequencies of $630-670 \mathrm{MHz}$ propagating along the [001] direction of the crystal was observed for the two orientations of the sample relative to $R$.

In the first case the vectors $\mathbf{H}$ and $\mathbf{q}$ were perpendicular to one another and $\mathbf{H}$ lay in the easy magnetization plane (001) of the sample (direct orientation) (Fig. 2a). In the second case, the angle between $\mathbf{H}$ and $\mathbf{q}$ was varied from $70^{\circ}$ to $110^{\circ}$ (oblique orientation) (Fig. 2b). In the plots of $U / U_{0}$ as a function of $H$ for fixed values of $\phi$ (where $\phi$ is the angle between the $x$ axis and the direction of $\mathbf{H}_{\perp}$ ) the following features were observed: a single intense peak for direct orientation (Figs. 3a and 4a) and two intense peaks for oblique orientations (Fig. 3b and 4b).


FIG. 3. Plots of the ratio $U / U_{0}$ as a function of the constant magnetic field $H$ for direct (a) and oblique (b) orientations of the sample at a frequency of 644 MHz .

Plots of the ratios $U / U_{0}$ as functions of the orientation of the constant magnetic field with respect to the crystallographic axes (i.e., of the angle $\phi$ ) are shown in Figs. 5 and 6. The constant magnetic fields $H=H_{1}$ (direct orientation, Figs. 5a and 6a) and $H=H_{1}^{\prime}$ and $H=H_{2}^{\prime}$ (oblique orientation, Figs. 5 b and 6 b ) correspond to the acoustic absorption peaks. As can be seen from Figs. 5 and 6, the angular dependence of $U / U_{0}$ has a $90^{\circ}$ periodicity in the direction of $\mathbf{H}$ in both cases, consistent with the fact that the [001] direction is a fourth-order axis.

The curves in Figs. 3-6 correspond to two frequencies, 644 and 655 MHz . Similar curves were obtained for other frequencies in the range $630-670 \mathrm{MHz}$. These anomalies vanish outside this range. Since the $630-670 \mathrm{MHz}$ band corresponds to NMR frequencies for $\mathrm{KMnF}_{3},{ }^{13-15}$ we have at-


FIG. 4. Plots of the ratio $U / U_{0}$ as a function of the constant magnetic field $H$ for direct (a) and oblique (b) orientations of the sample at a frequency of 655 MHz .


FIG. 5. Angular dependences of the ratio $U / U_{0}$ for direct (a) and oblique (b) orientations of the sample at a frequency of 644 MHz .
tempted to relate the observed minima of $U / U_{0}$ in Figs. 3 and 4 to a resonant interaction of sound with the two nuclear spin wave branches near the points where $\Omega(\mathbf{q})$ intersects $\omega_{n 1}(\mathbf{q})$ and $\omega_{n 2}(\mathbf{q})$ (Fig. 1). This is discussed in the next


FIG. 6. Angular dependences of the ratio $U / U_{0}$ for direct (a) and oblique (b) orientations of the sample at a frequency of 655 MHz .


FIG. 7. Euler angles $\theta, \varphi$, and $\psi$ which define the orientation of the vectors $\mathbf{L}$ and $\mathbf{M}$, where $\theta$ is the angle between $\mathbf{L}$ and $\zeta$ (or $y$ and $\eta$ ) in the $y \zeta$ plane; $\varphi$ is the angle between $z$ and $\zeta$ (or $x$ and $\xi$ ) in the $z x$ plane; $\psi$ is the angle between $\mathbf{M}$ and $\xi$ in the $\eta \xi$ plane.
section of this article, where expressions are derived for the magnetoelastic energy corresponding to the interaction of the first, $V_{1}$, and second, $V_{2}$, branches of the nuclear spin waves with longitudinal sound in the propagation geometry being examined here (q\|[001]) (see Eq. (26):

$$
\begin{equation*}
V_{1} \sim \sin \psi \sin 2 \varphi, \quad V_{2} \sim \cos \psi \sin 2 \varphi, \tag{5}
\end{equation*}
$$

where $\varphi$ is the angle between $\mathbf{L}$ and $z(z \|[100])$ and $\psi$ is the angle between $\mathbf{M}$ and the basal plane (001) (the $z x$ plane in Fig. 7). Equations (5) have been derived for $\mathbf{L}$ oriented in the basal plane $(\mathbf{L} \perp[001])$ and correspond to the magnetoelastic part of the interaction responsible for the weak ferromagnetism in $\mathrm{KMnF}_{3}$. ${ }^{20}$

It can be seen from Eq. (5) that for $\psi=0, V_{1}=0$, so that one minimum should remain in the $U(H) / U_{0}$ curve. Measurements with direct orientation (Figs. 3a and 4a) were made specially as a control experiment to verify Eq. (5). The second characteristic feature of $V_{1}$ and $V_{2}$ is that they go to zero for $\varphi=0, \pm \pi / 2, \pi$. At these values of $\varphi$ we should have $U(H) / U_{0} \approx 1$, in agreement with Figs. 3 and 4.

## 4. DISCUSSION OF RESULTS

To describe the phenomena owing to the nuclear magnetoacoustic resonance which have been observed in the experiment, we can begin with the equations of motion of the nuclear magnetizations $\mathbf{m}_{i}$ of the sublattices, ${ }^{1}$

$$
\begin{equation*}
\frac{d \mathbf{m}_{i}}{d t}=\gamma_{n}\left(\mathbf{m}_{i} \times \mathbf{H}_{n i}\right), \quad i=1,2 \tag{6}
\end{equation*}
$$

where $\gamma_{n}$ is the nuclear gyromagnetic ratio and the $\mathbf{H}_{n i}$ are the effective magnetic fields, determined by the interactions in which the nuclear spins participate. The strongest interaction, which greatly exceeds all the others, is the hyperfine interaction: ${ }^{1}$

$$
\begin{equation*}
\mathscr{H}_{N}=-\sum_{i=1}^{2} A_{i} \int d \mathbf{r} \mathbf{M}_{i}(\mathbf{r}) \mathbf{m}_{i}(\mathbf{r}), \tag{7}
\end{equation*}
$$

where $A_{i}$ is the hyperfine interaction constant for the $i$ th sublattice. In the case of crystallographically equivalent sublattices (as in $\mathrm{KMnF}_{3}$ ), the constants $A_{1}=A_{2}=A$. The interaction $\mathscr{H}_{N}$ is equivalent to the effect of an effective magnetic field

$$
\begin{equation*}
\mathbf{H}_{n i}(\mathbf{r}, t)=A \mathbf{M}_{i}(\mathbf{r}, t) \tag{8}
\end{equation*}
$$

originating in the electronic magnetization $\mathbf{M}_{i}$ on the nuclear magnetization $\mathbf{m}_{i}$ which appears in Eq. (6). Given these remarks, in the following we restrict ourselves to considering just this effective field (8) in Eqs. (6).

In coordinate systems $\left(x_{i}, y_{i}, z_{i}\right)$ attached to the equilibrium directions of the sublattice magnetizations $\mathbf{M}_{0 i}$ $\left(\mathbf{M}_{0 i} \| z_{i}\right)$, Eq. (6) take their simplest form. For small oscillations in $\mathbf{m}_{i}$, when we can neglect the changes in the $z$-component $\left(m_{i}^{z_{i}}=m_{0}\right)$ as second order quantities compared to the variations in $m_{i}^{x_{i}}$ and $m_{i}^{y_{i}}$, Eq. (6) can be written in the form

$$
\begin{align*}
\frac{d m_{i}^{x_{i}}}{d t} & =\omega_{n 0} m_{i}^{y_{i}}-\gamma_{n} \Delta H_{n i}^{y_{i}}(\mathbf{r}, t) m_{0} \\
\frac{d m_{i}^{y_{i}}}{d t} & =-\omega_{n 0} m_{i}^{x_{i}}+\gamma_{n} \Delta H_{n i}^{x_{i}}(\mathbf{r}, t) m_{0} \quad(i=1,2) \tag{9}
\end{align*}
$$

where $m_{0}$ is the equilibrium value of $m_{i}^{z_{i}}, \omega_{n 0}=\gamma_{n} A M_{0}$ is the unshifted NMR frequency determined by the static part of the hyperfine field $H_{n i}=A M_{0} \quad\left(M_{0}=M_{01}=M_{02}\right.$ is the equilibrium magnetization of the electronic sublattices), and

$$
\begin{equation*}
\Delta \mathbf{H}_{n i}(\mathbf{r}, t)=A \Delta \mathbf{M}_{i}(\mathbf{r}, t)=A\left(\mathbf{M}_{i}(\mathbf{r}, t)-\mathbf{M}_{0 i}\right) \tag{10}
\end{equation*}
$$

is the dynamic part of $\mathbf{H}_{n i}$ owing to oscillations of the $\mathbf{M}_{i}(\mathbf{r}, t)$ near their equilibrium values. In this case, these oscillations have the form

$$
\begin{equation*}
\Delta \mathbf{M}_{i}(\mathbf{r}, t)=\Delta \mathbf{M}_{i m}(\mathbf{r}, t) \Delta \mathbf{M}_{i u}(\mathbf{r}, t) \tag{11}
\end{equation*}
$$

where the oscillations $\Delta \mathbf{M}_{i m}(\mathbf{r}, t)$, given by

$$
\begin{equation*}
\Delta \mathbf{M}_{i m}(\mathbf{r}, t)=\sum_{j=1}^{2} \int d r^{\prime} \chi_{i j}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) A \mathbf{m}_{j}\left(\mathbf{r}^{\prime}\right) \tag{12}
\end{equation*}
$$

are caused by the hyperfine fields

$$
\begin{equation*}
\mathbf{H}_{e i}^{\prime}(\mathbf{r}, t)=A \mathbf{m}_{i}(\mathbf{r}, t), \tag{13}
\end{equation*}
$$

acting on the electron spins from the part of the nuclei. These oscillations ensure the generation of nuclear spin waves. ${ }^{3}$ Equation (12) includes the quantities $\chi_{i j}(\mathbf{r}, t)$, which determine the response of the magnetization $\mathbf{M}_{i}(\mathbf{r})$ at the point $\mathbf{r}$ to the $\mathbf{h}_{j}\left(\mathbf{r}^{\prime}\right)$ applied to the $j$-sublattice at the point $\mathbf{r}^{\prime}$. The second term in Eq. (11), which is the principal term in the magnetoacoustic resonance, is caused by the magnetoelastic fields $\mathbf{h}_{j u}$ associated with the elastic deformations by the acoustic wave:

$$
\begin{equation*}
\Delta \mathbf{M}_{i u}(\mathbf{r}, t)=\sum_{j=1}^{2} \int d r^{\prime} \chi_{i j}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \mathbf{h}_{j u}\left(\mathbf{r}^{\prime}, t\right) \tag{14}
\end{equation*}
$$

The fields $\mathbf{h}_{j u}$ are defined as the variational derivatives of the magnetoelastic energy $V_{M E},{ }^{3,21}$

$$
\begin{equation*}
\mathbf{h}_{j u}\left(\mathbf{r}^{\prime}, t\right)=\delta V_{M E} / \delta \mathbf{M}_{i}\left(\mathbf{r}^{\prime}, t\right), \tag{15}
\end{equation*}
$$

where
$V_{M E}=\sum_{i, j=1}^{2} \sum_{\alpha, \beta, \gamma, \delta} \int d r B_{i j}^{\alpha \beta \gamma \delta} M_{i}^{\alpha}(\mathbf{r}) M_{j}^{\beta}(\mathbf{r}) U_{\gamma \delta}(\mathbf{r}, t)$,
and

$$
\begin{equation*}
U_{\gamma \delta}(\mathbf{r}, t)=\frac{1}{2}\left\{\partial U_{\gamma}(\mathbf{r}, t) / \partial r_{\delta}+\partial U_{\delta}(\mathbf{r}, t) / \partial \mathbf{r}_{\gamma}\right\} \tag{17}
\end{equation*}
$$

while $\mathbf{U}$ is the elastic displacement vector and the $B_{i j}^{\alpha \beta \gamma \delta}$ are the magnetoelastic interaction constants.

By solving Eq. (9) in conjunction with Eqs. (10)-(17), it is possible to calculate the spectrum and amplitudes of the nuclear spin waves excited by the elastic field $U(\mathbf{r}, t)$. But in order to do this, it is necessary to know the components of the susceptibilities $\chi_{i j}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$, which depend on the orientation of the vectors $\mathbf{M}_{0 i}$ that are determined by the magnitude and direction of the field $\mathbf{H}$. Unfortunately, this kind of calculation can be done in analytic form completely only for a few orientations of $\mathbf{H}$ along the most symmetric directions in the crystal. Although they are free of this restriction, numerical calculations require knowledge of all the necessary parameters of the substance. In addition, it would be desirable to confirm in advance that the model is applicable to solving our problem. Such proofs have been successfully obtained by analyzing the selection rules for excitation of nuclear spin waves by longitudinally polarized acoustic waves. To do this we used a property of the solutions of Eq. (9) which can be established without solving the equations themselves. It turned out that one branch of the nuclear spin waves interacts only with oscillations of $\mathbf{L}=\mathbf{M}_{1}-\mathbf{M}_{2}$ in the basal plane, during which only the angle $\varphi$ varies. (See Fig. 7.) The other branch of the nuclear spin waves interacts only with oscillations of $\mathbf{L}$ in a vertical plane which are described by the single angle $\theta$. Perturbations which affect the angle $\psi$ do not excite either branch of the nuclear spin waves.

This property of nuclear spin waves allows us to find the conditions under which the interaction of sound with each of the nuclear spin wave branches goes to zero by analyzing the interaction $V_{M E}(16)$ and without calculating $\chi_{i j}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$.

The procedure for this analysis reduces to the following: the expression for the magnetoelastic energy (16) can be conveniently rewritten to account for the specific symmetry of crystalline $\mathrm{KMnF}_{3}$ by shifting from the magnetizations $\mathbf{M}_{i}$ to the vectors $\mathbf{L}$ and $\mathbf{M}$. For tetragonal crystals, such as $\mathrm{KMnF}_{3}$, Eq. (16) takes the form

$$
\begin{equation*}
V_{M E}=V_{L L}+V_{L M}+V_{M M}, \tag{18}
\end{equation*}
$$

where $V_{L L}$ only contains components of the vector $\mathbf{L}, V_{L M}$ depends on products of components of both vectors $\mathbf{L}$ and $\mathbf{M}$, and $V_{M M}$ is a term quadratic in components of $\mathbf{M}$. Since the ratio $M / L \simeq \omega_{e i}(0) / \omega_{E} \approx 10^{-3}, V_{L M}$ has a significant effect only when the corresponding terms in $V_{L L}$ equal zero. Similarly, it makes sense to include $V_{M M}$ only if $V_{L M}$ has no effect. For longitudinal sound propagating along the $y \|[001]$ axis, the effect of $V_{M M}$ can be neglected and the expressions for $V_{L L}$ and $V_{L M}$ can be written in the form

$$
\begin{align*}
& V_{L L}=B_{1} L_{y}^{2} U_{y y}+B_{2}\left(L_{z}^{2}+L_{x}^{2}\right) U_{y y}, \\
& V_{L M}=B_{3}\left(M_{x} L_{z}+M_{z} L_{x}\right) U_{y y} \tag{19}
\end{align*}
$$

where $B_{1}=b_{33}, B_{2}=b_{23}$, and $B_{3}=b_{63} \cdot{ }^{22}$ Subsequently, the components of $\mathbf{L}$ and $\mathbf{M}$ must be expressed in terms of the angles $\theta, \varphi$, and $\psi$ (Fig. 7):

$$
\begin{align*}
& L_{x}=L_{0} \cos \theta \sin \varphi, \quad L_{y}=-L_{0} \sin \theta \\
& L_{z}=L_{0} \cos \theta \cos \varphi \\
& M_{x}=M_{0} \cos \psi \cos \varphi+M \sin \psi \sin \theta \sin \varphi \\
& M_{y}=M_{0} \sin \psi \cos \theta \\
& M_{z}=-M_{0} \cos \psi \sin \varphi+M_{0} \sin \psi \cos \varphi \sin \theta \tag{20}
\end{align*}
$$

where $L_{0}$ and $M_{0}$ are the equilibrium values of $\mathbf{L}$ and $\mathbf{M}$, while the angles $\theta$ and $\psi$ describe the emergence of $\mathbf{L}$ and $\mathbf{M}$, respectively, from the basal plane. The small oscillations in $\mathbf{L}$ and $\mathbf{M}$ owing to the deformation field $U(\mathbf{r}, t)$ are determined by small changes in the angles $\theta$ and $\varphi(\delta \theta$ and $\delta \varphi$, respectively):

$$
\begin{equation*}
\theta=\theta_{0}+\delta \theta, \quad \varphi=\varphi_{0}+\delta \varphi \tag{21}
\end{equation*}
$$

where $\theta_{0}$ and $\varphi_{0}$ are the equilibrium values of $\theta$ and $\varphi$. Expanding Eq. (19) in powers of $\delta \theta$ and $\delta \varphi$, we obtain

$$
\begin{align*}
& V_{L L}=V_{0}^{L L}+V_{1}^{L L} \delta \theta+V_{2}^{L L} \delta \varphi, \\
& V_{L M}=V_{0}^{L M}+V_{1}^{L M} \delta \theta+V_{2}^{L M} \delta \varphi, \tag{22}
\end{align*}
$$

where

$$
\begin{align*}
V_{1}^{L L}\left(\psi, \theta_{0}, \varphi_{0}\right)= & \left(B_{1}-B_{2}\right) L_{0}^{2} U_{y y} \sin 2 \theta_{0}, \\
V_{2}^{L L}\left(\psi, \theta_{0}, \varphi_{0}\right)= & 0,  \tag{23}\\
V_{1}^{L M}\left(\psi, \theta_{0}, \varphi_{0}\right)= & B_{3} L_{0} M_{0} U_{y y} \\
& \times\left(-2 \cos \psi \cos \theta_{0} \sin 2 \varphi_{0}\right. \\
& \left.+\sin \psi \sin 2 \theta_{0} \cos 2 \varphi_{0}\right), \tag{24}
\end{align*}
$$

and

$$
\begin{align*}
V_{2}^{L M}\left(\psi, \theta_{0}, \varphi_{0}\right)= & B_{3} L_{0} M_{0} U_{y y} \\
& \times\left(-2 \cos \psi \sin \theta_{0} \cos 2 \varphi_{0}\right. \\
& \left.+\sin \psi \cos 2 \theta_{0} \sin 2 \varphi_{0}\right) . \tag{25}
\end{align*}
$$

Equations (23)-(25) imply that when the vector $\mathbf{L}$ lies in the basal plane $\left(\theta_{0}=0\right)$, only $V_{1}^{L M}$ and $V_{2}^{L M}$ are nonzero, with

$$
\begin{align*}
& V_{1}^{L M}\left(\psi, 0, \varphi_{0}\right)=B_{3} L_{0} M_{0} U_{y y} \sin \psi \sin 2 \varphi_{0}, \\
& V_{2}^{L M}\left(\psi, 0, \varphi_{0}\right)=-2 B_{3} L_{0} M_{0} U_{y y} \cos \psi \sin 2 \varphi_{0}, \tag{26}
\end{align*}
$$

which characterize the magnetoelastic interaction and are coupled to oscillations of the vector $\mathbf{L}$ in, respectively, the basal plane for $V_{2}^{L M}$ and a vertical plane for $V_{1}^{L M}$. The corresponding components of the magnetoelastic field, $h_{1}\left(V_{1}^{L M}\right)$ and $h_{2}\left(V_{2}^{L M}\right)$, obtained with the aid of Eqs. (15)-(22) and (26), in accordance with the above remarks, excite different
branches of the nuclear spin waves, thereby determining the experimentally observed angular dependences of the nuclear magnetoacoustic resonance signals. Since Eq. (26) have been obtained for $\theta_{0}=0$, we may assume that in the low temperature phase $(T<81.5 \mathrm{~K})$, the antiferromagnetism vector $\mathbf{L}$ lies in the basal plane. This conclusion is consistent with some earlier papers ${ }^{20,23,24}$ and contradicts another ${ }^{25}$ in which it is assumed that $\theta_{0} \neq 0$.
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We show that if a conductor is placed in a quantizing magnetic field $\mathbf{H}_{0}$, nonlinear smallamplitude electromagnetic waves can propagate in the conductor. For compensated metals we find the solution of the Maxwell equations when the field $\mathbf{H}_{0}$ is perpendicular to the direction in which the waves propagate. © 1997 American Institute of Physics. [S1063-7761(97)02311-1]

As established by Konstantinov and Perel ${ }^{1}$ and Kaner and Skobov, ${ }^{2}$ when a conductor is placed in a strong uniform magnetic field $\mathbf{H}_{0}$, slowly decaying electromagnetic waves can propagate in it, whose frequency is much lower than the cyclotron frequency of the conduction electrons. Because of the high density of charge carriers in metals, the nonlinear effects in metals are weak and have only a small influence on the wave processes. The spectrum of these waves can easily be found from the Maxwell equations linearized with respect to the weak electric and magnetic fields of the wave. The situation changes when a quantizing magnetic field is applied to the system: the nonlinearity may become strong enough to have an effect even if the wave amplitude is small. If the distance between the Landau levels is much larger than the level width and the temperature spread $\beta^{-1}$ of the equilibrium Fermi charge-carrier distribution function, the amplitude of the quantum oscillating part of the magnetic susceptibility $\chi$ may reach values of order unity. ${ }^{3}$ Here one must bear in mind that quantization of the energy levels of the charge carriers is caused not by an exact microscopic field but by the average macroscopic value of the field, so that the magnetization $\mathbf{M}(\mathbf{B})$ and the magnetic field $\mathbf{H}=\mathbf{B}-4 \pi \mathbf{M}(\mathbf{B})$ are complicated functions of the magnetic induction $\mathbf{B}=\mathbf{B}_{0}+\widetilde{\mathbf{B}}$, with $\mathbf{B}_{0}$ the uniform part of the induction and $\widetilde{\mathbf{B}}$ the field of the wave. When the values of $B_{0}$ satisfy $\left|1-4 \pi \chi\left(B_{0}\right)\right| \ll 1$, the term in the Maxwell equation that is linear in the amplitude of the magnetic field of the wave, $\left[1-4 \pi \chi\left(B_{0}\right)\right] \partial \widetilde{\mathbf{B}}(x, t) / \partial x$, may prove to be of the same order as the nonlinear terms, with the result that the wave process becomes decidedly nonlinear.

In compensated conductors, with equal electron and hole densities ( $n_{e}=n_{h}=n$ ), there can be magnetohydrodynamic waves of two types: one similar to an Alfvén wave, and the other similar to a rapidly propagating magnetoacoustic wave in a gaseous plasma. In this paper we examine the propagation of waves along the $x$ axis perpendicular to the vector $\mathbf{B}_{0}=\left(0,0, B_{0}\right)$ on the assumption that the $z$ axis coincides with the crystal symmetry axis higher than the second order. In this case there is no Alfvén wave, while the electromagnetic field of the rapidly propagating magnetoacoustic wave has the form $\mathbf{E}=(0, E(x, t), 0)$ and $\widetilde{\mathbf{B}}_{0}=(0,0, \widetilde{B}(x, t))$ and can be found by solving the system of equations

$$
\begin{equation*}
\frac{\partial \widetilde{B}}{\partial t}=-c \frac{\partial E}{\partial x}, \quad \frac{\partial \widetilde{B}}{\partial x}=-\frac{4 \pi J_{y}}{c}, \tag{1}
\end{equation*}
$$

where $c$ is the speed of light in vacuum, and $\mathbf{J}=\mathbf{j}+c$ curl $\mathbf{M}$ is the total current density, which consists of the conductivity current density $\mathbf{j}$ generated by the electric field $\mathbf{E}$ and the current density $\mathbf{j}^{\prime}=c$ curl $\mathbf{M}$ induced by the magnetic field.

The first order in the wave electromagnetic field, the components of $\mathbf{J}$ are given by the following expressions: ${ }^{4}$

$$
\begin{align*}
j_{i}(\mathbf{r}, t)= & \int_{-\infty}^{t} d t^{\prime} \int d^{3} r^{\prime} Q_{i k}\left(\mathbf{r}, \mathbf{r}^{\prime}, t-t^{\prime}\right) E_{k}\left(\mathbf{r}^{\prime}, t^{\prime}\right)  \tag{2}\\
j_{1}^{\prime}(\mathbf{r}, t)= & \frac{1}{c} \int d^{3} r^{\prime} Q_{i k}\left(\mathbf{r}, \mathbf{r}^{\prime}, 0\right) \widetilde{A_{k}}\left(\mathbf{r}^{\prime}, t\right) \\
& -\frac{e^{2}}{2 c} \widetilde{A_{k}}(\mathbf{r}, t) \operatorname{Tr}\left\{\hat { \rho } _ { 0 } \sum _ { n } \left[\frac{\partial \hat{v}_{i}}{\partial \hat{p}_{n k}} \delta\left(\mathbf{r}-\mathbf{r}_{n}\right)\right.\right. \\
& \left.\left.+\delta\left(\mathbf{r}-\mathbf{r}_{n}\right) \frac{\partial \hat{v}_{i}}{\partial \hat{p}_{n k}}\right]\right\} \tag{3}
\end{align*}
$$

where $\hat{\rho}_{0}$ is the equilibrium statistical operator of the system of the conduction electrons with a dispersion $\varepsilon(\mathbf{p})$ and hence a velocity $\mathbf{v}=\partial \varepsilon / \partial \mathbf{p}, \mathbf{p}_{n}=-i \hbar \partial / \partial \mathbf{r}_{n}-\mathbf{A}_{0}\left(\mathbf{r}_{n}\right) e / c$ is the kinematic momentum, $\mathbf{A}_{0}(\mathbf{r})$ and $\widetilde{\mathbf{A}}(\mathbf{r}, t)$ are the vector potentials of the field $\mathbf{B}_{0}$ and the wave magnetic field, and the summation with respect to $n$ is over all particles with charge $e$.

The kernel of the integral operator in (2) and (3) for a homogeneous medium depends only on $r-r^{\prime}$ :

$$
\begin{align*}
Q_{i k}\left(\mathbf{r}, \mathbf{r}^{\prime}, t-t^{\prime}\right) & =Q_{i k}\left(\mathbf{r}-\mathbf{r}^{\prime}, t-t^{\prime}\right) \\
& =\int_{0}^{\beta} d \zeta \operatorname{Tr}\left[\hat{\rho}_{0} \hat{I}_{k}\left(\mathbf{r}^{\prime}, t^{\prime}-i \hbar \zeta\right) \hat{I}_{i}(\mathbf{r}, t)\right], \tag{4}
\end{align*}
$$

where $\hat{\mathbf{I}}(\mathbf{r}, t)$ is the current density operator of an unperturbed system of charge carriers in the interaction representation.

If the wavelength $\lambda$ is much larger than the radius $r_{0}$ of the orbit of the charge carriers in the magnetic field and the wave frequency is much lower than the cyclotron frequency $\omega_{B}$, the integral expression for the current density $\mathbf{J}$ can be reduced to a local one, i.e., it can be represented by a series expansion in powers of $\widetilde{\mathbf{B}}$ and $\mathbf{E}$ and their derivatives with respect to $x$ and $t$. In the expression for the conduction current we can ignore the gradient terms, proportional to powers of the small parameter $r_{0} / \lambda$, and the quantum oscillating
correction proportional to $\sqrt{\hbar \omega_{B} / \varepsilon_{F}}$, where $\varepsilon_{F}$ is the Fermi energy. As a result, in the expression for the current density we can limit ourselves to two terms,

$$
\begin{equation*}
j_{y}=\frac{\sigma_{0}}{(\Omega \tau)^{2}}\left(1+\tau \frac{\partial}{\partial t}\right) E(x, t) \tag{5}
\end{equation*}
$$

Here $\sigma_{0}$ is the static conductivity in the absence of a magnetic field, $\tau$ is the mean free time, and $\Omega$ is equal (to within a dimensionless factor of order unity) to $\omega_{B}=e B_{0} / m c$, where $m$ is the characteristic cyclotron mass of a conduction electron.

On the other hand, if we wish to calculate the induced current density $\mathbf{j}^{\prime}$, we must take into account the quantization of the energy levels of the charge carriers, since the part of the magnetic susceptibility that oscillates with the reciprocal value of the magnetic field is significantly larger than the smoothly varying part.

To find $\mathbf{j}^{\prime}$ we write (3) as

$$
\begin{equation*}
j_{1}^{\prime}(\mathbf{r}, t)=\frac{1}{c} \int d^{3} r^{\prime} Q_{i k}\left(\mathbf{r}^{\prime}, 0\right)\left[\widetilde{A_{k}}\left(\mathbf{r}-\mathbf{r}^{\prime}, t\right)-\widetilde{A_{k}}(\mathbf{r}, t)\right] . \tag{6}
\end{equation*}
$$

Expanding the function $\widetilde{A_{k}}\left(\mathbf{r}-\mathbf{r}^{\prime}, t\right)$ in a power series in $\mathbf{r}^{\prime}$ and using the symmetry property $Q_{i k}(\mathbf{r}, 0)=Q_{k i}(-\mathbf{r}, 0)$, we arrive at an expression for the linear part of the magnetization current:

$$
\begin{equation*}
j_{y}^{\prime}=-c \chi\left(B_{0}\right) \frac{\partial \widetilde{B}}{\partial x}-c \gamma\left(B_{0}\right) r_{0}^{2} \frac{\partial^{3} \widetilde{B}}{\partial x^{3}}, \tag{7}
\end{equation*}
$$

where

$$
\begin{align*}
& \chi\left(B_{0}\right)=\chi_{z z}=-\frac{1}{2 c^{2}} \int d^{3} r Q_{y y}(\mathbf{r}, 0) x^{2}  \tag{8}\\
& \gamma\left(B_{0}\right)=-\frac{1}{24 c^{2} r_{0}^{2}} \int d^{3} r Q_{y y}(\mathbf{r}, 0) x^{4} \tag{9}
\end{align*}
$$

Clearly, $\chi$ and $\gamma$ are of the same order of magnitude.
The nonlinear correction to the magnetization is proportional only to the third power of the wave magnetic field, since the value $B_{0}$ at which $\chi\left(B_{0}\right)=1 / 4 \pi$ holds is the point of inflection of the $H=H(B)$ curve, i.e. $\partial^{2} M(B) / \partial B^{2}=0$. The terms that contain a nonlinearity and derivatives with respect to $x$ in the asymptotic expansion of the magnetization can be ignored, since they are proportional to powers of the product of two small parameters, $r_{0} / \lambda$ and $\widetilde{B} / B_{0}$. This leads us to an expression for the current density induced by the magnetic field:

$$
\begin{equation*}
j_{y}^{\prime}=-c \chi\left(B_{0}\right) \frac{\partial \widetilde{B}}{\partial x}+\frac{c \xi}{B_{0}^{2}} \frac{\partial \widetilde{B}^{3}}{\partial x}-c \gamma\left(B_{0}\right) r_{0}^{2} \frac{\partial^{3} \widetilde{B}}{\partial x^{3}} \tag{10}
\end{equation*}
$$

where $\xi=\alpha\left(\varepsilon_{F} / \hbar \Omega\right)^{2} \chi\left(B_{0}\right)$, with $\alpha$ a dimensionless factor of order unity that depends on the specific form of the dispersion law of the charge carriers.

Substitution of (5) and (10) in the Maxwell equations yields an equation for $\widetilde{B}$ :

$$
\begin{align*}
& \frac{\partial^{2}}{\partial x^{2}}\left\{\left[1-4 \pi \chi\left(B_{0}\right)\right] \widetilde{B}+\frac{4 \pi \xi}{B_{0}^{2}} \widetilde{B}^{3}-4 \pi \gamma\left(B_{0}\right) r_{0}^{2} \frac{\partial^{2} \widetilde{B}}{\partial x^{2}}\right\} \\
& \quad=\frac{4 \pi \sigma_{0}}{(c \Omega \tau)^{2}}\left(1+\tau \frac{\partial}{\partial t}\right) \frac{\partial \widetilde{B}}{\partial t} \tag{11}
\end{align*}
$$

In dimensionless variables this equation becomes

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x_{1}^{2}}\left( \pm u+2 u^{3}-\frac{\partial^{2} u}{\partial x_{1}^{2}}\right)=\frac{\partial^{2} u}{\partial t_{1}^{2}}+\frac{1}{\omega_{0} \tau} \frac{\partial u}{\partial t_{1}} \tag{12}
\end{equation*}
$$

where
$x_{1}=\frac{x}{\delta}, \quad t_{1}=\omega_{0} t, \quad \delta=\frac{\sqrt{4 \pi \gamma} r_{0}}{\kappa}, \quad \kappa^{2}=\left|1-4 \pi \chi\left(B_{0}\right)\right|$,
$\omega_{0}=\frac{\Omega_{c \kappa}}{\omega_{p} \delta}, \quad \omega_{p}^{2}=\frac{4 \pi \sigma_{0}}{\tau}, \quad u=\frac{\widetilde{B}}{b}, \quad b=B_{0} \sqrt{\frac{\kappa^{2}}{2 \pi \xi}}$.
The "plus" in Eq. (12) corresponds to the case $\chi\left(B_{0}\right)<1 / 4 \pi$; the 'minus'' to the case $\chi\left(B_{0}\right)>1 / 4 \pi$. The physical meaning of the parameters $\delta, b, \omega_{0}$, and $\omega_{p}$ is obvious: $\delta \simeq r_{0} / \kappa \gtrdot r_{0}$ is the distance on which the electromagnetic field changes significantly, $b$ and $\omega_{0}$ are equal (in order of magnitude) to the amplitude and frequency of the wave, and $\omega_{p}$ is the plasma frequency.

Two conditions must be met if we want weakly decaying waves to exist: $\varepsilon_{F} / \hbar \Omega \geqslant 10^{3}$ and $\omega_{0} \tau \simeq \Omega \tau\left(\Omega c / \omega_{p} v_{F}\right) \kappa^{2}$ $\gg 1$, where $v_{F}$ is the velocity of charge carriers whose energy is equal to the Fermi energy. The first condition guarantees that at low temperatures the magnetic susceptibility is of order unity and the second, that the dissipation term in Eq. (12) is small. In metals where the number of charge carriers is of order one per atom the conditions are met for sufficiently pure specimens, where the collision time of the charge carriers is greater than, or of the order of, $10^{-9} \mathrm{~s}$ in magnetic fields of order 10 T .

In the zeroth approximation in the small parameter $\eta=\left(\omega_{0} \tau\right)^{-1}$, Eq. (12) has a wave solution dependent on the variable $\theta\left(x_{1}, t_{1}\right)=x_{1}-V t_{1}$ :

$$
\begin{equation*}
u\left(\theta\left(x_{1}, t_{1}\right)\right)=a \sqrt{k} \operatorname{sn}\left[\frac{a}{\sqrt{k}}\left(x_{1}-V t_{1}\right), k\right] \tag{13}
\end{equation*}
$$

Here $a=\sqrt{\partial u(\theta) / \partial \theta}$ at $\theta=0, k$ is the modulus of the elliptic function sn , and the wave velocity $V$ is related to $k$ by

$$
\begin{equation*}
V^{2}=\frac{1}{k}\left[a^{2}\left(1+k^{2}\right)+s k\right], \tag{14}
\end{equation*}
$$

where $s=\operatorname{sgn}\left[1-4 \pi \chi\left(B_{0}\right)\right]$.
The effect of weak dissipation can easily be taken into account by writing the solution of Eq. (12) in the form of a series in powers of $\eta$ :

$$
\begin{equation*}
u\left(x_{1}, t_{1}\right)=u^{(0)}\left(x_{1}, t_{1}\right)+\eta u^{(1)}\left(x_{1}, t_{1}\right)+\cdots, \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
u^{(0)}\left(x_{1}, t_{1}\right)=a(T) \sqrt{k} \operatorname{sn}\left[\frac{a(T)}{\sqrt{k}} \theta\left(x_{1}, t_{1}\right), k\right] \tag{16}
\end{equation*}
$$

$T=\eta t_{1}$ is the 'slow time," and

$$
\begin{aligned}
& \frac{\partial \theta\left(x_{1}, t_{1}\right)}{\partial x_{1}}=1, \\
& \frac{\partial \theta\left(x_{1}, t_{1}\right)}{\partial t_{1}}=-V(T)=-\sqrt{\frac{a^{2}(T)\left(1+k^{2}\right)+s k}{k}} .
\end{aligned}
$$

The wave amplitude $a(T)$ and velocity of propagation $V(T)$ are slowly varying functions of time. Inserting the series (15) for $u$ into Eq. (12) and collecting terms of equal orders in the parameter $\eta$, we see that the function (16) satisfies the zeroth-approximation equation, while the firstapproximation equation is

$$
\begin{align*}
\frac{\partial}{\partial \theta} & {\left[\left(-V^{2}+s\right) u^{(1)}+6 u^{(0) 2} u^{(1)}-\frac{\partial^{2} u^{(1)}}{\partial \theta^{2}}\right]=-u^{(0)}\left(V+\frac{\partial V}{\partial T}\right) } \\
& -2\left(u^{(0)}+\theta \frac{\partial u^{(0)}}{\partial \theta}\right) V \frac{\partial \ln a}{\partial T} \equiv F(\theta) . \tag{17}
\end{align*}
$$

The time dependence of the amplitude and velocity of propagation of the wave can be found from the fact that the righthand side of Eq. (17) is orthogonal to the solution $u^{*}$ of the conjugate equation

$$
\begin{equation*}
\left[\left(V^{2}-s\right) \frac{\partial u^{*}}{\partial \theta}-6 u^{(0) 2} \frac{\partial u^{*}}{\partial \theta}+\frac{\partial^{3} u^{*}}{\partial \theta^{3}}\right]=0 . \tag{18}
\end{equation*}
$$

For a particular solution of Eq. (18) we take $u^{(0)}$. Then the orthogonality condition

$$
\begin{equation*}
\int_{0}^{K} d \theta u^{(0)}(\theta) F(\theta)=0 \tag{19}
\end{equation*}
$$

leads to

$$
\begin{equation*}
a(T) V(T)=a(0) V(0) e^{-T} \tag{20}
\end{equation*}
$$

where $K$ is the period of $u^{(0)}(\theta)$.
Doing simple calculations, we find that

$$
\begin{equation*}
a^{2}(T)=\frac{[f(k, T)-s] k}{2\left(1+k^{2}\right)}, \quad V^{2}(T)=\frac{f(k, T)+s}{2} \tag{21}
\end{equation*}
$$

where

$$
f(k, T)=\sqrt{1+4 k^{-1}\left(1+k^{2}\right) a^{2}(0) V^{2}(0) e^{-2 T}} .
$$

The Maxwell equations (1) and the condition (20) can be used to find the electric field of the wave:

$$
\begin{align*}
E\left(x_{1}, t_{1}\right)= & b \frac{\Omega \kappa}{\omega_{p}} \sqrt{k} a(0) V(0) \exp \left(-\eta t_{1}\right) \\
& \times \operatorname{sn}\left[\frac{a(T)}{\sqrt{k}} \theta\left(x_{1}, t_{1}, k\right)\right] \tag{22}
\end{align*}
$$

The asymptotic behavior of the time-dependent magnetic field as $t \rightarrow \infty$ depends on the sign of $s$. At $s=-1$ dissipation leads to the onset of a stationary domain structure. ${ }^{3}$ If in (21) we let $t$ go to $\infty$, we get

$$
V(\infty)=0, \quad a^{2}(\infty)=\frac{k}{1+k^{2}} .
$$

This implies

$$
\begin{aligned}
& u\left(x_{1}, \infty\right)=a(\infty) \sqrt{k} \operatorname{sn}\left[\frac{a(\infty)}{\sqrt{k}}\left(x_{1}-\varphi\right), k\right], \\
& \varphi=\int_{0}^{\infty} V\left(t_{1}\right) d t_{1},
\end{aligned}
$$

so that the distribution of magnetic induction is a system of periodically alternating layers. The time-dependence of $u\left(x_{1}, t_{1}\right)$ for the case where dissipation is not weak can easily be established. For $\eta \geqslant 1$ the system passes aperiodically to an inhomogeneous stationary state. If $s=+1$ holds, in the limit $t \rightarrow \infty$ we get

$$
a(\infty)=0, \quad u\left(x_{1}, \infty\right)=0,
$$

and with the passage of time the distribution of magnetic induction within the specimen becomes uniform.
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#### Abstract

The melting of a macroscopic system of bound atoms with a pairwise interaction is examined as a vacancy formation process. It is found that the existence of a liquid state is related to a double-humped dependence of the partition function on the number of vacancies, where the peaks correspond to the solid and liquid states and the heights of the peaks are equal at the melting point. In order for the liquid state to form, the derivative of the vacancy interaction with respect to energy must have a maximum. The vacancies are compressed as a result of the interaction. In the condensed inert gases, the specific energy of vacancy formation is proportional to the resulting empty space per atom. © 1997 American Institute of Physics. [S1063-7761(97)02411-6]


## 1. INTRODUCTION

Melting is a first order phase transition which occurs at a fixed temperature in macroscopic systems and is characterized by a certain energy expenditure per unit volume. This kind of phenomenological description of the phenomenon is sufficient for analyzing its thermodynamics. ${ }^{1-4}$ The microscopic description is much more complicated. For the simplest macroscopic systems consisting of atoms with a pairwise interaction that are examined below, melting is accompanied by the formation of vacancies within the material, ${ }^{1-4}$ and this leads to an increase in the volume of the system during the transition from the solid to the liquid state, as well as to the expenditure of energy in vacancy formation. Nevertheless, the liquid state is an excited state of a system of bound atoms and, since melting takes place when the thermal energies of the atoms are low compared to the specific energy of formation of the vacancies, the liquid state should have a large statistical weight compared to the solid state.

Recently, interesting information has been obtained on the melting of clusters, or systems consisting of a finite number of bound atoms. ${ }^{5-15}$ The basis of the analysis is the molecular dynamics method, in which clusters are modeled as a system of interacting classical atoms so that it is possible to account correctly for the collective processes which play a fundamental role in phase transitions.

Experience in studying clusters with pairwise, usually Lenard-Jones, interactions among the atoms has been useful for understanding the microscopic picture of phase transitions. First, the cluster analysis uses clearcut criteria for the liquid state of a system of bound atoms that are based on the correlation between the coordinates of atoms in time. For clusters with closed shells this kind of analysis reveals the existence of one or more distinct excited states, which constitute the liquid state of the cluster. Second, in clusters the liquid and solid phases coexist over a range of parameters, as opposed to macroscopic systems of bound atoms, in which there is no coexistence of the phases and the transition between them is discontinuous. These are all features of systems with finite and infinite numbers of bound atoms. Third, for clusters with closed shells, the transition to the liquid
state corresponds to the transport of atoms to the cluster surface and the formation of vacancies in the inner shells. These transitions are dynamic, so that at a certain time atoms are ejected toward the cluster surface and the resulting vacancies are filled in, but surface atoms can then return to the inner shells.

The molecular dynamics method is optimal for the analysis of a phase transition, since this phenomenon is determined by collective interactions of the atoms, which are taken into account in this model. Nevertheless, the results obtained for clusters have not made it possible to produce an instructive model for their melting that takes the microscopic character of the transition into account. In particular, spectral analysis of atomic motion cannot be used to extract the simple aspects of the behavior of the phase transition.

Thus, from a microscopic standpoint, the liquid state of a system of bound atoms with pairwise interactions is an excited state of a system with vacancies inside it. This leads to a number of fundamental questions, such as why the liquid state of a system of bound atoms stands out as one of its many excited states. Likewise, what is a vacancy in the liquid state of such a system? The subject of this paper is a microscopic analysis of models for melting in systems consisting of finite and infinite numbers of bound atoms with pairwise interactions. The basis of this analysis is data for the condensed inert gases and molecular dynamics calculations for clusters with pairwise atomic interactions.

## 2. TWO-LEVEL APPROXIMATION

We begin by examining the nature of melting in a large cluster with a closed structure and consisting of atoms with a pairwise interaction. A cluster of this sort is made up of a certain number of shells or layers of atoms. Obviously, a phase transition for the surface and inner layers will take place at different temperatures. However, if we consider a large cluster for which the number of atoms in the surface and near-surface layers is relatively low, then melting involving the bulk of the atoms will be unrelated to surface
effects. Therefore, in the following discussion of macroscopic systems of bound atoms, we only deal with clusters of this type.

From a microscopic standpoint, this phenomenon corresponds to a transition of atoms from the inner layers to the cluster surface. The existence of a distinct excited state of the cluster, which we assume to be a liquid, obviously means that the excitation probability as a function of the number of excited atoms is characterized by a sharp maximum. In other words, the partition function of the cluster as a function of the number of excited atoms in the surface layer has a sharp maximum, so that the width of this maximum encloses few atoms compared to the average number of excited atoms. Note that this conclusion follows logically from the condition for the existence of a liquid state as the most probable excited state of the cluster.

We base the mathematical description of this aspect of the excitation of the system of bound atoms on a two-level approximation. ${ }^{16}$ Let us introduce the partition functions of the ground (solid) $Z_{\text {sol }}$ and excited (liquid) $Z_{\text {liq }}$ states of the system of bound atoms. Clearly,

$$
\begin{equation*}
Z_{\mathrm{liq}}=Z_{\text {sol }} g \exp (-\Delta E / T), \tag{1}
\end{equation*}
$$

where $g$ is the ratio of the statistical weights of the liquid and solid states, $\Delta E$ is the excitation energy of the liquid state, and $T$ is the temperature of the cluster. We assume that the probability of finding the cluster in other states makes a small contribution to the total partition function of the cluster, so that the probabilities of finding it in the solid and liquid states are given, respectively, by

$$
\begin{align*}
& w_{\text {sol }}=\left[1+g \exp \left(-\frac{\Delta E}{T}\right)\right]^{-1}, \\
& w_{\text {liq }}=g \exp \left(-\frac{\Delta E}{T}\right)\left[1+g \exp \left(-\frac{\Delta E}{T}\right)\right]^{-1} . \tag{2}
\end{align*}
$$

These equations apply equally well to a cluster and to a macroscopic system of atoms as an infinite cluster.

We define the melting temperature $T_{m}$ in accordance with the formula $w_{\text {sol }}\left(T_{m}\right)=w_{\text {liq }}\left(T_{m}\right)$, i.e.,

$$
\begin{equation*}
g \exp \left(-\Delta E / T_{m}\right)=1 \tag{3}
\end{equation*}
$$

Let $\varepsilon$ be the energy of formation for a single vacancy, $h$ the statistical weight of an isolated vacancy, and $v$ the total number of vacancies. Taking $v \ll n$, where $n$ is the number of atoms in the cluster, we obtain $g \sim h^{n}$, and since $\Delta E=v \varepsilon$, for the width of the phase transition region we have

$$
\begin{equation*}
\Delta T \sim T_{m}^{2} /(\varepsilon v) \tag{4}
\end{equation*}
$$

One of the fundamental differences between a cluster and a macroscopic system of bound atoms follows from this equation. In a cluster, which contains a finite number of vacancies, the solid and liquid phases can coexist over a certain temperature range, ${ }^{5-15}$ while the phase transition region for a macroscopic system contracts to a point, i.e., the phase transition takes place at fixed temperature.

Let us turn our attention to yet another feature of this transition, which shows up most distinctly during surface melting, when an atom from the surface layer is carried to
the cluster surface, so that a vacancy is formed in the surface layer. A stable site on the cluster surface corresponds to finding an atom in one of the troughs between surface atoms, and to carry an atom into this state requires the breaking of more bonds than the atom has in its final state. This means that for the atom to be transferred to its final state, it must overcome a barrier whose height is of the same order of magnitude as the bond strength of a few simple bonds, and which exceeds the thermal energy of the atom undergoing the transition. The barrier nature of atomic excitation in a cluster (see Refs. 10 and 11 , for example) is of fundamental significance for transitions between the solid and liquid states of a cluster. It implies that the characteristic time for the cluster to be found in the liquid or solid states greatly exceeds the characteristic transition time from one state to the other. Thus, the coexistence of the solid and liquid phases in a cluster means that there is a definite probability of coming upon the cluster in the solid or liquid state, but that there is no intermediate state.

This two-level cluster model, which forms the basis of the phenomenological theory of phase transitions in systems with finite and infinite numbers of bound atoms, imposes certain requirements on the excited state of the system, which in the case of a pairwise atomic interaction we shall treat as the formation of a set of vacancies. Let us state these requirements. We denote the partition function of a cluster consisting of $n$ atoms with $v \gtrdot 1$ vacancies by $Z_{v}$. In the two-level system we make implicit use of the fact that $Z_{v}$ has a sharp, narrow maximum for some number of vacancies $v_{\text {max }}$. Expanding $\ln Z_{v}$ near the maximum and assuming that the normalization of the partition function is determined by a narrow region of vacancy numbers near $v_{\text {max }}$, we obtain an expression for the partition function $Z_{v}$ in this region in the form of the Gaussian function

$$
\begin{equation*}
Z_{v}=Z_{\max } \exp \left[-\left(v-v_{\max }\right)^{2} / \Delta\right] \tag{5}
\end{equation*}
$$

where $Z_{\max }$ is the partition function for $v_{\max }$ vacancies and the parameter $\Delta$ follows from the equation

$$
\begin{equation*}
\frac{2}{\Delta}=-\frac{d^{2}}{d v^{2}} \ln Z_{v}\left(v_{\max }\right) \tag{6}
\end{equation*}
$$

By definition,

$$
\begin{equation*}
v_{\max } \gg \Delta \gg 1 . \tag{7}
\end{equation*}
$$

Integrating Eq. (5), we find

$$
\begin{equation*}
Z_{\mathrm{liq}}=(\pi \Delta)^{1 / 2} Z_{\max } \tag{8}
\end{equation*}
$$

and, according to Eq. (7), in the phase transition region we find

$$
\begin{equation*}
Z_{\max } \ll Z_{\mathrm{sol}} . \tag{9}
\end{equation*}
$$

Thus, Eqs. (5)-(9) follow from the two-level model for a cluster phase transition and are a consequence of representing the states of a system of bound atoms in the form of two states, the liquid and solid.

We now illustrate the convenience of this two-level model using a calculation of the specific heat of the cluster in the phase transition region as an example. Let $E_{e x}$ be the cluster excitation energy, and $\eta$, the part of the excitation

TABLE I. Parameters of the condensed inert gases.

| Parameter | Ne | Ar | Kr | Xe |
| :--- | :--- | :---: | :---: | :---: | :---: |
| $R_{e}, \AA$ | 3.09 | 3.76 | 4.01 | - |
| $D, \mathrm{meV}$ | 3.64 | 12.3 | 17.3 | 4.36 |
| $a, \AA$ | 3.156 | 3.755 | 3.992 | - |
| $\rho(0) / \rho_{0}$ | 1.06 | 1.00 | 0.99 | 4.335 |
| $\rho_{\text {sol }} / \rho_{0}$ | 0.899 | 0.920 | 0.926 | 0.98 |
| $\rho_{\text {liq }} / \rho_{0}$ | 0.776 | 0.804 | 0.800 | 0.952 |
| $\rho_{\text {sol }} / \rho_{\text {liq }}-1$ | 0.159 | 0.144 | 0.157 | 0.827 |
| $T_{m} / D$ | 0.583 | 0.585 | 0.576 | 0.151 |
| $\Delta H_{\text {fus }} / D$ | 0.955 | 0.990 | 0.980 | 0.970 |
| $\varepsilon_{0} / D$ | 5.1 | 5.5 | 5.5 | 0.977 |

Note. Here $D$ and $R_{e}$ are the depth of the potential well for a pairwise atomic interaction and the distance corresponding to the minimum of the pairwise interaction potential ${ }^{19-22}$; the other parameters are taken from handbooks. ${ }^{23,24} a$ is the crystal lattice constant; $\rho_{0}=\sqrt{2} / a^{3} ; \rho(0)$ and $\rho_{\text {sol }}$ are the densities of the solid state at absolute zero and at the melting point; $\rho_{\text {liq }}$ is the density of the liquid state at the melting point; $T_{m}$ is the melting temperature in energy units; $\Delta H_{\text {fus }}$ is the specific energy of fusion; and $\varepsilon_{0}$ is the energy of vaporization of an atom from the liquid state at the melting point.
energy contained in the kinetic energy of the atoms. For the case of atoms executing harmonic oscillations in a cluster, $\eta=0.5$, and $\eta$ is close to this value in the excitation region being considered here. For the total kinetic energy of the cluster atoms we have

$$
\begin{equation*}
E_{\mathrm{kin}}=\eta E_{e x} w_{\mathrm{sol}}+\eta\left(E_{e x}-\Delta E\right) w_{\mathrm{liq}} . \tag{10}
\end{equation*}
$$

This yields the specific heat of the cluster:

$$
\begin{align*}
C_{v}= & \frac{d E_{\mathrm{kin}}}{d T}=\eta \frac{d E_{e x}}{d T}-\eta \Delta E \frac{d w_{\mathrm{liq}}}{d T}=C_{V}^{0}+\frac{\Delta E^{2}}{T^{2}} g \\
& \times \exp \left(-\frac{\Delta E}{T}\right)\left[1+g \exp \left(-\frac{\Delta E}{T}\right)\right]^{-2}, \tag{11}
\end{align*}
$$

where $C_{V}^{0}$ is that part of the specific heat not related to the phase transition, which therefore varies smoothly over the temperature range of the phase transition. The cluster specific heat (11) has a maximum at the melting temperature (3) given by

$$
\begin{equation*}
C_{V}^{\max }=C_{V}^{0}+\frac{\Delta E^{2}}{4 T_{m}^{2}} \tag{12}
\end{equation*}
$$

Since the specific heat $C_{V}^{0}$ is proportional to the number $n$ of atoms in the cluster, $\Delta E$ is proportional to the number $v$ of vacancies in the cluster and $v \sim n$, which implies that the contribution of the phase transition to the cluster specific heat increases as the cluster becomes larger. This implies, in particular, that the specific heat of a macroscopic system of atoms goes to infinity at the melting point. The equations obtained above for the specific heat of a cluster in the phase transition region are convenient for analyzing numerical simulations of the behavior of clusters by the molecular dynamics method, and they reflect the capabilities of the twolevel scheme.

Treating the liquid state of a condensed system of bound atoms as the excited state of a system requires that it also be described under conditions such that the system is in the solid state. This consideration is used in describing the aggregate state of condensed gas atoms or molecules over a wide range of parameters. ${ }^{17,18}$

## 3. FIXED-SITE MODEL

The fixed-site model is the simplest model for describing the liquid state of a cluster or macroscopic atomic system. In terms of this model it is assumed that the formation of a vacancy, as through removal of an atom from a site in the crystal lattice, does not change the positions of the neighboring atoms. In this way, a vacancy in this model represents an empty space that develops at the site of the lost atom. We use this model to analyze the excitation of condensed inert gases, noting that it is applicable on the average, i.e., it is not suitable for analyzing the interaction among the vacancies, which is of fundamental importance for the development of the liquid state.

Here we note that the parameters of various condensed inert gases obey a scaling law in which the pairwise interaction of the atoms serves as the basis units. Some parameters of the condensed inert gases relevant to melting are listed in Table I. The interaction potential for two inert gas atoms is known fairly well based on a number of their parameters that depend on the pairwise atomic interaction. These parameters include the differential and total atomic scattering cross sections and the thermal conductivity and viscosity, as well as the self diffusion coefficients of the atoms in the gases, the second virial coefficient of the gases, the spectroscopic parameters of the diatomic molecules, the geometric and energy parameters of the corresponding crystals, parameters near the critical point, etc. In this way the pairwise interaction potential of the inert gas atoms are known to high accuracy. ${ }^{19-22}$

Note, in addition, the short-range character of the interaction of the inert gas atoms in the condensed systems, so that the energy of a condensed inert gas is determined by the interaction of atoms that are nearest neighbors in the system. In fact, for the actual inert gases $\mathrm{Ne}, \mathrm{Ar}, \mathrm{Kr}$, and Xe , the statistical averages are $a / R_{e}=1.004 \pm 0.014$ and $\varepsilon_{\text {sub }} / D=6.4 \pm 0.2$, where $a$ is the distance between nearest neighbors of the crystal lattice at absolute zero, $R_{e}$ is the equilibrium distance between the atoms of the corresponding diatomic molecule, $\varepsilon_{\text {sub }}$ is the binding energy per atom of the atoms in the crystal, and $D$ is the depth of the well in the interaction potential for two atoms of the given inert gas. In

TABLE II. Parameters of the condensed inert gases related to the formation of vacancies.

| Parameter | Ne | Ar | Kr | Xe | Average |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{\max } /(n h), 10^{-5}$ | 3.1 | 1.5 | 1.3 | 1.4 | $1.9 \pm 0.8$ |
| $q$ | 10.10 | 10.27 | 10.11 | 10.19 | $10.2 \pm 0.1$ |
| $n / v_{0}$ | 6.3 | 6.9 | 6.4 | 6.6 | $6.6 \pm 0.3$ |
| $\xi$ | 0.96 | 0.93 | 1.02 | 0.96 | $0.96 \pm 0.04$ |
| $n / v_{\text {liq }}$ | 4.3 | 4.2 | 4.1 | 4.1 | $4.2 \pm 0.1$ |
| $V\left(v_{\text {liq }}\right) / D$ | 2.0 | 2.3 | 2.5 | 2.4 | $2.3 \pm 0.3$ |
| $A / D$ | 2.5 | 2.9 | 3.0 | 3.0 | $2.8 \pm 0.2$ |
| $Z_{\text {rot }}, 10^{4}$ | 0.24 | 2.3 | 8.0 | 21 | - |

the case of a short-range interaction potential for the atoms in a condensed system, these ratios are $a / R_{e}=1$ and $\varepsilon_{\text {sub }} / D=6$, while for a Lenard-Jones potential, $a / R_{e}=0.97$ and $\varepsilon_{\text {sub }} / D=8.61$. It can be seen that the short-range potential, which only accounts for the interaction among nearest neighbors, provides the better fit for a condensed inert gas system. It is precisely for a short-range atomic interaction that the fixed-site model, in which the removal of an atom from a lattice site does not change the positions of the neighboring atoms, can be correct. Naturally, when this model is valid, an excited state of the system corresponding to the removal of an atom from a lattice site will be characterized by a higher statistical weight than the system ground state.

We use the fixed-site model to find the partition function when vacancies are present in a macroscopic system of bound atoms with a pairwise interaction. We determine the partition function of the system as a function of the number of vacancies, neglecting the interaction among vacancies. Let us isolate a large cluster containing $n$ atoms ( $n \gg 1$ ), for which surface effects are negligible compared to volume effects, from a macroscopic system. In this case, all the atoms in the cluster, like all the vacancies, are in an equivalent position. In the fixed-site model, the formation of vacancies leads to expansion of the cluster, so that this cluster includes $n+v$ sites, of which $n$ are occupied by atoms. Given this, the partition function of the cluster is

$$
\begin{equation*}
Z_{v}=C_{n+v}^{v} h^{v} \exp (-v \varepsilon / T) Z_{0} \tag{13}
\end{equation*}
$$

Here $Z_{0}$ is the partition function of the cluster without vacancies, the number of combinations $C_{n+v}^{v}$ is the number of ways of placing the atoms and vacancies inside the cluster, allowing for the indistinguishability of the atoms and of the vacancies, $h$ is an additional statistical weight owing to vacancy formation, and $\varepsilon$ is the vacancy formation energy. In the following we consider the parameter range

$$
\begin{equation*}
n \gg v \gg 1 \tag{14}
\end{equation*}
$$

and neglect the interaction of the vacancies in the first stage of the analysis. Using Eq. (14) in Eq. (13) and expanding the exponent in the partition function in powers of $1 / v$, we obtain

$$
\begin{equation*}
Z_{v}=Z_{0} \exp S, \quad S=v(1+\ln h-\varepsilon / T+\ln n-\ln v) \tag{15}
\end{equation*}
$$

This yields Eq. (5) with the following parameters

$$
\begin{equation*}
v_{\max }=n h \exp (-\varepsilon / T), \quad \Delta=2 v_{\max } \tag{16}
\end{equation*}
$$

According to Eq. (15), the partition function increases as the number of vacancies is raised, as long as the number of vacancies is small, and the maximum value of the exponent in the partition function is

$$
\begin{equation*}
S_{\max }=v_{\max }=n h \exp (-\varepsilon / T) \gtrdot 1 \tag{17}
\end{equation*}
$$

The values of $v_{\text {max }} /(n h)$ for the condensed inert gases are listed in Table II. This macroscopic limit $v_{\text {max }} \gg 1$ applies to systems with a large number of bound atoms. Here the maximum in the partition function, when the number of vacancies in the system is relatively small, corresponds to the solid state of the system. When the number of vacancies is increased further, $S(v)$ falls off monotonically in this approximation. The liquid state of the system of bound atoms corresponds to the next maximum of $S(v)$; the dependence of this function on the number of vacancies is shown in Fig. 1.

To describe the liquid state of a system of bound atoms, it is necessary to include the interaction of vacancies in the analysis. Then the fixed-site model is no longer applicable, so that we must define the vacancies. Let us imagine a monovacancy as the empty closed space inside a system of bound atoms which is formed as a result of removing an internal atom from the system. If the number of vacancies is high enough that their interaction becomes significant, then the volume of a vacancy differs from the volume per atom in the solid state of the system. Here the shape of the vacancy changes with time in accordance with the motion of the surrounding atoms. Since near ordering is preserved in the liquid, i.e., the distances between nearest neighbors in the solid and liquid states at the melting point are the same, it is convenient to turn to the fixed-site model for comparison, if the shape of a monovacancy can correspond to a unit cell of the


FIG. 1. The logarithm of the partition function of a system of bound atoms with a pairwise interaction as a function of the number of vacancies. The maximum 1 corresponds to the solid state and the maximum 2, to the liquid state. The interaction of the vacancies is significant to the right of the arrow.
crystal lattice. In the following we use this comparison to determine the number of nearest neighbors in the liquid state. Here the vacancy itself as an empty space of definite shape loses its significance, and the dependence of the partition function on the number of vacancies must be understood as a dependence on the volume occupied by the given system of bound atoms under specified external conditions.

Let us isolate a cluster containing $n$ atoms in the solid state, so that each atom has 12 nearest neighbors. In the liquid state, this cluster contains $v_{0}$ vacancies and each atom has $q$ nearest neighbors on the average. Relating the change in volume of the cluster during the transition to the liquid state to the change in density, we have

$$
\frac{n+v_{0}}{n}=\frac{\rho_{\mathrm{sol}}}{\rho_{\mathrm{liq}}},
$$

where $\rho_{\text {sol }}$ and $\rho_{\text {liq }}$ are the densities of the macroscopic system in the solid and liquid states at the melting point. Assuming that the number of vacancies is relatively small, we find that the formation of a single vacancy leads to the breaking of 12 bonds. The total number of bonds in a system containing $n+v_{0}$ atoms is $6\left(n+v_{0}\right)$. If $v_{0}$ atoms are then removed from the system, then the total number of bonds in it becomes $q n / 2=6\left(n+v_{0}\right)-12 v_{0}=6\left(n-v_{0}\right)$. Hence

$$
\begin{equation*}
q=12-12 v_{0} / n=24-12 \rho_{\mathrm{sol}} / \rho_{\mathrm{liq}} . \tag{18}
\end{equation*}
$$

The number of nearest neighbors for the liquid state in the inert gases found using Eq. (18) and the relative number of vacancies are given in Table II. It can be seen that the transition from the solid to the liquid state takes place as a result of an expansion of the system of bound atoms. Then the bonds between the atoms are weakened, and this is compensated by a rise in the statistical weight owing to an increase in the volume of the system. The liquid state corresponds to an optimal increase in the system volume.

We now determine the specific energy of the phase transition under consideration. Let $\varepsilon$ be the binding energy per atom in the solid state at the melting point. We define it as the sum of the specific energy $\varepsilon_{0}$ expended in evaporating a single atom at the melting temperature and the specific energy of fusion, $\Delta H_{\text {fus }}$ :

$$
\begin{equation*}
\varepsilon=\varepsilon_{0}+\Delta H_{\mathrm{fus}} . \tag{19}
\end{equation*}
$$

Therefore, the total binding energy of the atoms in a solid cluster containing $n$ atoms is given by $E_{\text {sol }}=\varepsilon n$ by definition. Let us determine it for the liquid state. Take a cluster containing $n+v_{0}$ atoms in the solid state, so that the binding energy of the atoms is $\varepsilon\left(n+v_{0}\right)$. Remove $v_{0}$ atoms from this cluster, assuming that this number is relatively small, i.e., neglecting the interaction of the vacancies. Given that each bond involves two atoms, we find that removing a single atom requires energy $2 \varepsilon$, i.e, the binding energy of the atoms in the liquid state obtained by removing $v_{0}$ atoms from the cluster is $\varepsilon\left(n-v_{0}\right)=\varepsilon_{0} n$. Then, using Eq. (19), we obtain

$$
\begin{equation*}
v_{0} / n=\Delta H_{\text {fus }} / \varepsilon \tag{20}
\end{equation*}
$$

Note the relationship between the energy of vacancy formation in Eq. (13) and the specific energy of fusion, $\Delta H_{\text {fus }}$.

This relationship is given by $\varepsilon v_{0}=\Delta H_{\text {fus }} n$, and the parameter $\varepsilon$ in Eq. (13) equals the vacancy formation energy in the solid state of the system.

Equation (20) can be used to determine the specific energy of fusion, based on Eq. (18) for the relative number of vacancies. Let us introduce the parameter

$$
\begin{equation*}
\xi=\frac{\varepsilon}{\Delta H_{\mathrm{fus}}} \frac{v_{0}}{n}=\frac{\varepsilon}{\Delta H_{\mathrm{fus}}} \frac{\rho_{\mathrm{sol}}-\rho_{\mathrm{liq}}}{\rho_{\mathrm{liq}}} . \tag{21}
\end{equation*}
$$

If the assumptions used in determining the number of vacancies in terms of the change in density and energy are valid, then this parameter equals unity. The values of $\xi$ calculated using Eq. (21) and listed in Table II show that these assumptions can be used to determine the effective number of vacancies in the actual inert gases with the corresponding accuracy.

Although the equation $\xi=1$, which establishes the relationship between the specific energy of vacancy formation and the change in the density of a system of bound atoms, has been obtained neglecting the interaction of the vacancies, it can be satisfied even when this condition is violated. Essentially, this reflects the fact that the average energy per atom is proportional to the average number of nearest neighbors which, in turn, can be expressed in terms of the density of the system. Given this connection, we can obtain the following relationship between the excitation energy $\Delta H$ of a system of bound atoms in a state with a given volume occupied by vacancies and the density $\rho$ of the system of bound atoms:

$$
\begin{equation*}
\Delta H=\varepsilon\left(\rho_{\mathrm{sol}} / \rho-1\right) \tag{22}
\end{equation*}
$$

This equation transforms to $\xi=1$ for the liquid state of the system.

## 4. INTERACTION OF VACANCIES IN CONDENSED ATOMIC SYSTEMS

It follows from an analysis of the partition function of the excited state of a system of bound atoms that the interaction of vacancies is of fundamental importance to the liquid state of that system. Thus, in the liquid state a certain density of vacancies is realized. In particular, we show that a more rigorous criterion is required than Eq. (14) for the weakness of the vacancy interaction, which is violated in the condensed inert gases. In fact, in the fixed-site model, the probability that a given vacancy abuts another vacancy equals $12 v / n$ in the limit of a small ratio of the number $v$ of vacancies to the number of atoms, i.e., instead of Eq. (14) in this model the criterion for weakness of the vacancy interaction has the form

$$
\begin{equation*}
n \gg 12 v . \tag{23}
\end{equation*}
$$

Clearly, this criterion is not satisfied for the liquid state of the real inert gases; that is, the interaction of the vacancies is important for the liquid state of the inert gases.

An analysis shows that the fixed-site model leads to inconsistencies as soon as the vacancy interaction is taken into account. Let us begin with the Stillinger-Weber model, ${ }^{25}$ in which the vacancies are treated as quasiparticles and their
pairwise interaction is considered. Then the number of vacancies in the liquid state of the system follows from the minimum condition for the Hamiltonian. It would seem that this model provides a good match to the fixed-site model, in which the quasiparticles are the empty spaces produced by removal of atoms from lattice sites. Then the interaction of the quasiparticles corresponds to the interaction of the nearest neighbors in the system. If we use this interaction in the fixed-site model, then to obtain the observed melting parameters of the actual condensed inert gases, it is necessary to assume the formation of cavities encompassing dozens of monovacancies inside the condensed inert gas. ${ }^{26}$

This inconsistency suggests that it is the fixed-site model which is not valid, rather than the Stillinger-Weber model, which includes a quadratic interaction for the vacancies. Despite its logical consistency, however, the Stillinger-Weber model is not suitable for the actual inert gases, because it does not yield the liquid state of a system of bound atoms as a maximum in the partition function (see below).

We now analyze the general character of the vacancy interaction. We specify it in the form $v V(v / n)$, so that the binding energy of the atoms in the excited state of this system of bound atoms has the form

$$
\begin{equation*}
E=\varepsilon(n-v)+v V(v / n) . \tag{24}
\end{equation*}
$$

For large $v$ such that $v \gg n$, the interaction function for the vacancies obviously has the asymptotic form $V(x)=1-1 / x$, $x \gg 1$, but in analyzing the phase transition we shall be interested in this function for small values of the argument. To analyze its form we construct the partition function (13) including the vacancy interaction, so that instead of Eq. (15) for the partition function and its derivatives we have

$$
\begin{align*}
& S=\ln \frac{Z_{v}}{Z_{0}}=v\left(1+\ln h+\ln \frac{n}{v}-\frac{\varepsilon}{T_{m}}\right)+\frac{W}{T_{m}},  \tag{25a}\\
& \frac{d S}{d v}=\ln h+\ln \frac{n}{v}-\frac{\varepsilon}{T_{m}}+\frac{W^{\prime}}{T_{m}},  \tag{25b}\\
& \frac{d^{2} S}{d v^{2}}=-\frac{1}{v}+\frac{W^{\prime \prime}}{T_{m}}, \tag{25c}
\end{align*}
$$

where $W=v V(v / n)$.
The general form of the exponent in the partition function as a function of the number of vacancies is shown in Fig. 1. The first maximum corresponds to the solid state of the system and is attained for a very small number of vacancies, when vacancy interaction can certainly be neglected. This maximum corresponds to a relative number of vacancies consistent with Eq. (16): $v_{\text {max }} / n=\exp (-\varepsilon / T)$. The value of this quantity for the condensed inert gases at the melting point is shown in Table II, where the smallness of this ratio is evident. After the peak, $S(v)$ decreases as the vacancy number is increased until the vacancy interaction turns on. This vacancy interaction energy and the energy of vacancy formation in the solid state have opposite signs, so that as the vacancy number increases further, the vacancy interaction brings the function $S(v)$ to a minimum and then makes it
increase. A situation of this type occurs, for example, with a power law dependence $V(v)$ which, in particular, corresponds to the Stillinger-Weber model.

Formation of the second maximum in $S(v)$, which corresponds to the liquid state, requires a special form of $W$, so that the equation $W^{\prime}=A$ (where $A=\varepsilon-T \ln (h n / v)$ ) or

$$
\begin{equation*}
V\left(\frac{v}{n}\right)+\frac{v}{n} V^{\prime}\left(\frac{v}{n}\right)-A=0 \tag{26}
\end{equation*}
$$

has two solutions. For this form of the vacancy interaction energy, the solid and liquid states of the system of bound atoms, which correspond to the maxima in the figure, exist and are separated from one another. We have assumed that $A$ depends weakly on the number of vacancies. In Table II we list the value of this function for the inert gases at the melting point; its average value is 2.8 .

Let us analyze Eq. (25) in the region of the liquid state of the system of bound atoms. Since $S(v)$ is proportional to the number of vacancies or the number of atoms in the system, this quantity approaches infinity in macroscopic systems of bound atoms. The width of the maximum in the partition function is of order $v^{1 / 2}$, i.e., in the limit of a large number of atoms in a macroscopic system, the relative width of the maximum approaches zero. For this reason, the width of the maximum in $S(v)$ is of no fundamental significance. Accordingly, at the melting point, the maxima of $S(v)$ for the solid and liquid states must be equal. This leads to the following equation relating the optimal number of vacancies $v_{\text {liq }}$ in the liquid state to the melting temperature $T_{m}$ :

$$
\begin{equation*}
\frac{n h}{v_{\text {liq }}} \exp \left(-\frac{\varepsilon}{T_{m}}\right)=1+\ln \frac{h n}{v_{\text {liq }}}-\frac{\varepsilon}{T_{m}}-\frac{V\left(v_{\text {liq }}\right)}{T_{m}} . \tag{27}
\end{equation*}
$$

Hence, in particular, it is possible to obtain the vacancy interaction energy $V\left(v_{\text {liq }}\right)$ for the liquid state at the melting point, i.e., the reduction in the specific energy of vacancy formation in the liquid state compared to that in the solid. To do this we use the equation $\Delta H_{\text {fus }} n=(E-V) v_{\text {liq }}$ for the specific energy of formation of the liquid state; then Eq. (27) reduces to

$$
\begin{equation*}
\frac{n h}{v_{\mathrm{liq}}} \exp \left(-\frac{\varepsilon}{T_{m}}\right)=1+\ln \frac{h n}{v_{\mathrm{liq}}}+\frac{\Delta H_{\mathrm{fus}}}{T_{m}} \frac{n}{v_{\mathrm{liq}}}, \tag{28}
\end{equation*}
$$

where the right-hand side is small. In addition, this yields

$$
\begin{equation*}
V\left(v_{\text {liq }}\right)=\varepsilon-\Delta H_{\text {fus }} n / v_{\text {liq }} . \tag{29}
\end{equation*}
$$

Equation (28) makes clear the importance of the parameter $h$, which characterizes the enhancement in the partition function of an individual atom when an empty space develops inside a system of bound atoms. When only the measured parameters for the melting of the condensed inert gases are available, we cannot find the corresponding value of $h$. We merely note that Eq. (28) has a solution for $\ln h>\Delta H_{\text {fus }} / T_{m}-1$.

For concreteness we set $h=100$ in the following. The corresponding solutions of Eqs. (28) and (29) for the condensed inert gases are listed in Table II. In this case, vacancy interactions lead to their contraction and to a drop in the energy expended in the formation of a single vacancy. The energy expended in the formation of an empty space inside a
system of bound atoms remains proportional to its volume; that is, the two effects (the contraction of vacancies and the reduction in their energy of formation) cancel one another.

Equation (26) is not an equation for the function $V(v / n)$, but gives its value at the melting point. That is, the behavior of this function cannot be clarified by analyzing this equation. The general requirement for the function $V(v / n)$ is that Eq. (26) be satisfied for two values of $v$. Then the smaller value $v_{\min } / n$ corresponds to the minimum of $S(v)$, while the value of $S$ for the liquid state corresponds to the larger value of $v_{\text {liq }} / n$ that satisfies Eq. (26). In the following we consider, as an example, the simplest form of $V(v)$ that satisfies these requirements,

$$
\begin{equation*}
V(x)=C[\exp (-\alpha n / v)-\exp (-k \alpha n / v)] . \tag{30}
\end{equation*}
$$

With this dependence on the number of vacancies, the specific energy of the vacancy interaction rapidly goes to zero for a small number of vacancies and approaches the order of magnitude of the energy of vacancy formation in the solid state when the number of vacancies and the number of atoms in the system are of the same order. Under the conditions (14), this limit is of no interest to us. For this form of the vacancy interaction energy, Eq. (26) takes the form

$$
\begin{align*}
& (1+x) \exp (-x)-(1+k x) \exp (-k x)=A / C, \\
& x=\alpha n / v . \tag{31}
\end{align*}
$$

Next we find the parameters in the function (30) for $k=2$ and $k=10$. Given that the left-hand side of Eq. (27) is close to zero, Eqs. (26) and (27) yield the following equation for the argument of Eq. (30):

$$
\begin{equation*}
1+x-\frac{(k-1) x}{\exp [(k-1) x]-1}=\frac{A}{A-T_{m}} . \tag{32}
\end{equation*}
$$

To obtain numerical solutions of this equation, we take the average values of the parameters characterizing the melting of the condensed inert gases: $A=2.8, T_{m}=0.58$, and $n / v_{\text {liq }}=4.2$. (We have used the parameter values taken from Tables I and II). Note that the function on the left-hand side of Eq. (31) has a maximum at $x_{\max }=\ln k^{2} /(k-1)$, where it equals $1+k x_{\text {max }} /(k+1)$. The larger value of $v$ (or smaller $x$ ) satisfying Eq. (32) applies to the liquid state, while the smaller value, which is a solution of Eq. (26), corresponds to the minimum of $S(v)$. For the liquid state of the condensed inert gases, these equations yield $x=0.89, \alpha=0.22$, and $C=9.1$ for $k=2$ and $x=0.38, \alpha=0.093$, and $C=3.3$ for $k=10$. Continuing the function $V(v / n)$ with these parameters into the region with a smaller number of vacancies and correcting the value of $A(v)$ for the reduced number of vacancies, for the minimum of the function $S(v)$ we find $x=2.6, n / v_{\min }=12$, and $A\left(v_{\min }\right)=2.2$ when $k=2$, and $x=1.25, n / v_{\min }=13$, and $A\left(v_{\min }\right)=2.1$ when $k=10$, where $v_{\min }$ corresponds to the minimum of $S(v)$. Here $S(v) / n$ is close to zero for the solid and liquid states, while its minimum is -1.6 for $k=2$ and -1.0 for $k=10$. These numerical values of the parameters show that the criterion (23) fails at the minimum of $S(v)$, i.e., vacancy interactions become important.

Let us summarize this analysis. We found that the logarithm of the partition function as a function of the number of vacancies must have a double-humped shape, with the first peak corresponding to the solid and the second, to the liquid state of a system of bound atoms with pairwise interactions. This shape corresponds to the two states of aggregation of the macroscopic atomic system and requires a certain type of interaction of the vacancies which, in particular, does not include a power-law dependence of the vacancy interaction energy on the relative number of vacancies. The interaction leads to contraction of the vacancies as their number increases, as well as a reduction in the energy of formation of individual vacancies if they are regarded as voids left after removal of internal atoms to the outside. At the same time, in the condensed inert gases the specific energy of formation of an empty space inside the system of bound atoms is conserved during the transition from the solid to the liquid state. Moreover, the formation of the liquid state imposes certain requirements on the parameter $h$, which characterizes the increase in the partition function for an atom owing to vacancy formation.

Thus, the liquid state of a system of bound atoms can be realized only under certain conditions. Relying on the parameters of the condensed inert gases at the melting temperature, we have been able to obtain only a qualitative picture of the solid-to-liquid phase transition as the number of vacancies within that system increases. A computer simulation of a system of bound atoms using the molecular dynamics method makes it possible to understand the details of this picture, including the type of interaction among the bound atoms that is required to permit formation of the liquid state of the system.

## 5. INTERACTION OF STRUCTURES DURING A PHASE TRANSITION

The transition of a system of bound atoms to the liquid state is accompanied by the formation of vacancies inside it, which leads to an increase in the volume of the system of bound atoms and creates new possibilities for the movement of atoms. Since each atom in the system interacts with a large number of atoms, the formation of vacancies and their existence are determined by collective effects. Clearly, it is difficult to separate the different collective effects because of the disordered motion of a large number of atoms. One exception is the case of structures interacting during a phase transition, ${ }^{27}$ which we examine below.

Let us isolate from an atomic crystal lattice with closepacked structure a cluster of 13 atoms consisting of a central atom and its 12 nearest neighbors with the structure of a cube-octahedron whose surface contains 8 equilateral triangles and 6 squares. This cluster is characterized by 36 bonds between nearest neighbors inside the cluster and 84 bonds between cluster atoms and atoms surrounding them in the crystal lattice. The isolated cluster of 13 atoms can have an icosahedral structure whose surface consists of 20 equilateral triangles. This sort of cluster has 42 bonds between nearest neighbors and, although the bond lengths of the cluster, including the central atom, are 5\% shorter than the bond lengths for the nearest surface atoms, the icosahedral struc-
ture for this cluster with pairwise atomic interactions is energetically more favorable than the cube-octahedron structure. The interaction with the surrounding neighbors makes this transition unfavorable in the crystal lattice, but as the density of the system is reduced, the energy of the transition decreases. A virtual transition of an arbitrary cluster inside a system of bound atoms to an icosahedral structure and its return to the initial state can lead to a rotation of the cluster and, thereby, to a change in the positions of the atoms within the crystal lattice. This represents a different type of movement of atoms within the system than hole diffusion inside a crystal lattice. In this way, this transition mechanism corresponds to a liquid state whose nature differs from that in the fixed-site model.

Let us estimate the energy parameters for this transition as a function of the density of the system. For simplicity we assume that the parameters of the isolated cluster do not depend on the lattice density, and that the distance from the central atom to the surrounding clusters of atoms is determined by the average atomic density. Then the binding energy $E$ of the system, in which we include the binding energy of the atoms in the cluster and the interaction energy of the cluster atoms with the surrounding atoms, is

$$
\begin{equation*}
E=120-90\left(a-R_{e}\right)^{2} U^{\prime \prime} \tag{33a}
\end{equation*}
$$

where the energy unit is taken to be the depth $D$ of the well in the pairwise atomic interaction potential, $a$ is the lattice constant, $R_{e}$ is the equilibrium distance between the atoms in a diatomic molecule, and $U$ is the potential for the pairwise interaction of the atoms and its second derivative is taken at the equilibrium separation between the atoms. Equation (33a) corresponds to the case $a-R_{e} \ll R_{e}$, and the density $\rho$ of atoms is related to the lattice constant by $\rho=\sqrt{2} / a^{3}$. In calculating the binding energy $E^{\prime}$ of the atoms when the cluster forms an icosahedral structure, we use a short-range potential for the atomic interaction that includes attraction only, and take the average over the position of the surrounding atoms on the sphere where it lies. This yields ${ }^{27}$

$$
\begin{equation*}
E^{\prime}=42+34 /\left(R_{e} \sqrt{U^{\prime \prime}}\right) \tag{33b}
\end{equation*}
$$

If we use a truncated Lenard-Jones potential for the pairwise interaction potential, so that only interactions between nearest neighbors take place in the lattice (i.e., $U^{\prime \prime}=72 / R_{e}^{2}$ ), then the energy levels (33) cross for $a / R_{e}=1.11$ or for a system density of $0.74 \rho_{0}$, where $\rho_{0}=\sqrt{2} / R_{e}^{3}$, while the density of the condensed inert gases in the liquid state is typically $0.8 \rho_{0}$, roughly in agreement with this estimate.

We now calculate the partition function $Z_{\text {rot }}$ corresponding to the rotation of a cluster inside a system of bound atoms. If the rotation is free, then $Z_{\mathrm{rot}}=T / B$, where $T$ is the temperature of the system in energy units, $B=\hbar^{2} /(2 I)$ is the rotational constant of the cluster, and $I$ is its moment of inertia. The rotational constant of the cluster can be related to the rotational constant of a diatomic molecule, $B_{\text {mol }}$, by taking into account the equality of the equilibrium separation in the molecule and the distances between the surface atoms and the central atom of the cluster. This yields $B=B_{\mathrm{mol}} / 24$, so that at the melting temperature $T_{m}$ we have
$Z_{\mathrm{rot}}=24 T_{m} / B_{\mathrm{mol}}$.
Table II lists the values of the partition function owing to cluster rotation within the condensed inert gases at the melting point.

If we treat melting of the condensed inert gases as the result of a structural transition, so that the increased density in the solid state creates the possibility of free rotation of these clusters within the system, then the melting condition has the form

$$
\begin{equation*}
Z_{\text {rot }} \exp \left(-\Delta E / T_{m}\right)=1 \tag{35}
\end{equation*}
$$

Here $\Delta E$ is the specific energy of the transition. If it applies to 13 atoms, i.e., $\Delta E=13 \Delta H_{\text {fus }}$, then we find that condition (35) is not satisfied at the melting temperature for the condensed inert gases. This means that a structural transition as a collective phenomenon within a system of bound atoms with pairwise interactions does not form a basis for the melting of the condensed inert gases, although it may show up in the properties of the liquid state, including critical phenomena.

## 6. CONCLUSION

This analysis has shown that the liquid state of a system of bound atoms with a pairwise interaction can be realized under certain conditions, including when the vacancies within the system have a certain type of interaction. The analysis is based on the melting parameters of the condensed inert gases, which yields two points on the partition function of the system as a function of the number of vacancies. A more complete picture of this phenomenon might be provided by a computer simulation of the system by the molecular dynamics method which, in principle, can give the partition function as a function of the system volume. Perhaps in the first stage it would be simpler to study surface melting, where a system of bound atoms forms a layer of atoms on a substrate.
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A phenomenological approach to the theory of the isotope effect in ferromagnets is developed on the basis of the phenomenon of magnetoelasticity. Parameters whose experimental measurement permits a quantitative calculation of the contribution of acoustic phonons to the isotope shift of the Curie temperature are identified. An estimate of the isotope shift of the Curie temperature in the Invar alloy $\mathrm{Fe}_{0.75} \mathrm{Pt}_{0.25}$ is given. © 1997 American Institute of Physics. [S1063-7761(97)02511-0]

## 1. INTRODUCTION

Although the question of the influence of the interaction of electrons with lattice vibrations on magnetism has been addressed in the literature (see, for example, Ref. 1), the traditional view has been that the contribution of this interaction to magnetic properties is relatively small. Support for this notion was provided by the relatively small contribution of the electron-phonon interaction at zero temperature to the expression for the reciprocal of the spin magnetic susceptibility, which was evaluated because of the condition of adiabaticity as a small parameter of order the ratio of the Debye energy $k_{B} \Theta$ to the Fermi energy $\varepsilon_{F}$, where $\Theta$ is the Debye temperature and $k_{B}$ is the Boltzmann constant. ${ }^{1}$ We note that the change in the lattice properties caused by ferromagnetism was not taken into account in this evaluation. This evaluation corresponds, in particular, to the fact that a change of the same order appears in the Stoner exchange-enhancement factor

$$
\begin{equation*}
S=\left[1+2 \nu\left(\psi+\psi_{\mathrm{el}-\mathrm{ph}}\right)\right]^{-1}, \tag{1.1}
\end{equation*}
$$

which specifies the increase in the magnetic susceptibility of real metals in comparison with the result from the theory of a noninteracting electron gas. Here $\nu$ is the electron density of states at the Fermi level for an assigned electron spin projection, $\psi$ is the interelectronic exchange coupling constant, and $\psi_{\text {el-ph }}$ is the contribution resulting from consideration of the dependence of the energy of the zero-point lattice vibrations on the electron spin polarization. Despite the relative smallness of this contribution, ${ }^{2}$

$$
\begin{equation*}
\psi_{\mathrm{el}-\mathrm{ph}} / \psi \sim k_{B} \Theta / \varepsilon_{F} \sim \sqrt{m_{e} / M_{i}}, \tag{1.2}
\end{equation*}
$$

where $m_{e}$ is the electron mass and $M_{i}$ is the atomic mass of the atoms in the crystal lattice, Hopfield ${ }^{3}$ expressed an expectation that the electron-phonon interaction can play an important role in the case of weakly ferromagnetic metals with strong exchange enhancement:

$$
\begin{equation*}
|S| \gtrdot>1 \tag{1.3}
\end{equation*}
$$

The prediction made in Ref. 3 regarding the very large isotope effect in the dependence of the Curie temperature on the atomic mass of the atoms in the crystal lattice of a weak ferromagnet such as $\mathrm{ZrZn}_{2}$ was related specifically to this condition. The assertion in Ref. 3 becomes obvious on the
basis of (1.1)-(1.3), if we take into account the following relation for the Curie temperature: $T_{C} \propto|S|^{-\gamma}$, where $\gamma=1 / 2$ in the Stoner model ${ }^{4}$ and $\gamma=3 / 4$ in the paramagnetic model of a ferromagnetic metal (see, for example, Refs. 5 and 6). We then obtain (compare with Ref. 3)

$$
\begin{equation*}
I=\frac{d \ln T_{C}}{d \ln M_{i}}=\gamma S \frac{\psi_{\mathrm{el}-\mathrm{ph}}}{2 \psi} \tag{1.4}
\end{equation*}
$$

Hopfield ${ }^{3}$ suggested using the following values of the parameters appearing in Eq. (1.4) for $\mathrm{ZrZn}_{2}: \gamma=1 / 2, S \simeq-238$, and $\psi_{\text {el-ph }} / \psi \sim 0.1$. This leads to an estimate of the isotope coefficient $|I| \geqslant 1$. However, the experiment in Ref. 7 did not confirm this prediction, but gave the value $I=-0.1 \pm 0.3$ for the Zn isotopes and $I=-0.2 \pm 0.2$ for the Zr isotopes in $\mathrm{ZrZn}_{2}$. This disparity between theory and experiment can be attributed, in particular, to the fact that the use of the value $\psi_{\text {el-ph }} / \psi \sim 0.1$ to estimate the isotope coefficient $I$ in reference to $\mathrm{ZrZn}_{2}$ was not seriously substantiated in Ref. 3. Moreover, according to the claims of Fay and Appel ${ }^{2}$ and of Pickett, ${ }^{8}$ attempts to theoretically calculate $\psi_{\text {el-ph }}$ lead only to a rough estimate and do not allow us to consider the contribution made by the electron-phonon interaction to the Stoner factor (1.1) fully established. We can extricate ourselves from this situation by devising a phenomenological approach to the theory of the isotope effect in ferromagnets, in which the parameters of the theory can be related to experimentally measured quantities and can thereby be estimated in reference to real ferromagnets. The usefulness of such an approach becomes especially clear in connection with the recent experimental discovery of a giant isotope shift $\Delta T_{C}>20 \mathrm{~K}$ of the Curie temperature in $\mathrm{La}_{0.8} \mathrm{Ca}_{0.2} \mathrm{MnO}_{3+y}$ when the ${ }^{16} \mathrm{O}$ oxygen isotope is replaced by ${ }^{18} \mathrm{O}$, for which the isotope coefficient is $I \simeq-0.85 .{ }^{9}$ This discovery is a direct indication of the existence of ferromagnets having magnetic properties in which the electronphonon interaction plays an important role.

A phenomenological approach to the theory of the influence of thermal acoustic phonons on the magnetic properties of ferromagnets was proposed in Refs. 10 and 11 on the basis of the well-known phenomenon of magnetoelasticity. This phenomenon is manifested as a dependence of the elastic moduli of a ferromagnet on the magnetization, which leads to an analogous dependence of the Debye temperature of acoustic phonons on the magnetization; therefore, the con-
tribution of acoustic phonons to the free energy of a ferromagnet depends on the magnetization. The latter is the reason why acoustic phonons are manifested in the magnetic properties of ferromagnets. Within such an approach it was possible to uncover a comparatively small set of experimentally measurable parameters, which enable us to quantitatively calculate the contribution of thermal acoustic phonons to various magnetic properties of ferromagnets. These parameters were determined in Ref. 11 for the pure metals iron and nickel and for $\mathrm{Fe}-\mathrm{Ni}, \mathrm{Fe}-\mathrm{Ni}-\mathrm{Mn}$, and $\mathrm{Fe}-\mathrm{Pt}$ Invar alloys on the basis of an analysis of the available experimental data in the literature, enabling the formulation of quantitative statements regarding the role of thermal phonons in the magnetic properties of these ferromagnets. In particular, an anomalously large contribution of the thermal phonons to the Curie constant of $\mathrm{Fe}-\mathrm{Pt}$ Invar alloys was discovered. It is therefore natural to pose the question of the magnitude of the isotope effect in these alloys.

In this communication the isotope shift of the Curie temperature caused by magnetoelasticity is studied on the basis of a generalization of the approach described in Refs. 10 and 11 , and the conditions for observing this effect in ferromagnets with high and low Curie temperatures are analyzed. The parameters whose experimental measurement enables us to quantitatively calculate the contribution of acoustic phonons to the isotope shift of the Curie temperature in real ferromagnets are identified. An estimate of the isotope shift of the Curie temperature in the Invar alloy $\mathrm{Fe}_{0.75} \mathrm{Pt}_{0.25}$ based on experimental data is given.

## 2. GENERAL RELATIONS

Magnetoelasticity plays a fundamental role below. For numerous ferromagnets (see, for example, Ref. 12) the dependence of the elastic moduli on the magnetization has a very simple form. The model of an isotropic elastic medium, which is characterized by a bulk modulus $K$ and a shear modulus $G$, is frequently used to describe ferromagnets. To avoid confusion, we must follow the rules of thermodynamics, which require the exact determination of the thermodynamic variables on which the elastic moduli, in particular, depend. Under the conditions of a constant magnetization $M$, for the elastic moduli we can write ${ }^{12}$
$K_{M}(T, M)=K(T)+K^{\prime} M^{2}, \quad G_{M}(T, M)=G(T)+G^{\prime} M^{2}$,
where $K(T)$ and $G(T)$ are the elastic moduli of the paramagnetic state, which depend on the temperature owing to the usual anharmonicity of phonons. The values of the elastic moduli $K(T)$ and $G(T)$ are found in the ferromagnetic region by extrapolation with neglect of the phase transition from the paramagnetic region, where they exhibit a normal temperature dependence (see, for example, Ref. 13). It is important to stress that, according to Ref. 12, the magnetoelastic coefficients $K^{\prime}$ and $G^{\prime}$ for numerous ferromagnets are independent of temperature over a fairly broad range of variation of the magnetization.

In experimental investigations of the elasticity of ferromagnets the elastic moduli are usually measured at a constant magnetic induction (or at a constant magnetic field $H$ ).

The bulk modulus at a constant magnetic field $K_{H}$ is related to $K_{M}$ by the well-known thermodynamic relation ${ }^{13}$

$$
\begin{equation*}
\frac{1}{K_{H}(P, T, H)}-\frac{1}{K_{M}(P, T, M)}=\frac{1}{\chi_{P}}\left(\frac{\partial \omega}{\partial H}\right)_{P, T}^{2} \tag{2.2}
\end{equation*}
$$

Here $\chi_{P}=(\partial M / \partial H)_{P, T}$ is the isothermal paraprocess magnetic susceptibility at a constant pressure $P$, and $(\partial \omega / \partial H)_{P, T}=V^{-1}(\partial V / \partial H)_{P, T}$ is the induced magnetostriction, where $V$ is the volume of the ferromagnet. Equation (2.2) is presented here because of the need to distinguish between the experimentally measured bulk modulus $K_{H}$ and the bulk modulus $K_{M}$ needed for the theoretical model described below. Within the phenomenological approach relations (2.1) and (2.2) can be used to determine the dependence of the bulk modulus $K_{M}$ on the magnetization and to find the bulk magnetoelastic coefficient $K^{\prime}$ (see, for example, Refs. 11 and 13). Experimental data for the remaining quantities appearing in (2.1) and (2.2) are used for this purpose. We stress that the shear modulus at a constant magnetic field $G_{H}$ does not differ from the shear modulus at a constant magnetization $G_{M}$. This simplifies the determination of the shear magnetoelastic coefficient $G^{\prime}$ on the basis of experimental data. ${ }^{11}$

It should also be noted that microscopic theories of the elasticity of ferromagnetic metals are sometimes devised without an understanding of which bulk modulus is being used. As was shown in Ref. 14, such a lack of understanding is the reason for Kim's paradoxical statements in Ref. 15, where, instead of the estimates (1.2) and (1.4), quantities $|S|$ times larger appear in the conditions (1.3) in the approach used. On the other hand, we cite Ref. 16, in which it shown how not only the bulk moduli at a constant magnetic field and a constant magnetization can be distinguished, but also explicit expressions for them can be obtained within a microscopic treatment. We also note that since the elasticity of a lattice is associated with Debye screening of the Coulomb field in the itinerant-electron model, the Debye screening radius at a constant magnetic field $r_{H}$ and the analogous radius at a constant magnetization $r_{M}$ are different.

Magnetoelasticity makes the contribution of acoustic phonons to the free energy of a ferromagnet depend on the magnetization. In the Grüneisen corresponding-states model we write the following expression for this contribution: ${ }^{17}$

$$
\begin{equation*}
F_{\mathrm{ph}}(V, T, M)=\Theta_{M}^{l} f_{l}\left(\frac{T}{\Theta_{M}^{l}}\right)+2 \Theta_{M}^{t} f_{t}\left(\frac{T}{\Theta_{M}^{t}}\right) . \tag{2.3}
\end{equation*}
$$

Here we have introduced the partial Debye temperatures for the longitudinal modes

$$
\begin{equation*}
\Theta_{M}^{l}=\frac{\hbar}{k_{B} \sqrt{\rho}}\left(\frac{6 \pi^{2}}{v}\right)^{1 / 3} \sqrt{K_{M}+\frac{4}{3} G_{M}} \tag{2.4}
\end{equation*}
$$

and the transverse modes

$$
\begin{equation*}
\Theta_{M}^{t}=\frac{\hbar}{k_{B} \sqrt{\rho}}\left(\frac{6 \pi^{2}}{v}\right)^{1 / 3} \sqrt{G_{M}} \tag{2.5}
\end{equation*}
$$

of the acoustic phonons, where $\rho$ is the mass density and $v$ is the unit-cell volume of the crystal. In our treatment we shall
neglect the possible dependence of $\Theta_{M}^{l}$ and $\Theta_{M}^{t}$ on the temperature, i.e., we shall neglect the usual anharmonicity of the phonons. At the same time, according to (2.1), we shall take into account the dependence of the Debye temperatures (2.4) and (2.5) on the magnetization caused by magnetoelasticity. Bearing in mind the smallness of the magnetoelasticity contribution to the moduli in (2.1), we can write Eqs. (2.4) and (2.5) in the form

$$
\begin{equation*}
\Theta_{M}^{l}=\Theta_{l}+\Theta_{l}^{\prime} M^{2}, \quad \Theta_{M}^{t}=\Theta_{t}+\Theta_{t}^{\prime} M^{2} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\Theta_{l}^{\prime}}{\Theta_{l}}=\frac{3 K^{\prime}+4 G^{\prime}}{2(3 K+4 G)}, \quad \frac{\Theta_{t}^{\prime}}{\Theta_{t}}=\frac{G^{\prime}}{2 G} \tag{2.7}
\end{equation*}
$$

The magnetization-dependent phonon contribution to the free energy (2.3) of a ferromagnet can be written in accordance with expressions (2.6) in the form

$$
\begin{equation*}
\Delta F_{\mathrm{ph}}(V, T, M)=\sum_{s=l, t}\left(1+\delta_{s, t}\right) \Theta_{s}^{\prime} \varphi_{s}\left(\frac{T}{\Theta_{s}}\right) M^{2} \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{s}(x)=f_{s}(x)-x f_{s}^{\prime}(x) \tag{2.9}
\end{equation*}
$$

and $\delta_{s, t}=1$ for $s=t$ and $\delta_{s, t}=0$ for $s \neq t$.
Let us now consider the temperature range near the ferromagnetic transition. Then for (2.8) we can write the following expansion with respect to the temperature:

$$
\begin{align*}
\Delta F_{\mathrm{ph}}(V, T, M)= & V \sum_{s=l, t}\left(1+\delta_{s, t}\right) \frac{\Theta_{s}^{\prime}}{\Theta_{s}}\left[\frac{1}{V} \Theta_{s} \varphi_{s}\left(\frac{T_{C}}{\Theta_{s}}\right)\right. \\
& \left.+C_{\mathrm{ph}}^{s}\left(T_{C}\right)\left(T-T_{C}\right)\right] M^{2}, \tag{2.10}
\end{align*}
$$

where $C_{\mathrm{ph}}^{s}(T)=-\left(T / V \Theta_{s}\right) f_{s}^{\prime \prime}\left(T / \Theta_{s}\right)$ is the partial contribution of the longitudinal ( $s=l$ ) and transverse ( $s=t$ ) modes of the acoustic phonons to the lattice specific heat at the temperature $T .{ }^{18}$ We note here that a linear temperature dependence appears in (2.10) not only near $T_{C}$, but also over the broad temperature range $T \geqslant T_{C}$ for ferromagnets with high Curie temperatures $\left(T_{C} \gtrdot \Theta_{l, t} / 4\right)$, where the phonon specific heat $C_{\mathrm{ph}}^{s}$ can be considered constant. ${ }^{18}$

Of course, apart from the phonon contribution to the free energy (2.10) of a ferromagnet, the theory should take into account the magnetism of electrons caused by their exchange interaction as a primary factor. For the magnetizationdependent electronic contribution to the free energy of a ferromagnet above the Curie temperature in the paramagnetic state, as well as in the ferromagnetic state, but not very far from the Curie temperature, where the magnetization is small, we can use the expansion

$$
\begin{align*}
& \Delta F_{\mathrm{el}}(V, T, M) \\
& \quad=V\left\{\frac{1}{2}\left[a_{1}\left(T_{C}\right)+\alpha\left(T-T_{C}\right)\right] M^{2}+\frac{1}{4} a_{3} M^{4}\right\} . \tag{2.11}
\end{align*}
$$

Formulas (2.10) and (2.11) enable us to write an expression for the magnetic part of the free energy of a ferromagnet in a general form that corresponds to the Landau theory of second-order phase transitions: ${ }^{18}$

$$
\begin{equation*}
\Delta F_{M}(V, T, M)=V\left[\frac{1}{2 C}\left(T-T_{C}\right) M^{2}+\frac{1}{4} a_{3} M^{4}\right] \tag{2.12}
\end{equation*}
$$

where the Curie temperature is specified by the following equation

$$
\begin{equation*}
a_{1}\left(T_{C}\right)+\frac{2}{V} \sum_{s=l, t}\left(1+\delta_{s, t}\right) \Theta_{s}^{\prime} \varphi_{s}\left(\frac{T_{C}}{\Theta_{s}}\right)=0 \tag{2.13}
\end{equation*}
$$

and the Curie constant $C$ is given by the relation

$$
\begin{equation*}
\frac{1}{C}=\alpha+2 \sum_{s=l, t}\left(1+\delta_{s, t}\right) C_{\mathrm{ph}}^{s}\left(T_{C}\right) \frac{\Theta_{s}^{\prime}}{\Theta_{s}} \tag{2.14}
\end{equation*}
$$

According to Eq. (2.13), the influence of the acoustic phonons is manifested in the determination of the Curie temperature, and according to $(2.14)$ it is manifested in the phonon renormalization of the Curie constant. It is convenient to rewrite Eq. (2.14) in the following manner:

$$
\begin{equation*}
C=\frac{1-X\left(T_{C}\right)}{\alpha} \tag{2.15}
\end{equation*}
$$

where the magnitude of the dimensionless parameter (compare with Refs. 10 and 11)

$$
\begin{equation*}
X\left(T_{C}\right)=X_{l}\left(T_{C}\right)+2 X_{t}\left(T_{C}\right) \tag{2.16}
\end{equation*}
$$

in comparison with unity will quantitatively determine the contribution of the acoustic phonons to the Curie constant, and the parameters

$$
\begin{equation*}
X_{s}\left(T_{C}\right)=2 C C_{\mathrm{ph}}^{s}\left(T_{C}\right) \frac{\Theta_{s}^{\prime}}{\Theta_{s}}, \quad s=l, t \tag{2.17}
\end{equation*}
$$

will characterize the partial contributions of the respective acoustic modes. Clearly, only thermal phonons make a contribution to the Curie constant (2.15). Now, in the limit of high Curie temperatures $\left(T_{C} \gg \Theta_{l, t} / 4\right)$ the parameters

$$
\begin{equation*}
X_{s}=\frac{2 k_{B} C}{v} \frac{\Theta_{s}^{\prime}}{\Theta_{s}}, \quad s=l, t \tag{2.18}
\end{equation*}
$$

do not depend on the Curie temperature, and at low Curie temperatures ( $T_{C} \ll \Theta_{l, t} / 4$ ) they decrease as

$$
\begin{equation*}
X_{s}\left(T_{C}\right) \sim C_{\mathrm{ph}}^{s}\left(T_{C}\right) \sim\left(T_{C} / \Theta_{s}\right)^{3}, \quad s=l, t \tag{2.19}
\end{equation*}
$$

Therefore, metals and alloys which have comparatively high Curie temperatures were selected as examples for the quantitative determination of $X\left(T_{C}\right)$ in real ferromagnets in Ref. 11.

Relations (2.12)-(2.14) enable us to study the manifestations of acoustic phonons in various thermodynamic properties of ferromagnets. Here we shall examine the consequences of Eq. (2.13) as applied to the determination of the dependence of the Curie temperature on the atomic mass of the atoms in the crystal lattice, i.e., the isotope effect in ferromagnets. Differentiating (2.13) with respect to the atomic mass $M_{i}$ and using Eqs. (2.14) and (2.17), we find the following expression for the isotope coefficient:

$$
\begin{align*}
\frac{d \ln T_{C}}{d \ln M_{i}}= & -\frac{1}{2} \sum_{s=l, t}\left(1+\delta_{s, t}\right) X_{s}\left(T_{C}\right) \\
& \times\left[1-\frac{\Theta_{s} \varphi_{s}\left(T_{C} / \Theta_{s}\right)}{V T_{C} C_{\mathrm{ph}}^{s}\left(T_{C}\right)}\right] \tag{2.20}
\end{align*}
$$

In deriving Eq. (2.20) it was assumed that, according to (2.7), the ratio $\Theta_{s}^{\prime} / \Theta_{s}$ does not depend on the atomic mass. The main difference between (2.20) and the result in Ref. 19 is the presence of the factors $X_{l, t}\left(T_{C}\right)$ in (2.20), which determine the magnitude of the isotope effect to a significant extent. This difference is attributed to the model used in Ref. 19, according to which it was assumed during the treatment of the isotope effect on the basis of an equation similar to Eq. (2.13) that $a_{1}=$ const and does not depend on $T_{C}$, i.e., the Curie temperature is determined completely by the contribution of the thermal phonons in such a model. In addition, Eq. (2.20), unlike the results in Ref. 19, takes into account the contribution of both the longitudinal and transverse modes of the acoustic phonons, as well as the contribution of the zeropoint lattice vibrations.

Let us present the expressions for Eq. (2.20) that correspond to ferromagnets with high and low Curie temperatures, as well as the special case of the Debye model. For high Curie temperatures ( $T_{C} \gg \Theta_{l, t} / 4$ ), using an expansion of the functions

$$
\begin{equation*}
\varphi_{s}(x)=f_{s}(0)+k_{B} N x\left(1-\frac{\alpha_{s}}{x}+\frac{\beta_{s}}{x^{2}}\right), \quad s=l, t \tag{2.21}
\end{equation*}
$$

where $N$ is the number of unit cells in the crystal, from (2.20) we find the following expression for the isotope coefficient:

$$
\begin{align*}
\frac{d \ln T_{C}}{d \ln M_{i}}= & \frac{1}{2} \sum_{s=l, t}\left(1+\delta_{s, t}\right) X_{s} \frac{\Theta_{s}}{T_{C}}\left(\frac{f_{s}(0)}{k_{B} N}-\alpha_{s}\right. \\
& \left.+2 \beta_{s} \frac{\Theta_{s}}{T_{C}}\right) \tag{2.22}
\end{align*}
$$

Here the parameters $X_{s}$ do not depend on $T_{C}$ and are given by Eq. (2.18). In the special case of the Debye model, in which $f_{s}(0)=3 k_{B} N / 8, \alpha_{s}=3 / 8$, and $\beta_{s}=1 / 20$, from (2.22) we obtain

$$
\begin{equation*}
\frac{d \ln T_{C}}{d \ln M_{i}}=\frac{1}{20}\left[X_{l}\left(\frac{\Theta_{l}}{T_{C}}\right)^{2}+2 X_{t}\left(\frac{\Theta_{t}}{T_{C}}\right)^{2}\right] \tag{2.23}
\end{equation*}
$$

In the other limiting case of low Curie temperatures $\left(T_{C}<\Theta_{l, t} / 4\right)$, in which

$$
\begin{equation*}
\varphi_{s}(x)=f_{s}(0)+O\left(x^{4}\right), \quad s=l, t \tag{2.24}
\end{equation*}
$$

Formula (2.20) leads to an isotope effect which is completely determined by the zero-order lattice vibrations:

$$
\begin{equation*}
\frac{d \ln T_{C}}{d \ln M_{i}}=\frac{1}{2} \sum_{s=l, t}\left(1+\delta_{s, t}\right) X_{s} \frac{\Theta_{s}}{T_{C}}\left(\frac{f_{s}(0)}{k_{B} N}\right) . \tag{2.25}
\end{equation*}
$$

For the Debye model Eq. (2.25) takes the form

$$
\begin{equation*}
\frac{d \ln T_{C}}{d \ln M_{i}}=\frac{3}{16}\left(X_{l} \frac{\Theta_{l}}{T_{C}}+2 X_{t} \frac{\Theta_{t}}{T_{C}}\right) . \tag{2.26}
\end{equation*}
$$

Comparing (2.22) and (2.23) with (2.25) and (2.26) for assigned values of $X_{l, t}$, we can conclude that the absolute value of the isotope effect is greater in ferromagnets with low Curie temperatures ( $T_{C} \ll \Theta_{l, t} / 4$ ). This conclusion differs qualitatively from the result obtained above, according to which the contribution of the acoustic phonons to the Cu rie constant (2.15) is greater in absolute value, the higher is the Curie temperature in comparison with the Debye temperatures of the acoustic phonons.

## 3. DISCUSSION OF RESULTS AND CONCLUSIONS

The treatment performed shows that the quantitative determination of the contribution of acoustic phonons to the isotope shift of the Curie temperature in real ferromagnets first calls for finding the dimensionless parameters $X_{l, t}\left(T_{C}\right)$ or, in the case of the limiting expressions (2.22) and (2.23) or (2.25) and (2.26), the parameters $X_{l, t}(2.18)$ on the basis of experimental data. This requires knowledge of experimental values for the Curie constant $C$, the phonon specific heat $C_{\mathrm{ph}}^{s}\left(T_{C}\right)$, the elastic moduli $K$ and $G$, and the magnetoelastic coefficients $K^{\prime}$ and $G^{\prime}$. Such a set of parameters was determined in Ref. 11 (see Tables I and II therein) on the basis of experimental data for the pure metals Fe and Ni , the iron-nickel Invar alloys $\mathrm{Fe}_{1-x} \mathrm{Ni}_{x}(0.30<x \leqslant 0.45)$, the ternary alloys $\mathrm{Fe}_{0.65}\left(\mathrm{Ni}_{1-x} \mathrm{Mn}_{x}\right)_{0.35}(0 \leqslant x \leqslant 0.13)$, and the ironplatinum Invar alloys $\mathrm{Fe}_{1-x} \mathrm{Pt}_{x}(x=0.28,0.25)$ with various degrees of order $S$ of the atoms in the crystal-lattice sites. An anomalously large value was found for the dimensionless parameter $X \simeq-0.51$ to -0.54 in the Invar alloy $\mathrm{Fe}_{0.75} \mathrm{Pt}_{0.25}$ with a degree of order $S=0.70$ (see Table II in Ref. 11). It is natural to utilize the data in Ref. 11 in reference to this alloy in estimating the contribution of acoustic phonons to the isotope shift of the Curie temperature caused by magnetoelasticity on the basis of the phenomenological approach developed in Sec. 2.

According to Table I in Ref. 11, for the Invar alloy $\mathrm{Fe}_{0.75} \mathrm{Pt}_{0.25}$ with a degree of order $S=0.70$ we have the experimental values $K=12.6 \times 10^{2}-14.1 \times 10^{2} \mathrm{kbar}$ and $G=6.9 \times 10^{2}-7.0 \times 10^{2} \mathrm{kbar}$ for the elastic moduli and $K^{\prime}=1.0 \times 10^{5}-1.3 \times 10^{5}$ and $G^{\prime}=-2.11 \times 10^{5}$ for the magnetoelastic coefficients. This enables us to use formulas (2.7) to find that $\Theta_{l}^{\prime} / \Theta_{l}$ varies from $-3.2 \times 10^{-8}$ to $4.2 \times 10^{-8} \mathrm{G}^{-2}$ and $\Theta_{t}^{\prime} / \Theta_{t}$ varies from $-15.1 \times 10^{-8}$ to $15.3 \times 10^{-8} \mathrm{G}^{-2}$. These parameters determine the dependence of the Debye temperatures (2.6) on the magnetization. The data for the Curie constant $C=0.29 \mathrm{~K}$ and the hightemperature limit of the specific heat of the $s$ acoustic mode $C_{\mathrm{ph}}^{s}=k_{B} / v=0.27 \times 10^{7} \mathrm{erg} / \mathrm{cm}^{3} \cdot \mathrm{~K}$ are taken from Table II in Ref. 11. Then Eq. (2.18) enables us to estimate the dimensionless parameters $X_{l} \simeq-0.04$ to -0.07 and $2 X_{t} \simeq-0.47$, which characterize the partial contributions of the longitudinal-acoustic mode and two transverse-acoustic modes to the isotope effect. Next, we determine the Debye temperatures of the acoustic phonons $\Theta_{l, t}$ from formulas (2.4) and (2.5) using the data presented above for the elastic moduli $K$ and $G$, the mass density $\rho=11.7 \mathrm{~g} / \mathrm{cm}^{3}$, and the unit-cell volume of the cubic crystal $v=51.9 \AA^{3}$ in accordance with Table III in Ref. 20. This gives $\Theta_{l} \simeq 350 \mathrm{~K}$ and
$\Theta_{t} \simeq 194 \mathrm{~K}$. Since the condition $T_{s} \gtrdot \Theta_{l, t} / 4$ holds for the $\mathrm{Cu}-$ rie temperature $T_{C} \simeq 386 \mathrm{~K}$ of this alloy, as determined from Table III in Ref. 20, Eq. (2.22) can be used for numerical estimates of the isotope effect in this alloy. Setting the coefficients $f_{l}(0)=f_{t}(0)=f(0), \alpha_{l}=\alpha_{t}=\alpha$, and $\beta_{l}=\beta_{t}=\beta$ in (2.22), which do not depend on the mode index, we find

$$
\begin{equation*}
\frac{d \ln T_{C}}{d \ln M_{i}} \simeq-(0.14-0.15)\left(\frac{f(0)}{k_{B} N}-\alpha\right)-(0.16-0.17) \beta \tag{3.1}
\end{equation*}
$$

We next consider the possibility in which $\left|f(0) / k_{B} N-\alpha\right| \sim \alpha<1$ and $\beta \ll \alpha$. From (3.1) we obtain the estimate

$$
\begin{equation*}
\left|\frac{d \ln T_{C}}{d \ln M_{i}}\right| \simeq 0.14 \alpha \tag{3.2}
\end{equation*}
$$

or for the absolute value of the isotope shift of the Curie temperature we have

$$
\begin{equation*}
\left|\Lambda T_{C}\right| \simeq(54 \mathrm{~K})\left(\alpha \frac{\Delta M_{i}}{M_{i}}\right) \tag{3.3}
\end{equation*}
$$

where $\Delta M_{i}$ is the isotope change in the atomic mass. For the replacement of the ${ }^{54} \mathrm{Fe}$ isotope by ${ }^{56} \mathrm{Fe}$ or by ${ }^{58} \mathrm{Fe}$ we find $\Delta M_{i} / M_{i} \simeq 3.7-7.4 \%$. Then, formula (3.3) gives $\left|\Delta T_{C}\right| \simeq(2-4) \alpha \mathrm{K}$. Since $\alpha<1$, for an upper estimate of the isotope shift of the Curie temperature in the Invar alloy $\mathrm{Fe}_{0.75} \mathrm{Pt}_{0.25}$ we obtain $\left|\Delta T_{C}\right|<2-4 \mathrm{~K}$. Finally, we present an estimate of the isotope shift of the Curie temperature for this alloy according to the Debye model when $f(0) / k_{B} N=\alpha=3 / 8$ and $\beta=1 / 20$. From (3.1) we obtain

$$
\begin{equation*}
\Delta T_{C} \simeq-(0.1-0.2) \mathrm{K} \tag{3.4}
\end{equation*}
$$

Thus, in contrast to the anomalously large phonon renormalization of the Curie constant for this alloy discovered in Ref. 11, the contribution of the acoustic phonons to the isotope shift of the Curie temperature is comparatively small. This finding is not unexpected, since, according to the phenomenological approach developed in Sec. 2, the Invar alloy $\mathrm{Fe}_{0.75} \mathrm{Pt}_{0.25}$ is a ferromagnet with a comparatively high Curie temperature $\left(T_{s} \gg \Theta_{l, t} / 4\right)$. On the other hand, the estimates of the dimensionless parameters $X_{l}$ and $2 X_{t}$ presented above allow us to advance the argument that acoustic phonons can cause a large isotope shift of the Curie temperature when $\left|d \ln T_{C} / d \ln M_{i}\right| \sim 1$ holds in ferromagnets which have magnetoelastic coefficients of comparatively large absolute values, as, for example, the Invar alloy $\mathrm{Fe}_{0.75} \mathrm{Pt}_{0.25}$ and simulta-
neously have Curie temperatures that are low compared with the Debye temperatures. Mention should also be made of the work of Karchevskii et al., ${ }^{21}$ who first observed the isotope shift in the Curie temperature $T_{C}=4.0 \pm 0.5 \mathrm{~K}$ in going from uranium hydride, $\mathrm{UH}_{3}$, to uranium deuteride, $\mathrm{UD}_{3}$, for which the isotopic coefficient is relatively small, $I \simeq-2$ $\times 10^{-2}$. We stress that the phenomenological approach developed here to the theory of the isotope effect in ferromagnets indicates the set of parameters whose experimental measurement permits a quantitative calculation of the contribution of acoustic phonons to the isotope shift of the Curie temperature in real ferromagnets caused by magnetoelasticity.

In conclusion, we express our thanks to V. P. Silin and R. Z. Levitin for a useful discussion of the question considered here. This work was performed as part of project 96-02-17318-a of the Russian Fund for Fundamental Research.
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A theory of the de Haas-van Alphen effect in type-II superconductors is proposed. The effect of the electron scattering by nonmagnetic impurities in a magnetic field in the potential produced by a nonuniform distribution of the order parameter in a mixed state is investigated. The magnitude of the order parameter and quasiparticle density of states are determined from the solution of the system of Gor'kov equations. It is shown that in the presence of even a small amount of impurities, the superconducting state near the upper critical field is gapless. In this region, the oscillatory (in the magnetic field) contribution to the density of states and the characteristic damping of the amplitude of the magnetization oscillations in the superconducting state are found. © 1997 American Institute of Physics.
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## 1. INTRODUCTION

Quantum oscillations of the magnetization-the de Haas-van Alphen effect-are a well-studied phenomenon in the physics of normal metals. In superconductors, the magnetic fields in which it is possible to observe the dHvA effect in practice are ordinarily much higher than the critical field of the phase transition from the superconducting into the normal state.

According to the standard Lifshitz-Kosevich theory, ${ }^{1}$ each extremal cross section of the Fermi surface makes a contribution to the oscillatory part of the magnetization

$$
\begin{align*}
M_{\mathrm{osc}} \propto & \sqrt{H} \frac{2 \pi^{2} T / \omega_{c}}{\sinh \left(2 \pi^{2} T / \omega_{c}\right)} \exp \left(-\frac{\pi}{\omega_{c} \tau}\right) \\
& \times \sin \left(\frac{2 \pi F}{H}+\Phi\right) . \tag{1}
\end{align*}
$$

Here $\omega_{c}=e \mathrm{H} / \mathrm{m}^{*} c$ is the cyclotron frequency, $F=(c / 2 \pi e) S, S$ is the area of the extremal section of the Fermi surface, and $\tau$ is the electron scattering time of the impurities. The Planck constant $\hbar$ is everywhere set equal to 1. The quantity $1 / 2 \pi \tau$ is the Dingle temperature. Both the temperature and impurity factors in Eq. (1) decrease rapidly with decreasing magnetic field, which should not exceed the upper critical field $H_{c 2}$ of the superconductor. Appreciable oscillations of the magnetization can therefore be expected to appear only at very low temperatures

$$
\begin{equation*}
T<\frac{e H_{c 2}}{2 \pi^{2} m^{*} c} \sim \frac{T_{c}^{2}}{\mu} . \tag{2}
\end{equation*}
$$

Here $T_{c}$ is the temperature of the transition to the superconducting state in zero field and $\mu$ is the Fermi energy. On the other hand, on account of impurity scattering, ${ }^{2}$ dHvA oscillations are appreciable only in sufficiently pure metals, i.e. when $\omega_{c} \tau \gtrdot 1$, which can be rewritten as $l_{\mathrm{imp}} \gg R_{c}$. Here $l_{\text {imp }}=v_{F} \tau$ is the mean free path length, $R_{c}=k_{F} \lambda^{2}$ is the cyclotron radius, $k_{F}$ is the Fermi wave vector, and $\lambda=\sqrt{c / e H}$ is the magnetic length, which in a field of the order of $H_{c 2}$ is equal to the coherence length $\xi(T)$. Therefore the require-
ment that the purity of the sample be high enough to observe dHvA oscillations in fields of the order of $H_{c 2}$,

$$
\begin{equation*}
l_{\mathrm{imp}} \Rightarrow k_{F} \xi^{2}, \tag{3}
\end{equation*}
$$

is much stronger than the standard condition on the purity of a superconductor, $l_{\mathrm{imp}} \gg \xi_{0}$.

Thus, the dHvA effect in the range of fields and temperatures typical of type-II superconductors can be observed only in quite rarely encountered ultrapure superconductors with a high upper critical field. Examples of such superconductors are compounds with the structure A-15 $\left(\mathrm{V}_{3} \mathrm{Si}, \mathrm{Nb}_{3} \mathrm{Sn}\right),{ }^{3,4}$ borocarbides $\left(\mathrm{YNiB}_{2} \mathrm{C}\right),{ }^{5}$ and some organic and layered superconductors (see the reviews in Refs. 6 and 7). Thus, in $\mathrm{V}_{3} \mathrm{Si}^{3}{ }^{3}$ where $H_{c 2}=18.5 \mathrm{~T}, T_{c}=17 \mathrm{~K}$, $\xi_{0}=6.3 \mathrm{~nm}$, and $l_{\mathrm{imp}}>R_{c}=130 \mathrm{~nm}, \mathrm{dHvA}$ oscillations in fields of the order of $H_{c 2}$ can be observed at temperatures of the order of 1 K .

The dHvA effect in the materials indicated above remains even in a transition to a mixed state $\left(H<H_{c 2}\right)$. The frequency of the oscillations remains the same, and the amplitude decreases with decreasing field more rapidly than in the normal state.

The damping of the amplitude of the magnetization oscillations in type-II superconductors has been calculated theoretically. ${ }^{8,9}$ It was shown that in the mixed state of the material, the quasiparticle scattering by a spatially nonuniform distribution of the order parameter $\Delta(\mathbf{R})$ leads to additional broadening of the Landau levels

$$
\begin{equation*}
\frac{1}{\tau_{s}} \sim \sqrt{\mu \omega_{c}} \frac{H_{c 2}-H}{H_{c 2}} . \tag{4}
\end{equation*}
$$

As a result, besides the Dingle factor, the amplitude of the dHvA effect acquires another, temperature-independent, factor $\exp \left(-\pi / \omega_{c} \tau_{s}\right)$ and decreases fairly rapidly away from the phase transition line $H_{c 2}$.

The derivation of the expression (4) is unsatisfactory from a theoretical standpoint. The problem is that in Ref. 8 the electron spectrum and the level broadening are obtained by formally replacing the spectrum found in Ref. 10 in the momentum representation by a corresponding quantum ex-
pression. The description in terms of the continuous variables $\xi=k^{2} / 2 m-\mu$ and the polar angle $\theta$ is a good one when the spacing between the Landau levels is small compared with the temperature $T$ or the width $\Gamma=1 / 2 \tau$ of the levels. In studying the dHvA effect we are dealing with precisely the opposite situation $\omega_{c}>2 \pi^{2} T$ and $\omega_{c}>\pi \Gamma$, so that the momentum representation cannot be used to calculate the spectrum. Moreover, the mean-square modulus of the order parameter appears in Ref. 8 as a phenomenological parameter, whereas it should be determined from the self-consistency equation.

The quantum approach developed by Stephen ${ }^{9}$ nonetheless confirmed Maki's results. ${ }^{8}$ In Ref. 9, however, in a calculation of the quasiparticle self-energy, a summation over the principal quantum number was replaced by an integral, which is admissible only if the level widths are greater than the spacing between the levels. This is why the same results are obtained in Refs. 8 and 9.

Descriptions of the dHvA effect in superconductors are also proposed in Refs. 11-13. For all the difference in the approaches, the authors used in one way or another a BCStype spectrum

$$
\begin{equation*}
E=\sqrt{E_{n}^{2}\left(k_{z}\right)+\Delta^{2}}, \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{n}\left(k_{z}\right)=\omega_{c}(n+1 / 2)+k_{z}^{2} / 2 m-\mu . \tag{6}
\end{equation*}
$$

Stephen ${ }^{9}$ showed that the spectrum (5) is realized only in sufficiently weak fields $\sqrt{\mu \omega_{c}} \ll T$. By virtue of (2), it is therefore impossible to observe magnetization oscillations in this region.

The spectrum (5) likewise can also formally be obtained in the ultraquantum limit $\omega_{c} \sim \mu .{ }^{14}$ It is well known, however, that in the theory of superconductivity, the mean-field approximation is inapplicable in the ultraquantum limit (see Ref. 15). The mathematical model employed in Ref. 14 thereby does not yield a faithful description of superconductivity in strong fields.

In the present paper a self-consistent quantum theory of the effect in a mixed state is developed. It is shown that for a finite impurity concentration, despite the requirement of high purity $\omega_{c}>\pi \Gamma$, which is necessary in order to observe the dHvA effect, in the mixed state near the upper critical field $H_{c 2}$ there is a region of gapless superconductivity where the density of states at the Fermi surface remains finite:

$$
\begin{equation*}
N(E=0)=N_{0}\left(1-\frac{2 \sqrt{\pi^{3} n_{F}}}{L \ln n_{F}} \frac{H_{c 2}-H}{H_{c 2}}\right) \tag{7}
\end{equation*}
$$

Here $N_{0}$ is the density of states in the normal metal, $n_{F}=\mu / \omega_{c}$ is the number of Landau levels below the Fermi level, and $L$ is a numerical constant $\approx 2$.

The oscillatory part of the density of states, and consequently the oscillatory part $M_{\text {osc }}^{s}$ of the magnetization in the mixed state, is also depressed compared with its value $M_{\text {osc }}^{n}$ (1) in the normal state

$$
\begin{equation*}
\frac{M_{\mathrm{osc}}^{s}}{M_{\mathrm{osc}}^{n}}=1-\frac{2 \sqrt{\pi n_{F}}}{L \ln n_{F}} \frac{H_{c 2}-H}{H_{c 2}} . \tag{8}
\end{equation*}
$$

The results (7) and (8) were obtained in the linear approximation in the squared order parameter $\Delta^{2} \sim\left(H_{c 2}-H\right) / H_{c 2}$ under the conditions $T<\Gamma<\omega_{c}$. Any attempt to go beyond the linear approximation encounters substantial mathematical difficulties due to the nondiagonal nature of the self-energy matrix, which is unavoidable as a result of the spatially nonuniform distribution of the order parameter.

Our presentation is organized as follows. In the next section, the Gor'kov equations for the electron Green's function in the mixed state of a superconductor are written out. Next, the wave functions that define the magnetic-sublattice representation - the best representation for solving the problem of Landau quantization in the field of the periodic potential of the order parameter-are determined in explicit form. In the next two sections, the order parameter of the superconductor and the solutions of the self-consistency equations for the impurity self-energy part are presented. In Sec. 6 the electron density of states near the Fermi surface is calculated and the thermodynamic potential and magnetic moment of the superconductor are calculated according to the known density of states.

## 2. ELECTRON GREEN'S FUNCTION IN AN IMPURE SUPERCONDUCTOR

The Gor'kov equations for an impure superconductor are

$$
\begin{equation*}
\left(i \omega-\hat{H}_{0}(\mathbf{r})-\hat{\Delta}(\mathbf{r})-\hat{u}(\mathbf{r})\right) \hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)=\hat{\mathrm{l}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{9}
\end{equation*}
$$

where

$$
\begin{aligned}
& \hat{H}_{0}(\mathbf{r})=\left(\begin{array}{cc}
H_{0}(\mathbf{r}) & 0 \\
0 & -H_{0}^{*}(\mathbf{r})
\end{array}\right), \\
& \hat{\Delta}(\mathbf{r})=\left(\begin{array}{cc}
0 & \Delta(\mathbf{r}) \\
\Delta^{*}(\mathbf{r}) & 0
\end{array}\right), \\
& \hat{u}(\mathbf{r})=u(\mathbf{r}) \hat{\tau}_{3}=\left(\begin{array}{cc}
u(\mathbf{r}) & 0 \\
0 & -u(\mathbf{r})
\end{array}\right),
\end{aligned}
$$

$u(\mathbf{r})$ is the impurity scattering potential,

$$
\begin{equation*}
H_{0}(\mathbf{r})=\frac{1}{2 m}\left(-i \frac{\partial}{\partial \mathbf{r}}+\frac{e}{c} \mathbf{A}(\mathbf{r})\right)^{2}-\mu \tag{10}
\end{equation*}
$$

is the single-particle Hamiltonian of electrons in a magnetic field, and $\mu$ is the chemical potential. The magnetic field is assumed to be uniform and oriented along the external field, which is certainly justified for $H \sim H_{c 2}$ in superconductors with a large Ginzburg-Landau parameter $\kappa$ in which the dHvA effect is observed ( $\kappa \approx 17$ in $\mathrm{V}_{3} \mathrm{Si}$ ). To simplify the calculations we neglect the effect of the magnetic field on the electron spins.

The eigenfunctions $\phi_{l}(\mathbf{r})$ of the operator $H_{0}(\mathbf{r})$ are Landau wave functions, written in an appropriate gauge, or any linear combinations of these functions satisfying the orthonormality condition. The explicit form of the functions $\phi_{l}(\mathbf{r})$ and the gauge for the magnetic field will be given in the next section. The matrix $\hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$, containing both the normal and anomalous Green's functions $G\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$ and $F\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$, can be written in both the coordinate representation and the $\phi_{l}(\mathbf{r})$ representation:

$$
\begin{align*}
& \hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) \\
& =\left(\begin{array}{cc}
G\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) & F\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) \\
F^{+}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) & -G\left(\mathbf{r}^{\prime}, \mathbf{r},-\omega\right)
\end{array}\right) \\
& =\sum_{l l^{\prime}}\left(\begin{array}{cc}
\phi_{l}(\mathbf{r}) G_{l l^{\prime}}(\omega) \phi_{l^{\prime}}^{*}\left(\mathbf{r}^{\prime}\right) & \phi_{l}(\mathbf{r}) F_{l l^{\prime}}(\omega) \phi_{l^{\prime}}\left(\mathbf{r}^{\prime}\right) \\
\phi_{l}^{*}(\mathbf{r}) F_{l l^{\prime}}^{+}(\omega) \phi_{l^{\prime}}^{*}\left(\mathbf{r}^{\prime}\right) & -\phi_{l^{\prime}}\left(\mathbf{r}^{\prime}\right) G_{l^{\prime} l}(-\omega) \phi_{l}^{*}(\mathbf{r})
\end{array}\right) . \tag{14}
\end{align*}
$$

$$
\begin{aligned}
\hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)= & \hat{g}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) \\
& +\int d \mathbf{r}_{1} \hat{g}\left(\mathbf{r}, \mathbf{r}_{1}, \omega\right) \hat{\Delta}\left(\mathbf{r}_{1}\right) \hat{G}\left(\mathbf{r}_{1}, \mathbf{r}^{\prime}, \omega\right) \\
& +\int d \mathbf{r}_{1} \hat{g}\left(\mathbf{r}, \mathbf{r}_{1}, \omega\right) \hat{\Sigma}_{\mathrm{imp}}\left(\mathbf{r}_{1}\right) \hat{G}\left(\mathbf{r}_{1}, \mathbf{r}^{\prime}, \omega\right)
\end{aligned}
$$

The impurity self-energy part satisfies the self-consistency equation

$$
\begin{align*}
\hat{\Sigma}_{\text {imp }}(\mathbf{r}, \omega) & =\left(\begin{array}{cc}
\bar{G}(\mathbf{r}, \omega) & \bar{F}(\mathbf{r}, \omega) \\
\bar{F}^{+}(\mathbf{r}, \omega) & -\bar{G}(\mathbf{r},-\omega)
\end{array}\right) \\
& =n_{\text {imp }} u^{2} \hat{\tau}_{3} \hat{G}(\mathbf{r}, \mathbf{r}, \omega) \hat{\tau}_{3} \tag{15}
\end{align*}
$$

The matrix Green's function of a pure normal metal in a magnetic field has the form

$$
\hat{g}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)=\left(\begin{array}{cc}
g\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) & 0  \tag{16}\\
0 & -g\left(\mathbf{r}^{\prime}, \mathbf{r},-\omega\right)
\end{array}\right)
$$

The Green's function $g\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$ can be expressed in tems of the eigenfunctions of the operator $H_{0}$ as

$$
\begin{equation*}
g\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)=\sum_{l} \phi_{l}(\mathbf{r}) g_{l}(\omega) \phi_{l}^{*}\left(\mathbf{r}^{\prime}\right) \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{l}(\omega)=\left(i \omega-\xi_{l}\right)^{-1} \tag{18}
\end{equation*}
$$

We shall also rewrite Eq. (14) in the $\phi_{l}(\mathbf{r})$ representation:

$$
\begin{aligned}
& \left(\begin{array}{cc}
G_{l l^{\prime}}(\omega) & F_{l l^{\prime}}(\omega) \\
F_{l l^{\prime}}^{+}(\omega) & -G_{l^{\prime} l}(-\omega)
\end{array}\right)=\left(\begin{array}{cc}
g_{l}(\omega) \delta_{l l^{\prime}} & 0 \\
0 & -g_{l}(-\omega) \delta_{l l^{\prime}}
\end{array}\right) \\
& \quad+\sum_{l_{1}}\left(\begin{array}{c}
g_{l}(\omega)\left(\bar{G}_{l_{1} l}(\omega) G_{l_{1} l^{\prime}}(\omega)+\widetilde{\Delta}_{l l_{1}} F_{l_{1} l^{\prime}}^{+}(\omega)\right) \\
-g_{l}(-\omega)\left(\widetilde{\Delta}_{l l_{1}}^{*}(\omega) G_{l_{1} l^{\prime}}(\omega)+\bar{G}_{l l_{1}}(\omega) F_{l_{1} l^{\prime}}^{+}(\omega)\right)
\end{array}\right.
\end{aligned}
$$

Here we have introduced the notation

$$
\begin{align*}
& \bar{G}_{l l^{\prime}}=\int d \mathbf{r} \phi_{l}(\mathbf{r}) \phi_{l^{\prime}}(\mathbf{r}) \bar{G}(\mathbf{r}, \omega)  \tag{20}\\
& \bar{F}_{l l^{\prime}}(\omega)=\int d \mathbf{r} \phi_{l}^{*}(\mathbf{r}) \phi_{l^{\prime}}^{*}(\mathbf{r}) \bar{F}(\mathbf{r}, \omega)  \tag{21}\\
& \Delta_{l l^{\prime}}=\int d \mathbf{r} \phi_{l}^{*}(\mathbf{r}) \phi_{l^{\prime}}^{*}(\mathbf{r}) \Delta(\mathbf{r})  \tag{22}\\
& \widetilde{\Delta}(\mathbf{r}, \omega)=\Delta(\mathbf{r})+\bar{F}(\mathbf{r}, \omega) \tag{23}
\end{align*}
$$

The quantities $\bar{G}(\mathbf{r}, \omega)$ and $\bar{F}(\mathbf{r}, \omega)$ are determined by Eq. (15).

Our goal is to calculate the density of states and to solve the self-consistency equation for $\Delta$ to second order in $\Delta$. To do so, we represent all functions in Eq. (19) as a sum of two terms, the first of which contains the lowest power of $\Delta$,
while the second is the next term in the expansion in powers of $\Delta$. Denoting the power of $\Delta$ by a corresponding index, we have

$$
\begin{align*}
& G_{l l^{\prime}}(\omega)=G_{l l^{\prime}}^{(0)}(\omega)+G_{l l^{\prime}}^{(2)}(\omega),  \tag{24}\\
& F_{l l^{\prime}}(\omega)=F_{l l^{\prime}}^{(1)}(\omega)+F_{l l^{\prime}}^{(3)}(\omega)  \tag{25}\\
& \bar{G}_{l l^{\prime}}(\omega)=\bar{G}_{l l^{\prime}}^{(0)}(\omega)+\bar{G}_{l l^{\prime}}^{(2)}(\omega) \tag{26}
\end{align*}
$$

We note that $\bar{G}_{l l^{\prime}}^{(0)}(\omega)$ is simply the self-energy part of the Green's function of an impure normal metal. The magnitude of $\bar{G}^{(0)}(\mathbf{r})$ does not depend on the coordinate $\mathbf{r}$, and since the wave functions $\phi_{l}(\mathbf{r})$ are orthonormal, we have $\bar{G}_{l l^{\prime}}^{(0)}(\omega)=\delta_{l l^{\prime}} \bar{G}^{(0)}(\omega)$.

The following relations can be obtained from Eq. (19):

$$
\begin{align*}
G_{l l^{\prime}}^{(0)}(\omega)= & \delta_{l l^{\prime}} G_{l}^{(0)}(\omega)=\frac{\delta_{l l^{\prime}}}{g_{l}^{-1}(\omega)-\bar{G}_{l}^{(0)}},  \tag{27}\\
G_{l l^{\prime}}^{(2)}(\omega)= & G_{l}^{(0)}(\omega) \bar{G}_{l^{\prime} l}^{(2)}(\omega) G_{l^{\prime}}^{(0)}(\omega) \\
& +\sum_{l_{1}} G_{l}^{(0)}(\omega) \widetilde{\Delta}_{l l_{1}}(\omega) F_{l_{1} l^{\prime}}^{+(1)}(\omega), \tag{28}
\end{align*}
$$

and for the anomalous Green's function

$$
\begin{align*}
F_{l l^{\prime}}^{+(1)}(\omega)= & -G_{l}^{(0)}(-\omega) \widetilde{\Delta}_{l l^{\prime}}^{*}(\omega) G_{l^{\prime}}^{(0)}(\omega)  \tag{29}\\
F_{l l^{\prime}}^{+(3)}(\omega)= & -\sum_{l_{1}} G_{l}^{(0)}(-\omega) \widetilde{\Delta}_{l l_{1}}^{*}(\omega) G_{l_{1} l^{\prime}}^{(2)}(\omega) \\
& -\sum_{l_{1}} G_{l}^{(0)}(-\omega) \bar{G}_{l l_{1}}^{(2)}(\omega) F_{l_{1} l^{\prime}}^{+(1)}(\omega) . \tag{30}
\end{align*}
$$

The solution of the self-consistency equation for the impurity self-energy part for a normal metal is $\bar{G}_{l}^{(0)}(\omega)$ $=-i \Gamma_{\mathrm{imp}} \operatorname{sign} \omega$, where $\Gamma_{\mathrm{imp}}=\pi n_{\mathrm{imp}} u^{2} N_{0}$. The secondorder correction in $\Delta$ is given by

$$
\begin{align*}
\bar{G}_{l l^{\prime}}^{(2)}(\omega)= & n_{\mathrm{imp}} u^{2} \sum_{p p^{\prime}} \int d \mathbf{r} \phi_{l}(\mathbf{r}) \phi_{p}(\mathbf{r}) \\
& \times \phi_{p^{\prime}}^{*}(\mathbf{r}) \phi_{l^{\prime}}^{*}(\mathbf{r}) G_{p p^{\prime}}^{(2)}(\omega) \tag{31}
\end{align*}
$$

In the next section we present the functions $\phi_{l}(\mathbf{r})$ and the matrix elements $\Delta_{l l^{\prime}}$ in explicit form.

## 3. MAGNETIC-SUBLATTICE REPRESENTATION

The mixed state in type-II superconductors consists of an Abrikosov vortex lattice with one flux quantum $\phi_{0}=\pi c / e$ per unit cell. To simplify the calculations, we choose a square vortex lattice with edge length $a$ such that $a^{2}=\pi \lambda^{2}$. The form of the lattice can influence the dependence of the amplitude of the order parameter $\Delta$ on the strength of the field and the temperature. All other results are independent of the type of lattice.

The solution of the linearized equation for the order parameter is the function

$$
\begin{equation*}
\Delta(\mathbf{r})=\Delta f_{0}(\mathbf{r}) \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{0}(\mathbf{r})=\sqrt[4]{2} \sum_{\nu} \exp \left(i \frac{2 \pi \nu}{a} y\right) \exp \left[-\left(\frac{x}{\lambda}+\frac{\pi \nu}{a} \lambda\right)^{2}\right] \tag{33}
\end{equation*}
$$

in the Landau gauge $\mathbf{A}(\mathbf{r})=(0, H x, 0)$.
To calculate the matrix elements of the order parameter $\Delta(\mathbf{r})$, it is convenient to choose a complete set of eigenfunctions of the Hamiltonian $H_{0}$ in the form of the following linear combinations of Landau functions (magneticsublattice representation ${ }^{17}$ ):

$$
\begin{align*}
\phi_{l}(\mathbf{r})= & \sqrt{\frac{a}{\lambda}} \exp \left(i k_{z} z\right) \sum_{m} \exp \left(-i q_{x} a m\right) \\
& \times \exp \left[i\left(q_{y}+\frac{\pi m}{a}\right) y\right] \varphi_{n}\left(\frac{x}{\lambda}+\left(q_{y}+\frac{\pi m}{a}\right) \lambda\right), \tag{34}
\end{align*}
$$

where

$$
\begin{equation*}
\varphi_{n}(s)=\frac{1}{\sqrt{2^{n} n!\sqrt{\pi}}} \exp \left(-\frac{s^{2}}{2}\right) H_{n}(s) \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{n}(s)=(-1)^{n} e^{s^{2}} \frac{d^{n}}{d s^{n}} e^{-s^{2}} \tag{36}
\end{equation*}
$$

are Hermite polynomials. In the magnetic-translation lattice there are two flux quanta $\phi_{0}$ per unit cell (the charge of a Cooper pair is twice the electron charge). For this reason we choose a lattice in the form of a rectangle with edges $a_{x}=a$ and $a_{y}=2 a$. Then $l=\left\{n, k_{z}, \vec{q}\right\}$ and the vector $\vec{q}$ lies in the first Brillouin zone: $-\pi / a<q_{x}<\pi / a$ and $-\pi / 2 a<q_{y}$ $<\pi / 2 a$. The summation over the quantum numbers in the preceding section is to be interpreted as

$$
\begin{equation*}
\sum_{l}=\sum_{n=0}^{\infty} \int \frac{d k_{z}}{2 \pi} \int_{-\pi / a}^{\pi / a} \frac{d q_{x}}{2 \pi} \int_{-\pi / 2 a}^{\pi / 2 a} \frac{d q_{y}}{2 \pi} . \tag{37}
\end{equation*}
$$

The energy levels of the single-particle Hamiltonian (10) are

$$
\begin{equation*}
\xi_{l}=\xi_{n}\left(k_{z}\right)=\omega_{c}(n+1 / 2)+k_{z}^{2} / 2 m^{*}-\mu . \tag{38}
\end{equation*}
$$

The functions $g_{l}(\omega)$ and $G_{l}^{(0)}(\omega)$, defined by Eqs. (18) and (27), do not depend on the wave vector $\vec{q}$.

The matrix element $\Delta_{l l^{\prime}}$ in the magnetic-sublattice representation has the form (see Appendix A)

$$
\begin{align*}
& \Delta_{l l^{\prime}}=(2 \pi)^{3} \delta\left(k_{z}+k_{z}^{\prime}\right) \delta\left(\vec{q}+\vec{q}^{\prime}\right) \Delta_{n n^{\prime}}(\vec{q}),  \tag{39}\\
& \Delta_{n n^{\prime}}(\vec{q})=(-1)^{n^{\prime}} \Delta \sqrt{\sqrt{2 \pi} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!}} \\
& \times \sum_{\nu} \exp \left(2 i \nu q_{x} a\right) \\
& \times \varphi_{n+n^{\prime}}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{a}\right)\right) . \tag{40}
\end{align*}
$$

## 4. SOLUTION OF THE EQUATIONS FOR THE IMPURITY SELF-ENERGY PART

We seek the function $\widetilde{\Delta}(\mathbf{r}, \omega)$, defined in Eq. (23), in the form $\widetilde{\Delta}(\mathbf{r}, \omega)=\Delta(\mathbf{r})[1+\alpha(\omega)]$. Substituting the expression for $\Delta_{l l^{\prime}}$ into (29) and transforming back to the coordinate representation (see Appendix B), we obtain

$$
\begin{align*}
F^{+(1)}(\mathbf{r}, \mathbf{r}, \omega)= & -\Delta^{*}(\mathbf{r})[1+\alpha(\omega)] \frac{1}{\sqrt{2} \pi \lambda^{2}} \int \frac{d k_{z}}{2 \pi} \\
& \times \sum_{n n^{\prime}}\left[\frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!}\right. \\
& \left.\times G_{n}^{(0)}\left(-\omega, k_{z}\right) G_{n^{\prime}}^{(0)}\left(\omega, k_{z}\right)\right] \tag{41}
\end{align*}
$$

Comparing this expression with Eq. (23), we obtain

$$
\begin{equation*}
\alpha(\omega)=\frac{\beta(\omega)}{1-\beta(\omega)}, \tag{42}
\end{equation*}
$$

where

$$
\begin{align*}
\beta(\omega)= & n_{\text {imp }} u^{2} \frac{1}{\sqrt{2} \pi \lambda^{2}} \int \frac{d k_{z}}{2 \pi} \sum_{n n^{\prime}}\left[\frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} G_{n}^{(0)}\right. \\
& \left.\times\left(-\omega, k_{z}\right) G_{n^{\prime}}^{(0)}\left(\omega, k_{z}\right)\right] . \tag{43}
\end{align*}
$$

Stirling's formula gives the estimate

$$
\begin{equation*}
\frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} \approx \frac{1}{\sqrt{4 \pi n}} \exp \left(-\frac{\left(n-n^{\prime}\right)^{2}}{4 n}\right) \tag{44}
\end{equation*}
$$

Let $m=n^{\prime}-n$, and let us replace, according to the Poisson formula, the summation over $n$ by the corresponding integration

$$
\begin{align*}
\beta(\omega)= & -n_{\mathrm{imp}} u^{2} \frac{1}{\sqrt{2} \pi \lambda^{2}} \\
& \times \int \frac{d k_{z}}{2 \pi} \sum_{m} \int d n \frac{1}{\sqrt{4 \pi n}} \\
& \times \exp \left(-\frac{m^{2}}{4 n}\right) \sum_{r} e^{2 i \pi r n} \\
& \times \frac{1}{i \omega+\xi_{n}\left(k_{z}\right)+i \Gamma_{\mathrm{imp}} \operatorname{sign} \omega} \\
& \times \frac{1}{i \omega-\xi_{n}\left(k_{z}\right)-\omega_{c} m+i \Gamma_{\mathrm{imp}} \operatorname{sign} \omega} . \tag{45}
\end{align*}
$$

Then in the sum over $r$ we can neglect oscillatory terms with $r \neq 0$, which contain an additional small factor $\sqrt{\omega_{c} / r \mu} \exp \left(-2 \pi r \Gamma_{\mathrm{imp}} / \omega_{c}\right)$. This factor arises because for $r \neq 0$, only the region near the extremal section of the Fermi surface makes a significant contribution to the integral over $k_{z}$, while for $r=0$ the entire Fermi surface contributes. We do not present here the calculations for terms with $r \neq 0$, since they are entirely analogous to the calculations made in Sec. 6 for the oscillatory density of states.

In the remaining term with $r=0$, we transform from integration over $n$ to integration over the coordinates of the two-dimensional vector $\vec{k}_{\perp}$, so that $\omega_{c}(n+1 / 2)=k_{\perp}^{2} / 2 m^{*}$, and then we integrate over the components of the threedimensional vector $\mathbf{k}$, treating $\mathbf{k}$ as a vector comprised of $\vec{k}_{\perp}$ and $k_{z}$ :

$$
\begin{align*}
\int_{0}^{\infty} \frac{d n}{2 \pi \lambda^{2}} \int \frac{d k_{z}}{2 \pi} & =\int \frac{2 \pi k_{\perp} d k_{\perp}}{(2 \pi)^{2}} \int \frac{d k_{z}}{2 \pi}=\int \frac{d \mathbf{k}}{(2 \pi)^{3}} \\
& =N_{0} \int d \xi \int_{0}^{\pi / 2} \sin \theta d \theta \tag{46}
\end{align*}
$$

For $\omega \ll \Gamma_{\mathrm{imp}} \ll \omega_{c}$ it is sufficient to retain the $m=0$ term in the sum over $m$. The integration yields

$$
\begin{equation*}
\beta(\omega)=\sqrt{\frac{\pi \omega_{c}}{8 \mu}} \tag{47}
\end{equation*}
$$

The semiclassical approximation is applicable in the limit $\omega>\omega_{c}$. Therefore the summation over the quantum number $n^{\prime}=n+m$ can be replaced by integration. To estimate the integral we set $\exp \left(-m^{2} / 4 n\right) \approx 1$. As a result, we find that for large $\omega$ the quantity $\beta(\omega)$ does not exceed

$$
\begin{equation*}
\sqrt{\frac{\pi^{3} \omega_{c}}{8 \mu}} \frac{\Gamma_{\mathrm{imp}}}{\omega_{c}} \tag{48}
\end{equation*}
$$

Therefore, when $n_{F}=\mu / \omega_{c} \gg 1, \beta(\omega)$ is small. In the following calculations we ignore the difference between $\widetilde{\Delta}(\mathbf{r}, \omega)$ and $\Delta(\mathbf{r})$.

It will be seen from the calculations below (see Sec. 6) that to find the density of states to order $\Delta^{2}$ it is sufficient to know the impurity self-energy part integrated over the quasimomentum $\vec{q}$ :

$$
{\overline{\bar{G}^{(2)}}}_{n n^{\prime}}(\omega)=\int \frac{d \vec{q}}{(2 \pi)^{2}} \bar{G}_{n n^{\prime}}^{(2)}\left(k_{z}, \vec{q}, \omega\right)
$$

We integrate the right- and left-hand sides of Eq. (31) over the quasimomentum $\vec{q}$ and, using Eqs. (28) and (29), obtain (see Appendix B)

$$
\begin{align*}
& \overline{\bar{G}}_{n n^{\prime}}^{(2)} \\
&=\frac{\delta_{n n^{\prime}} n_{\mathrm{imp}} u^{2}}{2 \pi \lambda^{2}} \sum_{m} \int \frac{d k_{z}}{2 \pi} \\
& \times\left\{\left[G_{m}^{(0)}\left(k_{z}, \omega\right)\right]^{2} \overline{\bar{G}^{(2)}}{ }_{m m}(\omega)\right. \\
&-\frac{\Delta^{2}}{2 \pi \lambda^{2}}\left[G_{m}^{(0)}\left(k_{z}, \omega\right)\right]^{2} \sum_{m_{1}}\left[\frac{\left(m+m_{1}\right)!}{2^{m+m_{1}+1} m!m_{1}!}\right.  \tag{49}\\
&\left.\times G_{m_{1}}^{(0)}\left(k_{z},-\omega\right)\right\} .
\end{align*}
$$

In deriving Eq. (49) we employed the fact that

$$
\begin{equation*}
\int \frac{d \vec{q}}{(2 \pi)^{2}} \phi_{n \vec{q} k_{z}}(\mathbf{r}) \phi_{n^{\prime} \vec{q} k_{z}}^{*}(\mathbf{r})=\frac{1}{2 \pi \lambda^{2}} \delta_{n n^{\prime}} \tag{50}
\end{equation*}
$$

where the integral extends over the first Brillouin zone.

Subsequent calculations are similar to the calculation of $\beta(\omega)$. Specifically, we employ the relation (44), transform from summation over $m$ to integration, and drop small oscillatory terms. In the nonoscillatory term, we use the relations (46) to transform from integration over $m$ and $k_{z}$ to integration over $\xi=\xi_{m}\left(k_{z}\right)$. Since $\bar{G}^{(2)}{ }_{m m}(\omega)$ does not depend on $m$, the integral of the first term in Eq. (49) over $\xi$ equals zero. Therefore the quantity $\overline{\bar{G}^{(2)}}{ }_{n n^{\prime}}(\omega)$ is determined by the second term in Eq. (49). In the case $\omega \ll \Gamma_{\text {imp }} \ll \omega_{c}$, retaining only the $m_{1}=m$ term in the sum over $m_{1}$, we obtain

If $\omega>\omega_{c}$, the nonoscillatory part of $\overline{\bar{G}^{(2)}}$ equals zero, since in this limit the summation over $m_{1}$ in the second term in Eq. (49) can be replaced by integration, and the subsequent integration over $m$ yields zero.

## 5. SOLUTION OF THE SELF-CONSISTENCY EQUATION FOR THE ORDER PARAMETER

The order parameter of a superconductor is the solution of the self-consistency equation (12). Equation (12), linearized with respect to $\Delta(\mathbf{r})$,

$$
\begin{align*}
\Delta(\mathbf{r})= & -|g| T \sum_{\omega} \int d \mathbf{r}^{\prime} \\
& \times G^{(0)}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) G^{(0)}\left(\mathbf{r}, \mathbf{r}^{\prime},-\omega\right) \Delta\left(\mathbf{r}^{\prime}\right), \tag{52}
\end{align*}
$$

determines the metal-superconductor phase transition curve as a function of temperature and magnetic field. It possesses an infinite number of solutions $f_{N}(\mathbf{r})$, which are eigenfunctions of the Schrödinger equation for a particle with charge $2 e$ in a magnetic field $H .{ }^{18}$ Substituting $\Delta(\mathbf{r})=f_{N}(\mathbf{r})$ into Eq. (52) yields an equation for the upper critical field $H_{N}$ in which superconductivity might appear with a spatial dependence of the order parameter given by $f_{N}(\mathbf{r})$. The highest value of the upper critical field $H_{c 2}$ is reached for $N=0$ in the function $f_{0}(\mathbf{r})$ given by Eq. (33).

Any solution of the self-consistency equation (12) can be represented as a linear combination of the functions $f_{N}(\mathbf{r})$ :

$$
\begin{equation*}
\Delta(\mathbf{r})=\Delta \sum_{N=0}^{\infty} a_{N} f_{N}(\mathbf{r}) \tag{53}
\end{equation*}
$$

To find the dependence of the amplitude of the order parameter on the deviation of the magnetic field from the upper critical field, we multiply both sides of Eq. (12) by $\Delta f_{N}(\mathbf{r})$ and integrate over $\mathbf{r}$. The result is an algebraic system of equations for the coefficients $a_{N}$. Let $a_{0}=1$. It is easy to verify, from the structure of the system of equations for the coefficients $a_{N}$, that all $a_{N}$ with $N \neq 0$ are small as $\left(H_{c 2}-H\right) / H_{c 2}$. It is therefore sufficient to retain only the equation with $N=0$, which to terms of order $\Delta^{4}$ has the form

$$
\begin{align*}
\Delta^{2}= & |g| T \sum_{\omega} \sum_{n n^{\prime}} \int \frac{d \vec{q}}{(2 \pi)^{2}} \int \frac{d k_{z}}{2 \pi} \Delta_{n n^{\prime}}(\vec{q}) \\
& \times\left[F_{n n^{\prime}}^{(1)+}\left(k_{z}, \vec{q}, \omega\right)+F_{n n^{\prime}}^{(3)+}\left(k_{z}, \vec{q}, \omega\right)\right] . \tag{54}
\end{align*}
$$

Let us calculate the first term in (54), which contains $F_{n n^{\prime}}^{(1)+}\left(k_{z}, \vec{q}, \omega\right)$, for fields $H$ less than the upper critical field $H_{c 2}$. Using the result of Appendix B and Eq. (44), we write it in the explicit form

$$
\begin{align*}
& -|g| T \Delta^{2} \sum_{\omega} \frac{1}{2 \pi \lambda^{2}} \sum_{n n^{\prime}} \frac{\exp \left[-\left(n^{\prime}-n\right)^{2} / 4 n\right]}{\sqrt{4 \pi n}} \\
& \quad \times \int \frac{d k_{z}}{2 \pi} G_{n}^{(0)}\left(k_{z},-\omega\right) G_{n^{\prime}}^{(0)}\left(k_{z}, \omega\right) . \tag{55}
\end{align*}
$$

In this expression, the divergent sum over frequencies must be cut off at a frequency of order $\epsilon_{c}$-the characteristic thickness of the layer where electrons attract one another near the Fermi surface. The divergence actually means that large values $\omega \sim \epsilon_{c}$ make the main contribution in Eq. (55). Therefore, to calculate the first term in Eq. (54) we can replace summation over the quantum numbers $n$ and $m$ by integration over $k_{\perp}^{2}=2 m^{*} \omega_{c} n$ and $p_{\perp}^{2}=2 m^{*} \omega_{c} n^{\prime}$, respectively. We perform the integration as follows: we replace the integral over $p_{\perp}$ by an integral over $\widetilde{p}_{\perp}=p_{\perp}-k_{\perp}$ and transform from integrals over $k_{z}$ and $\vec{k}_{\perp}$ to an integral over the components of the three-dimensional vector $\mathbf{k}=\left(\vec{k}_{\perp}, k_{z}\right)$ (compare with Eq. (46)). We obtain

$$
\begin{align*}
& 2 \pi i \frac{\Delta^{2}|g| N_{0}}{\sqrt{2 \pi}} \lambda T \sum_{\omega} \int_{0}^{\pi / 2} \sin \theta d \theta \\
& \quad \times \int \frac{1}{\widetilde{p_{\perp}} v_{F} \sin \theta-2 i\left(|\omega|+\Gamma_{\mathrm{imp}}\right)} \exp \left(-\frac{\widetilde{p}_{\perp}^{2} \lambda^{2}}{2}\right) d \widetilde{p}_{\perp} \tag{56}
\end{align*}
$$

Substituting the Fourier transforms for both factors in the integral over $\widetilde{p}_{\perp}$, we find

$$
\begin{align*}
& |g| N_{0} \Delta^{2} 2 \pi T \sum_{\omega} \int_{0}^{\pi / 2} \sin \theta d \theta \int \frac{\lambda d \rho}{v_{F}} \\
& \times \exp \left[-\frac{(\rho \sin \theta)^{2}}{2}\right] \exp \left[-\frac{2\left(|\omega|+\Gamma_{\text {imp }}\right) \lambda \rho}{v_{F}}\right] . \tag{57}
\end{align*}
$$

As expected, the resulting expression is identical to the semiclassical result. Next, following a standard procedure, ${ }^{19}$ we arrive at an expression for the amplitude of the order parameter $\Delta^{2}$ in the limit $T \rightarrow 0$ :

$$
\begin{align*}
N_{0} \Delta^{2} \ln \sqrt{\frac{H_{c 2}}{H}}= & T \sum_{\omega} \sum_{\substack{m n \\
m m^{\prime}}} \int \frac{d k_{z}}{2 \pi} G_{n}^{(0)}\left(k_{z},-\omega\right) \\
& \times G_{m}^{(0)}\left(k_{z}, \omega\right) G_{n^{\prime}}^{(0)}\left(k_{z},-\omega\right) \\
& \times G_{m^{\prime}}^{(0)}\left(k_{z}, \omega\right) Y_{m m^{\prime}}^{n n^{\prime}}, \tag{58}
\end{align*}
$$

where

$$
Y_{m m^{\prime}}^{n n^{\prime}}=\int \frac{d \vec{q}}{(2 \pi)^{2}} \Delta_{n m}(\vec{q}) \Delta_{n m^{\prime}}^{*}(\vec{q}) \Delta_{n^{\prime} m}(\vec{q}) \Delta_{n^{\prime} m^{\prime}}^{*}(\vec{q}) .
$$

We took account of the fact that the two terms containing $\bar{G}_{l l^{\prime}}^{(2)}$ that appear in $F_{n n^{\prime}}^{(3)+}\left(k_{z}, \vec{q}, \omega\right)$ cancel one another after summation over frequency $\omega$. In the limit $\Gamma_{\mathrm{imp}}<\omega_{c}$, we re-
tain the term corresponding to $n=m=n^{\prime}=m^{\prime}$ and neglect the remaining terms, which are small to the degree that the ratio $\Gamma_{\mathrm{imp}} / \omega_{c}$ is small. Hence,

$$
\begin{align*}
& N_{0} \Delta^{2} \ln \left(\frac{H_{c 2}}{H}\right)^{1 / 2} \\
& \quad=T \sum_{\omega} \sum_{n} \int \frac{d k_{z}}{2 \pi} \frac{1}{\left[\left(\omega+\Gamma_{\mathrm{imp}}\right)^{2}+\xi_{n}^{2}\left(k_{z}\right)\right]^{2}} Y_{n n}^{n n} \tag{59}
\end{align*}
$$

We rewrite the integral $Y_{n n}^{n n}$ in the form

$$
\begin{equation*}
Y_{n n}^{n n}=\frac{1}{2 \pi \lambda^{2}} \sum_{\vec{Q}} \sigma_{n}(\vec{Q}) \sigma_{n}(-\vec{Q}) \tag{60}
\end{equation*}
$$

and the Fourier transforms $\sigma_{n}(\vec{Q})$ are

$$
\begin{equation*}
\sigma_{n}(\vec{Q})=2 \pi \lambda^{2} \int \frac{d \vec{q}}{(2 \pi)^{2}} e^{i \vec{q} \vec{Q}} \Delta_{n n}(\vec{q}) \Delta_{n n}^{*}(\vec{q}) \tag{61}
\end{equation*}
$$

The vectors $\vec{Q}=\left(2 a N_{x}, 2 a N_{y}\right)$. The quantity (61) is calculated in Appendix D. Substituting the expression for $\sigma_{n}(\vec{Q})$ into Eq. (60), we find

$$
\begin{equation*}
Y_{n n}^{n n}=\frac{\Delta^{4}}{2 \pi \lambda^{2}} \Sigma_{n} \tag{62}
\end{equation*}
$$

where

$$
\begin{align*}
\Sigma_{n}= & \left(\frac{(2 n)!}{2^{2 n+1} n!n!}\right)^{2} \sum_{N_{x}, N_{y}} \exp \left[-\pi\left(N_{x}^{2}+N_{y}^{2}\right)\right] \\
& \times L_{2 n}^{2}\left(\pi\left(N_{x}^{2}+N_{y}^{2}\right)\right) . \tag{63}
\end{align*}
$$

Here the $L_{n}(s)$ are Laguerre polynomials.
If in Eq. (63) the summations over $N_{x}$ and $N_{y}$ are replaced by integration, then the value of the integral will be 1 for all $n$. The sum, however, depends on $n$ and assumes values approximately equal to 2 with a variance of some $10 \%$. For subsequent calculations, we neglect the dependence of the sum on $n$ and set the value of the sum equal to some number $L \approx 2$. Dropping, as usual, the oscillating terms in the Poisson series, we perform the integration in Eq. (59) over $\xi_{n}\left(k_{z}\right)$. In the low-temperature limit the sum over $\omega$ can be replaced by an integral. The integral over the angle $\theta$ diverges near $\theta=0$. Since the expressions above are valid for $n_{F} \gg 1$, we have the natural cutoff $\theta_{c} \approx 1 / k_{F} \lambda$. Finally, we obtain

$$
\begin{equation*}
\Delta^{2}(H) \approx \frac{16 \pi n_{F}}{L \ln n_{F}} \Gamma_{\mathrm{imp}}^{2} \frac{H_{c 2}-H}{H_{c 2}}, \tag{64}
\end{equation*}
$$

where $n_{F}=\mu / \omega_{c}$. Here $\ln \left(H_{c 2} / H\right)$ is replaced by its series expansion in powers of $H_{c 2}-H$.

We emphasize that the result (63) is valid when $T<\Gamma_{\mathrm{imp}} \ll \omega_{c}$.

## 6. DENSITY OF STATES

The density of states $N(E)$ can be expressed in the standard manner in terms of the Green's function

$$
\begin{align*}
& N(E)=-\frac{1}{\pi} \operatorname{Im} \sum_{l} G_{l l}(E), \\
& G_{l l^{\prime}}(E)=G_{l}^{(0)} \delta_{l l^{\prime}}+G_{l l^{\prime}}^{(2)} . \tag{65}
\end{align*}
$$

We write an explicit expression for the density of states per unit volume to first order in $\Delta^{2}$ :

$$
\begin{align*}
N(E)= & -\frac{1}{\pi} \operatorname{Im} \frac{1}{2 \pi \lambda^{2}} \sum_{n} \int \frac{d k_{z}}{2 \pi} G_{n}^{(0)}\left(k_{z}, E\right) \\
& -\frac{1}{\pi} \operatorname{Im} \sum_{n} \int \frac{d k_{z}}{2 \pi} G_{n}^{(0) 2}\left(k_{z}, E\right)\left(\overline{\bar{G}^{(2)}}{ }_{n n}(E)\right. \\
& \left.-\frac{1}{2 \pi \lambda^{2}} \Delta^{2} \sum_{n^{\prime}} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} G_{n^{\prime}}^{(0)}\left(k_{z},-E\right)\right) . \tag{66}
\end{align*}
$$

The first term is the density of states of the normal metal. One can see that the correction to the density of states can be expressed in terms of the quantity $\overline{\bar{G}^{2}}(T)$ found in Sec. 4.

We use the Poisson formula

$$
\sum_{n} \cdots=\sum_{r} \int d n e^{2 \pi i r n} \cdots
$$

to perform the summation over the Landau level numbers, and we obtain for the density of states an expression of the form

$$
N(E)=\sum_{r} N^{(r)}(E)
$$

The $r=0$ term corresponds to the nonoscillatory 'average", value of the density of states $N^{(0)}(E)$. To calculate this term it is convenient to transform from integration over $n$ to integration over the coordinates of a two-dimensional vector $\vec{k}_{\perp}$ such that $\vec{k}_{\perp}^{2}=2 m \omega_{c} n$. Treating $\vec{k}$ and $k_{z}$ as components of a three-dimensional vector $\mathbf{k}$ we arrive at a semiclassical integral, which can be computed by making the substitution (46). The first term, containing $\overline{\bar{G}^{(2)}}$, on the right-hand side of Eq. (66) vanishes after an integration over $\xi$. We perform the integration over $\xi$ and $\theta$ in the last term in Eq. (66), just as in the calculations of Eqs. (47) and (51) for $E<\Gamma_{\mathrm{imp}}<\omega_{c}$, using the relation (44) and retaining only the $n^{\prime}=n$ term in the sum over $n^{\prime} .{ }^{1)}$ The result is

$$
\begin{equation*}
N^{(0)}(E)=N_{0}\left(1-\frac{\sqrt{\pi}}{8 \sqrt{n_{F}}} \frac{\Delta^{2}}{\Gamma_{\mathrm{imp}}^{2}}\right) . \tag{67}
\end{equation*}
$$

We substitute the value of $\Delta$ determined in Eq. (64)

$$
\begin{equation*}
N^{(0)}(E)=N_{0}\left(1-\frac{2 \sqrt{\pi^{3} n_{F}}}{L \ln n_{F}} \frac{H_{c 2}-H}{H_{c 2}}\right) . \tag{68}
\end{equation*}
$$

From this expression we find the region of existence of gapless superconductivity: ${ }^{2)}$

$$
\begin{equation*}
\frac{H_{c 2}-H}{H_{c 2}}<\frac{L \ln n_{F}}{2 \pi^{3 / 2} \sqrt{n_{F}}} . \tag{69}
\end{equation*}
$$

We now examine the oscillatory corrections to the density of states. We transform from integration over $n$ to integration over $\xi_{n}\left(k_{z}\right)=\xi$. The integrations over $\xi$ and $k_{z}$ are performed independently. Then

$$
\int \frac{d k_{z}}{2 \pi} \exp \left(-2 \pi i \frac{k_{z}^{2}}{2 m \omega_{c}} r\right)=\frac{1}{2 \pi \lambda \sqrt{r}} \exp \left(-i \frac{\pi}{4}\right) .
$$

For the $r$ th term of the Poisson series $(r \neq 0)$ we obtain the expression

$$
\begin{align*}
N^{(r)}(E)= & \frac{\sqrt{m^{3} \omega_{c}}}{2 \pi^{2}} \frac{(-1)^{r}}{\sqrt{r}} A_{r}(\Delta) \operatorname{Im} \exp \left[i \frac{2 \pi r}{\omega_{c}}(E+\mu)\right. \\
& \left.-i \frac{\pi}{4}\right] \exp \left(-\frac{2 \pi r \Gamma_{\text {imp }}}{\omega_{c}}\right) \tag{70}
\end{align*}
$$

where

$$
\begin{equation*}
A_{r}(\Delta)=\left(1-\frac{\Delta^{2}}{\sqrt{4 \pi n_{F}}} \frac{1}{4 \Gamma_{\mathrm{imp}}^{2}}\right) \tag{71}
\end{equation*}
$$

In the derivation of Eq. (70) we dropped terms that are small to the degree that $\Gamma_{\mathrm{imp}} / \omega_{c}$ is small. Then the oscillatory correction to the density of states is damped at the transition to the superconducting state compared with its value in the normal state.

## 7. MAGNETIZATION OSCILLATIONS

The thermodynamic potential is

$$
\Omega=-2 T \int d E N(E) \ln \left(1+e^{-E / T}\right)
$$

Integrating by parts, we have for the $r$ th oscillating harmonic $\Omega^{(r)}$

$$
\begin{align*}
\Omega^{(r)}= & \frac{\sqrt{m^{* 3} \omega_{c}^{5}}}{\left(2 \pi^{2}\right)^{2}} \frac{(-1)^{r}}{r^{3 / 2}} A_{r}(\Delta) \cos \left(\frac{2 \pi \mu}{\omega_{c}} r-\frac{\pi}{4}\right) \\
& \times \frac{2 \pi^{2} T / \omega_{c}}{\sinh \left(2 \pi^{2} T r / \omega_{c}\right)} \exp \left(-\frac{2 \pi r \Gamma_{\mathrm{imp}}}{\omega_{c}}\right), \tag{72}
\end{align*}
$$

where the factor $A_{r}(\Delta)$ is defined in Eq. (71). Hence the oscillatory part of the magnetization is

$$
\begin{align*}
M^{(r)}= & -\frac{\partial \Omega^{(r)}}{\partial H} \\
= & \frac{1}{2 \pi^{3}}\left(\frac{e}{c}\right)^{3 / 2} \sqrt{H} \mu \frac{(-1)^{r}}{r^{1 / 2}} A_{r}(\Delta) \sin \left(\frac{2 \pi r \mu}{\omega_{c}}+\frac{\pi}{4}\right) \\
& \times \frac{2 \pi^{2} T / \omega_{c}}{\sinh \left(2 \pi^{2} T r / \omega_{c}\right)} \exp \left(-\frac{2 \pi r \Gamma_{\mathrm{imp}}}{\omega_{c}}\right) . \tag{73}
\end{align*}
$$

To calculate $\partial \Omega^{(r)}(E) / \partial H$ it is sufficient to differentiate only the factor $\exp \left(2 i \pi r \mu / \omega_{c}\right)$. We note that the density of states can be determined in terms of the quantities such as $\overline{G^{(2)}}{ }_{n n}(E)$ and $\Delta^{2}$, which in turn likewise contain rapidly oscillating corrections. Nonetheless, when differentiating the density of states with respect to the magnetic field they can be neglected, since their contribution to the derivative of the density of states compared with the contribution indicated
above is an infinitesimal of the same order as the oscillatory corrections to $\overline{\bar{G}^{(2)}}$ and $\Delta^{2}$ compared with their average values.

In contrast to a normal metal (see Eq. (1)), the answer has an additional factor $A_{r}(\Delta)$, corresponding to the damping that quasiparticles acquire as a result of scattering by the nonuniform distribution of the order parameter. Substituting the expression (64) into Eq. (71), we obtain

$$
\begin{equation*}
A_{r}(H)=1-\frac{2 \sqrt{\pi n_{F}}}{L \ln n_{F}} \frac{H_{c 2}-H}{H_{c 2}} \tag{74}
\end{equation*}
$$

## 8. CONCLUSIONS

The results of this work are reminiscent of the results obtained in Refs. 8 and 9. Indeed, to first order in $\Delta^{2}$, the suppression of the magnetization oscillations that was found in Refs. 8 and 9 is proportional to

$$
\begin{equation*}
1-\frac{\pi^{3 / 2} \Delta^{2}}{\sqrt{\mu \omega_{c}^{3}}}=1-\alpha \sqrt{\frac{\mu}{\omega_{c}}} \frac{H_{c 2}-H}{H_{c 2}} \tag{75}
\end{equation*}
$$

where $\alpha$ is of the order of 1 , which qualitatively agrees with Eq. (74). We note, however, that in Refs. 8 and 9, Eq. (75) was derived under the implicit assumption that the width of the levels in the normal state is greater than the spacing between Landau levels. We now discuss this question in greater detail.

We first examine the expression for the order parameter obtained with various relationships among the quantities $T$, $\Gamma_{\text {imp }}$, and $\omega_{c}$. Stephen ${ }^{9}$ showed that in the weak-field limit $\sqrt{\mu \omega_{c}}<T$ the amplitude of the order parameter has the form

$$
\begin{equation*}
\Delta^{2}(H) \propto T_{c}^{2}\left(1-\frac{H}{H_{c 2}}\right) \tag{76}
\end{equation*}
$$

Since scattering by impurities broadens the levels similarly to the temperature, fields for which $\sqrt{\mu \omega_{c}}<\Gamma_{i m p}$ can likewise be treated as weak. In such fields, Eq. (76) determines the amplitude of the order parameter. In intermediate fields, where $\sqrt{\mu \omega_{c}}>T, \Gamma_{\text {imp }}$ but nevertheless $\omega_{c}<T, \Gamma_{i m p}$, the discrete structure of the spectrum is inconsequential and the magnitude of the order parameter assumes the form

$$
\begin{equation*}
\Delta^{2}(H) \propto \mu \omega_{c}\left(1-\frac{H}{H_{c 2}}\right) . \tag{77}
\end{equation*}
$$

In Ref. 9 it is assumed that the result (77) is also valid in the strong-field limit, where magnetization oscillations are observed. In the present paper it is shown (see Eq. (64)) that in the region of strong fields ( $\omega_{c} \gg \Gamma_{\mathrm{imp}}>T$ ), the order parameter is determined by the expression

$$
\Delta^{2} \propto \mu \omega_{c} F\left(\frac{\Gamma_{\mathrm{imp}}}{\omega_{c}}\right)\left(1-\frac{H}{H_{c 2}}\right),
$$

where, according to Eq. (64), $F(x)=x^{2}$ for $x \ll 1$. The form of the function $F(x)$ for arbitrary $x$ can be determined from Eq. (58). The function $F(x)$ increases with $x$ and reaches a constant value of the order of 1 at $x \sim 1$. This leads to Stephen's result Eq. (77). Similar characteristic ranges of
magnetic fields also occur in calculations of the electron Green's function in the superconducting states (see footnote 1).

We also note that the exponential damping of the densities of states indicated in Refs. 8 and 9 falls outside the limits of accuracy of the theory. The problem is that the calculations in Refs. 8 and 9 neglected the detailed spatial structure of the order parameter, which is a valid procedure only when terms no higher than the first power of $\Delta^{2}$ are studied. For arbitrary $\Delta^{2}$, the indicated simplification is achieved by averaging over a random arrangement of vortices, ${ }^{9}$ and a number of unconvincing arguments are presented as justification. Moreover, in calculations of higher orders in $\Delta^{2}$, the selfconsistency equation must be solved to the same degree of accuracy.

We now summarize the main results. The condition

$$
\begin{equation*}
T<\Gamma_{\mathrm{imp}} \ll \omega_{c}, \tag{78}
\end{equation*}
$$

under which the results of the present work were obtained means that, specifically, the superconductor is highly pure:

$$
l_{\mathrm{imp}}>k_{F} \lambda^{2}
$$

Nonetheless, the presence of even such a small quantity of impurity results in the formation of a gapless superconducting state near $H_{c 2}$. The region (69) of existence of this state in ordinary type-II superconductors, where the number of Landau levels $n_{F}=\mu / \omega_{c}$ fitting below the Fermi level is enormous, reduces to a vanishingly small neighborhood of the upper critical field. However, $n_{F}$ is not so large in superconductors with low Fermi energy and high $H_{c 2}$. For example, in $\mathrm{V}_{3} \mathrm{Si}$ (Ref. 3) $n_{F}$ only ranges into the dozens, and the magnetic field interval $H_{c 2}-H$ where gapless superconductivity exists can equal some tenths of $H_{c 2}$. In this region Landau quantization is preserved, and therefore in a magnetic field there is an oscillatory contribution to the magnetization of the sample; its amplitude (73) rapidly decays as the field decreases.
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## APPENDIX A

We calculate an element of the order parameter $\Delta_{l l^{\prime}}$ determined by the expression (32) in the magnetic-sublattice representation (34). We write the explicit expression for $\Delta_{l l^{\prime}}$ :

$$
\begin{aligned}
\Delta_{l l^{\prime}}= & \Delta \frac{a}{\lambda} \int d \mathbf{r} e^{-i\left(k_{z}+k_{z}^{\prime}\right) z} \sum_{\nu, \nu^{\prime}, \mu} \exp \left(i q_{x} a \nu\right) \exp \left(i q_{x}^{\prime} a \nu^{\prime}\right) \\
& \times \exp \left[-i\left(q_{y}+\frac{\pi \nu}{a} y\right)\right] \exp \left[-i\left(q_{y}^{\prime}+\frac{\pi \nu^{\prime}}{a}\right) y\right]
\end{aligned}
$$

$$
\begin{align*}
& \times \exp \left(\frac{2 \pi i \mu y}{a}\right) \varphi_{n}\left(\frac{x}{\lambda}+\left(q_{y}+\frac{\pi \nu}{a}\right) \lambda\right) \\
& \times \varphi_{n^{\prime}}\left(\frac{x}{\lambda}+\left(q_{y}^{\prime}+\frac{\pi \nu^{\prime}}{a}\right) \lambda\right) \exp \left(-\left(\frac{x}{\lambda}+\frac{\pi \mu}{a} \lambda\right)^{2}\right) . \tag{79}
\end{align*}
$$

The integration is performed over each coordinate separately:

$$
\begin{align*}
& \int d z \exp \left[-i\left(k_{z}+k_{z}^{\prime}\right) z\right]=2 \pi \delta\left(k_{z}+k_{z}^{\prime}\right)  \tag{80}\\
& \int d y \exp \left[-i\left(q_{y}+\frac{\pi \nu}{a}\right) y\right] \exp \left[-i\left(q_{y}^{\prime}+\frac{\pi \nu^{\prime}}{a}\right) y\right] \\
& \quad \times \exp \left(\frac{2 \pi i \mu y}{a}\right)=2 \pi \delta\left(q_{y}+q_{y}^{\prime}\right) \delta_{\nu+\nu^{\prime}, 2 \mu} \tag{81}
\end{align*}
$$

Here we took account of the fact that $\vec{q}$ and $\vec{q}^{\prime}$ are vectors in the first Brillouin zone. Since the sum $\nu+\nu^{\prime}=\mu$ is an even number, the difference $\nu-\nu^{\prime}$ is also an even number.

In the integral over the coordinate $x$ we replace the integration variable by

$$
\frac{\tilde{x}}{\lambda}=\frac{x}{\lambda}+\frac{\pi \mu}{a} \lambda .
$$

Using the fact that $\nu+\nu^{\prime}=2 \mu$, the integrand can be rewritten in a form containing only the difference $\nu-\nu^{\prime}$, which we denote by $2 \kappa$, where $\kappa$ is an integer. Using the Kronecker delta symbol, we now transform from summation over $\nu, \nu^{\prime}$, and $\mu$ to summation over $\mu$ and $\kappa$ and perform the summation over $\mu$. Since

$$
\begin{aligned}
\exp \left(i q_{x} a \nu\right) \exp \left(i q_{x}^{\prime} a \nu^{\prime}\right)= & \exp \left[\frac{i\left(q_{x}+q_{x}^{\prime}\right)\left(\nu+\nu^{\prime}\right) a}{2}\right] \\
& \times \exp \left[\frac{i\left(q_{x}-q_{x}^{\prime}\right)\left(\nu-\nu^{\prime}\right) a}{2}\right]
\end{aligned}
$$

and the integral over $x$ does not depend on $\mu$, we have

$$
\begin{equation*}
\sum_{\mu} \exp \left[i\left(q_{x}+q_{x}^{\prime}\right) \mu a\right]=\frac{2 \pi}{a} \delta\left(q_{x}+q_{x}^{\prime}\right) \tag{82}
\end{equation*}
$$

where $q_{x}$ and $q_{x}^{\prime}$ are components of a vector in the first Brillouin zone.

It remains to perform the integration over the coordinate $x$. We introduce the variable $p=\left(q_{y}+\pi \kappa / a\right) \lambda$. The integral has the form

$$
\lambda \int d s e^{-s^{2}} \varphi_{n}(s+p) \varphi_{n^{\prime}}(s-p)
$$

Using the explicit form of the function $\varphi_{n}(s)$ (35) we arrive at the integral

$$
(-1)^{n+n^{\prime}} e^{p^{2}} \int d s\left(\frac{d^{n}}{d s^{n}} e^{-(s+p)^{2}}\right)\left(\frac{d^{n^{\prime}}}{d s^{n^{\prime}}} e^{-(s-p)^{2}}\right) .
$$

Here we have dropped the normalization coefficients of the functions $\varphi_{n}(s)$. The equality

$$
e^{-s^{2}}=\sqrt{\pi} \int \frac{d \xi}{2 \pi} e^{i \xi s} e^{-\xi^{2} / 4}
$$

makes it possible to rewrite the integral as

$$
(-1)^{n} \pi e^{-p^{2}} \int \frac{d \xi}{2 \pi}(i \xi)^{n+n^{\prime}} e^{2 i \xi p} e^{-\xi^{2} / 2}
$$

Calculating the inverse Fourier transform we arrive at

$$
\begin{equation*}
(-1)^{n^{\prime}} \sqrt{\frac{\pi}{2^{n+n^{\prime}+1}}} e^{-p^{2}} H_{n+n^{\prime}}(\sqrt{2} p) \tag{83}
\end{equation*}
$$

The expressions (80), (81), and (82) make it possible to represent the matrix element of the order parameter in the form (39). Collecting all factors together and using the expression (83), we arrive at Eq. (40).

## APPENDIX B

To derive the expression (41) it is necessary to calculate the integral

$$
\begin{align*}
\int & \frac{d \vec{q}}{(2 \pi)^{2}} \phi_{n k_{z}}^{*}(\mathbf{r}) \phi_{n^{\prime},-k_{z},-\vec{q}}^{*}(\mathbf{r}) \Delta_{n n^{\prime}}^{*}(\vec{q}) \\
= & \sqrt{\sqrt{2 \pi}} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} \Delta \frac{a}{\lambda} \int \frac{d \vec{q}}{(2 \pi)^{2}} \\
& \times \sum_{\nu, \nu^{\prime}, \kappa} \exp \left[i q_{x} a\left(\nu-\nu^{\prime}\right)\right] \exp \left[-i\left(q_{y}+\frac{\pi \nu}{a}\right) y\right] \\
& \times \exp \left[-i\left(-q_{y}+\frac{\pi \nu^{\prime}}{a}\right) y\right] \exp \left(-2 i \kappa q_{x} a\right) \\
& \times \varphi_{n}\left(\frac{x}{\lambda}+\left(q_{y}+\frac{\pi \nu}{a}\right) \lambda\right) \varphi_{n^{\prime}}\left(\frac{x}{\lambda}+\left(-q_{y}+\frac{\pi \nu^{\prime}}{a}\right) \lambda\right) \\
& \times \varphi_{n+n^{\prime}}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \kappa \lambda}{a}\right)\right) . \tag{84}
\end{align*}
$$

The integration over $q_{x}$ is trivial

$$
\int_{-\pi / a}^{\pi / a} \frac{d q_{x}}{2 \pi} \exp \left[i q_{x} a\left(\nu-\nu^{\prime}-2 \kappa\right)\right]=\frac{1}{a} \delta_{\nu-\nu^{\prime}, 2 \kappa}
$$

To calculate the integral over $q_{y}$ we employ the equality $\nu-\nu^{\prime}=2 \kappa$, transform from summation over $\nu, \nu^{\prime}$, and $\kappa$ to summation over $\nu-\nu^{\prime}=2 \kappa$ and $\nu+\nu^{\prime}=2 \mu$, and regroup terms in the arguments of the functions $\varphi_{n}(s)$ so as to obtain

$$
\begin{aligned}
& (-1)^{n^{\prime}} \sqrt{\sqrt{2 \pi}} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} \frac{1}{\lambda} \sum_{\kappa} \int_{-\pi / 2 a}^{\pi / 2 a} \frac{d q_{y}}{2 \pi} \\
& \quad \times \sum_{\mu} \exp \left(-\frac{2 \pi i \mu y}{a}\right) \varphi_{n+n^{\prime}}\left(\sqrt{2} q_{y} \lambda+\frac{\pi \kappa \lambda}{a}\right) \\
& \quad \times \varphi_{n}\left(q_{y} \lambda+\frac{\pi \kappa \lambda}{a}+\xi\right) \varphi_{n^{\prime}}\left(q_{y} \lambda+\frac{\pi \kappa \lambda}{a}-\xi\right)
\end{aligned}
$$

where $\xi=x / \lambda+\pi \mu \lambda / a$. We note that

$$
\begin{equation*}
\sum_{\kappa} \int_{-\pi / 2 a}^{\pi / 2 a} \frac{d q_{y}}{2 \pi} f\left(q_{y} \lambda+\frac{\pi \kappa \lambda}{a}\right)=\int_{-\infty}^{\infty} \frac{d q_{y}}{2 \pi} f\left(q_{y} \lambda\right) \tag{85}
\end{equation*}
$$

and we substitute the functions $\varphi_{n}(s)$ from Eq. (35) into the integrand. Furthermore, we employ the explicit expression for the Hermite polynomial $H_{n+n^{\prime}}(\sqrt{2} s)$ (see Eq. (36)). Dropping the factors, we present the form of the resulting integral:

$$
\int d s H_{n}(s+\xi) H_{n^{\prime}}(s-\xi) \frac{d^{n+n^{\prime}}}{d s^{n+n^{\prime}}} e^{-s^{2}}
$$

Integrating by parts $n+n^{\prime}$ times and using the fact that

$$
\frac{d^{n+n^{\prime}}}{d s^{n+n^{\prime}}} H_{n}(s+\xi) H_{n^{\prime}}(s-\xi)=2^{n+n^{\prime}}\left(n+n^{\prime}\right)!
$$

we arrive at the integral $\int d s \exp \left(-s^{2}\right)=\sqrt{2}$. Finally, we find

$$
\begin{gather*}
\int \frac{d \vec{q}}{(2 \pi)^{2}} \phi_{n k_{z} \vec{q}}^{*}(\mathbf{r}) \phi_{n^{\prime},-k_{z},-\vec{q}}^{*}(\mathbf{r}) \Delta_{n n^{\prime}}^{*}(\vec{q}) \\
=\frac{1}{\sqrt{2} \pi \lambda^{2}} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} \Delta^{*}(\mathbf{r}) \tag{86}
\end{gather*}
$$

where $\Delta(\mathbf{r})$ is given by Eq. (32).

## APPENDIX C

The derivation of Eq. (49) requires the integral

$$
I=\int \frac{d \vec{q}}{(2 \pi)^{2}} \Delta_{n n^{\prime}}(\vec{q}) \Delta_{n n^{\prime}}^{*}(\vec{q})
$$

We substitute the matrix element of the order parameter in the form (40)

$$
\begin{aligned}
I= & \sqrt{2 \pi} \Delta^{2} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} \sum_{\nu, \nu^{\prime}} \int_{-\pi / a}^{\pi / a} \frac{d q_{x}}{2 \pi} \\
& \times \exp \left[2 i q_{x}\left(\nu-\nu^{\prime}\right) a\right] \int_{-\pi / 2 a}^{\pi / 2 a} \frac{d q_{y}}{2 \pi} \\
& \times \varphi_{n+n^{\prime}}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{a}\right)\right) \varphi_{n+n^{\prime}}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu^{\prime}}{a}\right)\right) .
\end{aligned}
$$

Carrying out the integration over $q_{x}$, we find that $\nu^{\prime}=\nu$, and

$$
\begin{aligned}
I= & \sqrt{2 \pi} \Delta^{2} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} \sum_{\nu} \int_{-\pi / 2 a}^{\pi / 2 a} \frac{d q_{y}}{2 \pi a} \\
& \times \varphi_{2 n}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{2 a}\right)\right) \varphi_{2 n}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{a}\right)\right) .
\end{aligned}
$$

Using Eq. (85), we find

$$
\begin{equation*}
I=\frac{\Delta^{2}}{2 \pi \lambda^{2}} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} \tag{87}
\end{equation*}
$$

## APPENDIX D

We now calculate the Fourier transform in the expression (61). We substitute into Eq. (61) the matrix element of the order parameter in the form (40):

$$
\begin{align*}
\sigma_{n}(\vec{Q})= & \sqrt{2 \pi} \frac{(2 n)!}{2^{2 n+1} n!^{2}} \sum_{\nu, \nu^{\prime}} \int_{-\pi / a}^{\pi / a} \frac{d q_{x}}{2 \pi} \\
& \times \exp \left[2 i q_{x}\left(N_{x}+\nu-\nu^{\prime}\right) a\right] \\
& \times \int_{-\pi / 2 a}^{\pi / 2 a} \frac{d q_{y}}{2 \pi} \exp \left(2 i N_{y} q_{y} a\right) \\
& \times \varphi_{2 n}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{a}\right)\right) \varphi_{2 n}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu^{\prime}}{a}\right)\right) . \tag{88}
\end{align*}
$$

Here we set $\vec{Q}=\left(2 a N_{x}, 2 a N_{y}\right)$. Carrying out the integration over $q_{x}$, we find that $\nu^{\prime}-\nu=N_{x}$, and

$$
\begin{aligned}
\sigma_{n}(\vec{Q})= & \sqrt{2 \pi} \frac{(2 n)!}{2^{2 n+1} n!^{2}} \sum_{\nu} \int_{-\pi / 2 a}^{\pi / 2 a} \frac{d q_{y}}{2 \pi a} \\
& \times \exp \left(2 i N_{y} q_{y} a\right) \varphi_{2 n}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{2 a}\right)\right) \\
& \times \varphi_{2 n}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{a}+\frac{\pi \lambda N_{x}}{a}\right)\right)
\end{aligned}
$$

We now use Eq. (85) and replace the integration variable in the integral over $q_{y}$ by

$$
\widetilde{q}_{y} \lambda=q_{y} \lambda+\frac{\pi \lambda N_{x}}{2 a} .
$$

We arrive at

$$
\begin{aligned}
\sigma_{n}(\vec{Q})= & \frac{\sqrt{2}}{2^{4 n} n!^{2}} \frac{1}{2 a \lambda} \exp \left(-i \pi N_{x} N_{y}\right) \exp \left(-\frac{\pi N_{x}^{2}}{2}\right) \\
& \times \int \frac{d q_{y}}{2 \pi a} \exp \left(2 i N_{y} q_{y} a\right) \exp \left(-2 q_{y}^{2} \lambda^{2}\right) \\
& \times H_{2 n}\left(\sqrt{2}\left(q_{y} \lambda-\frac{\pi \lambda N_{x}}{2 a}\right)\right) \\
& \times H_{2 n}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda N_{x}}{2 a}\right)\right)
\end{aligned}
$$

The integral on the right-hand side of this expression is calculated in Ref. 17. Finally, we find

$$
\begin{align*}
\sigma_{n}(\vec{Q})= & \frac{(2 n)!}{2^{2 n+1} n!^{2}} \frac{\exp \left(-i \pi N_{x} N_{y}\right)}{2 \pi \lambda^{2}} \\
& \times \exp \left[-\frac{\pi}{2}\left(N_{x}^{2}+N_{y}^{2}\right)\right] L_{2 n}\left(\pi\left(N_{x}^{2}+N_{y}^{2}\right)\right), \tag{89}
\end{align*}
$$

where the $L_{n}(s)$ are Laguerre polynomials.
${ }^{1)}$ This is the point where Stephen ${ }^{9}$ performs the integration over $n^{\prime}$, which is admissible only for $\Gamma_{\mathrm{imp}}>\omega_{c}$, i.e. outside the region where the dHvA effect is observable.
${ }^{2)}$ The damping of the density of states can be observed experimentally. To do so, it is necessary to measure the dependence of the specific heat on the magnetic field intensity at sufficiently low temperatures.
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#### Abstract

The lower branch of the resonance spectrum of the quasi-one-dimensional triangular antiferromagnetic $\mathrm{CsMnI}_{3}$ has been investigated experimentally. This branch possesses a gap due to the dynamic hyperfine interaction. The temperature dependence of the energy gap was studied in detail at several frequencies. A theoretical calculation of the corresponding spectrum of coupled electron-nuclear spin oscillations was performed in the 'hydrodynamic approximation'" with an empirical correction for thermal fluctuations of the antiferromagnetic system. The good agreement between the calculation and experimental data makes it possible to determine the zero-point spin reduction in the antiferromagnetic. © 1997 American Institute of Physics. [S1063-7761(97)02711-X]


## 1. INTRODUCTION

The dynamical properties of antiferromagnetics are strongly affected by the interaction of the electronic and nuclear magnetic subsystems. Specifically, the NMR spectrum of the magnetic ions depends strongly on the type of exchange ordering of the electronic spins. It was noted first in Ref. 1 that the nuclear spins associated with the triangular exchange structure occupy inequivalent positions with respect to an external magnetic field so that their resonance spectrum should consist of three branches. Later, such a spectrum of coupled electronic-nuclear oscillations was studied experimentally for the easy-plane antiferromagnetic $\mathrm{CsMnBr} 3 .{ }^{2,3}$ Three branches with different magnetic-field dependences were indeed observed in the NMR spectrum, and a temperature-dependent gap due to the dynamical interaction with the nuclear spins appeared in one of the acoustic branches of the AFMR spectrum. Thus, the results were basically in agreement with the theoretical prediction mentioned above and with calculations ${ }^{3}$ performed on the basis of the phenomenological approach of Ref. 4.

However, a more detailed analysis of the experimental data reveals large deviations from the theory. There can be several reasons for these deviations. Above all, the exchange structure of $\mathrm{CsMnBr}_{3}$ is strongly influenced by quantum fluctuations and is strongly distorted by a magnetic field applied in the easy-plane of the crystal. These circumstances make the approach used to describe the spectrum of oscillations less accurate. Finally, the analysis of the temperature dependences of the magnetic-resonance spectrum is probably complicated by the characteristic behavior, the nature of which remains unknown, ${ }^{5}$ of this antiferromagnetic above $T \sim 3 \mathrm{~K}$.

The properties of the easy-axis antiferromagnetic $\mathrm{CsMnI}_{3}$ investigated in the present work make it possible to eliminate most of the difficulties listed above. Furthermore, similar AFMR spectrum and its temperature dependence have been investigated in detail in nickel compounds (for example, in $\mathrm{RbNiCl}_{3}$ (Ref. 6)), where there is essentially no hyperfine interaction with the nuclear subsystem. This makes it easier to distinguish the antiferromagneticic and paramag-
netic contributions to the temperature evolution of the spectrum of coupled oscillations.

## 2. EXPERIMENTAL RESULTS

In the present work, the low-frequency part of the resonance spectrum of the antiferromagnetic $\mathrm{CsMnI}_{3}$ in a magnetic field oriented perpendicular to the six-fold axis of the crystal was investigated at different temperatures. The experiments were performed in the frequency range 3.3-18 GHz with a direct-amplification spectrometer. Quasitoroidal resonators with $Q=500-800$ were employed as the absorbing cell in the lower part of this range and high- $Q$ square resonators $(Q>1500)$ were used at frequencies of 9 GHz and higher. A superconducting solenoid generated the external magnetic field, which could be continuously varied up to 10 kOe . The experimental cell was located inside a helium dewar, whose temperature (from 4.2 to 1.3 K ) was measured to within 0.02 K according to the saturated vapor pressure. The experimental crystal was glued to a binary plane, making it possible to orient the six-fold axis $C_{6}$ perpendicular to the field to within $\pm 0.5^{\circ}$.

A single $0.5-1 \mathrm{kOe}$ wide absorption line was observed at all frequencies. The line shifted in the direction of lower fields with decreasing temperature (see Fig. 1) and the relative shift increased strongly with decreasing frequency. At the frequencies $5.7,4.3$, and 3.3 GHz there existed a range of temperatures (below 1.7 K, 2.5 K, and 3.9 K, respectively) at which the resonance line shifted to zero field and then vanished. These data attest to the presence of a gap, which increases with temperature, in the resonance spectrum.

The characteristic features listed above are illustrated in Fig. 2, which displays the temperature dependence of the resonance field at different frequencies. Here it is clearly seen that the change in the resonance field with decreasing temperature becomes sharper at low frequencies; this corresponds to the gap gradually approaching the given frequency. A series of curves of the lower "AFMR branch" as a function of the field was constructed from the results of the measurements for several temperatures. Two of these curves (at the beginning and end of the interval) are presented in


FIG. 1. Variation of the resonance absorption lines with temperature at frequencies 5.7 GHz (a) and 7.2 GHz (b).

Fig. 3. A theoretical description of the data obtained and a discussion of the agreement between theory and experiment are given in the next section.

## 3. DISCUSSION AND MAIN CONCLUSIONS

The resonance properties of the electronic spin system are most easily studied in a phenomenological approach, ${ }^{4}$ which is the most convenient method for describing the longwavelength dynamics of antiferromagnetics with a complicated exchange structure and weak relativistic interactions. The exchange symmetry of a triangular antiferromagnetic is given by the transformation of two orthogonal unit vectors according to the same irreducible representation:

$$
\begin{equation*}
\mathbf{S}(\mathbf{r})=\langle S\rangle\left[\mathbf{l}_{1} \cos (\mathbf{k} \cdot \mathbf{r})+\mathbf{l}_{2} \sin (\mathbf{k} \cdot \mathbf{r})\right] \tag{1}
\end{equation*}
$$

where $\mathbf{k}=(1 / 3,1 / 3,1)$ in reciprocal lattice units. The susceptibility tensor of such an antiferromagnetic has two principal values $\chi_{\perp}$ and $\chi_{\|}$with respect to the vector $\mathbf{n}=\mathbf{l}_{1} \times \mathbf{l}_{2}$ perpendicular to the plane of the spins. The macroscopic dynamics of the system is determined by a Lagrangian with density

$$
\begin{equation*}
\mathscr{L}_{e}=\frac{\chi_{\perp}}{2 \gamma^{2}}(\boldsymbol{\Omega}+\gamma \mathbf{H})^{2}+\frac{\eta \chi_{\perp}}{2 \gamma^{2}}(\mathbf{n} \cdot(\boldsymbol{\Omega}+\gamma \mathbf{H}))^{2}-U_{a} \tag{2}
\end{equation*}
$$

where $\eta=\left(\chi_{\|}-\chi_{\perp}\right) / \chi_{\perp}, \boldsymbol{\Omega}$ is the angular rotation velocity in spin space, and $U_{a}$ is the anisotropy energy, whose form is discussed in detail in Ref. 7. The parameterization of the rotation of the spin system for obtaining linearized equations


FIG. 2. Resonance field of the experimental branch versus temperature at different frequencies.
of motion is determined by expanding any spin vector $\sigma$ and angular velocity vector $\boldsymbol{\Omega}$ up to second-order in the rotation angle $\boldsymbol{\theta}$ :

$$
\begin{equation*}
\boldsymbol{\sigma}=\boldsymbol{\sigma}_{0}+\boldsymbol{\theta} \times \boldsymbol{\sigma}_{0}+\frac{1}{2} \boldsymbol{\theta} \times\left(\boldsymbol{\theta} \times \boldsymbol{\sigma}_{0}\right), \quad \boldsymbol{\Omega}=\dot{\boldsymbol{\theta}}+\frac{1}{2} \boldsymbol{\theta} \times \dot{\boldsymbol{\theta}} \tag{3}
\end{equation*}
$$

where the equilibrium values of the vectors $\boldsymbol{\sigma}_{0}$ are determined from the condition that the Lagrangian has a maximum at $\boldsymbol{\Omega} \equiv 0$. Specifically, in the case at hand, when the field $\mathbf{H}$ is perpendicular to $C_{6}$, the vector $\mathbf{n}_{0}$ is directed along the field.

The paramagnetic nuclear system is treated as a collection of free magnetic moments at finite temperature which are located in different effective fields $\mathbf{H}^{\text {eff }}\left(\mathbf{r}_{i}\right)=A \mathbf{S}\left(\mathbf{r}_{i}\right)+\mathbf{H}$ ( $A$ is the hyperfine interaction constant).

Since the characteristic relaxation times of the nuclear spins of $\mathrm{Mn}^{2+}$ are much longer than the period of the microwave oscillations $(\omega \tau \gtrdot 1)$, we can neglect the thermodynamic coupling of the magnetization of the paramagnet in fields $\mathbf{H}_{i}^{\text {eff }}$ with the rest of the system and describe the magnetization in the form of conserved spontaneous magnetic moments. This description is similar to the model of ferromagnetic sublattices. For this reason the corresponding Lagrangian can be represented as a sum for $N=6$ independent ferromagnets (see Ref. 4):

$$
\begin{equation*}
\mathscr{L}_{n}=\frac{1}{N} \sum_{r=1}^{N} \frac{1}{\gamma_{n}}\left(\mathbf{M}_{i} \cdot\left(\boldsymbol{\Omega}_{i}+\gamma_{n} \mathbf{H}_{i}^{\mathrm{eff}}(\theta)\right)\right) . \tag{4}
\end{equation*}
$$



FIG. 3. Field dependence of the $\nu_{2}$ branch at two temperatures. Solid lines-fit of the expression (7); dashed lines-AFMR spectrum without the hyperfine interaction.

The magnetic moments and angular frequencies of the motion of each sublattice near equilibrium can be parametrized in terms of small rotation angles $\varphi_{i}$ similarly to Eq. (3), the total magnetization of the sublattices being determined from the conditions of equilibrium $\mathbf{M}_{0 i}=\chi_{n} \mathbf{H}_{i}^{\text {eff }}$. This approach is obviously different from the one used in Ref. 3, since it does not assume that the conditions of thermodynamic equilibrium of the nuclear subsystem are satisfied while the subsystem is in motion.

The complete Lagrangian of the system of electronic and nuclear spins can be written as

$$
\begin{equation*}
\mathscr{B}=\mathscr{L}_{e}+\mathscr{L}_{n} \tag{5}
\end{equation*}
$$

Varying the Lagrangian with respect to $\theta, \dot{\theta}$ and $\varphi_{i}, \dot{\varphi}_{i}$ we obtain a system of 21 equations describing the coupled spin oscillations. Eliminating from this system the components of the nuclear-spin angles, we obtain the following characteristic equation for the frequencies:

$$
\left|\begin{array}{cc}
\left(\frac{\nu}{\gamma}\right)^{2}-\eta\left(H^{2}+H_{c}^{2}\right)-\frac{\Delta^{2}\left(\nu^{2}-\gamma_{n}^{2} H^{2}\right)}{2 \gamma^{2}\left(\nu^{2}-\nu_{n}^{2}\right)} & \frac{i \nu H}{\gamma}(1+\eta)  \tag{6}\\
-\frac{i \nu H}{\gamma}(1-\eta) & \left(\frac{\nu}{\gamma}\right)^{2}-\eta H^{2}-\frac{\Delta^{2}\left(\nu^{2}-\gamma_{n}^{2} H^{2}\right)}{2 \gamma^{2}\left(\nu^{2}-\nu_{n}^{2}\right)}
\end{array}\right|=0, \quad \nu^{2}-\nu_{e_{3}}^{2}-\frac{1}{1+\eta} \frac{\Delta^{2} \nu^{2}}{\nu^{2}-\nu_{n}^{2}}=0,
$$

where $\nu_{n}=\gamma_{n} \sqrt{A^{2}\langle S\rangle^{2}}+\overline{H^{2}}$ is the unshifted nuclear frequency, $\Delta=\gamma A\langle S\rangle \sqrt{\chi_{n} / \chi_{\perp}}$ is the width of the dynamical gap in the mixed spectrum, and $\nu_{e_{3}}$ is the field-independent branch of the initial AFMR spectrum. Assuming $\nu^{2} \gg \nu_{n}^{2}$ and neglecting in weak fields the off-diagonal elements of the characteristic equation (6), we obtain simple expressions for the 'antiferromagneticic' modes:
$\nu_{1}^{2}=\nu_{e_{1}}^{2}+\frac{\Delta^{2}}{2}, \quad \nu_{2}^{2}=\nu_{e_{2}}^{2}+\frac{\Delta^{2}}{2}, \quad$ and $\quad \nu_{3}^{2}=\nu_{e_{3}}^{2}+\frac{\Delta^{2}}{1+\eta}$,
where $\nu_{e_{1}}=\gamma \sqrt{\eta\left(H^{2}+H_{c}^{2}\right)}$ and $\nu_{e_{2}}=\gamma \sqrt{\eta} H$ are approximate expressions for the initial antiferromagneticic branches.

As one can see from Fig. 3, Eq. (7) for $\nu_{2}$ describes the experimental data well at low temperature. The two other branches were not investigated, since in the case $H \perp C_{6}$ the $\nu_{3}$ branch is unobservable because of the absence of dispersion with respect to the field and the branch $\nu_{1}$ lies at frequencies above 100 GHz and is essentially insensitive to the hyperfine interaction.

The mean value $\langle S\rangle$ of the electronic spins, which is lower than the classical value $S=5 / 2$ on account of fluctuations of the ground state of the quasi-one-dimensional anti-


FIG. 4. $\eta$ versus temperature. Solid line-calculation of $\left(\chi_{\|}-\chi_{\perp}\right) / \chi_{\perp}$ from the results of magnetostatic measurements. ${ }^{9}$
ferromagnetic, can be determined from the value of $\Delta$. The hyperfine interaction constant $A=215 \pm 5 \mathrm{kOe}$ can be taken from the investigation of the EPR spectrum of the solid solution of $\mathrm{CsMnI}_{3}$ in $\mathrm{CsMgI}_{3},{ }^{8}$ and the antiferromagneticic susceptibility $\chi_{\perp}$ at $T \ll T_{N}$ was measured in Ref. 9 and equals $7.5 \cdot 10^{-3} \mathrm{emu} / \mathrm{mole}$. The nuclear spin of $\mathrm{Mn}^{2+}$ is $I=5 / 2$ and the nuclear magnetic moment $\mu-\gamma_{n} \hbar I=3.47 \mu_{n}$ ( $\mu_{n}$ is the nuclear magneton). Substituting all available values into the equation for $\Delta^{2}$, we obtain

$$
\Delta^{2}=\frac{\left(\gamma_{n} \hbar\right)^{2} I(I+1) N_{A}}{3 k T \chi_{\perp}}(\gamma A\langle S\rangle)^{2} \simeq \frac{30\langle S\rangle^{2}}{T} \mathrm{GHz}^{2}
$$

( $\chi_{\perp} / N_{A}$ is the antiferromagneticic susceptibility per spin).
The value of $\Delta$ at temperatures $T \ll T_{N}$ can be determined quite accurately from existing experimental data. For example, the second of the equations (7) with $\eta=0.88$ and $\Delta=7.6 \pm 0.3 \mathrm{GHz}$ describes well the measured resonance spectrum at $T=1.7 \mathrm{~K}$ (see Fig. 3). The value $\langle S\rangle=1.8 \pm 0.1$ calculated hence is essentially identical to the neutrondiffraction value $\langle S\rangle=1.85 \pm 0.05 .{ }^{9}$

Thus, despite strong quantum fluctuations in the antiferromagneticic system $\mathrm{CsMnI}_{3}$, a calculation of the spectrum of coupled oscillations in the hydrodynamic approximation


FIG. 5. Gap $\nu_{2}(0)$ versus temperature plotted as the function $\nu^{2}(1 / T)$.
shows excellent agreement with experiment. This can be explained by the fact that the contribution of zero-point vibrations to the resonance spectrum at low frequencies $\nu \ll \nu_{e x}$ is determined mainly by their effect on the ground state of the antiferromagnetic, i.e. it reduces to the same renormalization of the order parameter and static susceptibility as in the static case. Since they are phenomenological constants in this approach, they need not be calculated starting from the classical model, but rather they can be replaced by their experimental values, as shown above.

The lower magnetic-resonance branch can be described in exactly the same way in the entire experimental temperature range $T \leqslant T_{N} / 2$. This requires taking account of the temperature dependences of not only the nuclear susceptibility $\chi_{n}$ but also the static parameters $\chi_{\|}, \chi_{\perp}$, and $\langle S\rangle$ of the electronic system which appear in the second of the equations (7). The self-consistency of this approach is easily checked by comparing the values of the parameters determined by fitting the spectrum at different temperatures (see Fig. 3) and the corresponding data from magnetostatic and neutron experiments. ${ }^{9}$ The results of such a comparison for the parameter $\eta$ are presented in Fig. 4. Figure 5 shows the temperature dependence of the gap in the $\nu_{2}$ branch. In addition, all characteristics of the antiferromagnetic which appear in the gap are renormalized in such a manner as to eliminate their temperature contribution in $\Delta$. The function so obtained and plotted as $\nu^{2}(1 / T)$ reflects the Curie law for the paramagnetic susceptibility of the nuclei, confirming the fact that this branch can be described in the mean-field ap-
proximation, which was used above, in the entire temperature interval. It also follows from Fig. 5 that the contribution of the magnetoelastic interaction to the dynamic gap in the spectrum falls within the experimental error.
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#### Abstract

The number of particles, energy and other physical parameters in the presence of a skyrmion vortex have been calculated using the gradient expansion technique. Unlike other researchers, we have not used the approximation of functions projected on a single Landau level. If other Landau levels are included in the scheme, we have a simple physical model and a substantially modified expression for the skyrmion energy. Generation of one skyrmion is thermodynamically favorable, so they should emerge spontaneously near odd-integer filling factors. © 1997 American Institute of Physics. [S1063-7761(97)02811-4]


## 1. INTRODUCTION

The theory of macroscopic skyrmion-type spin excitations in the neighborhood Landau levels with odd occupation number in two-dimensional systems under quantum Hall effect conditions has been developed in a number of theoretical treatments. Sondhi et al. ${ }^{1}$ employed the Chern-Simons phenomenological approach, showed that such excitations should exist, and calculated the energy. Then Fertig et al. ${ }^{2}$ numerically calculated the energy and wave function using the Hartree-Fock technique and approximation of functions projected on a single Landau level. Moon et al. ${ }^{3}$ operated within the framework of the same model and applied the gradient expansion technique to a skyrmion of large dimensions so that to derive analytically expressions for the energy and number of particles. Their results were revised by Bychkov et al., ${ }^{4}$ who developed a technique for calculations in any order of the gradient expansion. This model was also used in calculating the effective action ${ }^{5}$ with a topological term (see also the discussion in Ref. 6). Experimental observation of such excitations has remained a pressing problem, because the first report that skyrmions had been detected using NMR techniques ${ }^{7}$ were questioned in a later publication. ${ }^{8}$

The approximation of functions projected on a single Landau level is usually justified by the large cyclotron energy $\hbar \omega_{c}$ in comparison with the Coulomb energy, which is of the order of $e^{2} / k l_{\mathscr{G}}$, where $l_{\mathscr{G}}^{2}=c \hbar / e \mathscr{G}$ and $k$ is the dielectric constant. Calculations published to date are very involved and based on assumptions that are difficult to prove. The final expressions for the energy and density are obtained after lengthy calculations and do not permit a clear physical interpretation of the results. In this paper we show that the approximation of projected functions is insufficient for an adequate description of a skyrmion. The inclusion of adjacent Landau levels gives rise to a substantial change in the energy and allows us to present an easily understandable physical model for interpretation of basic results. Our preliminary results were published earlier, ${ }^{9}$ and this paper presents a more detailed report containing results based on an appropriate gradient expansion.

Skyrmions correspond to a nonuniform rotation of spinors, i.e., second-quantization operators for electrons, using a nonuniform rotation matrix $U(\mathbf{r})$. The initial spinors $\psi$ are expressed in terms of new spinors $\chi$ through the expression $\psi(\mathbf{r})=U(\mathbf{r}) \chi(\mathbf{r})$. The matrix $U(\mathbf{r})$ is parametrized using the three Euler angles:

$$
U(\mathbf{r})=U_{z}(\gamma(\mathbf{r})) U_{y}(\beta(\mathbf{r})) U_{z}(\alpha(\mathbf{r})),
$$

where

$$
\begin{aligned}
& U_{z}(\alpha)=\cos \frac{\alpha}{2}+i \sin \frac{\alpha}{2} \sigma_{z}, \\
& U_{y}(\beta)=\cos \frac{\beta}{2}+i \sin \frac{\beta}{2} \sigma_{y},
\end{aligned}
$$

and $\sigma_{x}, \sigma_{y}, \sigma_{z}$ are the Pauli matrices. At large distances from the core and with a finite $g$-factor for the electrons, the average spin should be aligned with the applied magnetic field. Therefore the angle $\beta$, which is measured with respect to the magnetic field vector, should rapidly (as can be shown, exponentially) drop to zero as $r \rightarrow \infty$. The matrix $U(\mathbf{r})$ is assumed to have no singularities for all $\mathbf{r}$, which is equivalent to the absence of singularities of the matrix

$$
A_{k}=-i U^{+} \frac{\partial U}{\partial x_{k}}=\Omega_{k}^{l}(\mathbf{r}) \sigma_{l},
$$

where $k=x, y$ and $l=x, y, z$, and the Pauli matrices are

$$
\sigma_{x}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

The expressions for $\Omega_{k}^{l}$ can be easily derived by directly differentiating $U(\mathbf{r})$ :

$$
\begin{align*}
& \Omega_{k}^{z}=\frac{1}{2}\left(\partial_{k} \alpha+\cos \beta \partial_{k} \varphi\right) \\
& \Omega_{k}^{x}=\frac{1}{2}\left(\sin \beta \cos \alpha \partial_{k} \varphi-\sin \alpha \partial_{k} \beta\right),  \tag{1}\\
& \Omega_{k}^{y}=\frac{1}{2}\left(\cos \alpha \partial_{k} \beta+\sin \beta \sin \alpha \partial_{k} \varphi\right) .
\end{align*}
$$

The nontrivial topology generated by the matrix $U(\mathbf{r})$ is related to properties of the mappings $\alpha(\mathbf{r})$ and $\varphi(\mathbf{r})$, where $\mathbf{r}$ traverses a circle of large radius. The degree of the mapping of a plane to a sphere and parametrized by angles $\varphi$ and $\beta$ equals the degree of the circle-to-circle mapping, i.e., the winding number, which is a characteristic of a vortex singularity in $\varphi(\mathbf{r})$. In order to make $\Omega_{k}^{l}(\mathbf{r})$ nonsingular, the pointlike singularity in $\varphi(\mathbf{r})$ should coincide with the singularity in $\alpha(\mathbf{r})$ and be located at a point where $\cos \beta=-1$. Thus, the matrix $U$ should contain all three Euler angles, and the corresponding spinor $\psi(\mathbf{r})$ has a vortex singularity at large distances with an integer quantum number because the wave functions are single-valued. Therefore a more appropriate term is nonsingular vortices whose core is defined by a skyrmion, analogous to ${ }^{3} \mathrm{He},{ }^{10}$ although, in contrast to the case of ${ }^{3} \mathrm{He}$, winding numbers are arbitrary integers, not only even numbers. The integral

$$
\frac{1}{2 \pi} \int \operatorname{curl} \boldsymbol{\Omega}^{z} d^{2} r=Q
$$

is a topological invariant and can be expressed in terms of the phase change in the spinor $\psi$ on a contour of large radius.

In a transformation defined by the matrix $U$, the original Lagrangian of electrons with a pair interaction in a magnetic field, i.e.,

$$
\begin{align*}
L= & \int\left[i \psi^{+} \frac{\partial \psi}{\partial t}-\frac{1}{2 m} \psi^{+}\left(-i \partial_{k}-A_{0 k}\right)^{2} \psi\right] d^{2} r d t \\
& +\frac{1}{2} \int V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \psi^{+}(\mathbf{r}) \psi^{+}\left(\mathbf{r}^{\prime}\right) \psi\left(\mathbf{r}^{\prime}\right) \psi(\mathbf{r}) d^{2} r^{\prime} d^{2} r d t \\
& -g H \int \psi^{+} \sigma_{z} \psi d^{2} r d t \tag{2}
\end{align*}
$$

goes over to a Lagrangian for the spinors $\chi$ :

$$
\begin{align*}
L^{\prime}= & \int i \chi^{+}\left[\frac{\partial \chi}{\partial t}-\Omega_{t}^{l} \sigma_{l} \chi-\frac{1}{2 m}\left(i \partial_{k}-A_{0 k}\right.\right. \\
& \left.\left.+\Omega_{k}^{l} \sigma_{l}\right)^{2} \chi\right] d^{2} r d t-\frac{1}{2} \int V(\mathbf{r} \\
& \left.-\mathbf{r}^{\prime}\right) \chi^{+}(\mathbf{r}) \chi^{+}\left(\mathbf{r}^{\prime}\right) \chi\left(\mathbf{r}^{\prime}\right) \chi(\mathbf{r}) d^{2} r^{\prime} d^{2} r d t \\
& +g \mathscr{H} \int U^{+} \sigma_{z} U \chi d^{2} r d t . \tag{3}
\end{align*}
$$

We assume that the matrix $U$ is also a function of time, $\Omega_{t}^{l}$ is a variable similar to that defined by Eq. (1) but contains differentiation with respect to time, and $A_{0}$ is the vector potential of a constant magnetic field. The Lagrangian (3) can be readily derived through direct differentiation using derivatives of the identity $U^{+} U=1$.

The dimensions of the skyrmion core are determined by the competition between the Coulomb interaction, which tends to enlarge the region with a variable charge density and large derivatives of $U$, and the Zeeman energy, which, on the contrary, tends to contract the region containing spins with the unfavorable orientation. Almost all of the Coulomb energy is the contribution from the region within the range at which the change in the Zeeman energy is comparable to the

Coulomb energy, and beyond this range it does not change. At larger distances the only contribution is the Zeeman energy and the energy due to the nonuniformity of the spin alignment, and the competition between them causes the departure of the spin direction from its optimum value to go to zero exponentially. If the $g$-factor is small, the core region is fairly large, so derivatives of $U$ are small, which allows us to use the gradient expansion in calculating the physical parameters. In this paper, we discuss such a situation, and our attention is focused on the topologically invariant terms, whose contribution is not changed when the matrix $U$ is deformed. This allows us to ignore the Zeeman energy or take it into account in first-order perturbation theory.

The effective action, which depends on $U$, is calculated by integrating over the fermions the corresponding expression for the partition function and is expressed by the formula ${ }^{11} S=i \operatorname{Tr} \ln G$, where $G$ is the electron Green's function, and the trace is calculated by summing over both spin and space-time variables. This action will be calculated using an expansion in terms of the gradients of $U$ and the Hartree-Fock approximation, whose applicability will be justified below.

## 2. GREEN'S FUNCTION IN THE HARTREE-FOCK APPROXIMATION

In calculating the Green's function, we use the HartreeFock approximation, which is accurate when the occupation number of the Landau levels is odd within an error of order $V_{\text {int }} / \hbar \omega_{c}$, which is assumed to be small. This approach allows us to express the Hamiltonian in the Hartree-Fock approximation:

$$
\begin{align*}
H= & \int \chi^{+}\left[\Omega_{t}^{l} \sigma_{l}+\frac{1}{2 m}\left(-i \partial_{k}-A_{0 k}+\Omega_{k}^{l} \sigma_{l}\right)^{2}\right] \chi d^{2} r \\
& +\int V\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left\langle\chi^{+}\left(\mathbf{r}^{\prime}\right) \chi\left(\mathbf{r}^{\prime}\right)\right\rangle \chi^{+}(\mathbf{r}) \chi(\mathbf{r}) d^{2} r^{\prime} d^{2} r \\
& -\int V\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left\langle\chi^{+}\left(\mathbf{r}^{\prime}\right) \sigma_{l} \chi(\mathbf{r})\right\rangle \chi^{+}(\mathbf{r}) \sigma_{l} \chi\left(\mathbf{r}^{\prime}\right) \\
& \times d^{2} r d^{2} r^{\prime} \tag{4}
\end{align*}
$$

(the term responsible for the interaction is transformed to the sum of the exchange and direct interactions, and the small Zeeman energy is neglected). In the direct interaction, the Fourier component of zero momentum corresponding to a neutralizing background charge can be omitted (see, for example, Ref. 11).

We will assume that all mean values are close to the uniform values of parameters for a filled Landau level. Our analysis is limited to the case of uniform exchange, when the difference $\mathbf{r}-\mathbf{r}^{\prime}$ can be neglected, which formally corresponds to a range of $V(\mathbf{r})$ smaller than the magnetic length. The exclusion of nonlocal exchange is probably not important and does not affect topological terms, but it makes all calculation significantly easier. The final results can be easily generalized to the case of nonlocal exchange. Note also that a model with a similar Hamiltonian arises in calculations of the energy of electrons which belong to one Landau level. As a result, we obtain a model with the Hamiltonian


$$
\begin{align*}
H= & \int\left[\chi^{+} \Omega_{t}^{l} \sigma_{l} \chi^{+}+\frac{1}{2 m} \chi^{+}\left(-i \partial_{k}-A_{0 k}+\Omega_{k}^{l} \sigma_{l}\right)^{2} \chi\right. \\
& \left.-\gamma \rho \chi^{+} \sigma_{l} n_{l} \chi^{+}+V_{0} \rho \chi^{+} \chi\right] d^{2} r, \tag{5}
\end{align*}
$$



FIG. 1.
where $\gamma$ and $V_{0}$ are the constants of the exchange interaction and direct interaction, respectively, $\mathbf{n}$ is the unit vector aligned with the average spin direction, and $\rho$ is the mean density. Assuming that the rotation velocities $\Omega_{\mu}^{l}$ and their derivatives $\partial \Omega \sim \Omega^{2}$ are small, we calculate the Green's function using perturbation theory. The Hamiltonian can be expressed in the form $H=H_{0}+H_{1}+H_{2}$, where

$$
\begin{align*}
& H_{0}=\int \chi^{+}\left[\frac{1}{2 m}\left(-i \partial_{k}-A_{0 k}\right)^{2}-\gamma \rho \sigma_{l} n_{l}-\mu\right] \chi d^{2} r,  \tag{6}\\
& H_{1}=\frac{1}{m} \int \chi^{+}\left[\Omega_{k}^{l} \sigma_{l}\left(-i \partial_{k}-A_{0 k}\right)+\Omega_{t}^{l} \sigma_{l}\right] \chi d^{2} r,  \tag{7}\\
& H_{2}=\frac{1}{2 m} \int \chi^{+}\left[\left(\Omega_{k}^{l} \sigma_{l}\right)^{2}-i \frac{\partial \Omega_{k}^{l}}{\partial r_{k}} \sigma_{l}\right] \chi d^{2} r . \tag{8}
\end{align*}
$$

We employ the grand canonical ensemble and introduce a chemical potential $\mu$. The unimportant constant of direct interaction is set to zero, as in the case of Coulomb interaction.

The Green's function for the bare Hamiltonian is the Green's function for noninteracting electrons in a constant magnetic field, where, we assume that in the highest occupied Landau level $s$ only the lower-spin sublevel is filled. In what follows, we consider for simplicity the case when the lowest level with $s=0$ is occupied, so that the Green's function has the form

$$
\begin{align*}
G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime}, t, t^{\prime}\right) & =-i\left\langle T \chi(\mathbf{r}, t) \chi^{+}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle \\
& =\sum_{p, s} \int g_{s}(\omega) e^{i \omega\left(t^{\prime}-t\right)} \Phi_{s p}(\mathbf{r}) \Phi_{s p}^{*}\left(\mathbf{r}^{\prime}\right) \frac{d \omega}{2 \pi} \tag{9}
\end{align*}
$$

Here $T$ is the time-ordering operator for fermion operators, summation is performed over all $s$ and $p$, and the spin matrices $g_{s}(\omega)$ correspond to the filling of the sublevel $s=0$ with spins directed along the average spin aligned with the $z$-axis. All the other states are vacant. The normalized functions $\Phi_{s p}(\mathbf{r})$ correspond to eigenfunctions of Landau levels. Here we use the Landau gauge. We select a system of units in which the applied magnetic field is $\mathscr{H}=1$, the magnetic length is $l_{\mathscr{F}}=1$, and $\hbar=1$.

For the Hamiltonian (6) the matrices $g_{s}(\omega)$ can be easily calculated:

$$
\begin{align*}
& g_{0}(\omega)=\frac{1}{\omega+(\gamma \rho-i \delta) \sigma_{z}+\mu}  \tag{10}\\
& g_{s}(\omega)=\frac{1}{\omega+\gamma \rho \sigma_{z}-s / m+\mu+i \delta} \tag{11}
\end{align*}
$$

where $\delta \rightarrow 0$ and the chemical potential includes the energy $1 / 2 m$ of the lowest level.

Expression (9) allows us to develop a perturbation theory for the full Green's function $G=G_{0}+G_{1}+G_{2}+\ldots$ The corresponding graphs for the action $S$ are shown in Fig. 1. In calculations it is convenient to express the operator in Eq. (7) in the form

$$
\begin{equation*}
\frac{1}{m} \Omega_{k}^{l} \sigma_{l}\left(-i \partial_{k}-A_{0 k}\right)=\frac{1}{m}\left(\Omega_{+}^{l} \pi^{-}+\Omega_{+}^{l} \pi^{+}\right) \sigma_{l} \tag{12}
\end{equation*}
$$

The operator $\pi^{+} \Phi_{s p}=\sqrt{2(s+1)} \Phi_{(s+1) p}$ raises the Landau index, and the operator $\pi^{-} \Phi_{s p}=\sqrt{2} \Phi_{(s-1) p}$ lowers the Landau index, which is a direct consequence of properties of oscillator functions, for which

$$
\begin{equation*}
\Omega_{+}^{l}=-\frac{i \Omega_{x}^{l}+\Omega_{y}^{l}}{2}, \quad \Omega_{-}^{l}=\frac{i \Omega_{x}^{l}-\Omega_{y}^{l}}{2} . \tag{13}
\end{equation*}
$$

Let us calculate the correction to the first order in $\Omega$ to the Green's function:

$$
\begin{align*}
G_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}, t, t^{\prime}\right)= & \int e^{-i \omega\left(t-t^{\prime}\right)} g_{s}(\omega) \Phi_{s, p}(\mathbf{r}) \Phi_{s, p}^{*}\left(\mathbf{r}_{1}\right) \\
& \times\left\{\frac{1}{m}\left[\Omega_{+}^{l}\left(\mathbf{r}_{1}\right) \pi^{-}+\Omega_{-}^{l}\left(\mathbf{r}_{1}\right) \pi^{+}\right]\right. \\
& \left.+\Omega_{t}^{l}\left(\mathbf{r}_{1}\right)\right\} \sigma_{l} g_{s^{\prime}}\left(\omega^{\prime}\right) e^{-i \omega^{\prime}\left(t_{1}-t^{\prime}\right)} \\
& \times \Phi_{s^{\prime} p^{\prime}}\left(\mathbf{r}_{1}\right) \Phi_{s^{\prime} p^{\prime}}^{*}\left(\mathbf{r}^{\prime}\right) \frac{d \omega}{2 \pi} \frac{d \omega_{1}}{2 \pi} d^{2} r_{1} d t_{1} \tag{14}
\end{align*}
$$

We are interested in the Green's function $G(\mathbf{r}, \mathbf{r} ; t, t+\delta)$, which determines the density. In this case only terms with $s=0, s^{\prime}=1, s=1, s^{\prime}=0$, and $s=s^{\prime}=0$ are nonzero, the rest vanish because of analytical properties of $g_{s}$ for $s>0$. In addition, the difference between $t$ and $t^{\prime}$ can be neglected to within terms of order $m$ owing to the fast oscillations of one
of the Green's functions. In the initial stage, we also neglect the term with $\Omega_{t}^{l}$, which can be easily calculated. The integrand in Eq. (14) decays rapidly as a function of $\left|\mathbf{r}-\mathbf{r}_{1}\right|$ larger then the magnetic length, so we can expand $\Omega\left(\mathbf{r}_{1}\right)$ in powers of the difference $\mathbf{r}-\mathbf{r}_{1}$ and retain only linear terms. Summation over $p$ yields the following expression:

$$
\begin{align*}
& G_{1}(\mathbf{r}, \mathbf{r}, t, t+\delta) \\
& \quad=\frac{\sqrt{2}}{m} \int g_{0} \sigma_{l} g_{0} e^{i \omega \delta} \frac{\partial \Omega_{-}^{l}}{\partial r_{k}} R_{00}\left(\mathbf{r}, \mathbf{r}_{1}\right) R_{10}\left(\mathbf{r}_{1}, \mathbf{r}\right) d^{2} r_{1} \frac{d \omega}{2 \pi} \\
& \quad+\frac{\sqrt{2}}{m} \int g_{0}(\omega) \sigma_{l} g_{1} e^{i \omega \delta} \frac{d \omega}{2 \pi} \int R_{00}\left(\mathbf{r}, \mathbf{r}_{1}\right) R_{01}\left(\mathbf{r}_{1}, \mathbf{r}\right) \\
& \quad \times\left(r_{1}-r\right)_{k} \frac{\partial \Omega_{-}^{l}}{\partial r_{k}} d^{2} r_{1}+\frac{1}{m} \int g_{1}(\omega) \sigma_{l} g_{0}(\omega) e^{i \omega \delta} \frac{d \omega}{2 \pi} \\
& \quad \times \int R_{11}\left(\mathbf{r}, \mathbf{r}_{1}\right) R_{10}\left(\mathbf{r}_{1}, \mathbf{r}\right)\left(r_{1}-r\right)_{k} \frac{\partial \Omega_{+}^{l}}{\partial r_{k}} d^{2} r_{1} . \tag{15}
\end{align*}
$$

We have introduced the functions

$$
\begin{align*}
& R_{00}\left(\mathbf{r}, \mathbf{r}_{1}\right)=\frac{1}{2 \pi} \exp \left[-\frac{\left(\mathbf{r}-\mathbf{r}_{1}\right)^{2}}{4}\right],  \tag{16}\\
& R_{11}\left(\mathbf{r}, \mathbf{r}_{1}\right)=\frac{1}{2 \pi}\left[1-\frac{\left(\mathbf{r}-\mathbf{r}_{1}\right)^{2}}{2}\right] \exp \left[-\frac{\left(\mathbf{r}-\mathbf{r}_{1}\right)^{2}}{4}\right],  \tag{17}\\
& R_{10}\left(\mathbf{r}_{1}, \mathbf{r}\right)=\frac{1}{2 \pi} \frac{x_{1}-x-i\left(y_{1}-y\right)}{\sqrt{2}} \exp \left[-\frac{\left(\mathbf{r}-\mathbf{r}_{1}\right)^{2}}{4}\right],  \tag{18}\\
& R_{01}\left(\mathbf{r}_{1}, \mathbf{r}\right)=\frac{1}{2 \pi} \frac{x-x_{1}-i\left(y_{1}-y\right)}{\sqrt{2}} \exp \left[-\frac{\left(\mathbf{r}-\mathbf{r}_{1}\right)^{2}}{4}\right] . \tag{19}
\end{align*}
$$

When we integrate with respect to $\mathbf{r}_{1}$, the term that does not contain derivatives of $\Omega$ vanishes because its integrand is an odd function. The integrals in Eq. (15) are easily calculated, and we obtain, using Eqs. (13), (11), and (10),

$$
\begin{aligned}
G_{1}^{\prime}(\mathbf{r}, \mathbf{r}, t, t+\delta)= & \frac{1}{4 m \gamma} \frac{\sigma_{l}-\sigma_{z} \sigma_{l} \sigma_{z}}{2}\left(\operatorname{div} \mathbf{\Omega}^{l}-i \operatorname{curl} \boldsymbol{\Omega}^{l}\right) \\
& +\frac{1}{2 \pi}\left[\frac{\sigma_{z} \sigma_{l}-\sigma_{l} \sigma_{z}}{4} \operatorname{div} \mathbf{\Omega}^{l}\right. \\
& \left.-i \frac{\left(1+\sigma_{z}\right) \sigma_{l}+\sigma_{l}\left(1+\sigma_{z}\right)}{4} \operatorname{curl} \boldsymbol{\Omega}^{l}\right]
\end{aligned}
$$

which includes only the main, spin-independent part $g_{1} \sim m$. In Eq. (14) for $G_{1}$ the term containing $\Omega_{t}^{l}$ should take into account only the case $s=s^{\prime}=0$, since all other combinations yield values of order $m$, which can be neglected. Only the terms with poles of first order in $\omega$ contribute, and this contribution is easy to calculate:

$$
G_{1}^{\prime \prime}=-\frac{i}{2 \pi} \Omega_{t}^{l} \frac{\sigma_{l}-\sigma_{z} \sigma_{l} \sigma_{l}}{4 \gamma \rho}
$$

The final expression has the form

$$
\begin{align*}
G_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}, t, t+\delta\right)= & \frac{1}{2 \pi}\left[\frac{\sigma_{z} \sigma_{l}-\sigma_{l} \sigma_{z}}{4} \operatorname{div} \mathbf{\Omega}^{l}\right. \\
& \left.-i \frac{\left(1+\sigma_{z}\right) \sigma_{l}+\sigma_{l}\left(1+\sigma_{z}\right)}{4} \operatorname{curl} \boldsymbol{\Omega}^{l}\right] \\
& -i \Omega_{t}^{l} \frac{\sigma_{l}-\sigma_{z} \sigma_{l} \sigma_{z}}{8 \pi \gamma \rho} \\
& +\frac{1}{4 m \gamma} \frac{\sigma_{l}-\sigma_{z} \sigma_{l} \sigma_{z}}{2} \\
& \times\left(\operatorname{div} \boldsymbol{\Omega}^{l}-i \operatorname{curl} \boldsymbol{\Omega}^{l}\right) \tag{20}
\end{align*}
$$

For the density $\rho=-i \operatorname{Tr} G(\mathbf{r}, \mathbf{r}, t, t+\delta)$ we obtain

$$
\begin{equation*}
\rho(\mathbf{r}, t)=\frac{1}{2 \pi}\left(1-\operatorname{curl} \boldsymbol{\Omega}^{z}\right) \tag{21}
\end{equation*}
$$

This result was first obtained from phenomenological considerations. ${ }^{1}$ In the case of nonprojected functions, this result has a clear physical interpretation: the lowest Landau level is fully occupied in the effective local magnetic field $\mathscr{H} \mathscr{e f f}_{\text {eff }}=1-\operatorname{curl} \boldsymbol{\Omega}^{z}$, which corresponds to the density $\rho=1 / 2 \pi l^{2}\left(\mathscr{H}_{\text {eff }}\right)$, where $l\left(\mathscr{H}_{\text {eff }}\right)$ is the magnetic length in the effective field.

Although the calculations have been performed in the first order in $\Omega$, the result, however, contains derivatives, which means that second-order terms are present. Therefore we should calculate a second-order correction to the Green's function expressed in the symbolic notation as

$$
\begin{aligned}
G_{2}(\mathbf{r}, \mathbf{r}, t, t+\delta)= & \frac{1}{m^{2}} G_{0}\left(\Omega_{+}^{l} \pi^{-}+\Omega_{-}^{l} \pi^{+}\right) \sigma_{l} G_{0}\left(\Omega_{+}^{l^{\prime}} \pi^{-}\right. \\
& \left.+\Omega_{-}^{l^{\prime}} \pi^{+}\right) \sigma_{l^{\prime}} G_{0}+G_{0} H_{2} G_{0}
\end{aligned}
$$

Since it is a second-order correction, derivatives of $\Omega$ can be neglected. The contribution due to the last term is zero because in this approximation only states with $s=0$ should be taken into account in the expression for $G_{2}$, as a result, we have a second-order pole in the density, and integration over $\omega$ yields zero. The first term contains contributions proportional to $g_{0} g_{1} g_{0}$ and $g_{1} g_{0} g_{1}$, where $g$ corresponds to one of the three Green's functions in this expression. The integrals over the spatial variables and $p$ are easily calculated, and we obtain

$$
\begin{aligned}
G_{2}= & \frac{1}{m^{2} 2 \pi} \int\left[g_{0} \sigma_{l} g_{1} \sigma_{l^{\prime}} g_{0} \Omega_{+}^{l} \Omega_{-}^{l^{\prime}}\right. \\
& \left.+g_{1} \sigma_{l} g_{0} \sigma_{l^{\prime}} g_{1} \Omega_{-}^{l} \Omega_{+}^{l^{\prime}}\right] e^{i \omega \delta} \frac{d \omega}{2 \pi} d^{2} r d t
\end{aligned}
$$

The second-order correction to the density includes the trace of this expression. Transposing the matrices under the trace, we get in the first term in brackets the square of the diagonal matrix $g_{0}^{2}(\omega)$, which has a second-order pole. Using the usual rule for calculating a residue due to a pole in the upper half-plane, we obtain
$\operatorname{Tr} G_{2}=\frac{1}{2 \pi m^{2}} \int\left[-2 g_{1}^{2} \Omega_{+}^{l} \Omega_{-}^{l}+2 g_{1}^{2} \Omega_{+}^{l} \Omega_{-}^{l}\right] d^{2} r d t=0$.

Thus, including terms of up to the second order, the density is expressed by Eq. (21), which is identical to the result obtained in Ref. 3.

## 3. CALCULATION OF ACTION, ENERGY, AND NUMBER OF PARTICLES

We shall calculate the action by the formula $S=i \mathrm{Tr} \ln G$ using the perturbation theory for $G$ and retaining only the part which depends on the rotation operator:

$$
\begin{aligned}
S= & i \operatorname{Tr}\left[H_{1} G_{0}+\frac{1}{2} H_{1} G_{0} H_{1} G_{0}+H_{2} G_{0}+\frac{1}{2}\left(H_{2} G_{0} H_{1} G_{0}\right.\right. \\
& \left.\left.+H_{1} G_{0} H_{2} G_{0}\right)+\frac{1}{3} H_{1} G_{0} H_{1} G_{0} H_{1} G_{0}+\ldots\right] .
\end{aligned}
$$

In this section, we limit our calculations to the second order of the perturbation theory. The calculations are similar to the calculation of the Green's function. The action in the first order has the form

$$
\begin{aligned}
S_{1}= & i \operatorname{Tr} \int \Omega_{t}^{l} \sigma_{l} g_{0}(\omega) e^{i \omega \delta} \frac{d^{2} r d t}{2 \pi} \frac{d \omega}{2 \pi} \\
& +i \operatorname{Tr} \int \sigma_{l} g_{0}(\omega) e^{i \omega \delta} \frac{d \omega}{2 \pi}\left(\Omega_{+}^{l} \pi^{-}\right. \\
& \left.+\Omega_{-}^{l} \pi^{+}\right) \Phi_{0 p}(r) \Phi_{0 p}^{*}(r) d^{2} r d t
\end{aligned}
$$

The second integral is evaluated using integration by parts, and we finally have

$$
\begin{align*}
S_{1}= & -\frac{1}{2 \pi} \int \Omega_{t}^{z} d r d t-\frac{1}{2 \pi} \frac{1}{2 m} \\
& \times \int\left(i \operatorname{div} \mathbf{\Omega}^{z}-\operatorname{curl} \boldsymbol{\Omega}^{z}\right) d^{2} r d t \tag{22}
\end{align*}
$$

The action in the second order is composed of two terms, one of which contains a product of two $H_{1}$ :

$$
\begin{aligned}
S_{2}^{\prime}= & \frac{i}{2 m^{2}} \operatorname{Tr} \int\left(\Omega_{-}^{l} \pi^{+}+\Omega_{+}^{l} \pi^{-}\right) \sigma_{l} g_{s}(\omega) \Phi_{s p}(\mathbf{r}) \Phi_{s p}^{*}\left(\mathbf{r}^{\prime}\right) \\
& \times\left(\Omega_{-}^{l^{\prime}} \pi^{+}+\Omega_{+}^{l_{+}^{\prime}} \pi^{+}\right) \sigma_{l^{\prime}} g_{s^{\prime}}(\omega) \Phi_{s^{\prime} p^{\prime}}\left(\mathbf{r}^{\prime}\right) \Phi_{s^{\prime} p^{\prime}}^{*} \\
& \times(\mathbf{r}) e^{i \omega \delta} d^{2} r^{\prime} d^{2} r d t \frac{d \omega}{2 \pi}
\end{aligned}
$$

In this expression, we neglect derivatives of $\Omega$. Only terms with $s=0, s^{\prime}=1$ and $s=1, s^{\prime}=0$ are nonvanishing. Using the properties of the operators $\pi^{+}$and $\pi^{-}$and calculating the integral, one can easily obtain an expression for the full second-order action (the contribution of the term with $\mathrm{H}_{2}$ is calculated similarly):

$$
\begin{aligned}
S_{2}= & \frac{1}{4 \pi} \int \operatorname{Tr}\left[\sigma_{l^{\prime}} \sigma_{l}\left(1+\sigma_{z}\right)+\sigma_{l} \sigma_{l^{\prime}}\right] \\
& \times\left(1+\sigma_{z}\right) \Omega_{-}^{l} \Omega_{+}^{l^{\prime}} d^{2} r d t-\frac{1}{2 \pi} \\
& \times \int\left[\frac{\left(\mathbf{\Omega}^{l}\right)^{2}}{2 m}-\frac{i}{2 m} \frac{\partial \Omega_{k}^{z}}{\partial r_{k}}\right] d^{2} r d t
\end{aligned}
$$

The first integral contains a symmetrical part corresponding to the case $l=l^{\prime}$ and is cancelled out by the second integral. The remaining asymmetrical part contains only $l, l^{\prime}=x, y$ and can be rewritten using the identity curl $\boldsymbol{\Omega}^{z}$ $=2\left(\Omega_{x}^{x} \Omega_{y}^{y}-\Omega_{y}^{x} \Omega_{x}^{y}\right)$, which can be derived by differentiating the identity $U^{+} U=1$. As a result, we have an expression for the action in second order:

$$
\begin{equation*}
S_{2}=\frac{1}{2 m} \int \operatorname{curl} \boldsymbol{\Omega}^{z} \frac{d^{2} r d t}{2 \pi}+i \int \operatorname{div} \boldsymbol{\Omega}^{z} \frac{d^{2} r d t}{2 \pi} \tag{23}
\end{equation*}
$$

The full expression for the action including terms up to second order with due account of Eq. (22) has the form

$$
\begin{align*}
S= & \int \Omega_{t}^{z} \frac{d^{2} r d t}{2 \pi}+\frac{1}{m} \int \operatorname{curl} \boldsymbol{\Omega}^{z} \frac{d^{2} r d t}{2 \pi} \\
& -\mu \int \operatorname{curl} \boldsymbol{\Omega}^{z} \frac{d^{2} r d t}{2 \pi} \tag{24}
\end{align*}
$$

where we have added the term with the chemical potential.
These results are in full agreement with those reported in our preliminary publication ${ }^{9}$ and have a simple physical interpretation. The electrons locally fully occupy the lowest spin sublevel in the local effective magnetic field $\mathscr{H}_{\text {eff }}=1-\operatorname{curl} \boldsymbol{\Omega}^{z}$, and the electron density equals the local density of states. This circumstance justifies the use of the Hartree-Fock approximation with an accuracy of order $V_{\mathrm{int}} / \hbar \omega_{c}$ in the same manner as it does for the fully filled Landau level. The effective magnetic field is lower than the applied field for skyrmions with positive $Q$. Note that the gap between local spin levels is determined by the exchange energy. Electrons with spins aligned in the direction opposite to the mean spin "see" the effective magnetic field $\mathscr{H} \mathscr{e f f}=1+\operatorname{curl} \boldsymbol{\Omega}^{z}$.

Let us analyze in detail the expression for energy in a steady state with due account of the interaction terms. In the case of Coulomb interaction, one must take account of the neutralizing positively charged background, which eliminates the zeroth Fourier component, so the expression for the direct interaction does not contain a term linear in density, but only the quadratic expression
$E_{\mathrm{pot}}=\frac{1}{2} \int \frac{e^{2}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \operatorname{curl} \boldsymbol{\Omega}^{z}(\mathbf{r}) \operatorname{curl} \boldsymbol{\Omega}^{z}\left(\mathbf{r}^{\prime}\right) \frac{d^{2} r d^{2} r^{\prime}}{(2 \pi)^{2}}$.
The leading term in the exchange energy is linear in the density perturbation. In order to calculate this term, we should obtain the exchange energy density as a function of magnetic field for the density of a fully occupied Landau level, $-\left(e^{2} / 2 \pi l_{\mathscr{G}}^{3}\right) \sqrt{\pi / 2}$, differentiate it with respect to magnetic field, and multiply by the correction to the effective magnetic field, which yields the perturbation of the exchange energy

$$
E_{\mathrm{ex}}=\int \frac{3 e^{2}}{4 \sqrt{2 \pi} l_{\mathscr{G}}} \operatorname{curl} \boldsymbol{\Omega}^{z} d^{2} r
$$

Moreover, we must take into account the correction due to nonuniformity of the mean spin direction, $(1 / 2) J \int\left(\partial n^{i} / \partial r_{k}\right)^{2} d^{2} r$, where $J=(1 / 16 \sqrt{2 \pi}) e^{2} / l_{\mathscr{G}} \cdot{ }^{3,4} \mathrm{We}$
must also include the Zeeman energy. The resulting equation yields the change in the thermodynamic energy due to formation of a vortex:

$$
\begin{align*}
F= & \delta\langle H-\mu N\rangle=-\frac{\hbar \omega_{c}}{2} Q+\frac{3 e^{2}}{2 l_{\mathscr{H}}} \sqrt{\frac{\pi}{2}} Q \\
& +\frac{e^{2}}{2} \int \frac{\operatorname{curl} \boldsymbol{\Omega}^{z}(\mathbf{r}) \operatorname{curl} \boldsymbol{\Omega}^{z}\left(\mathbf{r}^{\prime}\right)}{(2 \pi)^{2}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d^{2} r d^{2} r^{\prime} \\
& +\int\left[\frac{1}{2} J\left(\frac{\partial n_{i}}{\partial r_{k}}\right)^{2}+g \cdot \mathscr{T} \cdot \mathbf{n} \frac{1}{2 \pi l_{\mathscr{H}}^{2}}\right] d^{2} r . \tag{25}
\end{align*}
$$

The chemical potential in this equation is set to $\mu=\hbar \omega_{c} / 2$, which corresponds to filling of the lower spin sublevel at a large distance from the vortex core. As we assumed at the beginning, the cyclotron energy is much larger than the interaction energy. For this reason $F$ is negative at positive topological number $Q$, which determines the change in the electron number, $\delta N=-Q$, due to vortex formation. Thus, generation of nonsingular vortices is thermodynamically advantageous at the chemical potential corresponding to full occupation of the lower Landau spin sublevel, and vortices should be generated spontaneously. The gain in the thermodynamic potential increases with $Q$.

One can also calculate the energy of a one-particle excitation in the presence of a vortex. This can be done by studying the poles of the Green's function $G(\mathbf{r}, \mathbf{r}, \omega)$, but a more convenient approach is based on the fact that this energy corresponds to a variational derivative of the full energy with respect to the local density of electrons with different spin orientations. By presenting $F$ in the form of a functional of the densities $\rho_{+}$and $\rho_{-}$, where the signs correspond to the spin alignments parallel and opposite to the local mean spin, we obtain

$$
\begin{align*}
F= & \int\left\{\frac{\hbar \omega_{c}\left(\mathscr{H}_{\mathrm{eff}}^{+}\right) \rho_{+}+\hbar \omega_{c}\left(\mathscr{H}_{\mathrm{eff}}\right) \rho_{-}}{2}-\mu\left(\rho_{+}+\rho_{-}\right)\right. \\
& \left.-\frac{1}{2}\left(\rho_{+}-\rho_{-}\right)^{2}\left[\gamma^{\prime}-J^{\prime}\left(\frac{\partial n^{l}}{\partial r_{k}}\right)^{2}\right]\right\} d^{2} r \\
& +\int \frac{e^{2}}{2\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\left[\delta \rho _ { + } ( \mathbf { r } + \delta \rho _ { - } ( \mathbf { r } ) ] \left[\delta \rho_{+}\left(\mathbf{r}^{\prime}\right)\right.\right. \\
& \left.+\delta \rho_{-}\left(\mathbf{r}^{\prime}\right)\right] d^{2} r d^{2} r^{\prime}+\int g \mathscr{H} \mathscr{C} \cdot \mathbf{n}\left(\rho_{+}-\rho_{-}\right) d^{2} r . \tag{26}
\end{align*}
$$

In this expression

$$
\gamma^{\prime} \rho_{+}^{2}=\frac{e^{2}}{2 \pi l_{\mathscr{H}}^{3}} \sqrt{\frac{\pi}{2}}-\frac{3 e^{2}}{4 \pi l_{\mathscr{H}}} \sqrt{\frac{\pi}{2}} \operatorname{curl} \boldsymbol{\Omega}^{z}, \quad J^{\prime} \rho_{+}^{2}=J .
$$

By varying with respect to $\rho_{+}$and $\rho_{-}$, we obtain the hole energy in the fully occupied state:

$$
\begin{aligned}
\epsilon_{h}= & -\frac{\delta F}{\delta \rho_{+}}=\frac{2 e^{2}}{l_{\mathscr{G}}} \sqrt{\frac{\pi}{2}}\left(1-\frac{3}{2} l_{\mathscr{H}}^{2} \operatorname{curl} \mathbf{\Omega}^{z}\right) \\
& +\frac{\hbar \omega_{c}}{2} \operatorname{curl} \boldsymbol{\Omega}^{z}+\int \frac{e^{2}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \operatorname{curl} \boldsymbol{\Omega}^{z}\left(\mathbf{r}^{\prime}\right) \frac{d^{2} r^{\prime}}{2 \pi}
\end{aligned}
$$

$$
\begin{equation*}
-2 \pi J l_{\mathscr{H}}^{2}\left(\frac{\partial n^{l}}{\partial r_{k}}\right)^{2}-g \mathscr{H} \cdot \mathbf{C} . \tag{27}
\end{equation*}
$$

Similarly, the energy of an electron with reversed spin is

$$
\begin{align*}
\epsilon_{e}= & \frac{2 e^{2}}{l_{\mathscr{H}}} \sqrt{\frac{\pi}{2}}\left(1-\frac{3 l_{\mathscr{H}}^{2}}{2} \operatorname{curl} \boldsymbol{\Omega}^{z}\right)+\frac{\hbar \omega_{c}}{2} \operatorname{curl} \boldsymbol{\Omega}^{z} \\
& -\int \frac{e^{2}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \operatorname{curl} \boldsymbol{\Omega}^{z}\left(\mathbf{r}^{\prime}\right) \frac{d^{2} r^{\prime}}{2 \pi}+2 \pi J l_{\mathscr{G}}^{2}\left(\frac{\partial n^{l}}{\partial r_{k}}\right)^{2} \\
& -g . \mathscr{T} \boldsymbol{C} \cdot \mathbf{n} . \tag{28}
\end{align*}
$$

These results are valid when the perturbation theory in $\Omega$ applies, which means that the energy correction for oneparticle excitations are small in comparison with the initial energy gap separating the lower spin sublevel from the upper one. Thus, the perturbation theory applies only if the small additional term in the expression for the one-particle energy, $\left(\hbar \omega_{c} / 2\right) l_{\mathscr{G}}^{2}$ curl $\boldsymbol{\Omega}^{z} \sim\left(\hbar \omega_{c} / 2\right) l_{\mathscr{G}}^{2} L_{c}^{2}$ is small in comparison to the leading term, namely, the exchange energy $\sim e^{2} / l_{\mathscr{G}}$. Hence the vortex core dimension should be sufficiently large, $L_{c} \gg l_{\mathscr{H}} \sqrt{\hbar \omega_{c} / e^{2}}$. This condition requires that the $g$-factor should be sufficiently small, since the core dimension is determined by the competition between the Zeeman and Coulomb energies, $g \mathscr{H} \rho L_{c}^{2} \sim e^{2} / L_{c}$. It follows that the condition

$$
L_{c}^{3} \sim e^{2} l_{\mathscr{H}}^{2} / g \mathscr{H} \gg l_{\mathscr{H}}^{3}\left(\hbar \omega_{c} l_{H} / e^{2}\right)^{3 / 2}
$$

should hold.
Note that addition of an electron with inverted spin adds the exchange energy to the thermodynamic energy and subtracts the energy of Coulomb interaction with the skyrmion charge (if $Q$ is positive), while all other terms are much smaller because the gradients are small. In this case, the Coulomb energy increases with the total core charge, while the exchange energy is determined locally, and its leading term is independent of the vortex charge. This permits formation of both metastable and bound states below the chemical potential level. In this case the total number of electrons with "wrong' spin orientations in magnetic field is a unit less than for a vortex without a bound electron. The formation of a vortex still lowers the thermodynamic potential. In real experimental conditions the ratio between the cyclotron and Coulomb energies is not very high, and the $g$-factor is not too small, so the statements above should be confirmed by numerical calculations.

## 4. HOPF'S INVARIANT IN THE ACTION

In addition to the topological number $Q$, which is the degree of the mapping, there is the Hopf topological invariant corresponding to the degree of linking of lines of constant $\mathbf{n}(\mathbf{r}, t)$ for the time-dependent matrix $U$ (see, for example, Ref. 12). This invariant should be included in the expression for the action, and the coefficient in front of it should determine the skyrmion statistics or, to be exact, the phase change due to interchange of two skyrmions. ${ }^{13}$ This coefficient was calculated by Apel and Bychkov ${ }^{5}$ in the approximation where functions are projected on a single Landau level. This calculation, however, is based on several assumptions that are difficult to check, and the result was
questioned in the discussion in Ref. 6. The authors of the latter publication refer to their earlier quasiclassical calculation of the Green's function, which uses the frequency and momentum as "good" quantum numbers, and quote their result. In this section, we present a direct calculation of this factor in the limit of a high magnetic field without any additional assumptions. To do this, one needs to find the action in third order in $\Omega$, retaining only the terms linear in $\Omega_{t}^{l}$, which are included in the Hopf invariant.

Using the perturbation theory for Green's function, one can easily obtain an expression for the action in the third order of the perturbation theory:

$$
\begin{align*}
S= & i \operatorname{Tr}\left[H_{1} G_{0}+\frac{1}{2} H_{1} G_{0} H_{1} G_{0}+H_{2} G_{0}+\frac{1}{2}\left(H_{1} G_{0} H_{2} G_{0}\right.\right. \\
& \left.\left.+H_{2} G_{0} H_{1} G_{0}\right)+\frac{1}{3} H_{1} G_{0} H_{1} G_{0} H_{1} G_{0}\right] . \tag{29}
\end{align*}
$$

The terms of up to second order were calculated in the previous section, but one should keep in mind that in the terms formally of second order the time derivatives were not taken into account; they should be included in the third-order expression for the action. We will calculate systematically the various third-order terms.

Consider the term of second order in $H_{1}$ containing $\Omega_{t}^{l}$, which was neglected in the previous section since we assumed $\Omega_{t} \sim \Omega^{2}$. After simple calculations, we have

$$
\begin{align*}
S_{2}^{1}= & \frac{i}{m} \int \operatorname{Tr} \sigma_{l} g_{s}(\omega) \sigma_{l^{\prime}} g_{s}^{\prime}(\omega) e^{i \omega \delta} \Omega_{t}^{l}(r, t) \\
& \times \Phi_{s p}(\mathbf{r}) \Phi_{s p}^{*}\left(\mathbf{r}_{1}\right)\left[\Omega_{+}^{l^{\prime}}\left(\mathbf{r}_{1}, t\right) \pi^{-}\right. \\
& \left.+\Omega_{-}^{l^{\prime}}\left(\mathbf{r}_{1}, t\right) \pi^{+}\right] \Phi_{s^{\prime} p^{\prime}}\left(\mathbf{r}_{1}\right) \\
& \times \Phi_{s^{\prime} p^{\prime}}^{*}(\mathbf{r}) d^{2} r d^{2} r^{\prime} d t \frac{d \omega}{2 \pi} \tag{30}
\end{align*}
$$

Given the required accuracy prescribed above, there is only one term with $s=s^{\prime}=0$ and terms with $s=1, s^{\prime}=0$; $s=0, s^{\prime}=1$. By introducing the variables $\mathbf{R}=\left(\mathbf{r}+\mathbf{r}_{1}\right) / 2$ and $\boldsymbol{\rho}=\mathbf{r}_{1}-\mathbf{r}$, and expanding $\Omega_{t}(\mathbf{r})$ and $\boldsymbol{\Omega}\left(\mathbf{r}_{1}\right)$ in powers of $\boldsymbol{\rho}$ through first order, we obtain

$$
\begin{aligned}
S_{200}^{1}= & \frac{i \sqrt{2}}{2 m} \int \operatorname{Tr} \sigma_{l} g_{0}(\omega) \sigma_{l^{\prime}} g_{0}(\omega) e^{i \omega \delta}\left[\Omega_{t}^{l}(\mathbf{R}) \frac{\partial \Omega_{-}^{l^{\prime}}}{\partial R_{k}}\right. \\
& \left.-\Omega_{-}^{l^{\prime}}(\mathbf{R}) \frac{\partial \Omega_{t}^{l}}{\partial R_{k}}\right] R_{00}(-\boldsymbol{\rho}) R_{10}(\boldsymbol{\rho}) \rho_{k} d^{2} \rho d^{2} R d t \frac{d \omega}{2 \pi} .
\end{aligned}
$$

After taking into account Eqs. (10) and (11) and integrating with respect to $\omega$ and $\rho$, we have

$$
\begin{align*}
S_{200}^{1}= & \frac{1}{4 m \gamma} \\
& \times \int\left[i \Omega_{t}^{l} \operatorname{div} \boldsymbol{\Omega}^{l}-i\left(\boldsymbol{\Omega}_{l} \nabla\right) \Omega_{t}^{l}\right. \\
& \left.-\Omega_{t}^{l} \nabla \times \mathbf{\Omega}^{l}-\mathbf{\Omega}^{l} \nabla \Omega_{t}^{l}\right] \frac{d^{2} r d t}{2 \pi} . \tag{31}
\end{align*}
$$

Similarly we calculate the terms with $s=0, s^{\prime}=1 ; s=1$, $s^{\prime}=0$, where it is only necessary to retain one pole corresponding to filled states in the expression for $g_{0}$ :

$$
\begin{align*}
S_{201}^{1}= & \frac{1}{2} \int\left[\Omega_{t}^{l} \nabla \times \boldsymbol{\Omega}^{l}+\boldsymbol{\Omega}^{l} \times \nabla \Omega_{t}^{l}\right] \frac{d^{2} r d t}{2 \pi} \\
& +\frac{1}{4} \operatorname{Tr} \sigma_{l} \sigma_{l^{\prime}} \sigma_{z} \int\left[-i \Omega_{t}^{l} \operatorname{div} \boldsymbol{\Omega}^{l^{\prime}}\right. \\
& \left.+i \boldsymbol{\Omega}^{l^{\prime}} \nabla \Omega_{t}^{l}\right] \frac{d^{2} r d t}{2 \pi} \tag{32}
\end{align*}
$$

In addition to these terms, there is a second-order contribution with two $\boldsymbol{\Omega}^{l}$ discussed in the previous section, but without time derivatives. We calculate these derivatives similarly to the space derivatives by introducing the variables $T=\left(t+t^{\prime}\right) / 2$ and $\tau=t^{\prime}-t$, noting that for our purposes only terms with $s=1, s^{\prime}=0$ and $s=0, s^{\prime}=1$ are important since all the rest contain too many derivatives. After omitting the term without time derivatives, we have

$$
\begin{aligned}
S_{2}^{2}= & \frac{i}{m^{2}} \int \operatorname{Tr} \sigma_{l} g_{0}(\omega) \sigma_{l^{\prime}} g_{1}\left(\omega^{\prime}\right) e^{i \omega \delta} \tau \exp [i(\omega \\
& \left.\left.-\omega^{\prime}\right) \tau\right]\left[\Omega_{-}^{l} \frac{\partial \Omega_{+}^{l^{\prime}}}{\partial T}\right. \\
& \left.-\Omega_{+}^{l^{\prime}} \frac{\partial \Omega_{-}^{l}}{\partial T}\right] \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} d \tau \frac{d T d^{2} r}{2 \pi}
\end{aligned}
$$

By replacing $\tau$ with the derivative of the corresponding exponential function and integrating by parts, we obtain, using Eq. (16),

$$
\begin{aligned}
S_{2}^{2}= & -\frac{1}{2} \int \boldsymbol{\Omega}^{l} \times \frac{\partial \boldsymbol{\Omega}^{l}}{\partial t} \frac{d^{2} r d t}{2 \pi}-\frac{i}{4} \operatorname{Tr} \sigma_{l^{\prime}} \sigma_{l} \sigma_{z} \\
& \times \int\left(\boldsymbol{\Omega}^{l} \frac{\partial \boldsymbol{\Omega}^{l^{\prime}}}{\partial t}-\boldsymbol{\Omega}^{l^{\prime}} \frac{\partial \boldsymbol{\Omega}^{l}}{\partial t}\right) \frac{d^{2} r d t}{2 \pi} .
\end{aligned}
$$

In the calculation of the third-order terms, all terms should be expressed similarly through the derivatives of $\boldsymbol{\Omega}^{l}$. Using the identity $\partial_{t} \Omega_{k}^{l}-\partial_{k} \Omega_{k}^{l}=2 e^{l j m} \Omega_{t}^{j} \Omega_{k}^{m}$, where $e^{l j m}$ is the absolutely antisymmetrical unit tensor of the third rank, one can easily transform this expression to

$$
\begin{align*}
S_{2}^{2}= & -\frac{1}{2} \int\left(\boldsymbol{\Omega}^{l} \times \nabla \Omega_{t}^{l}+e^{l j m} \mathbf{\Omega}^{l} \times \mathbf{\Omega}^{m} \boldsymbol{\Omega}_{t}^{j}\right) \frac{d^{2} r d t}{2 \pi} \\
& -\frac{i}{2} \operatorname{Tr} \sigma_{l^{\prime}} \sigma_{l} \sigma_{z} \int\left(\boldsymbol{\Omega}_{l} \nabla \Omega_{t}^{l^{\prime}}\right. \\
& \left.+2 e^{l^{\prime} j m} \mathbf{\Omega}^{l} \mathbf{\Omega}^{m} \mathbf{\Omega}_{t}^{j}\right) \frac{d^{2} r d t}{2 \pi} . \tag{33}
\end{align*}
$$

Among the terms of the third order properly, the simplest is that containing $H_{2}$ and $H_{1}$ :

$$
\begin{align*}
S_{21}= & \frac{i}{2 m} \operatorname{Tr} \int\left[\left(\boldsymbol{\Omega}^{l}\right)^{2}\right. \\
& \left.-i \sigma_{l} \operatorname{div} \boldsymbol{\Omega}^{l}\right] \Omega_{t}^{l^{\prime}} g_{0}(\omega) \sigma_{l^{\prime}} g_{0}(\omega) e^{i \omega \delta} \frac{d \omega}{2 \pi} \frac{d^{2} r d t}{2 \pi} . \tag{34}
\end{align*}
$$

The rest contain additional derivatives. Only the term with the divergence contributes to the action:

$$
\begin{equation*}
S_{21}=-\frac{i}{2 m \gamma} \sum_{l \neq z} \int \Omega_{t}^{l} \operatorname{div} \mathbf{\Omega}^{l} \frac{d^{2} r d t}{2 \pi} \tag{35}
\end{equation*}
$$

The remaining terms of third order contain only $H_{1}$ with two spatial components $\Omega_{k}^{l}$ and one time component $\Omega_{t}^{l}$ :

$$
\begin{aligned}
S_{3}= & \frac{i}{m^{2}} \int \Omega_{t}^{l} \Phi_{s p}(\mathbf{r}) \Phi_{s p}^{*}\left(\mathbf{r}_{1}\right)\left(\Omega_{+}^{l_{1}} \pi^{-}\right. \\
& \left.+\Omega_{-}^{l_{1}} \pi^{+}\right) \Phi_{s_{1} p_{1}}\left(\mathbf{r}_{1}\right) \Phi_{s_{1} p_{1}}^{*}\left(\mathbf{r}_{2}\right)\left(\Omega_{+}^{l_{2}} \pi^{-}\right. \\
& \left.+\Omega_{-}^{l_{2}} \pi^{+}\right) \Phi_{s_{2} p_{2}}\left(\mathbf{r}_{2}\right) \Phi_{s_{2} p_{2}}^{*}(\mathbf{r}) d^{2} r d^{2} r_{1} d^{2} r_{2} d t \\
& \times \int \operatorname{Tr} \sigma_{l} g_{s} \sigma_{l_{1}} g_{s_{1}} \sigma_{l_{2}} g_{s_{2}} i \omega \delta \frac{d \omega}{2 \pi} .
\end{aligned}
$$

Contributions of the required order come only from terms with $s=s_{2}=0, s_{1}=1$ and $s=s_{2}=1, s_{1}=0$, and derivatives of $\boldsymbol{\Omega}$ can be omitted.

The calculation in the first case is similar to that of Eqs. (31) and (35). Using the standard formula and expressing all summands in terms of $\Omega_{t}^{l}$ and $\Omega^{l}$, we obtain

$$
\begin{align*}
S_{3}^{0}= & -\frac{i}{m \gamma} \sum_{l \neq z} \operatorname{Tr} \sigma_{l} \sigma_{l_{1}} \sigma_{l_{2}} \int \Omega_{t}^{l} \mathbf{\Omega}^{l_{1}} \\
& \times \boldsymbol{\Omega}^{l_{2}} \frac{d^{2} r d t}{2 \pi}+\frac{i}{4} \operatorname{Tr} \sigma_{z} \sigma_{l_{1}} \sigma_{l_{2}} \int \Omega_{t}^{z} \mathbf{\Omega}^{l_{1}} \boldsymbol{\Omega}^{l_{2}} \frac{d^{2} r d t}{2 \pi} \\
& +\frac{1}{2} \sum_{l \neq z} \int \Omega_{t}^{z}\left(\mathbf{\Omega}^{l}\right)^{2} \frac{d^{2} r d t}{2 \pi} . \tag{36}
\end{align*}
$$

The result for the case $s=s_{2}=1, s_{1}=0$ is derived in the standard manner using the expressions for traces of products of Pauli matrices:

$$
\begin{align*}
S_{3}^{1}= & -\frac{1}{2} \int \Omega_{t}^{z}\left(\boldsymbol{\Omega}^{z}\right)^{2} \frac{d^{2} r d t}{2 \pi}+\frac{1}{2} \sum_{l \neq z} \int\left[\Omega_{t}^{z}\left(\boldsymbol{\Omega}^{l}\right)^{2}\right. \\
& \left.-\Omega_{t}^{l} \boldsymbol{\Omega}^{z} \boldsymbol{\Omega}^{l}\right] \frac{d^{2} r d t}{2 \pi}+\frac{i}{4} \operatorname{Tr} \sigma_{l} \sigma_{l_{1}} \sigma_{l_{2}} \int \Omega_{t}^{l} \boldsymbol{\Omega}^{l_{1}} \\
& \times \boldsymbol{\Omega}^{l_{2}} \frac{d^{2} r d t}{2 \pi} \tag{37}
\end{align*}
$$

The final expression for the part of the action containing the Hopf invariant is obtained by adding the calculated terms of Eqs. (31)-(33) and (35)-(37). Let us explain this sum. The terms with $1 / \gamma$ in the expressions for $S_{3}^{0}, S_{2}^{0}$, and $S_{21}$ reduce to an integral of a total derivative:
$\frac{1}{4 m \gamma} \sum_{l \neq z} \int\left[-i \operatorname{div}\left(\Omega_{t}^{l} \mathbf{\Omega}^{l}\right)-\nabla \times\left(\Omega_{t}^{l} \mathbf{\Omega}^{l}\right)\right] \frac{d^{2} r d t}{2 \pi}=0$
since $\boldsymbol{\Omega}^{l}$ decays exponentially at large distances when $l$ $\neq z$. Similarly, the term containing
$-\frac{i}{4} \operatorname{Tr} \sigma_{l} \sigma_{m} \sigma_{z} \int\left\{\Omega_{t}^{l} \operatorname{div} \boldsymbol{\Omega}^{m}+\left(\boldsymbol{\Omega}^{m} \nabla\right) \Omega_{t}^{l}\right\} \frac{d^{2} r d t}{2 \pi}$,
reduces to a vanishing integral over an infinitely distant surface.

The terms with $\Omega_{t}^{z}\left(\boldsymbol{\Omega}^{l}\right)^{2}$ and $\Omega_{t}^{l}\left(\Omega^{z} \boldsymbol{\Omega}^{l}\right)$ also cancel out, which can be proved using the algebraic identities for $S_{2}^{2}$. As a result, only skew-symmetric terms remain in the action $S_{3}$ :

$$
\begin{aligned}
S_{3}= & \frac{i}{4} \operatorname{Tr} \sigma_{l} \sigma_{l_{1}} \sigma_{l_{2}} \int \Omega_{t}^{l} \mathbf{\Omega}^{l_{1}} \times \mathbf{\Omega}^{l_{2}} \frac{d^{2} r d t}{2 \pi}+\frac{1}{2} \int \Omega_{t}^{l} \nabla \\
& \times \mathbf{\Omega}^{l} \frac{d^{2} r d t}{2 \pi}-\int e^{l j m} \Omega_{t}^{j} \mathbf{\Omega}^{l} \times \mathbf{\Omega}^{m} \frac{d^{2} r d t}{2 \pi}
\end{aligned}
$$

After calculating the trace and using the formula for $\nabla \times \boldsymbol{\Omega}^{l}$, we finally have

$$
\begin{equation*}
S_{3}=e^{l j m} \int \Omega_{t}^{l} \mathbf{\Omega}^{j} \times \mathbf{\Omega}^{m} \frac{d^{2} r d t}{2 \pi} . \tag{38}
\end{equation*}
$$

According to Refs. 12 and 13, the Hopf integer-valued invariant can be expressed in terms of $\boldsymbol{\Omega}$ :

$$
h=\frac{1}{2 \pi^{2}} \int e^{l j m} \mathbf{\Omega}_{t}^{l} \mathbf{\Omega}^{j} \times \mathbf{\Omega}^{m} d^{2} r d t
$$

Thus, the Hopf term in the expression for action has the form

$$
\begin{equation*}
S^{h}=\pi h . \tag{39}
\end{equation*}
$$

This result coincides with that given in Ref. 6 and is different from that of Ref. 5. Thus, skyrmions, in the accepted terminology, ${ }^{12}$ are fermions.

One should keep in mind, however, that the Hopf integer-valued invariant $h$ corresponds to a mapping of the sphere $S_{3}$ onto the sphere $S_{2}$, which requires in our case that $\Omega$ should go to zero at large $\mathbf{r}$ and $t$, i.e., $Q=0$. If skyrmions exist for all $t$, the integer-valued topological invariant characterizing the linking of curves $\mathbf{n}=$ const is slightly modified. ${ }^{14,15}$ Nonetheless, the relation between $S_{3}$ and $h$ given above still holds, as well as the statement about the 'fermion'" nature of skyrmions.

## 5. CONCLUSIONS

In this paper we have presented a theory of nonsingular skyrmions for two-dimensional electron systems in a strong magnetic field. In our calculations, we have not used any assumptions except the small value of the Coulomb energy $e^{2} / l_{\mathscr{G}}$ in comparison with the cyclotron energy $\hbar \omega_{c}$ and the smallness of the $g$-factor. We have shown that the widely used approximation of wave functions projected on a single Landau level is not sufficient for an adequate description. The effect of adjacent Landau levels is important and leads to a modification of the expression for the thermodynamic energy of a skyrmion, namely, it reduces it by $\hbar \omega_{c} / 2$, which is assumed to be a large value. This should lead to spontaneous formation of skyrmions with positive degree of mapping at occupation numbers close to odd integers. If the $g$-factor is small, and the skyrmion core dimension is accordingly large, the process has a simple physical interpretation: $:^{9}$ the vortex core contains an additional effective magnetic field, whose total magnetic flux contains a number of flux quanta equal to the topological invariant, namely the degree of the mapping. Locally the Landau level is fully occupied in the total magnetic field (external plus effective magnetic fields) and separated by a gap from states with higher ener-
gies. The total number of particles is different owing to the variation in the density, which is equal to the local density of states. As a result, an electric charge develops due to elimination of a number of electrons equal to the number of effective magnetic flux quanta for positive degree of the mapping. This positive local charge can create bound electron states. Their energy with respect to the chemical potential is determined by the negative energy of interaction with the core charge and the positive exchange energy, since all local spin states with the lower energy are already occupied. Since the exchange energy is of order $e^{2} / l_{\mathscr{H}}$ and independent of the core dimension, unlike the direct Coulomb energy $e^{2} / L_{c}$, where $L_{c} \sim l_{\mathscr{H}}\left(e^{2} / l_{\mathscr{H}} g \mathscr{H}\right)^{1 / 3}$, which decreases with the core dimension, the bound state level in our approximation should be higher than the chemical potential. In real experiments, $L_{c}$ is not very different from $l_{\mathscr{H}}$, and numerical calculations are required for clarifying this situation. Note that the appearance of bound states reduces the total spin due to vortex formation. The Hopf topological term in the expression for action has also been calculated. The value of the coefficient of the Hopf invariant is identical to the quasiclassical result given in Ref. 6. Thus, skyrmions should behave like fermions. All this makes skyrmions very like the "composite" fermions introduced phenomenologically in Ref. 16.
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# Theoretical study of $\boldsymbol{\beta}$-decay of a negative tritium ion 
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A calculation of the probability of the main $\beta$-decay channel of a negative tritium ion is described as one of the processes that can affect the $\beta$-spectrum of a tritium source near the end point. The appropriate energy parameters have been calculated. This process should be taken into account in interpreting measured $\beta$-spectra near the end point in connection with determining the neutrino rest mass. © 1997 American Institute of Physics.
[S1063-7761(97)00111-X]

## 1. INTRODUCTION

The first theoretical studies of the effect of $\beta$-decay in a nucleus on the electron shell of an atom were undertaken by Migdal and Fainberg. ${ }^{1,2}$ Later restructuring of electron shells caused by $\beta$-decay was theoretically investigated by many authors (see, for example, the review in Ref. 3). In the case of $\beta$-decay of a nucleus within a molecule, the physical process is complicated since $\beta$-decay may generate both electron and vibration-rotation excitations, and even lead to dissociation of a molecule. Only $\beta$-decay of the simplest HT molecule was investigated in detail. ${ }^{4-7}$ The most accurate calculation was performed by Wolniewicz. ${ }^{7}$ The effect of tritium $\beta$-decay on excitation of electron shells of OHT, $\mathrm{NH}_{2} \mathrm{~T}$, and $\mathrm{CH}_{3} \mathrm{~T}$ molecules was studied by Ikuta et al. ${ }^{8}$

Restructuring of electron shells of molecules due to $\beta$ decay of one of their nuclei attracted researchers' attention in connection with the problem of determining the neutrino rest mass. This is because measurement of the $\beta$-spectrum shape near its high-energy edge is the most accurate technique for determination of the neutrino rest mass. Such experiments have been carried out using tritium sources because tritium has the lowest $\beta$-electron cut-off energy, $E_{\beta, \max }=18.6 \mathrm{keV}$, which provides the best energy resolution.

In the first publication by Hanna and Pontecorvo ${ }^{9}$ the upper limit on the neutrino mass was set at about 1 keV , which corresponded to the energy resolution of their technique. All further progress in experimental studies was connected with improvements in the resolution of measuring devices. A degree of success in this field was achieved by Bergkvist, ${ }^{10,11}$ who obtained an upper limit on the neutrino mass of about 55 eV at the $90 \%$ level of confidence using a magnetic $\beta$-spectrometer with a resolution of about 50 eV at the tritium $\beta$-spectrum edge. Bergkvist was the first to achieve an energy resolution comparable to the excitation energy of helium ions produced as a result of $\beta$-decay and indicated the importance of these excitations for the $\beta$ spectrum shape description and hence for estimates of the neutrino mass.

In 1980 a lower limit of the neutrino rest mass was determined for the first time by processing results of a set of experiments done at the Institute of Theoretical and Experimental Physics (ITEP). ${ }^{12,13}$ The doubly tritiated aminio acid $\left(\mathrm{C}_{5} \mathrm{H}_{11} \mathrm{NO}_{2}\right)$ was used as a source of $\beta$-electrons. Measure-
ments were performed on a unique iron-free spectrometer ${ }^{14}$ with an energy resolution of about 45 eV and a background intensity fifteen times as low as in Bergkvist's spectrometer. Since the excitation spectrum of the $\beta$-source was unknown, the authors suggested processing the data in two limiting cases:
(a) a spectrum with one final state, which is equivalent to the absence of excitations in the source; the estimated interval for the neutrino mass with $99 \%$ confidence is

```
14\leqslantm}\mp@subsup{m}{\nu}{*}\leqslant26 eV
```

(b) atomic tritium in Bergkvist's two-level approximation; ${ }^{10}$ the resulting mass interval is

$$
24 \leqslant m_{\nu} \leqslant 46 \mathrm{eV} .
$$

These results indicate that the neutrino mass obtained by processing the experimental data essentially depends on how the $\beta$-decay energy is redistributed among electron degrees of freedom of the $\beta$-source. Thus the issue of the effect of the source chemical structure on the $\beta$-spectrum was put on the agenda.

After the publications of the ITEP group, ${ }^{12,13}$ some authors ${ }^{15-18}$ attempted to take into account the effect of the $\beta$-decay energy lost to the electronic channel in neutrino mass measurements. In particular, Kaplan et al. ${ }^{18}$ consistently took account of the effect of the source molecular structure on the $\beta$-spectrum shape and calculated probabilities of excitations in different molecules containing a tritium nucleus. The multiplicity of $\beta$-decay channels and their effect on the reliability interval for the neutrino rest mass were discussed.

In the experiment performed by the INR RAS-INP KI (Institute for Nuclear Research, Russian Academy of Sciences, and Institute of Nuclear Physics at Kurchatov Institute) collaboration (Troitsk) in 1994 the $\beta$-spectrum of tritium was measured near the end point. ${ }^{19}$ The experimental facility was an integrating electrostatic spectrometer with adiabatic magnetic collimation and a gaseous tritium source of electrons. After processing the experimental data, they obtained

$$
m_{\nu}^{2}=-18 \pm 6(\mathrm{eV})^{2} .
$$

An investigation of the $\beta$-spectrum in the region $7-15 \mathrm{eV}$ below the end point indicated that the resulting negative

TABLE I. Probability of the main channel of $\beta$-decay of $\mathrm{T}^{-}$tritium ion and energy characteristics of decay reaction.

| Set of basis functions | $\mathrm{T}^{-}$ |  |  | He |  |  | $\Delta E, \mathrm{eV}$ | $W_{00}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $E_{\text {tot }}$, a.u. | $\varepsilon$, a.u. | $E_{\text {ion }}, \mathrm{eV}$ | $E_{\text {tot }}$, a.u. | $\varepsilon$, a.u. | $E_{\text {ion }}, \mathrm{eV}$ |  |  |
| 3-21G | -0.4004 | 0.0774 | -2.11 | -2.8357 | -0.9036 | 24.59 | 66.3 | 0.55 |
| $4 s / 2 s$ | -0.4481 | 0.0232 | -0.63 | -2.8552 | -0.9141 | 24.87 | 65.5 | 0.46 |
| $5 s / 3 s$ | -0.4868 | -0.0450 | 1.22 | -2.8599 | -0.9169 | 24.95 | 64.6 | 0.33 |
| $6 s / 4 s$ | -0.4876 | -0.0455 | 1.24 | -2.8611 | -0.9177 | 24.97 | 64.6 | 0.33 |
| Experimental data | - | - | 0.75 | - |  | 24.59 | 64.6 |  |

mass squared could be ascribed to a peak in the differential spectrum corresponding to a total decay probability of $6 \cdot 10^{-11}$. The upper limit for $m_{\nu}$ was set to 4.5 eV with a $95 \%$ level of confidence.

These experimental results attract attention to the nature of the peak in the tritium $\beta$-spectrum. One of noise sources distorting the $\beta$-spectrum shape can be negative tritium ions in the gas target. This paper reports on a calculation of the probability of the main $\beta$-decay channel of a negative tritium ion and its energy characteristics.

## 2. CALCULATIONS OF PROBABILITY OF $\beta$-DECAY OF A NEGATIVE TRITIUM ION AND ENERGY CHARACTERISTICS OF THE PROCESS

The $\beta$-decay of a negative tritium ion is described by the equation

$$
\begin{equation*}
\mathrm{T}^{-} \rightarrow{ }^{3} \mathrm{He}+e_{\beta}^{-}+\tilde{\nu}_{e}, \tag{1}
\end{equation*}
$$

in which a $\beta$-electron, antineutrino $\widetilde{\nu}_{e}$, and a helium atom ${ }^{3} \mathrm{He}$ are created. The helium atom can be created in various electronic states, i.e., Eq. (1) describes a mutlichannel process. Here we consider the case when the helium atom is in the ground state, i.e., the $0 \rightarrow 0$ channel of reaction (1).

In this calculation, one can assume with reasonable accuracy that the probability of obtaining the final ${ }^{3} \mathrm{He}$ atom in the ground state of its electron shell is described by the Migdal theory of sudden perturbations ${ }^{20}$ and equals

$$
\begin{equation*}
W_{00}=\left|\left\langle\Psi_{0}(\mathrm{He}) \mid \Psi_{0}\left(T^{-}\right)\right\rangle\right|^{2}, \tag{2}
\end{equation*}
$$

where $\Psi_{0}\left(T^{-}\right)$and $\Psi_{0}(\mathrm{He})$ are the wave functions of the $\mathrm{T}^{-}$ion and ${ }^{3} \mathrm{He}$ atom in their ground states, respectively.

It is well known that wave functions of systems with many electrons can be calculated only approximately. We have used the Hartree-Fock-Roothaan (HFR) method. ${ }^{21,22}$ Note that this method does not take account of electron correlation effects. In this connection, the most reliable results were obtained by Kaplan et al., ${ }^{18,23}$ who consistently took into account the effect of an electron correlation in some molecules containing a tritium atom. It was shown that, in the simplest case of the diatomic HT molecule, the probability of obtaining the electron shell of the $(\mathrm{HHe})^{+}$complex in the ground state after the tritium $\beta$-decay is overestimated within $7 \%$ if an electron correlation is neglected. The calculations reported in these papers indicated a small contribution from the electron correlation to the probability of pro-
ducing the final molecule in the ground electron state, thus justifying the application of the HFR method.

The probability of the $\mathrm{T}^{-}$ion $\beta$-decay via the main channel of reaction (1) in the HFR approximation is determined by the formula

$$
\begin{equation*}
W_{00}=\left|\left\langle\varphi_{1 s}^{\mathrm{T}^{-}}(\mathbf{r}) \mid \varphi_{1 s}^{\mathrm{He}}(\mathbf{r})\right\rangle\right|^{4}, \tag{3}
\end{equation*}
$$

where $\varphi_{1 s}^{T^{-}}(\mathbf{r})$ and $\varphi_{1 s}^{\mathrm{He}}(\mathbf{r})$ are $1 s$-orbitals of the $\mathrm{T}^{-}$ion and ${ }^{3} \mathrm{He}$ atom, respectively. We calculated the matrix element in Eq. (3) using various basis sets of Cartesian functions of Gaussian form. ${ }^{22}$ The exponents and contraction coefficients for $s$-functions of He and T atoms were taken from Refs. 24 and 25 . The exponents of diffuse $s$-functions for the $\mathrm{T}^{-}$ion were calculated by minimizing its total energy. The variational coefficients and energy characteristics of the $\mathrm{T}^{-}$ion and ${ }^{3} \mathrm{He}$ atom were computed using the MICROMOL code ${ }^{26}$ adapted to AT 386/486 personal computers. ${ }^{27}$

The energy characteristics under consideration are the following: $E_{\text {tot }}$ is the total energy of the ground state of the two-electron system, $\varepsilon$ is the orbital energy (Hartree-Fock one-electron energy), $E_{\text {ion }}$ is the ionization potential of the two-electron system, and $\Delta E$ is the chemical shift for the main channel of $\beta$-decay. The ionization potential was calculated using the Koopmans theorem, ${ }^{22}$ according to which $E_{\text {ion }}=-\varepsilon$. The chemical shift $\Delta E$ is determined by the expression

$$
\begin{equation*}
\Delta E=E_{0}\left(\mathrm{~T}^{-}\right)-E_{0}\left({ }^{3} \mathrm{He}\right), \tag{4}
\end{equation*}
$$

where $E_{0}\left(\mathrm{~T}^{-}\right)$is the total energy of the $\mathrm{T}^{-}$ion ground state and $E_{0}\left({ }^{3} \mathrm{He}\right)$ is the total energy of the ${ }^{3} \mathrm{He}$ ground state.

## 3. RESULTS AND DISCUSSION

We have calculated the probability of the main channel of process (1), in which a tritium ion undergoes $\beta$-decay, and the corresponding energy characteristics. The results of these calculations are summarized in Table I.

In calculations by the Roothaan method, we used various sets of basis functions. Our calculations indicate a tendency to obtain a lower probability of the process under investigation when the set of basis functions is enhanced and yield an asymptotic value $W_{00}=0.33$. As was noted above, the HFR method does not take into account the electron correlation, whose contribution to the probability is small. Therefore an improved value of this probability is not the main goal of our study. Table I indicates that the ionization potential of the
tritium ion tends to a positive value as the set of basis functions is enhanced, but it is slightly different from the experimental value due to the electron correlation neglected in our model. At the same time, the results for the more compact ${ }^{3} \mathrm{He}$ atom and for the chemical shift of reaction (1) are in fair agreement with experimental data.

It is noteworthy that the $0 \rightarrow 1$ channel, in which the ${ }^{3} \mathrm{He}$ atom is produced in the first excited state, is not essential for interpretation of the $\beta$-spectrum of the HT molecular source in the INR RAS-INP KI experiment, which can be justified as follows.

The chemical shift in the $0 \rightarrow 1$ channel equals

$$
\Delta E_{0 \rightarrow 1}=E_{0}\left(\mathrm{~T}^{-}\right)-E_{1}\left({ }^{3} \mathrm{He}\right)=44.0 \mathrm{eV} .
$$

Kaplan et al. ${ }^{23}$ obtained the following chemical shift for the process $\mathrm{HT} \rightarrow(\mathrm{HHe})^{+}:$

$$
\Delta E=E_{0}(\mathrm{HT})-E_{0}\left(\mathrm{HHe}^{+}\right)=49.1 \mathrm{eV}
$$

This means that the energies produced in these reactions are close and differ substantially from the chemical shift calculated by us for the main channel $0 \rightarrow 0$ :

$$
\Delta E=E_{0}\left(\mathrm{~T}^{-}\right)-E_{0}\left({ }^{3} \mathrm{He}\right)=64.6 \mathrm{eV}
$$

Thus, the calculations of probability reported in the paper indicate the necessity of taking into account the process under investigation in interpretation of $\beta$-spectrum curves near the end point in the experiment. ${ }^{19}$

## 4. CONCLUSIONS

In this paper we have discussed $\beta$-decay of a negative tritium ion $\mathrm{T}^{-}$and calculated the probability of creating the resulting He atom in the ground state. This process is of interest in connection with experiments currently being performed by the INR RAS-INP KI collaboration with a view to determining the neutrino rest mass through precise measurements of the high-energy region of the spectrum of $\beta$ electrons generated in decay of tritium in a gaseous source. The error in the limits on the neutrino mass obtained in such experiments is a few electronvolts. For this reason, all processes that can change the cut-off energy of $\beta$-electrons by a value of this order should be taken into account in processing the experimental data. One source of such errors can be negative tritium ions in the gas target. Specifically, when the tritium electron shell transitions to the ground state (GS) of a
positive helium ion, an energy of about 41 eV is emitted, whereas in a similar transition of a $\mathrm{T}^{-}$ion to the ground state of a He atom an energy of about 65 eV is released. Thus, the probability of the $\mathrm{T}^{-} \rightarrow \mathrm{He}(\mathrm{GS})$ transition in $\beta$-decay of a tritium nucleus is important for an estimate of a possible effect of negative tritium ions on measurements of the neutrino rest mass.
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${ }^{1}$ A. Migdal, J. Phys. (USSR) 4, 449 (1941).
${ }^{2}$ E. Fainberg, J. Phys. (USSR) 4, 423 (1941).
${ }^{3}$ I. S. Batkin and Yu. G. Smirnov, Element. Chast. Atom. Yadra 11, 1421 (1980).
${ }^{4}$ H. M. Schwartz, J. Chem. Phys. 23, 400 (1955).
${ }^{5}$ M. Cantwell, Phys. Rev. 101, 1747 (1956).
${ }^{6}$ M. Wolfsberg, J. Chem. Phys. 24, 24 (1956).
${ }^{7}$ L. Wolniewicz, J. Chem. Phys. 43, 1087 (1965).
${ }^{8}$ S. Ikuta, S. Iwata, and M. Imamura, J. Chem. Phys. 66, 4671 (1977).
${ }^{9}$ G. C. Hanna and B. Pontecorvo, Phys. Rev. 75, 933 (1949).
${ }^{10}$ K. E. Bergkvist, Nucl. Phys. B 39, 317 (1972).
${ }^{11}$ K. E. Bergkvist, Phys. Scr. 4, 23 (1971).
${ }^{12}$ V. S. Kozik, V. A. Lyubimov, E. G. Novikov et al., Yad. Fiz. 32, 301 (1980) [Sov. J. Nucl. Phys. 32, 154 (1980)].
${ }^{13}$ V. A. Lyubimov, E. G. Novikov, V. Z. Nozik et al., Zh. Éksp. Teor. Fiz. 81, 1158 (1981) [Sov. Phys. JETP 54, 616 (1981)].
${ }^{14}$ E. F. Tret'yakov, Izv. Akad. Nauk SSSR, Ser. Fiz. 39, 583 (1975).
${ }^{15}$ M. Fukugita and R. Kubodeva, Z. Phys. C 9, 365 (1981).
${ }^{16}$ J. Law, Phys. Lett. B 102, 371 (1981).
${ }^{17}$ C. Chengrui, H. Tschsin, and C. Shaolin, Preprint AS-ITP-81-22 (1981).
${ }^{18}$ I. G. Kaplan, V. N. Smutnyi, G. V. Smelov, Zh. Éksp. Teor. Fiz. 84, 833 (1983) [Sov. Phys. JETP 57, 483 (1983)].
${ }^{19}$ A. I. Belesev, A. I. Bleile, E. V. Geraskin et al., Preprint INR-862/94 (1994).
${ }^{20}$ A. B. Migdal, Qualitative Methods in Quantum Theory, Benjamin, Reading, MA (1977).
${ }^{21}$ M. Dewar, The Molecular Orbitals Theory in Organic Chemistry, McGraw Hill, New York (1972).
${ }^{22}$ S. Huzinaga, Method of Molecular Orbitals, Iwanami Shoten (1983).
${ }^{23}$ I. G. Kaplan, G. V. Smelov, and V. N. Smutnyi, Dokl. Akad. Nauk SSSR 279, 1110 (1984).
${ }^{24}$ S. Huzinaga, J. Chem. Phys. 42, 1293 (1965).
${ }^{25}$ T. H. Dunning Jr. and P. J. Hay, in Methods of Electronic Structure Theory, ed. by H. F. Schaefer III, Plenum Publishing Corporation, N. Y. (1977), Vol. 1, p. 1.
${ }^{26}$ S. M. Colwell, MICROMOL Tutor, Cambridge University (1987).
${ }^{27}$ L. P. Sukhanov and Sh. Sh. Nabiev, Zh. Fiz. Khim. 70, 848 (1996).

Translation provided by the Russian Editorial office.

# Quantum-electrodynamic processes in a strong nonclassical electromagnetic field 

O. B. Prepelitsa

Institute of Applied Physics, Academy of Sciences of Moldova, 277028 Kishinev, Moldova
(Submitted 9 January 1997)
Zh. Éksp. Teor. Fiz. 112, 1543-1556 (November 1997)
Quantum-electrodynamic processes that take place in the presence of a squeezed electromagnetic field are discussed. Integral formulas are derived that make it possible to express the probability of any process in a squeezed electromagnetic field in terms of the probability of the same process in a classical electromagnetic field. The main laws that govern processes of first order in the fine-structure constant as functions of the number of photons involved and the quantum fluctuations are examined. Tunneling formulas for the probability of a photon producing an electron-positron pair in a strong squeezed field are derived. Also, resonant electron-electron scattering is examined and the scattering cross section as a function of the statistical properties of the field (the way the field has been squeezed) is investigated. It is found that the quantum fluctuations of the squeezed electromagnetic field give rise to an increase in the scattering cross section, with the probability of the process in a phase-squeezed electromagnetic field always being higher than the probability of the process in an amplitudesqueezed electromagnetic field. © 1997 American Institute of Physics.
[S1063-7761(97)00211-4]

## 1. INTRODUCTION

For a long time the quantum electrodynamics of phenomena that occur in the presence of a strong electromagnetic field has been the object of intense theoretical study. ${ }^{1-18}$ These studies produced a number of interesting results. In particular, it was found that electron and photon states in the field of a wave cease to be stationary (if one allows for the electromagnetic-field vacuum). As result, processes of first order in the fine-structure constant $\alpha_{0}$ become possible, ${ }^{1-4}$ such as the emission of a photon by an electron and the creation by a photon and annihilation (followed by emission of radiation) of an electron-positron pair. Another important theoretical result is the possibility of resonant processes of higher order in $\alpha_{0}$, e.g., scattering of a photon by an electron, ${ }^{5}$ electron-electron scattering, ${ }^{6}$ and generation of harmonics when an electron is decelerated by a Coulomb center. ${ }^{8}$ The resonant behavior of the cross section is due to the emergence of the intermediate particle on the mass shell. In this case we are dealing with a chain of successively coupled processes that are first-order in $\alpha_{0}$.

Note that in all the above papers it is assumed that the external electromagnetic field is classical or coherent (which actually means classical if we ignore radiative corrections). It would be interesting to study quantum-electrodynamic processes in the presence of a nonclassical electromagnetic field, which is essentially quantum in nature and possesses nontrivial statistical properties.

This paper is a study of the effect of quantum fluctuations of the applied electromagnetic field on quantumelectrodynamic processes. For the external quantized electromagnetic field we take a squeezed electromagnetic field. The explanation of this choice lies in the unusual statistical properties of such a field, ${ }^{19}$ which are known to vary within broad limits: from bunching to antibunching of photons. This makes it possible to study how pair correlations of photons
belonging to the external electromagnetic field affect the cross sections of quantum mechanical reactions. What is important is that a squeezed electromagnetic field exhibits its nonclassical properties in its interaction with matter. This happens in the strong fields, ${ }^{20}$ which are usually needed in quantum-electrodynamic processes. If there is the possibility of building high-power sources of squeezed light (with a photon concentration of $10^{20} \mathrm{~cm}^{-3}$; see Ref. 21), it would seem interesting to study the effect of the photons of such light on processes studied by quantum electrodynamics.

Here is a possible definition of a squeezed state of an electromagnetic field: ${ }^{19}$

$$
\begin{equation*}
|s\rangle_{\mathbf{k}}=T_{\mathbf{k}}(\alpha) D_{\mathbf{k}}(\eta)|0\rangle_{\mathbf{k}} \tag{1}
\end{equation*}
$$

where $|0\rangle_{\mathbf{k}}$ is the vacuum state of mode $\mathbf{k}$,

$$
\begin{aligned}
& T_{\mathbf{k}}(\alpha)=\exp \left(\alpha a_{\mathbf{k}}^{\dagger}-\alpha^{*} a_{\mathbf{k}}\right), \\
& D_{\mathbf{k}}(\eta)=\exp \left[\frac{1}{2} \eta^{*}\left(a_{\mathbf{k}}\right)^{2}-\frac{1}{2} \eta\left(a_{\mathbf{k}}^{\dagger}\right)^{2}\right]
\end{aligned}
$$

are the translation and contracting operators, and

$$
\alpha=|\alpha| \exp \left(i \varphi_{\alpha}\right), \quad \eta=r \exp \left(i \varphi_{r}\right)
$$

are complex-valued parameters, with $0 \leqslant|\alpha|, r<\infty, 0 \leqslant \varphi_{\alpha}$, and $\varphi_{r}<2 \pi ; a_{\mathbf{k}}^{\dagger}$ and $a_{\mathbf{k}}$ are the electromagnetic field creation and annihilation operators, which satisfy the ordinary commutation relations for bosonic operators.

If we apply the translation and contracting operators to the electromagnetic field operator, the latter are transformed in the following manner: ${ }^{19}$

$$
\begin{align*}
T_{\mathbf{k}^{\prime}}^{\dagger}(\alpha) a_{\mathbf{k}}^{\dagger} T_{\mathbf{k}^{\prime}}(\alpha)= & a_{\mathbf{k}}^{\dagger}+\delta_{\mathbf{k k}^{\prime}} \alpha^{*}  \tag{2}\\
D_{\mathbf{k}^{\prime}}^{\dagger}(\eta) a_{\mathbf{k}}^{\dagger} D_{\mathbf{k}^{\prime}}(\eta)= & a_{\mathbf{k}}^{\dagger}\left[1+\delta_{\mathbf{k k ^ { \prime }}}(\cosh r-1)\right] \\
& -\delta_{\mathbf{k k}^{\prime}} a_{\mathbf{k}} \sinh r \exp \left(-i \varphi_{r}\right) \tag{3}
\end{align*}
$$

In this paper we will derive general formulas that will allow us to express the probability of any quantum-
b



FIG. 1.
electrodynamic process in the presence of a squeezed electromagnetic field in terms of the probability of the same process in a classical electromagnetic field. We use them to examine processes of first order in $\alpha_{0}$ in a squeezed electromagnetic field (Fig. 1a). The general properties of such processes are studied for the region where perturbation theory in the external field is applicable. We find that the dependence of the probability of a process on the statistical properties of the applied field begins to manifest itself when the number of photons involved in the process is greater than one. Here the probability of processes in a phase-squeezed electromagnetic field is higher than the probability of processes in an amplitude-squeezed electromagnetic field, which in turn is always higher than the probability of processes in a classical field. We study in detail the production of an electronpositron pair in the presence of a squeezed electromagnetic field of high intensity, i.e., when tunneling is the main mechanism. We also show that in this case the functional dependence of the probability of a process on the average intensity of the field in a squeezed electromagnetic field is quite different than it is in a classical field. Electron-electron scattering in the presence of a squeezed electromagnetic field is examined (Fig. 1b). In the nonresonance region, the electron-electron scattering cross section in a field is much smaller than when the colliding electrons are free. In the resonance region, the probability of scattering in an external field may exceed the probability of scattering without a field by several orders of magnitude. We study by numerical methods the dependence of the reaction cross section on the statistical properties (the way squeezing was achieved) of the squeezed electromagnetic field. A general feature here is that the probability of quantum-electrodynamic processes grows with the intensity of field strength fluctuations and with the intensity of the squeezed electromagnetic field.

## 2. PROBABILITY OF QUANTUM-ELECTRODYNAMIC PROCESSES IN THE PRESENCE OF A SQUEEZED ELECTROMAGNETIC FIELD

Let us examine the behavior of an electron interacting with a single-mode squeezed electromagnetic field. The field is assumed fixed, i.e., we ignore the effect produced by the photons re-emitted into an excited mode.

The external electromagnetic field is described by a potential of the form

$$
\begin{equation*}
A_{\mathrm{ext}}=\sqrt{\frac{1}{2 \omega_{\mathbf{k}}}}\left[e_{\lambda} a_{\mathbf{k}}^{\dagger} \exp (i k x)+e_{\lambda}^{*} a_{\mathbf{k}} \exp (-i k x)\right] \tag{4}
\end{equation*}
$$

where $\omega_{\mathbf{k}}$ and $e_{\lambda}$ are, respectively, the frequency and polarization of a photon with a wave vector $\mathbf{k}$. Here and in what follows we use a system of units with $c=\hbar=1$, a notation $x=(t, \mathbf{r}), k=\left(\omega_{\mathbf{k}}, \mathbf{k}\right)$, and define $a b=a_{0} b_{0}-\mathbf{a} \cdot \mathbf{b}$ as the scalar product of the four-vectors $a=\left(a_{0}, \mathbf{a}\right)$ and $b=\left(b_{0}, \mathbf{b}\right)$.

Note that formula (4) has been used to separate the mode $\mathbf{k}$, while the fact that at the time when the interaction of this mode with an electron was switched on the mode was precisely in the squeezed state (1) will be taken into account later, when we calculate the matrix elements of the evolution operator. What is important here is that the mode $\mathbf{k}$ is highly excited, so that it is convenient to go over to the Furry representation. This will make it possible to account for the interaction of the electron and the external field exactly, while the interaction of the electron and the other modes $\mathbf{k}^{\prime}$ ( $\mathbf{k}^{\prime} \neq \mathbf{k}$ ) will be taken into account perturbatively.

In the Furry representation the scattering matrix is

$$
\begin{align*}
& S=T \exp \left[-i \int d^{4} x j\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right) A(x)\right]  \tag{5}\\
& j\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)=e N\left(\bar{\psi}\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right) \gamma \psi\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)\right) \\
& \psi\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)=\sum_{\mathbf{p}}\left[b_{\mathbf{p}} \theta\left(\varepsilon_{\mathbf{p}}\right)+d_{\mathbf{p}}^{\dagger} \theta\left(-\varepsilon_{\mathbf{p}}\right)\right] \varphi_{\mathbf{p}}\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right) \\
& \begin{aligned}
A(x)=\sum_{\mathbf{k}^{\prime} \neq \mathbf{k}} \sqrt{\frac{1}{2 \omega_{\mathbf{k}^{\prime}}}}\left[e_{\lambda^{\prime}} a_{\mathbf{k}^{\prime}}^{\dagger} \exp \left(i k^{\prime} x\right)\right. \\
\left.\quad+e_{\lambda^{\prime}}^{*} a_{\mathbf{k}^{\prime}} \exp \left(-i k^{\prime} x\right)\right]
\end{aligned}
\end{align*}
$$

where $e$ is the electron charge, $\gamma$ stands for the Dirac matrices, $b_{\mathbf{p}}$ and $d_{\mathbf{p}}$ are the electron-positron field operators, which satisfy the anticommutation relations for fermion operators,

$$
\theta\left(\varepsilon_{\mathbf{p}}\right)= \begin{cases}1, & \varepsilon_{\mathbf{p}} \geqslant 0 \\ 0, & \varepsilon_{\mathbf{p}}<0\end{cases}
$$

is the Heaviside function, and $\varepsilon_{\mathbf{p}}=\left|\mathbf{p}_{0}\right|$ is the absolute value of the particle energy.

The function $\varphi_{\mathbf{p}}\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)$ is a solution of the Dirac equation with potential (4):

$$
\begin{equation*}
\left(i \gamma \frac{\partial}{\partial x}-e A_{\mathrm{ext}}-m\right) \varphi_{\mathbf{p}}\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)=0 \tag{7}
\end{equation*}
$$

(the function $\varphi_{\mathbf{p}}\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)$ is known explicitly, ${ }^{7}$ but we will not write it because it is extremely cumbersome).

Note that the sign of the normal ordering in (6) refers only to the operators of the electron-positron system and does not involve the electromagnetic field operators, which are present in $\varphi_{\mathbf{p}}\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)$.

Let us examine the amplitude of the transition from the initial state $|i\rangle$ of the photon and electron-positron system to the final state $|f\rangle$ :

$$
A_{f i}={ }_{\mathbf{k}}\langle l|\langle f| S|i\rangle|s\rangle_{\mathbf{k}}
$$

(the photon subsystem consists of all the modes $\mathbf{k}^{\prime} \neq \mathbf{k}$ ). Here we have allowed for the fact that initially the mode $\mathbf{k}$ was in the squeezed state $|s\rangle_{\mathbf{k}}$ (Eq. (1)), and then evolved into the state $|l\rangle_{\mathbf{k}}$. At this point we must mention the difference in
the concept of '"prescribed field'" for a classical electromagnetic field and for a quantized electromagnetic field. The function $\varphi_{\mathbf{p}}\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)$ is a solution of Eq. (7) (see Ref. 7), which has been considered separately from the corresponding Maxwell equation for the field, i.e., we have ignored the interaction with photons re-emitted by charged particles into the mode $\mathbf{k}$. In this sense the field of the mode $\mathbf{k}$ is fixed, but the quantum-statistical state of the mode $\mathbf{k}$ is not. Indeed, in the process of quantum transitions an electron draws energy (photons) from an excited mode, with the result that the quantum state of the mode changes. Hence, in the formula for the transition amplitude $A_{f i}$, the state $|l\rangle_{\mathbf{k}}$ is generally not identical to the state $|s\rangle_{\mathbf{k}}$.

Let us square the absolute value of the amplitude $A_{f i}$ and sum over all possible states $\left|l_{\mathbf{k}}\right\rangle$. Using the partition of unity

$$
\sum_{l}|l\rangle_{\mathbf{k k}}\langle l|=1,
$$

and Eqs. (5) and (6), we can write the transition probability as follows:

$$
\begin{align*}
& W_{\mathrm{sq}}={ }_{\mathbf{k}}\langle s| \hat{W}\left(a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)|s\rangle_{\mathbf{k}},  \tag{8}\\
& \hat{W}\left(a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)=\langle i| T \exp \left[i \int d^{4} x j\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right) A(x)\right]|f\rangle \\
& \times\langle f| T \exp \left[-i \int d^{4} x j\left(x, a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right) A(x)\right]|i\rangle . \tag{9}
\end{align*}
$$

Since $\hat{W}\left(a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)$, like any function of operators, is a symbolic notation for a power series, we can use the generating function

$$
\begin{equation*}
G\left(z, z^{*}\right)=\exp \left(z a_{\mathbf{k}}^{\dagger}\right) \exp \left(z^{*} a_{\mathbf{k}}\right) \tag{10}
\end{equation*}
$$

to write Eq. (9) in the form

$$
\hat{W}\left(a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)=\left.\hat{W}_{N}\left(\frac{\partial}{\partial z}, \frac{\partial}{\partial z^{*}}\right) G\left(z, z^{*}\right)\right|_{z=z^{*}=0}
$$

Here by $\hat{W}_{N}\left(\partial / \partial z, \partial / \partial z^{*}\right)$ we denote the normal image of the function $\hat{W}\left(a_{\mathbf{k}}^{\dagger}, a_{\mathbf{k}}\right)$, in which we have replaced $a_{\mathbf{k}}^{\dagger} \rightarrow \partial / \partial z$ and $a_{\mathbf{k}} \rightarrow \partial / \partial z^{*}$. (Here we do not discuss the problem of the convergence of series, e.g., the perturbation series in $\alpha_{0}$, and interpret series as formal quantities.)

Bearing in mind the last expression, we can write the probability (8) as

$$
\begin{equation*}
\hat{W}_{\mathrm{sq}}=\left.\hat{W}_{N}\left(\frac{\partial}{\partial z}, \frac{\partial}{\partial z^{*}}\right) G_{\mathrm{sq}}\left(z, z^{*}\right)\right|_{z=z^{*}=0} \tag{11}
\end{equation*}
$$

where $G_{\text {sq }}\left(z, z^{*}\right)=_{\mathbf{k}}\langle s| G\left(z, z^{*}\right)|s\rangle_{\mathbf{k}}$.
Thus, all the information about the dependence of the probability of the process on the quantum-statistical properties of the external electromagnetic field is contained in the average value of the generating function.

Using Eqs. (1)-(3) and performing simple transformations, we find the average value of the generating function:

$$
\begin{align*}
G_{\mathrm{sq}}\left(z, z^{*}\right)= & \exp \left(z \alpha^{*}+z^{*} \alpha\right) \exp \left\{-\frac{1}{2} \sinh ^{2} r\right. \\
& \left.\times\left[z \exp \left(-\frac{i \varphi_{r}}{2}\right)-z^{*} \exp \left(\frac{i \varphi_{r}}{2}\right)\right]^{2}\right\} . \tag{12}
\end{align*}
$$

Equation (12) was derived in the approximation $\bar{n} \gg 1$, where $\bar{n}$ is the average number of photons in the mode $\mathbf{k}$, and we also assume that $\sinh r \cosh r \approx \sinh ^{2} r$, which is true in two cases: when the external electromagnetic field is in a coherent state $(r=0)$, and when it is strongly squeezed ( $r \gg 1$ ).

We transform the above expression to a more convenient form. To this end we use the Poisson integral:

$$
\int_{-\infty}^{\infty} d \xi \exp \left(-a \xi^{2}+i b \xi\right)=\sqrt{\frac{\pi}{a}} \exp \left(-\frac{b^{2}}{4 a}\right)
$$

$\operatorname{Re} a>0$.
After performing obvious transformations, we arrive at the final expression for the generating function averaged over the state of the squeezed electromagnetic field:

$$
\begin{align*}
G_{\mathrm{sq}}\left(z, z^{*}\right)= & \frac{1}{\sqrt{2 \pi \sinh ^{2} r}} \int_{-\infty}^{\infty} d \xi \exp \left(-\frac{\xi^{2}}{2 \sinh ^{2} r}\right) \\
& \times \exp \left\{z \exp \left(-i \varphi_{\alpha}\right)[|\alpha|+i \xi\right. \\
& \left.\times \exp \left[i\left(\varphi_{\alpha}-\frac{\varphi_{r}}{2}\right)\right]\right]+z^{*} \exp \left(i \varphi_{\alpha}\right) \\
& \left.\times\left[|\alpha|-i \xi \exp \left[-i\left(\varphi_{\alpha}-\frac{\varphi_{r}}{2}\right)\right]\right]\right\} . \tag{13}
\end{align*}
$$

Note that Eq. (13) contains the phase parameters $\varphi_{\alpha}$ and $\varphi_{r}$, which determine the dependence of the function $G_{\mathrm{sq}}\left(z, z^{*}\right)$ on the way in which the applied electromagnetic field was squeezed and hence on the quantum-statistical properties of the field. ${ }^{19}$ Below we discuss the two most interesting cases: amplitude squeezing ( $2 \varphi_{\alpha}-\varphi_{r}=0$ ), and phase squeezing ( $2 \varphi_{\alpha}-\varphi_{r}=\pi$ ).

Returning to formula (11) and allowing for (13), we can write the probability of the process as

$$
\begin{align*}
W_{\mathrm{sq}}= & \frac{2}{\sqrt{2 \pi \sinh ^{2} r}} \int_{|\alpha|}^{\infty} \frac{d \xi \xi}{\sqrt{\xi^{2}-|\alpha|^{2}}} \\
& \times \exp \left(-\frac{\xi^{2}-|\alpha|^{2}}{2 \sinh ^{2} r}\right) W_{\mathrm{cl}}(\xi), \quad 2 \varphi_{\alpha}-\varphi_{r}=0 \\
W_{\mathrm{sq}}= & \frac{2}{\sqrt{2 \pi \sinh ^{2} r}} \frac{1}{2} \int_{-\infty}^{\infty} d \xi \\
& \times \exp \left(-\frac{(\xi-|\alpha|)^{2}}{2 \sinh ^{2} r}\right) W_{\mathrm{cl}}(|\xi|), \quad 2 \varphi_{\alpha}-\varphi_{r}=\pi \tag{14}
\end{align*}
$$

where

$$
G_{\mathrm{cl}}\left(z, z^{*}\right)=\exp \left(z \xi e^{-i \varphi}+z^{*} \xi e^{i \varphi}\right)
$$

$$
W_{\mathrm{cl}}(\xi)=\left.\hat{W}_{N}\left(\frac{\partial}{\partial z}, \frac{\partial}{\partial z^{*}}\right) G_{\mathrm{cl}}\left(z, z^{*}\right)\right|_{z=z^{*}=0}
$$

Note that the expression for $G_{\mathrm{cl}}\left(z, z^{*}\right)$ differs from the general formula (10) in that the operators $a_{\mathbf{k}}^{\dagger}$ and $a_{\mathbf{k}}$ are replaced by $c$-numbers $\xi$, which means that $G_{\mathrm{cl}}\left(z, z^{*}\right)$ is a generating function for the case of a classical electromagnetic field with an amplitude $\xi$ (here $\varphi$ is the initial phase of the classical electromagnetic field). Hence $W_{\mathrm{cl}}(\xi)$ is the corresponding probability of a transition in the presence of a classical electromagnetic field.

We have developed a general method for calculating the probability of any quantum-electrodynamic process in the presence of a squeezed electromagnetic field via the expression for the probability of the same process in a classical field. This makes it possible to divide the problem of calculating the cross section of a reaction in a squeezed electromagnetic field into two stages: the calculation of the cross section in a classical electromagnetic field, and the averaging of the result via (14).

The form of Eqs. (14) and the condition of their applicability, $\bar{n} \gg 1$, or more precisely $\bar{n}+1 \approx \bar{n}$, suggest that the derived expressions for the probability are, in a certain sense, of quasiclassical nature. Note that the quasiclassicality of (14) does not mean that we must completely ignore the quantum fluctuations of the squeezed electromagnetic field-if this were so, further research in this area would lose all meaning. Indeed, consider the relationship

$$
\Lambda_{n}={ }_{\mathbf{k}}\langle s|\left(a_{\mathbf{k}}^{\dagger}\right)^{2 n}\left(a_{\mathbf{k}}\right)^{2 n}|s\rangle_{\mathbf{k}}-_{\mathbf{k}}\langle s|\left(a_{\mathbf{k}}^{\dagger}\right)^{n}\left(a_{\mathbf{k}}\right)^{n}|s\rangle_{\mathbf{k}}^{2},
$$

which describes $n$-photon correlations in an electromagnetic field. We can show that the approximation $\bar{n}+1 \approx \bar{n}$ takes into account the quantum fluctuations resulting from correlations between photons of the squeezed electromagnetic field but, in the process, the contribution from correlations between the photons of the applied field and the zero-point vacuum oscillations in $\Lambda_{n}$ gets lost. Thus, the approximation is true at least in two cases: when the photons of the squeezed electromagnetic field are strongly correlated $(r \gg 1)$, and when the state (1) degenerates into a coherent state, whose quasiclassicality is well-known.

Note that expressions similar to (14) were obtained in Refs. 20 and 22, where the interaction of a hydrogenlike system and a strong squeezed electromagnetic field was investigated, and also in Ref. 23. Now it is clear that Eqs. (14) are of a general nature and reflect the objective quantumstatistical properties of a squeezed electromagnetic field. Note that they can be applied to a much broader class of problems than this paper examines. Clearly, the probability of transitions, initiated by a squeezed electromagnetic field, of a bound electron, an electron in an external magnetic field, etc., can be expressed in terms of the probabilities of transitions in a classical electromagnetic field, in accordance with Eqs. (14). To prove this statement we must include the terms that describe the corresponding interactions in the zerothapproximation Hamiltonian and repeat the line of reasoning that brought us to (14).

From (14) we can easily arrive at the limit $r=0$, i.e., when the external field can be assumed classical, and at the limit $\alpha=0$, when the electromagnetic field in in the squeezed vacuum state:

$$
\begin{align*}
W_{\mathrm{sq}, v}= & \frac{1}{\sqrt{2 \pi \sinh ^{2} r}} \int_{-\infty}^{\infty} d \xi \\
& \times \exp \left(-\frac{\xi^{2}}{2 \sinh ^{2} r}\right) W_{\mathrm{cl}}(|\xi|) \tag{15}
\end{align*}
$$

The results we arrived at in this section are of a general nature. Below we will use them to study specific quantumelectrodynamic processes that take place in a squeezed electromagnetic field, which for the sake of simplicity is assumed to be circularly polarized.

## 3. QUANTUM VACUUM EFFECTS IN AN EXTERNAL SQUEEZED ELECTROMAGNETIC FIELD

Below we examine processes of first order in the finestructure constant, represented by the diagram in Fig. 1a. Such process are known to be energetically forbidden (for free particles) and can occur only in the presence of an external field.

According to Ref. 4, the probabilities of quantumelectrodynamic processes in the field of a classical electromagnetic wave with a strength $\mathbf{E}_{c l}=\mathbf{E}_{0} \sin \left(\omega_{\mathbf{k}} t\right)$ depend on the invariant parameter

$$
\begin{equation*}
\chi_{\mathrm{cl}}^{2}=\frac{2 e^{2} \overline{\mathbf{E}_{\mathrm{cl}}^{2}}}{m^{2} \omega_{\mathbf{k}}^{2}} \tag{16}
\end{equation*}
$$

where $m$ is the electron rest mass, and the bar denotes an average over the period of the wave.

The region $\chi_{\mathrm{cl}} \ll 1$ corresponds to a weak electromagnetic field, for which perturbation theory is valid. In this case the probability of a process calculated per unit volume per unit time can be written as follows: ${ }^{4}$

$$
\begin{equation*}
w_{\mathrm{cl}}(n)=P(n) \chi_{\mathrm{cl}}^{2 n} . \tag{17}
\end{equation*}
$$

Here $n$ is the number of photon involved in the process, and $P(n)$ is a function of the momenta of the initial and final particles.

Using the correspondence principle, we can easily show that when the applied electromagnetic field is a squeezed field, the analog of the parameter (16) is the quantity

$$
\begin{equation*}
\chi_{\mathrm{sq}}^{2}=\frac{2 e^{2} \overline{{ }_{\mathbf{k}}\langle s| \mathbf{E}^{2}|s\rangle_{\mathbf{k}}}}{m^{2} \omega_{\mathbf{k}}^{2}}, \tag{18}
\end{equation*}
$$

where

$$
\mathbf{E}=i \sqrt{\frac{\omega_{\mathbf{k}}}{2}}\left[\mathbf{e}_{\lambda} a_{\mathbf{k}}^{\dagger} \exp (i k x)-\mathbf{e}_{\lambda}^{*} a_{\mathbf{k}} \exp (-i k x)\right]
$$

is the electromagnetic field operator.
Consider the case of a weak squeezed electromagnetic field, $\chi_{\mathrm{sq}} \ll 1$. Plugging (17) into (14) and (15) and performing elementary integration, we obtain

$$
\begin{gather*}
w_{\mathrm{sq}}(n)=\frac{w_{\mathrm{cl}}(n)}{(1+\mu)^{n}}\left\{\begin{array}{l}
\sum_{m=0}^{n} \frac{n!(2 m-1)!!}{m!(n-m)!} \mu^{m} \\
2 \varphi_{\alpha}-\varphi_{r}=0, \\
\sum_{m=0}^{n} \frac{(2 n)!(2 m-1)!!}{(2 m)!(2 n-2 m)!} \mu^{m} \\
2 \varphi_{\alpha}-\varphi_{r}=\pi
\end{array}\right.  \tag{19}\\
w_{\mathrm{sq}, v}(n)=(2 n-1)!!w_{\mathrm{cl}}(n)
\end{gather*}
$$

The parameter

$$
\begin{equation*}
\mu=\frac{\overline{\mathbf{k}^{\langle s| \mathbf{E}^{2}|s\rangle_{\mathbf{k}}}}-\overline{{ }_{\mathbf{k}}\langle s| \mathbf{E}|s\rangle_{\mathbf{k}}^{2}}}{\overline{{ }_{\mathbf{k}}\langle s| \mathbf{E}|s\rangle_{\mathbf{k}}^{2}}}=\frac{\sinh ^{2} r}{|\alpha|^{2}} \tag{20}
\end{equation*}
$$

describes the quantum fluctuations of the strength of the squeezed electromagnetic field and can be interpreted as the measure of the field's nonclassical behavior.

Equations (19) are the general expressions for the probability of various processes, described by the diagram in Fig. 1 a , in a weak squeezed electromagnetic field ( $\chi_{\mathrm{sq}} \ll 1$ ), where the processes involving the smallest possible number of quanta of the external electromagnetic field have the highest probability of occurring. Note that the condition $\chi_{\mathrm{sq}} \ll 1$ corresponds to a real experimental situation, since it encompasses the intensity of all optical-frequency fields.

Equations (19) imply that the probabilities of processes involving a single quantum of the external electromagnetic field are the same for classical and squeezed electromagnetic fields: $w_{\mathrm{sq}}(1)=w_{\mathrm{sq}, v}(1)=w_{\mathrm{cl}}(1)$. Differences emerge when the process involves more than one photon, $n>1$, with the probabilities being nonlinear functions of the strength of the applied field. For instance, the probability of a transition with $n>1$ becomes highest when the field is the squeezedvacuum state. Equations (19) also imply that the dependence on the way in which the field was squeezed (amplitudesqueezed or phase-squeezed) manifests itself most vividly when the fluctuations in the strength of the applied electromagnetic field are of the same order as the average strength value, $\mu \approx 1 / 2$. Here the probability of a process in a phasesqueezed electromagnetic field $\left(2 \varphi_{\alpha}-\varphi_{r}=\pi\right)$ is always higher than in an amplitude-squeezed field $\left(2 \varphi_{\alpha}-\varphi_{r}=0\right)$. This is a reflection of the well-known fact that the probabilities of multiphoton processes strongly depend on the statistical properties of the applied electromagnetic field. In particular, more heavily bunched light (phase-squeezed) is absorbed more strongly than less heavily bunched light (amplitude-squeezed), a fact that results in an increase in the probability of the process in the presence of the corresponding type of electromagnetic field.

So far we have studied the general laws governing processes of first order in $\alpha_{0}$. Let us now investigate in greater detail the process of electron-positron pair production initiated by a gamma quantum in the presence of a squeezed electromagnetic field. Pair production requires an energy of order $2 m$. Hence there exists a threshold in the number of photons absorbed from the applied electromagnetic field:

$$
n_{\min }=\frac{m^{2}\left(1+\chi^{2}\right)}{k k^{\prime}},
$$

where $\chi$ is determined by Eq. (16) or (18), depending on the type of applied field, and $k$ and $k^{\prime}$ are, respectively, the wave four-vector of the photon of the external field and the incident gamma quantum. Pair formation is possible only if $n \geqslant n_{\text {min }}$. For an electromagnetic field in the optical range the parameter $n_{\text {min }}$ proves to be very large within a broad energy range of the incident quantum, with the result that pair production is accompanied by absorption of an extremely large number of photons from the wave. Let us assume that the squeezed electromagnetic field is strong, so that $\chi_{\mathrm{sq}} \kappa_{\mathrm{sq}} \gtrsim 1$ and $\kappa_{\mathrm{sq}} \ll 1$, where $\kappa_{\mathrm{sq}}=\left(k k^{\prime} / \mathrm{m}^{2}\right) \chi_{\mathrm{sq}}$. For our calculations we use the formula for the differential probability of pair production in a classical electromagnetic field: ${ }^{4}$

$$
\begin{align*}
& w_{\mathrm{cl}}^{\gamma \rightarrow \mathrm{e}^{-} \mathrm{e}^{+}}=Z\left(k_{0}^{\prime}\right) \kappa_{\mathrm{cl}} \exp \left(-\frac{8}{3 \kappa_{\mathrm{cl}}}\right), \\
& \kappa_{\mathrm{cl}} \ll 1, \quad \chi_{\mathrm{cl}}^{2} \kappa_{\mathrm{cl}} \gtrless 1, \quad \kappa_{\mathrm{cl}}=\frac{k k^{\prime}}{m^{2}} \chi_{\mathrm{cl}} . \tag{21}
\end{align*}
$$

We substitute (21) in (14). Bearing in mind (20), we obtain

$$
\begin{aligned}
w_{\mathrm{sq}}^{\gamma \rightarrow \mathrm{e}^{-} \mathrm{e}^{+}=} & Z\left(k_{0}^{\prime}\right) \sqrt{\frac{1+\mu}{2 \pi \mu \kappa_{\mathrm{sq}}^{2}}} \int_{-\infty}^{\infty} d z \sqrt{z^{2}+\frac{\kappa_{\mathrm{sq}}^{2}}{1+\mu}} \\
& \times \exp \left[-\frac{(1+\mu) z^{2}}{2 \mu \kappa_{\mathrm{sq}}^{2}}-\frac{8}{3 \sqrt{z^{2}+\kappa_{\mathrm{sq}}^{2} /(1+\mu)}}\right] \\
2 \varphi_{\alpha}-\varphi_{r}= & 0, \\
w_{\mathrm{sq}}^{\gamma \rightarrow \mathrm{e}^{-} \mathrm{e}^{+}=} & Z\left(k_{0}^{\prime}\right) \sqrt{\frac{1+\mu}{2 \pi \mu \kappa_{\mathrm{sq}}^{2}}} \int_{-\infty}^{\infty} d z|z| \\
& \times \exp \left[-\frac{1+\mu}{2 \mu \kappa_{\mathrm{sq}}^{2}}\left(z-\frac{\kappa_{\mathrm{sq}}}{\sqrt{1+\mu}}\right)^{2}-\frac{8}{3|z|}\right] \\
2 \varphi_{\alpha}-\varphi_{r}= & \pi .
\end{aligned}
$$

If we allow for the fact that $\kappa_{\text {sq }} \ll 1$, we can use the Laplace method ${ }^{24}$ to calculate the integrals. Establishing the points of maxima of the expressions in the square brackets and performing elementary transformations, we find the asymptotic expressions for the probability of photon pair production in the presence of a squeezed electromagnetic field:

$$
\begin{aligned}
w_{\mathrm{sq}}^{\gamma \rightarrow \mathrm{e}^{-} \mathrm{e}^{+}}= & Z\left(k_{0}^{\prime}\right) \frac{\kappa_{\mathrm{sq}}}{\sqrt{1+\mu}}\left(1+\frac{4}{3} \frac{\mu \sqrt{1+\mu}}{\kappa_{\mathrm{sq}}}\right) \\
& \times \exp \left(-\frac{8}{3} \frac{1+\mu}{\kappa_{\mathrm{sq}}}\right), \\
2 \varphi_{\alpha}-\varphi_{r}= & 0 \\
w_{\mathrm{sq}}^{\gamma \rightarrow \mathrm{e}^{-} \mathrm{e}^{+}}= & Z\left(k_{0}^{\prime}\right) \kappa_{\mathrm{sq}}\left(1+\frac{16 \mu}{\kappa_{\mathrm{sq}}}\right)
\end{aligned}
$$



FIG. 2. Differential probability of a photon producing an electron-positron pair in the presence of a phase-squeezed (curve 1), amplitude-squeezed (curve 2), and classical (curve 3) electromagnetic field; $\kappa=\kappa_{\mathrm{sq}}$ or $\kappa_{\mathrm{cl}}$ depending on type of field, and $\mu=3 / 2$.

$$
\times \exp \left[-\frac{8}{3 \kappa_{\mathrm{sq}}}\left(1+\frac{4 \mu}{\kappa_{\mathrm{sq}}}\right)\right],
$$

$$
\begin{equation*}
2 \varphi_{\alpha}-\varphi_{r}=\pi \tag{22}
\end{equation*}
$$

if $\kappa_{\mathrm{sq}} \gg(8 / 3) \mu \sqrt{1+\mu}$, and

$$
\begin{align*}
& w_{\mathrm{sq}}^{\gamma \rightarrow \mathrm{e}^{-} \mathrm{e}^{+}}= \frac{4}{3} Z\left(k_{0}^{\prime}\right)\left[\frac{\mu \kappa_{\mathrm{sq}}^{2}}{3(1+\mu)}\right]^{1 / 3}\left\{1+\frac{1}{8}\left[\frac{9 \kappa_{\mathrm{sq}}^{2}}{\mu^{2}(1+\mu)}\right]^{1 / 3}\right\} \\
& \times \exp \left[-\frac{1}{2 \mu}-6\left(\frac{1+\mu}{9 \mu \kappa_{\mathrm{sq}}^{2}}\right)^{1 / 3}\right], \\
& 2 \varphi_{\alpha}-\varphi_{r}=0, \\
& w_{\mathrm{sq}}^{\gamma \rightarrow \mathrm{e}^{-} \mathrm{e}^{+}}= \frac{4}{3} Z\left(k_{0}^{\prime}\right)\left[\frac{\mu \kappa_{\mathrm{sq}}^{2}}{3(1+\mu)}\right]^{1 / 3}\left\{1+\frac{1}{4}\left[\frac{\kappa_{\mathrm{sq}}^{2}}{81 \mu^{2}(1+\mu)}\right]^{1 / 3}\right\} \\
& \times \exp \left\{-6\left(\frac{1+\mu}{9 \mu \kappa_{\mathrm{sq}}^{2}}\right)^{1 / 3}\left[1-\left(\frac{\kappa_{\mathrm{sq}}}{9 \mu \sqrt{1+\mu}}\right)^{1 / 2}\right]\right\}, \\
& \text { if } \kappa_{\mathrm{sq}} \ll(8 / 3) \mu \sqrt{1+\mu .} \tag{23}
\end{align*}
$$

These expressions (and Eq. (21)) describe electronpositron pair production due to the tunneling effect. Equations (22) are true for a weak squeezed field, which differs little from a coherent (classical) electromagnetic field. Accordingly, the expressions (22) constitute a correction to (21). Equations (23) are true for a strongly squeezed field. Here, obviously, the probability of a process has a quite different dependence on the average intensity of the applied field than in the case of a classical field (Eq. (21)), which is a consequence of the fact that the squeezed electromagnetic field is nonclassical.

Equations (23) lead to the limit $\alpha \rightarrow 0(\mu \rightarrow \infty)$, i.e., to the case where the electromagnetic field is in a squeezedvacuum state:

$$
w_{\mathrm{sq}, v}^{\gamma \rightarrow \mathrm{e}^{-} \mathrm{e}^{+}}=\frac{4}{3} Z\left(k_{0}^{\prime}\right)\left(\frac{\kappa_{\mathrm{sq}}^{2}}{3}\right)^{1 / 3} \exp \left[-6\left(\frac{1}{9 \kappa_{\mathrm{sq}}^{2}}\right)^{1 / 3}\right]
$$

An analysis of (22) and (23) shows that as the intensity of the squeezed electromagnetic field increases, the dependence of the probability of a process on the way the field was squeezed becomes stronger (Fig. 2), and so does the depen-
dence on the quantum fluctuations of the applied field. Here, if we compare (21), (22), and (23), we see that an increase in the fluctuations of the external electromagnetic field is accompanied by an increase in the probability of the process. In other words, pair correlations between photons, which are responsible for fluctuations in the intensity of the squeezed electromagnetic field, facilitate electron-positron pair production.

## 4. ELECTRON-ELECTRON SCATTERING IN THE PRESENCE OF A SQUEEZED ELECTROMAGNETIC FIELD

To manifest processes that are first-order in the finestructure constant, the electromagnetic field must be extremely strong. Hence, from the viewpoint of the possibility of experimental verification, the most interesting processes are those of higher orders in $\alpha_{0}$, which in certain condition are of a resonant nature. ${ }^{5,6,8-13}$

According to (14), the differential cross section of electron-electron scattering in a squeezed electromagnetic field can be written as

$$
\begin{align*}
\frac{d \sigma_{\mathrm{sq}}(n)}{d \Omega}= & \sqrt{\frac{2(1+\mu)}{\pi \mu \chi_{\mathrm{sq}}^{2}}} \int_{\chi_{\mathrm{sq}} / \sqrt{1+\mu}}^{\infty} \frac{d z z}{\sqrt{z^{2}-\chi_{\mathrm{sq}}^{2} /(1+\mu)}} \\
& \times \exp \left[-\frac{1+\mu}{2 \mu \chi_{\mathrm{sq}}^{2}}\left(z^{2}-\frac{\chi_{\mathrm{sq}}^{2}}{1+\mu}\right)\right] \frac{d \sigma_{\mathrm{cl}}(n)}{d \Omega} \\
2 \varphi_{\alpha}-\varphi_{r}= & 0  \tag{24}\\
\frac{d \sigma_{\mathrm{sq}}(n)}{d \Omega}= & \sqrt{\frac{1+\mu}{2 \pi \mu \chi_{\mathrm{sq}}^{2}}} \int_{-\infty}^{\infty} d z \exp \left[-\frac{1+\mu}{2 \mu \chi_{\mathrm{sq}}^{2}}\right. \\
& \left.\times\left(z-\frac{\chi_{\mathrm{sq}}}{\sqrt{1+\mu}}\right)^{2}\right] \frac{d \sigma_{\mathrm{cl}}(n)}{d \Omega} \\
2 \varphi_{\alpha}-\varphi_{r}= & \pi \tag{25}
\end{align*}
$$

We limit ourselves to the nonrelativistic approximation $|\mathbf{p}| / m \ll 1$ and $\chi_{\mathrm{sq}} \ll 1$. Then, using the results of Refs. 6, 11, and 13, we can express $d \sigma_{\mathrm{cl}}(n) / d \Omega$ as follows:

$$
\begin{align*}
\begin{aligned}
& \frac{d \sigma_{\mathrm{cl}}(n)}{d \Omega}=\left(\frac{4 e^{2}}{m\left|\mathbf{n}_{f i}\right| v^{2}}\right)^{2}\left[\left|M_{\theta}(n)\right|^{2}+\left|M_{\theta-\pi}(n)\right|^{2}\right. \\
&\left.-\operatorname{Re}\left(M_{\theta}(n) M_{\theta-\pi}(n)\right)\right] \\
& M_{\theta}(n)= \frac{\mathbf{p}^{2}}{\omega_{\mathbf{k}}^{2}} \sum_{s=-\infty}^{\infty} \frac{J_{s}\left(A_{1} z\right) J_{n-s}\left(A_{2} z\right)}{(2 s-n-b)^{2}+a^{2}}, \\
& A_{1}=A+B, \quad A_{2}=A-B, \quad A=-\frac{|\mathbf{p}|}{\omega_{\mathbf{k}}}\left|\mathbf{n}_{f i}\right| \sin \vartheta, \\
& B= \frac{|\mathbf{p}| v}{\omega_{\mathbf{k}}}\left(\mathbf{n}_{i}\left(\mathbf{n}_{i} \cdot \mathbf{n}_{\mathrm{ext}}\right)-\mathbf{n}_{f}\left(\mathbf{n}_{f} \cdot \mathbf{n}_{\mathrm{ext}}\right)\right)_{\perp} \\
& b= \frac{|\mathbf{p}|}{\omega_{\mathbf{k}}}\left|\mathbf{n}_{f i}\right| \cos \vartheta, \\
& a^{2}= \frac{\mathbf{p}^{2}}{\omega_{\mathbf{k}}^{2}}\left|\mathbf{n}_{f i}\right|^{2} \sin { }^{2} \vartheta+4 i \frac{|\mathbf{p}| \Gamma}{\omega_{\mathbf{k}}^{2}}\left|\mathbf{n}_{f i}\right| \cos \vartheta
\end{aligned}
\end{align*}
$$

where $\mathbf{p}$ is the particle momentum prior to scattering in the center-of-mass system, $v=|\mathbf{p}| / m, \mathbf{n}_{f i}=\mathbf{n}_{f}-\mathbf{n}_{i}$, with $\mathbf{n}_{i}$ and $\mathbf{n}_{f}$ the unit vectors pointing in the direction of particle motion in the center-of-mass system before and after scattering, $\mathbf{n}_{\mathrm{ext}}=\mathbf{k} /|\mathbf{k}|$, and $\theta$ is the angle between $\mathbf{n}_{f}$ and $\mathbf{n}_{i}$, $\Gamma=\left(e^{2} \omega^{2} / 6\right) \chi_{\mathrm{sq}}^{2}$ is the width of electron states in the field (the probability of electron emission per unit time), and the subscript $\perp$ indicates the projection of the respective vector on the polarization plane of the applied electromagnetic field. Using the integral representation of the Bessel functions, ${ }^{25}$ we transform $M_{\theta}(n)$ into

$$
\begin{align*}
M_{\theta}(n)= & \frac{\mathbf{p}^{2}}{4 \pi^{2} a \omega_{\mathbf{k}}^{2}} \int_{-\pi}^{\pi} d \varphi \int_{0}^{\infty} d t \exp \left[i A_{1} z \sin (\varphi+2 t)\right. \\
& \left.+i A_{2} z \sin \varphi+i n(\varphi+t)-i b t-a t\right]+ \text { c.c. } \tag{28}
\end{align*}
$$

If we now allow for (24), (25), and (28), we can easily see that in weak fields, for which $A_{1,2} \chi_{\mathrm{sq}} \ll 1$, the scattering cross sections in squeezed and classical electromagnetic fields are related through formulas similar to (19). In the general case the expressions (24), (25), and (28) can be studied only numerically (see below).

Let us examine the nonresonant case $\operatorname{Re} a \gg 1\left(A_{1,2} \approx A\right.$ and $\boldsymbol{\vartheta} \neq 0, \pi)$. Approximate integration of Eq. (28) yields

$$
M_{\theta}^{\mathrm{nonres}}(n) \approx \frac{J_{n}(2 A z)}{\left|\mathbf{n}_{f i}\right|^{2}} .
$$

Since $\left|J_{n}(x)\right| \leqslant 1$, we can show that in the nonresonant scattering region at a fixed $n$ the cross section is always smaller than the cross section of free-electron scattering, both in a classical electromagnetic field and in a quantized electromagnetic field. Bearing in mind that there exists a certain analogy between multilevel optical systems and the energy spectrum of an electron in a field, ${ }^{4}$ we can assume that the effect is of the same origin as in atomic systems, in which a strong electromagnetic field is capable of completely suppressing processes occurring in the presence of such a field (absorption of probing radiation, ${ }^{26}$ spontaneous decay of an excited level, ${ }^{27}$ and the like).

We now turn to the case of resonant scattering. Formula (27) shows that resonance occurs when $\vartheta=0, \pi$ and the difference $n-b$ is an even number. Here $\left|A_{1,2}\right| \approx B$ and the expression for $M_{\theta}(n)$ becomes

$$
M_{\theta}^{\mathrm{res}}(n)=\frac{|\mathbf{p}|}{2 i \Gamma\left|\mathbf{n}_{f i}\right|} J_{(n+b) / 2}(B z) J_{(n-b) / 2}(-B z)
$$

Note that, the conditions for resonance that are met for a given scattering angle $\theta$ are not met for the angle $\theta-\pi$ (except for particular spatial arrangements of the vectors $\mathbf{n}_{i}$, $\mathbf{n}_{\text {ext }}$, and $\left.\mathbf{n}_{f}\right)$. Hence $\left|M_{\theta}^{\mathrm{res}}(n)\right| \gg\left|M_{\theta-\pi}(n)\right|$, and the contribution of the exchange interaction to (26) can be ignored. Thus, nonrelativistic electrons in the resonance region are scattered as spinless particles. A numerical analysis of (24) and (25) shows that the differential scattering cross section near a resonance exceeds by many orders of magnitude the differential scattering cross section of free electrons (here we do not consider forward scattering, $\theta=0$, where there is a singularity due to the properties of the Coulomb potential). There is a common feature of scattering in the nonresonant


FIG. 3. Ratio of the differential electron-electron scattering cross sections in squeezed and classical electromagnetic field. Curve 1 refers to the nonresonant scattering region and to the case where the squeezed field is in the squeezed-vacuum state, $n=0, \vartheta=45^{\circ}, \theta=30^{\circ}$, and $x=2 A \chi$. Curve 2 refers to the resonant scattering region and the case of an amplitude-squeezed electromagnetic field, $n=1, b=1, \mu=1$, and $x=B \chi$.
and resonant regions (Fig. 3): the probability of the process in a strongly fluctuating electromagnetic field is always higher than the probability in a coherent field.

In conclusion several remarks are in order. The approximation of quasistationary states (with width $\Gamma$ ) adopted in this section is equivalent to the idea that the interaction of an electron an the external electromagnetic field is switched on adiabatically. This leads to the requirement $\tau \gtrdot 1 / \Gamma$, where $\tau$ is the switch-on to switch-off time of the pulse, or the time that the electron spends in the field of the wave. Moreover, $\Gamma$ imposes the following restriction on the spectral width, $\Delta \omega_{\mathbf{k}}$, of the source of the squeezed electromagnetic field: $\Gamma \gg \Delta \omega_{\mathbf{k}}$. Otherwise, in conditions of the present problem, we cannot assume that the external electromagnetic is singlemode.
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This paper discusses the distinctive features of radiation of electromagnetic waves with anomalously large values of the wave vector and small phase velocity that exist near narrow absorption lines. The distribution of radiated energy with respect to angle and frequency is calculated for Cerenkov radiation and bremsstrahlung of the slow waves. It is shown that the angular distribution of the slow-wave bremsstrahlung exhibits a characteristic maximum in the direction perpendicular to the plane of motion of the particles. © 1997 American Institute of Physics. [S1063-7761(97)00311-9]

## 1. INTRODUCTION

It is well known that in many physical situations the effects of spatial dispersion lead only to small quantitative corrections; however, near a narrow absorption line spatial dispersion can give rise to large changes and even alter the physical picture qualitatively. ${ }^{1}$ Addition of terms with powers of the wave vector to the dielectric permittivity increases the order of the dispersion equation, leading to the appearance of new roots of this equation. Far from the absorption line these roots lie outside the region of applicability of the theory and are fictitious. However, near the absorption additional roots can appear that have real physical meaning, i.e., new auxiliary waves appear. ${ }^{2,3}$ In particular, experimental study of the reflection of light from crystals of CdS and ZnTe confirms that the dielectric permittivity near the exciton absorption line has the form ${ }^{4-8}$

$$
\begin{equation*}
\varepsilon(\omega, \mathbf{k})=\varepsilon_{0}+\frac{4 \pi \alpha_{0} \omega_{0}^{2}}{\omega_{0}^{2}-\omega^{2}+\left(h k^{2} \omega_{0} / M\right)-2 i \Gamma \omega} \tag{1}
\end{equation*}
$$

where $M$ is the exciton mass and $\Gamma$ is the line width. It is not difficult to see that the real part of this dielectric permittivity reaches its largest value when $\omega$ and $k$ satisfy the relation

$$
\begin{equation*}
\left|\omega_{0}^{2}-\omega^{2}+\left(h k^{2} \omega_{0} / M\right)\right| \sim \Gamma \omega \tag{2}
\end{equation*}
$$

which allows values of $k$ that are large compared to $\omega / c$ but small compared to an inverse interatomic distance. In the frequency range where the dielectric permittivity has the form Eq. (1), the dispersion equation for small absorption can be written in the form

$$
\begin{align*}
& (c k / \omega)^{4}+G(c k / \omega)^{2}+F=0, \\
& F=4 \pi \alpha_{0}\left(M c^{2} / h \omega_{0}\right)\left(\omega_{0} / \omega\right)^{2}-\varepsilon_{0}\left[\left(\omega_{0} / \omega\right)^{2}-1\right] \\
& G=\left(M c^{2} / h \omega_{0}\right)\left[\left(\omega_{0} / \omega\right)^{2}-1\right]-\varepsilon_{0} \tag{3}
\end{align*}
$$

The existence of a second solution to the dispersion equation implied by Eq. (3), i.e., the existence of auxiliary waves, is also confirmed by experiment. Thus, whereas the measurements of the reflection of light from CdS cannot be explained even qualitatively if it is assumed that the dispersion equation has only one solution, by postulating that aux-
iliary waves exist it becomes possible to obtain a complete quantitative explanation for the experimental data. ${ }^{4-8}$ It is convenient to transform Eq. (3) to the form

$$
\begin{equation*}
\left\{(c k / \omega)^{2}-K_{1}^{2}\right\}\left\{(c k / \omega)^{2}-K_{2}^{2}\right\}=0, \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1,2}^{2}=(1 / 2)\left\{-G+(-)\left[G^{2}+4 F\right]^{1 / 2}\right\} . \tag{5}
\end{equation*}
$$

It follows from Eq. (5) that large values of the wave vector are possible when $G$ and $F$ are large, i.e., when the inequalities

$$
\begin{equation*}
M c^{2}\left|\left(\omega_{0} / \omega\right)^{2}-1\right| \geqslant h \omega, \quad M c^{2} 4 \pi \alpha_{0}\left(\omega_{0} / \omega\right)^{2} \geqslant h \omega_{0} \tag{6}
\end{equation*}
$$

are satisfied.
In many materials the exciton mass is comparable in order of magnitude to the mass of an electron ${ }^{4-8}$; therefore, $M c^{2} \sim 10^{5} \mathrm{eV}$, and for $\hbar \omega_{0}$ of order of a few eV these inequalities can be satisfied. This implies that electromagnetic waves can really exist whose wave vector $k$ is large compared to $\omega / c$ but small compared to inverse interatomic distances. Such waves have low phase velocity, but phenomenological macroscopic electrodynamics remains a useful way to describe them. Thus, for example, for $\mathrm{CdS},{ }^{7}$ with $\omega_{0}=2.55 \mathrm{eV}, 4 \pi \alpha_{0}=10^{-2}, \Gamma=2 \cdot 10^{-4} \mathrm{eV}, \varepsilon_{0}=8$, and $M=0.9 m$ (here $m$ is the mass of a free electron), $c k / \omega \gg 1$ over a rather narrow frequency range (for frequencies $\omega \sim 1.01 \omega_{0}$ the ratio $c k / \omega \sim 15$ ).

## 2. SLOW ELECTROMAGNETIC WAVES NEAR AN ABSORPTION LINE

Let us consider electromagnetic waves in the frequency range near a narrow absorption line where the dielectric permittivity can be written in the form Eq. (1) and dispersion equations (3), (4) are valid. In the region of interest to us, i.e., large $c k / \omega$, the pole term is large and the constant term can be dropped, and because $\omega-\omega_{0} \gg \Gamma$ we can neglect the imaginary part of $\varepsilon(\omega, k)$. Then in this frequency range the Maxwell equations connect the Fourier transforms of the magnetic field $\mathbf{H}(\mathbf{q}, \omega)$ and current density $\mathbf{j}(\mathbf{q}, \omega)$ by the relation $\left(Q_{1(2)}=(\omega / c) K_{1(2)}\right)$

$$
\begin{align*}
& \left(q^{2}-Q_{1}^{2}\right)\left(q^{2}-Q_{2}^{2}\right) \mathbf{H}(\mathbf{q}, \omega) \\
& \quad=(4 \pi i / c)\left(g+q^{2}\right)(\mathbf{q} \times \mathbf{j}(\mathbf{q}, \omega)) \tag{7}
\end{align*}
$$

where $g=2 M\left(\omega-\omega_{0}\right) / h$. From Eq. (7) it is not difficult to obtain

$$
\begin{align*}
& \mathbf{H}(\mathbf{q}, \omega)=\mathbf{H}_{1}(\mathbf{q}, \omega)+\mathbf{H}_{2}(\mathbf{q}, \omega) \\
& \mathbf{H}_{1(2)}(\mathbf{q}, \omega)=\frac{(4 \pi i / c)\left(g+q^{2}\right)(\mathbf{q} \times \mathbf{j}(\mathbf{q}, \omega))}{\left\{Q_{1(2)}^{2}-Q_{2(1)}^{2}\right\}\left(q^{2}-Q_{1(2)}^{2}+i 0\right)} . \tag{8}
\end{align*}
$$

If $Q_{1}$ is a real quantity and $Q_{2}$ is complex, then at large distances $\mathbf{H}_{2}$ disappears and we need only consider $\mathbf{H}_{1}$. In this case the dependence of the field on coordinates at large distances has the form

$$
\begin{align*}
& \mathbf{H}_{1}(\mathbf{r}, \omega) \\
& \quad=\frac{(4 \pi i / c)}{\left\{Q_{1}^{2}-Q_{2}^{2}\right\}} \int d^{3} q \frac{\left(g+q^{2}\right)(\mathbf{q} \times \mathbf{j}(\mathbf{q}, \omega)) \exp (i \mathbf{q} \cdot \mathbf{r})}{\left(q^{2}-Q_{1}^{2}+i 0\right)} . \tag{9}
\end{align*}
$$

Using the well-known relation

$$
\begin{align*}
& \int \quad d^{3} p \Phi(\mathbf{p}) \exp (i \mathbf{p} \cdot \mathbf{r})\left(p^{2}-k^{2}+i 0\right)^{-1} \\
& \quad=\left(2 \pi^{2} / r\right) \Phi(k \mathbf{r} / r) \exp (i k r) \tag{10}
\end{align*}
$$

which is correct for $k r \gtrdot>1$ to within small corrections of order $1 / k r$, it is not difficult to obtain an expression for the field at large distances when $Q_{1} r \gtrdot>1$ :
$\mathbf{H}(\mathbf{r}, \omega)=(2 \pi)^{3}(i / c r)$

$$
\begin{equation*}
\times \exp (i k r)(\mathbf{k} \times \mathbf{j}(\mathbf{k}, \omega))\left(g+k^{2}\right) /\left(Q_{2}^{2}-Q_{1}^{2}\right)^{-1} \tag{11}
\end{equation*}
$$

where $\mathbf{k}=Q_{1}(\mathbf{r} / r)=Q_{1} \mathbf{n}$.

## 3. RADIATION OF SLOW ELECTROMAGNETIC WAVES

Using Eq. (11) it is not difficult to obtain the following relation for the distribution of radiated energy with respect to angle and frequency at large distances from the source:

$$
\begin{align*}
& d^{2} E(\mathbf{n}, \omega) / d \omega d \Omega \\
& \quad=(2 \pi)^{6}(\varepsilon(k, \omega))^{-1 / 2}|(\mathbf{k} \times \mathbf{j}(\mathbf{k}, \omega))|^{2} Y(k, \omega) / c \tag{12}
\end{align*}
$$

in which $Y(k, \omega)$ contains all the deviations from the usual expression caused by inclusion of spatial dispersion:

$$
\begin{equation*}
Y(k, \omega)=\left(g+k^{2}\right)^{2} /\left(g^{2}+4 f\right), \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
f=2 \pi \alpha_{0} \omega_{0}(M / h)(\omega / c)^{2} \tag{14}
\end{equation*}
$$

The reason why an additional solution for the field appears when spatial dispersion is included can ultimately be traced to the presence of this factor. If the equation of motion of a charged particle $\mathbf{r}=\mathbf{R}_{0}(t)$ is known, then the angular and frequency distribution of the energy it radiates can be written in the form $(\mathbf{V}=d \mathbf{R} / d t)$

$$
\begin{align*}
d^{2} E / d \omega d \Omega= & \left(e^{2} \omega^{2} / 4 \pi^{2} c^{3}\right) \varepsilon^{1 / 2}(k, \omega) \\
& \times \iint d T d t[\mathbf{n} \cdot \mathbf{V}(T+t / 2)] \\
& \times[\mathbf{n} \cdot \mathbf{V}(T-t / 2)] \exp \{i \omega t-i \mathbf{k} \cdot \mathbf{b}(T, t)\} \tag{15}
\end{align*}
$$

where $\mathbf{b}(T, t)=\mathbf{R}(T+t / 2)-\mathbf{R}(T-t / 2)$. It follows from Eq. (13) that the factor $Y(k, \omega)$ does not depend on the angles. Then the angular integration can be carried out in the usual way, which leads to a spectrum of the radiation that can be written in the form

$$
\begin{align*}
d E / d \omega= & \left(e^{2} \omega^{2} / \pi c^{3}\right) \varepsilon^{1 / 2}(k, \omega) Y(k, \omega) \iint d T d t \\
& \times\left\{c^{2}-\mathbf{V}(T+t / 2) \cdot \mathbf{V}(T-t / 2) \varepsilon(\omega, k)\right\} \\
& \times(1 / k|b(T, t)|)\{\sin [\omega t-k|b(T, t)|] \\
& -\sin [\omega t+k|b(T, t)|]\} . \tag{16}
\end{align*}
$$

## 4. ČERENKOV RADIATION OF SLOW WAVES

Let us consider Čerenkov radiation of slow waves by a charge $e$ moving uniformly with velocity $\mathbf{v}$ in a material. Substituting the law of motion in the form $\mathbf{R}=\mathbf{v} t$ into Eq. (15) gives the distribution of radiated energy with respect to angle and frequency:

$$
\begin{align*}
d^{2} E / d \omega d \Omega= & T\left(e^{2} \omega^{2} / 2 \pi c^{3}\right) \varepsilon^{1 / 2}(k, \omega)(\mathbf{n} \times \mathbf{v})^{2} Y(k, \omega) \\
& \times \delta(\omega-\mathbf{k} \cdot \mathbf{v}), \tag{17}
\end{align*}
$$

where $T$ is the total time of flight. The delta function entering into Eq. (17) rigorously connects the angle of emission of the radiation $\theta$ with its frequency and the velocity of the particle through the relation

$$
\begin{equation*}
2 c^{2}=v^{2} \cos ^{2} \theta\left\{\left[G^{2}+4 F\right]^{1 / 2}-G\right\} \tag{18}
\end{equation*}
$$

Energy and momentum conservation permit the existence of this radiation only if the velocity of a particle is larger than a threshold value $v_{0}$ determined by the equation

$$
\begin{equation*}
v_{0}^{2}=2 c^{2} /\left\{\left[G^{2}+4 F\right]^{1 / 2}-G\right\} \tag{19}
\end{equation*}
$$

## 5. RADIATION OF SLOW WAVES BY A CHARGE MOVING IN ARBITRARY FASHION WITH VELOCITY BELOW THE THRESHOLD FOR ČERENKOV RADIATION

Radiation of slow waves by a particle moving in an arbitrary fashion at velocity $v<v_{0}$ can be treated as ordinary radiation in a medium, with the sole difference that the additional factor $Y(k, \omega)$ appears. An interesting case is when the velocity $v \gtrdot v_{0}-v>0$. Here the situation is analogous to radiation of ultrarelativistic particles in vacuum. The length of that segment of the particle's path from which radiated waves arrive at the detector with phases that are close in value (i.e., the generation length of the radiation or the coherence length) is in this case much larger than the wavelength of the wave field, and the distinctive features that arise in the process of radiating slow waves here are analogous to well-known features of the radiation of ordinary waves by ultrarelativistic particles. ${ }^{9-12}$ This allows us to simulate the
radiation of ordinary waves at high energies by using radiation of slow waves by nonrelativistic particles. For example, if the coherence length, i.e., the length of particle path along which radiation is generated, is much larger than the scattering amplitude of the particle by an atom of the material, then we can use the approximation that the particle velocity changes suddenly during the collision. In the case of radiation of ordinary waves whose frequency is not too high, this approximation is applicable for ultrarelativistic particles, while for radiation of slow waves this approximation can also be used for nonrelativistic particles. The law of motion of a particle in this approximation has the form

$$
\mathbf{r}(t)=\mathbf{v} t, \quad t<0, \quad \mathbf{r}(t)=\mathbf{u} t, \quad t>0
$$

and substituting this into Eq. (15) yields
$d^{2} E / d \omega d \Omega$

$$
\begin{align*}
= & \left(e^{2} \omega^{2} / 4 \pi^{2} c^{3}\right) \varepsilon^{1 / 2}(k, \omega) Y(k, \omega) \mid(\mathbf{n} \times \mathbf{v}) /(\omega-\mathbf{k} \cdot \mathbf{v}) \\
& -(\mathbf{n} \times \mathbf{u}) /\left.(\omega-\mathbf{k} \cdot \mathbf{u})\right|^{2} . \tag{20}
\end{align*}
$$

## 6. RADIATION OF SLOW WAVES DURING THE COLLISION OF A RELATIVISTIC CHARGE PARTICLE WITH AN ATOM

For a relativistic particle, Čerenkov radiation of slow waves always takes place; however, when the particle collides with an atom its velocity changes, so that bremsstrahlung appears as well. Taking into account that the approximation of a sudden change in the velocity is valid in this case as well, and substituting the corresponding law of motion of the particle into Eq. (15), we can find the distribution of radiated energy in the form

$$
\begin{align*}
& d^{2} E / d \omega d \Omega=\left(d^{2} E / d \omega d \Omega\right)_{C h}+\left(d^{2} E / d \omega d \Omega\right)_{b r},  \tag{21}\\
&\left(d^{2} E / d \omega d \Omega\right)_{C h}=(T / 2)\left(e^{2} \omega^{2} / 2 \pi c^{3}\right) \varepsilon^{1 / 2}(k, \omega) Y(k, \omega) \\
& \times\left\{(\mathbf{n} \times \mathbf{v})^{2} \delta(\omega-\mathbf{k} \cdot \mathbf{v})\right. \\
&\left.+(\mathbf{n} \times \mathbf{u})^{2} \delta(\omega-\mathbf{k} \cdot \mathbf{u})\right\},  \tag{22}\\
&\left(d^{2} E / d \omega d \Omega\right)_{b r}=\left(e^{2} \omega^{2} / 4 \pi^{2} c^{3}\right) \varepsilon^{1 / 2}(k, \omega) Y(k, \omega) \\
& \times\left\{\frac{(\mathbf{n} \times \mathbf{v})(\omega-\mathbf{k} \cdot \mathbf{v})}{\left(\omega-\mathbf{k}^{\prime} \cdot \mathbf{v}\right)^{2}+\left(\mathbf{k}^{\prime \prime} \cdot \mathbf{v}\right)^{2}}\right. \\
&\left.-\frac{(\mathbf{n} \times \mathbf{u})(\omega-\mathbf{k} \cdot \mathbf{u})}{\left(\omega-\mathbf{k}^{\prime} \cdot \mathbf{u}\right)^{2}+\left(\mathbf{k}^{\prime \prime} \cdot \mathbf{u}\right)^{2}}\right\} . \tag{23}
\end{align*}
$$

Here $T$ is the total observation time, and $\mathbf{k}=\mathbf{k}^{\prime}+i \mathbf{k}^{\prime \prime}$; absorption in the medium is assumed to be small, and is taken into account only when necessary for integration. Comparing Eqs. (22) and (17), it is not difficult to verify that Eq. (22) consists of the sum of the energy of the Čerenkov radiation emitted by the particle before and after the sudden change in its velocity. The energy radiated as a result of the velocity change of the particle is determined by Eq. (23). An important difference, which is connected with the existence of Cerenkov radiation, is the fact that $\omega-\mathbf{k} \cdot \mathbf{v}$ and $\omega-\mathbf{k} \cdot \mathbf{u}$ can have any values. In particular, in those regions of frequency and angle where these quantities have opposite signs, the difference of the two fractions in Eq. (23) is replaced by their
sum, so that the contribution of these regions of frequency and angle to the total energy radiated is considerably increased.

Let us discuss under what conditions it is possible for this increase in the intensity of the radiation to occur. Let the $z$ axis of a spherical system of coordinates be directed along $\mathbf{v}$, the direction of the vector $\mathbf{k}$ be given by angles $\theta$ and $\phi$, and the angle $\phi$ be measured from the plane of the vectors $\mathbf{v}$ and $\mathbf{u}$. Then

$$
\begin{aligned}
& \mathbf{k} \cdot \mathbf{v}=k v \cos \theta \\
& \mathbf{k} \cdot \mathbf{u}=k u\{\sin \alpha \sin \theta \cos \phi+\cos \alpha \cos \theta\}
\end{aligned}
$$

where $\alpha$ is the angle between $\mathbf{v}$ and $\mathbf{u}$, so that $\mathbf{u} \cdot \mathbf{v}=u v \cos \alpha$. The range of angles in which the increase in intensity takes place is determined by the inequalities

$$
\begin{align*}
& \cos \theta<\omega / k v \\
& \cos \alpha \cos \theta+\sin \alpha \sin \theta \cos \phi>\omega / k v \tag{24}
\end{align*}
$$

or
$\cos \theta>\omega / k v$,
$\cos \alpha \cos \theta+\sin \alpha \sin \theta \cos \phi<\omega / k v$.
Then the characteristic maximum in the angular distribution of slow waves lies near the direction perpendicular to the plane of the vectors $\mathbf{v}$ and $\mathbf{u}$, i.e., near the normal to the plane of motion of the particle. Let us consider as a qualitative example radiation in the direction for which $\cos \phi=0$. Then the increase in intensity occurs in that range of angles determined by the inequalities

$$
\begin{equation*}
\cos \theta>\omega / k v>\cos \alpha \cos \theta \tag{26}
\end{equation*}
$$

Because the characteristic angles of deviation are small during the collision of a relativistic particle with an atom, we have $\alpha \ll 1$ and the increase in intensity of the radiation takes place in a rather narrow region of angles, while the contribution of this region to the spectrum of the radiation is small. The radiated energy in the angular region Eq. (26) takes the form

$$
\begin{align*}
& \left(d^{2} E / d \omega d \Omega\right)_{b r} \\
& \quad=\left(e^{2} \omega^{2} / 4 \pi^{2} c^{3}\right) \varepsilon^{1 / 2}(k, \omega) Y(k, \omega) v^{2} \alpha^{2}(\omega-k v)^{2} \tag{27}
\end{align*}
$$

## 7. DISCUSSION OF RESULTS

The distinctive features of the radiation of waves with anomalously small phase velocity demonstrated above can be of interest in connection with the possibility of simulating radiation by ultrarelativistic particles in vacuum using the radiation of slow waves by nonrelativistic particles in a medium. In addition, this constitutes a new type of electromagnetic interaction in matter. Anomalously slow electromagnetic waves can exist not only near narrow absorption lines in an isotropic medium with spatial dispersion but also in noncubic crystals for frequencies close to zeroes of the principal values of the dielectric permittivity tensor ${ }^{13}$ within rather narrow ranges of frequency and directions of propaga-
tion. In the latter case, the radiation of slow waves turns out to be a more complicated process due to the narrowness of the region in which they exist.

In discussing anomalous slow waves we must also keep in mind that their short wavelengths make them more sensitive to the presence of small nonuniformities in the medium. This sensitivity is manifested in an enhancement of scattering and hence an increase in the extinction coefficient. This somewhat limits the applicability of the ordinary approximation of a uniform medium to these waves, i.e., as macroscopic disturbances.
${ }^{1}$ L. D. Landau and E. M Lifshitz, Electrodynamics of Continuous Media, 2nd Engl. ed. (Pergamon Press, Oxford (1984).
${ }^{2}$ S. I. Pekar, Zh. Éksp. Teor. Fiz. 33, 1022 (1957) [Sov. Phys. JETP 6, 785 (1958)].
${ }^{3}$ V. L. Ginzburg, Zh. Éksp. Teor. Fiz. 34, 1593 (1958) [Sov. Phys. JETP 7, 1096 (1958)].
${ }^{4}$ J. J. Hopfield and D. G. Thomas, Phys. Rev. 132, 563 (1963).
${ }^{5}$ I. V. Makarenko, I. N. Uraltsev, and V. A. Kiselev, Phys. Stat. Solidi 98, 773 (1980).
${ }^{6}$ L. E. Solov'ev and A. B. Babinskiŭ, JETP Lett. 23, 263 (1976).
${ }^{7}$ S. I. Pekar and M. I. Strashnikova, Zh. Éksp. Teor. Fiz. 68, 2047 (1975) [Sov. Phys. JETP 41, 1024 (1975)].
${ }^{8}$ S. I. Pekar, Crystal Optics and Auxiliary Light Waves [in Russian], Naukova Dumka, Kiev (1982).
${ }^{9}$ M. L. Ter-Mikaelyan, The Influence of a Medium on Electrodynamic Processes at High Energies [in Russian], Armenian Acad. Sci. Publ., Yerevan (1969).
${ }^{10}$ V. N. Vaĭner V. M. Katkov, and V. S. Fadin, Radiation by Nonrelativistic Electrons [in Russian], Atomizdat, Moscow (1973).
${ }^{11}$ G. M. Garibyan and Yam Shi, X-Ray Transition Radiation [in Russian], Armenian Acad. Sci. Publ., Yerevan (1983).
${ }^{12}$ A. I. Akhiezer and N. F. Shul'ga, High-Energy Electrodynamics in Matter [in Russian], Nauka, Moscow (1993).
${ }^{13}$ M. I. Ryazanov, Zh. Éksp. Teor. Fiz. 103, 1840 (1993) [JETP 76, 910 (1993)].

Translated by Frank J. Crowne

# Spectral properties of backward stimulated scattering in liquid carbon disulfide 

Guang S. He, Yiping Cui, and Paras N. Prasad

Photonics Research Laboratory, State University of New York at Buffalo, Buffalo, New York 14260-3000, USA
(Submitted 13 March 1997)
Zh. Éksp. Teor. Fiz. 112, 1563-1573 (November 1997)
The spectral structure of backward stimulated scattering from a 10 cm -long $\mathrm{CS}_{2}$-liquid cell is investigated by using $Q$-switched 10 -ns and $532-\mathrm{nm}$ laser pulses with different spectral linewidths. Under a narrow spectral line $\left(\sim 0.1 \mathrm{~cm}^{-1}\right)$ pump condition, very strong sharp lines near the pump wavelength $\left(\lambda_{0}\right)$ position and the first-order stimulated Raman scattering ( $\lambda_{s 1}$ ) position can be observed. However, under a wide line ( $\approx 1 \mathrm{~cm}^{-1}$ ) pump condition, only a strong and superbroadening spectral band can be observed mainly in the red-shift side of the pump wavelength. The different spectral features under these two conditions can be explained by a competition between stimulated Brillouin, Raman, and Rayleigh-Kerr scattering. Under both pump conditions, the broadening spectral distributions are not consistent with the predictions given by stimulated Rayleigh-wing scattering theories, but can be interpreted well utilizing the theoretical model of stimulated Rayleigh-Kerr scattering. © 1997 American Institute of Physics. [S1063-7761(97)00411-3]

## I. INTRODUCTION

Early observations of spectral broadening (up to $\sim 15 \mathrm{~cm}^{-1}$ ) of the backward stimulated scattering from a Kerr liquid cell were reported in the mid-1960s and interpreted phenomenologically as stimulated Rayleigh-wing scattering (SRWS). ${ }^{1-3}$ According to SRWS theories, ${ }^{1-4}$ the normalized exponential gain profile is given by

$$
\begin{equation*}
g_{\text {SRWS }}\left(\Delta \nu=\nu_{0}-\nu\right) \propto\left|E_{0}\right|^{2}(2 \pi \Delta \nu \tau) /\left[1+(2 \pi \Delta \nu \tau)^{2}\right] \tag{1}
\end{equation*}
$$

where $\nu_{0}$ and $\nu$ are the frequency of the pump line and the frequency of SRWS respectively; $\tau$ is the molecular reorientational relaxation time of a given Kerr liquid comprised of anisotropic molecules, and $E_{0}$ is the amplitude of a monochromatic incident optical electric field. For the same optical intensity level (in units of $\mathrm{W} / \mathrm{cm}^{2}$ ), a smaller spectral linewidth will yield a greater $E_{0}$ value and a higher gain value. According to Eq. (1) one can find that there will be attenuation on the anti-Stokes side of the pump line, and gain on the Stokes side, respectively. In particular, the location of the gain maximum on the Stokes side will be determined by

$$
\begin{equation*}
\Delta \nu_{\max }=1 / 2 \pi \tau . \tag{2}
\end{equation*}
$$

For $\mathrm{CS}_{2}$ the measured value of $\tau$ is about $1.5-2 \mathrm{ps}$, so that the value of $\Delta \nu_{\max }$ should be $\sim 3 \mathrm{~cm}^{-1}$. During the early SRWS studies, it was difficult to accomplish a reliable quantitative comparison between experimental measurements and theoretical predictions due to the influence from strong stimulated Brillouin scattering, poor spectral resolution, and the overexposure effect of the photographic films or plates employed. ${ }^{1,2}$

Since the mid-1980s, superbroadening ( $>400 \mathrm{~cm}^{-1}$ ) forward stimulated scattering from a Kerr-liquid-filled hollow fiber system has been reported and systematically investigated. ${ }^{5-10}$ The main features of this kind of spectral broadening behavior can not be simply interpreted by either SRWS theories, ${ }^{1,3,11}$ stimulated thermal Rayleigh
scattering, ${ }^{12,13}$ or self/cross-phase modulation mechanisms. ${ }^{14}$ However, they can be explained well based on the theoretical model of stimulated Rayleigh-Kerr scattering (SRKS). ${ }^{5-9}$ According to this model a much broader gain curve on the Stokes side of the pump line should be observed, and can be expressed as ${ }^{5,6}$

$$
\begin{equation*}
g(\Delta \nu \geqslant 0)=\lambda_{0}^{2} N \sigma(\Delta \nu) I_{0} /\left[4 \pi h \nu_{0}\left(\delta \nu_{0}\right)\right] . \tag{3}
\end{equation*}
$$

Here $\lambda_{0}$ is the pump wavelength, $N$ is the molecular density of the scattering medium, $I_{0}$ is the pump intensity, $h$ is Planck's constant, and $\delta \nu_{0}=1 / 2 \pi \tau$ is the spectral linewidth of the elementary Rayleigh-Kerr scattering process. Finally, the scattering cross section $\sigma(\Delta \nu)$ is given by

$$
\begin{equation*}
\sigma(\Delta \nu)=(2 \pi / c)^{4} \nu_{0}^{4}\left(\alpha_{\|}^{2}-\alpha_{\perp}^{2}\right) \cos ^{2}[f(\Delta \nu)] \tag{4}
\end{equation*}
$$

where $c$ is the speed of light, $\alpha_{\|}$and $\alpha_{\perp}$ are the maximum and minimum molecular polarizabilities of a given Kerr liquid, and $f(\Delta \nu)$ is an increasing function of $\Delta \nu$ which can be experimentally determined for a given scattering medium. A trial function such as

$$
\begin{equation*}
f(\Delta \nu)=(a \Delta \nu)^{b} \tag{5}
\end{equation*}
$$

can be used to fit the experimental data of the forward stimulated scattering spectra from a $\mathrm{CS}_{2}$-liquid-filled fiber system. Here, $\Delta \nu$ is in units of $\mathrm{cm}^{-1}$, and $f(\Delta \nu)$ is in units of angular degrees. The best fitting parameters for $\mathrm{CS}_{2}$ liquid were $a=7.5 \cdot 10^{9}$ and $b=0.148 .{ }^{5}$

It is different from the SRWS theory that on the antiStokes side of the pump line, an observable spectral broadening is also predicted by the SRKS theory. In this case, the gain curve on the anti-Stokes side of the pump wavelength can be expressed as ${ }^{5,6}$

$$
\begin{equation*}
g(\Delta \nu \leqslant 0)=g(0)\left[1 /(2 \pi \tau)^{2}\right] /\left[(\Delta \nu)^{2}+1 /(2 \pi \tau)^{2}\right] \tag{6}
\end{equation*}
$$

where $g(0)$ is the maximum stimulated scattering gain value at $\Delta \nu=0$, and $\tau$ is still the molecular reorientational relaxation time. The experimental results for forward superbroad-


FIG. 1. The experimental setup for spectral measurements of forward and backward stimulated scattering from a 10 cm -long $\mathrm{CS}_{2}$-liquid cell.
ening stimulated scattering from a $\mathrm{CS}_{2}$ liquid-filled hollowfiber system were basically in agreement with the above theoretical description. ${ }^{5-10}$ In these cases, however, someone might not be entirely convinced by thinking that the intensity of the transmitted pump beam is so high, that the possible small-red-shifted SRWS may be covered by the transmitted pump signal, and, also, a cascade effect may take place for a long hollow-fiber sample. For these reasons, it seems necessary to pursue a thorough study of the spectral properties of backward stimulated scattering in a shorter $\mathrm{CS}_{2}$-liquid cell, in which case the intense pump beam background and the spatial cascade effect can be eliminated.

## 2. EXPERIMENTAL SETUP

In this work, we report the spectral-broadening measurements of backward stimulated scattering from a 10 cm -long $\mathrm{CS}_{2}$-liquid cell pumped with either a narrow ( $\sim 0.1 \mathrm{~cm}^{-1}$ ) $532-\mathrm{nm}$ laser line or a wide $\left(\sim 1 \mathrm{~cm}^{-1}\right) 532-\mathrm{nm}$ laser line. The experimental setup is schematically shown in Fig. 1. The pump source was a frequency-doubled and $Q$-switched Nd:YAG laser with a $\sim 10 \mathrm{~ns}$ pulsewidth, $\sim 1$-mrad beam divergence, $\sim 3-\mathrm{mm}$ beam size, and $10-\mathrm{Hz}$ repetition rate. The spectral width of the output laser pulses was $\sim 1 \mathrm{~cm}^{-1}$ when a Pockels cell was used as a $Q$-switching element. When a BDN dye-doped acetate sheet was employed as the $Q$-switching element, the output spectral linewidth was $\sim 0.1 \mathrm{~cm}^{-1}$, measured by a Fabry-Perot etalon. Exchanging the $Q$-switching element did not cause any considerable change of the output pulse duration and profile. ${ }^{7}$

The incident $532-\mathrm{nm}$ pump laser beam was focused through a $f_{1}=30 \mathrm{~cm}$ lens into a 10 cm -long quartz liquid cell filled with $\mathrm{CS}_{2}$. The liquid sample was specially purified, i.e., glass-distilled twice and then filtered through a $0.2 \mu \mathrm{~m}$ filter. Therefore, linear absorption due to residual impurities in the liquid and possible stimulated thermal scattering can be neglected. A special feature of the setup shown in Fig. 1 is that the forward beam and the backward beam from the $\mathrm{CS}_{2}$ liquid-cell can be measured simultaneously by a spectrographic device. The spectral distributions of the backward
and forward stimulated emission from the liquid-cell sample could be measured by three different systems: (i) a low-spectral-resolution $\left(\sim 9 \mathrm{~cm}^{-1}\right)$ system consisting of a single grating ( 1800 lines $/ \mathrm{mm}$ ), a $f_{3}=60 \mathrm{~cm}$ focusing lens, and an ordinary camera; (ii) a medium-resolution $\left(-1.8 \mathrm{~cm}^{-1}\right)$ system consisting of a grating spectrograph (Triplemate from SPEX) in conjunction with a vidicon-OMA (optical multichannel analyzer) III device (from EG\&G Princeton Applied Research); and (iii) a high-resolution ( $\sim 0.48 \mathrm{~cm}^{-1}$ ) system consisting of a double-monochromator (Jobin-Yvon) in conjunction with the same vidicon-OMA III device.

The temporal profiles of the pump laser pulse and the backward stimulated scattering pulse can be easily measured using a $350-\mathrm{MHz}$ oscilloscope (Tektronix 2467 with C1001 video camera). ${ }^{7}$ At pump intensity levels $150-400 \mathrm{MW} / \mathrm{cm}^{2}$, the pulse width of backward stimulated scattering from the $10-\mathrm{cm}$ long $\mathrm{CS}_{2}$-liquid-filled cell measured $4-6 \mathrm{~ns}$.

## 3. RESULTS AND DISCUSSION

Typical spectral photographs of backward stimulated scattering from the 10 cm -long $\mathrm{CS}_{2}$-liquid-filled cell are shown in Fig. 2 by using the spectral measurement system (i) with a spectral resolution of $\sim 9 \mathrm{~cm}^{-1}$ at a pump intensity $I_{0} \approx 150 \mathrm{MW} / \mathrm{cm}^{2}$. The photograph shown in Fig. 2a is obtained using the wide ( $\sim 1 \mathrm{~cm}^{-1}$ ) pump line, which shows a smoothly decreasing and superbroadening spectrum mainly on the Stokes side of the pump wavelength and is obviously broader than the previously reported SRWS by more than one order of magnitude. ${ }^{1,2}$

In contrast, the photograph shown in Fig. 2b is obtained using a narrow ( $\sim 0.1 \mathrm{~cm}^{-1}$ ) pump line, and exhibits two strong sharp spectral lines accompanied by a much weaker broadening component. In Fig. 2b the first sharp line was nearly located at the pump line $\left(\lambda_{0}\right)$ position, and the second line was located at the first-order Stokes stimulated Raman scattering line $\left(\lambda_{s 1}\right)$ position with a Raman shift of $\sim 656 \mathrm{~cm}^{-1}$. A Fabry-Perot etalon measurement showed that the first sharp line in Fig. 2b is the backward stimulated


FIG. 2. Spectral photographs of backward stimulated scattering from the $\mathrm{CS}_{2}$-liquid sample pumped by $a$ $\sim 1 \mathrm{~cm}^{-1}$-wide $532-\mathrm{nm}$ line (a) and $\sim 0.1 \mathrm{~cm}^{-1}$-wide $532-\mathrm{nm}$ line (b), respectively. The pump intensity is $I_{0} \approx 150 \mathrm{MW} / \mathrm{cm}^{2}$ and the spectral resolution is $\sim 9 \mathrm{~cm}^{-1}$.

Brillouin scattering line accompanied by a weaker broad wing mainly on the red side.

The substantial difference between Fig. 2a and Fig. 2b can be explained by a competition effect among three major stimulated scattering processes in a $\mathrm{CS}_{2}$-type transparent liquid: stimulated Brillouin scattering (SBS), stimulated Raman scattering (SRS), and stimulated Rayleigh-Kerr scattering (SRKS) (or possible SRWS scattering?). For different pump conditions, the relative threshold requirements for various stimulated scattering processes may be considerably different, even for a given sample. Under the same pump pulse duration and intensity level, the threshold requirements for SBS and SRS quite sensitively depend on the spectral width of the pump line. For instance, the reported experimental results show that the SBS threshold increases following an increase in the pump linewidth. ${ }^{15-17}$ In fact, the threshold increase (or efficiency decrease) of SBS becomes more severe if the pump linewidth is much greater than the frequency shift of the backward SBS. ${ }^{18,19}$ For liquid $\mathrm{CS}_{2}$, this shift is about $\sim 0.25 \mathrm{~cm}^{-1}$, so the pump condition in Fig. 2a is an example of the latter case.

It is reasonable to assume that in the case of Fig. 2a, the backward SBS and SRS were suppressed due to their higher threshold requirements under wide line excitation. Therefore, the backward SRKS process became the dominant mechanism contributing to the observed superbroadband spectral distribution. In contrast, in the case of Fig. 2b, the SBS and SRS were the dominant processes contributing to the two
strong sharp lines, due to their relatively lower threshold requirements under narrow line excitation.

Figure 3 shows photographs of the spectra for both the forward and backward stimulated emission from the same $10-\mathrm{cm}$ long $\mathrm{CS}_{2}$-liquid cell sample pumped with the $532-\mathrm{nm}$ line of $\sim 1 \mathrm{~cm}^{-1}$ width at three different pump intensity levels. In Fig. 3 for each photograph the upper spectrum corresponds to forward emission, comprising the transmitted pump line and the forward stimulated scattering, while the lower spectrum corresponds to backward stimulated scattering only. It can be seen in Fig. 3 that at lower pump intensity (Fig. 3a), the forward emission is mainly composed of a transmitted pump line ( $\lambda_{0}$ ) and the first-order Stokes stimulated Raman scattering line $\left(\lambda_{s 1}\right)$; whereas at higher pump intensity (Fig. 3c), there is also a considerable red-shifted broadening component added to the $\lambda_{0}$ line. This is understandable because at a lower pump level, forward broadening stimulated scattering takes only a very small percentage of the total forward beam. As the pump intensity is increased, the ratio between forward broadening scattering and transmitted $\lambda_{0}$ emission becomes greater, and the red-spread wing looks broader and stronger. This behavior is essentially the same as that of the forward SRKS observed in a $\mathrm{CS}_{2}$-liquid cell sample. ${ }^{5,9}$

In addition, it should be noted that the spectral structure of the forward emission shown in Fig. 3 is quite similar to that of the backward stimulated emission shown in Fig. 2b. This similarity is understandable because in the latter case,
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FIG. 3. Spectral photographs of the forward stimulated emission (upper track) and backward stimulated scattering (lower track) pumped by the $\sim 1 \mathrm{~cm}^{-1}$-wide 532 -nm line at various pump intensity levels: $I_{0} \approx 170$ (a), 250 (b), 400 (c) $\mathrm{MW} / \mathrm{cm}^{2}$.

instead of the pump line, backward SBS is the predominant component excited by the narrow ( $\sim 0.1 \mathrm{~cm}^{-1}$ ) pump line, so that the entire backward SRKS feature is partially covered by the intense SBS line, as shown in Fig. 2b. On the other hand, in Fig. 3 one can see that the spectral feature of backward stimulated scattering remains basically unchanged at the three different pump intensity levels. This fact can easily be understood because there is no competition with the other predominant sharp line.

We should now further clarify which mechanism, SRKS or SRWS, is mainly responsible for the observed spectral broadening of backward emission pumped with either the $\sim 0.1 \mathrm{~cm}^{-1}$ line or the $\sim 1 \mathrm{~cm}^{-1}$ line. For this purpose, quantitative spectral measurements with higher spectral resolution are needed. To observe the detailed spectral distribution pumped with a narrow line $\left(\sim 0.1 \mathrm{~cm}^{-1}\right)$, spectral measurement system (iii), with much higher resolution ( $\sim 0.48 \mathrm{~cm}^{-1}$ ), was employed to record the incident pump line profile, as well as the backward stimulated scattering line profile near $\lambda_{0}$.

The measured results are shown in Figs. 4 and 5. To ensure a reliable linear display of the spectral intensity dis-
tribution near the base of the sharp line, the incident beam in the double monochromator was attenuated by neutral density filters with various attenuation ratios. For the incident pump beam alone (with the sample removed), Fig. 4 shows a nearly symmetric spectral distribution at the base of the pump line under different attenuation ratios. In contrast, for the backward stimulated scattering beam, Fig. 5 shows a strong sharp line attributed to the backward SBS (its wavelength shift was less than the apparatus resolution), as well as asymmetrically broadened components in the two wings.

One can see two features in Fig. 5: 1) although the spectral distribution on the Stokes side is stronger and broader, there is still a measurable spectral broadening component on the anti-Stokes side; and 2) no spectral maximum was observed at a red-shifted position of $\sim 3 \mathrm{~cm}^{-1}$ (predicted by the SRWS theories ${ }^{1-4}$ ). These two features cannot be interpreted by the SRWS theories; however, they might well be explained by the superposition of a strong SBS sharp line and a relatively weak SRKS band.

This assumption can be further supported by spectral measurements of backward stimulated scattering pumped with a wide $\left(\sim 1 \mathrm{~cm}^{-1}\right)$ laser line using the spectral mea-


FIG. 4. Detailed spectral distribution of the $\sim 0.1$ $\mathrm{cm}^{-1}$-wide $532-\mathrm{nm}$ pump line at various attenuation ratios: $1 / 80$ (a), $1 / 90$ (b), $1 / 30$ (c), $1 / 6$ (d), $1 / 1$ (e). The spectral resolution is $\sim 0.48 \mathrm{~cm}^{-1}$.
surement system (ii). In this case, no SBS component is expected and the backward SRKS process becomes dominant; the measured spectral distribution at various pump intensity levels is shown in Fig. 6 with a spectral resolution of $\sim 1.8 \mathrm{~cm}^{-1}$. It can be seen in Fig. 6 that once the pump intensity is high enough ( $\geqslant 200 \mathrm{MW} / \mathrm{cm}^{2}$ ), the relative spectral distribution does not change much, which means that the full-scale spectral distribution characteristic of SRKS has been established. These results are basically consistent with that shown in Fig. 3 for backward stimulated scattering. Another feature shown in Fig. 6 is that still there are detectable spectral components on the anti-Stokes side of $\lambda_{0}$.

Based on the measured spectral distribution data for backward stimulated scattering, the corresponding spectral exponential gain curve can be obtained by taking appropriate logarithms. ${ }^{5}$ As a result, the normalized spectral gain curve for backward stimulated scattering obtained with $0.48 \mathrm{~cm}^{-1}$ resolution is given in Figs. 7 and 8 by the solid line; the small random negative spikes were due to a poorer signal/ noise ratio near the zero-point. The pump linewidth was $\sim 1 \mathrm{~cm}^{-1}$ and the pump intensity $\sim 500 \mathrm{MW} / \mathrm{cm}^{2}$.

In Fig. 7 the Stokes gain curve predicted by the SRKS theory is given by a dash-dotted line, using Eqs. (3), (4), and (5) with the same fit parameters used in Ref. 5, while the anti-Stokes gain curve predicted by Eq. (6) is shown by a dashed line using a fit parameter of $\tau=1.77 \mathrm{ps} .{ }^{5}$ One can see
that the agreement between our experimental results and the theoretical fit is quite good. In contrast, the normalized gain curve predicted by the SRWS theory is shown in Fig. 8 by a dashed line, using Eq. (1) with a fit parameter of $\tau=1.5 \mathrm{ps}$. In this case, the negative section of the theoretical curve implies an attenuation of the anti-Stokes components, so no anti-Stokes component would be observed. One can see clearly in Fig. 8 that the predictions of SRWS theory are not consistent with our experimental results.

Finally, one might consider the possibility of spectral broadening due to self phase modulation of possible subpulse structure within the $\sim 10 \mathrm{~ns}$ pulse envelope, which would not be resolved by our $350-\mathrm{Mz}$ oscilloscope system with $\sim 1-\mathrm{ns}$ resolution. However, this possibility is not likely to be true, based on the following considerations.

First, according to the uncertainty principle ( $\Delta \nu \Delta t$ $\approx 1$ ), the duration of possible subpulses would not be less than 300 ps and 30 ps , limited by spectral linewidths $0.1 \mathrm{~cm}^{-1}$ and $1 \mathrm{~cm}^{-1}$, respectively. If the self phase modulation plays an essential role, spectral broadening behavior should strongly depend on pump pulse duration. Under similar experimental conditions, we did use a $\sim 100$ ps laser pulse and a $\sim 0.5 \mathrm{ps}$ laser pulse to pump a liquid $\mathrm{CS}_{2}$ sample separately, and observed no evidence of self phase modulation in the forward emission, except for spectral broadening behavior similar to that shown in Fig. 2a or Fig. 6. ${ }^{7-10}$ Thus,



FIG. 5. Detailed spectral distributions of backward stimulated scattering from the $\mathrm{CS}_{2}$-sample pumped by the $\sim 1 \mathrm{~cm}^{-1}$-wide $532-\mathrm{nm}$ line with various attenuation ratios: 1/180 (a), 1/90 (b), 1/30 (c), 1/6 (d), 1/1 (e). The pump intensity is $I_{0} \approx 150 \mathrm{MW} / \mathrm{cm}^{2}$, and the arrow indicates the maximum gain position predicted by the stimulated Rayleigh-wing scattering theory with an assumed value of $\tau=1.5 \mathrm{ps}$.

FIG. 6. Normalized spectral distributions of the backward stimulated scattering from the $\mathrm{CS}_{2}$-sample pumped with the $\sim 1 \mathrm{~cm}^{-1}$-wide $532-\mathrm{nm}$ line at various intensity levels: $I_{0} \approx 30$ (b), 75 (c), 150 (d), 475 (e) MW/ $/ \mathrm{cm}^{2}$. The spectrum of the incident pump line is shown in (a), and the spectral resolution is $\sim 1.8 \mathrm{~cm}^{-1}$.


FIG. 7. Normalized gain curves for backward stimulated scattering based on measured data (solid line) and fits (dashed line and dash-dotted line) given by stimulated Rayleigh-Kerr scattering theory. The pump intensity is $I_{0}$ $\approx 500 \mathrm{MW} / \mathrm{cm}^{2}$, the pump linewidth $\sim 1 \mathrm{~cm}^{-1}$, and the spectral resolution $\sim 0.48 \mathrm{~cm}^{-1}$.
the spectral broadening behavior of $\mathrm{CS}_{2}$ is not sensitively dependent on pump pulse duration under our experimental conditions.

Second, if self phase modulation is the major mechanism causing the observed spectral broadening, there should be a periodically modulated spectral structure, as demonstrated by early self-focusing experiments. ${ }^{20-23}$ Our spectral measurements with various resolutions $\left(\sim 9 \mathrm{~cm}^{-1}, \sim 1.8 \mathrm{~cm}^{-1}\right.$, and $\sim 0.48 \mathrm{~cm}^{-1}$ ) reveal no discrete or modulated spectral structure.

Lastly, if self phase modulation is the predominant mechanism, the same spectral broadening should occur in the transmitted pump line that takes the highest percentage of the forward emission. However, as shown in Fig. 3, spectral broadening in the backward direction is much greater than in the forward direction. All these considerations are unfavorable for the self phase modulation assumption.


FIG. 8. Normalized gain curves for backward stimulated scattering based on measured data (solid line) and fits (dashed line) predicted by the stimulated Rayleigh-wing scattering theory with an assumed value of $\tau=1.5 \mathrm{ps}$. The pump intensity is $I_{0} \approx 500 \mathrm{MW} / \mathrm{cm}^{2}$, the pump linewidth $\sim 1 \mathrm{~cm}^{-1}$, and the spectral resolution $\sim 0.48 \mathrm{~cm}^{-1}$.

## 4. CONCLUSION

We have accomplished a thorough measurement of the spectral structure of backward stimulated scattering from a 10 cm -long $\mathrm{CS}_{2}$-liquid cell pumped by $\sim 10-\mathrm{ns}$ and $532-\mathrm{nm}$ laser pulses with linewidths of $\sim 1 \mathrm{~cm}^{-1}$ and $\sim 0.1 \mathrm{~cm}^{-1}$. Under the $\sim 1 \mathrm{~cm}^{-1}$ line pump condition, only a strong superbroadening spectral band is observed in the backward stimulated scattering. However, under the $\sim 0.1 \mathrm{~cm}^{-1}$ line pump condition, a strong SBS sharp line and a relatively weak broadening component can be observed together. The differing spectral structure of backward stimulated scattering under different pump linewidths can be explained by considering the threshold dependence of SBS on pump linewidth. Under both pump line conditions, spectral broadening behavior cannot be interpreted by either the SRWS theory or the self-modulation assumption, but can be explained well by the SRKS theory.
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The quantum interference of electron waves in the photodecomposition of negative hydrogen ions in an external uniform electric field is examined. The structure of the photodetachment amplitudes is discussed. A simple analytic expression for the electron flux distribution is derived. Finally, it is shown that the structure of the electron flux is affected by the angular dependence of the wave function. © 1997 American Institute of Physics.
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## 1. INTRODUCTION

Photodecomposition of atoms and negative ions in the presence of a constant uniform electric field has been studied by many theoreticians and experimenters. Attention has usually been focused on finding the total cross section of the process as a function of the field strength and photon frequency. A remarkable feature of photoionization of neutral atoms is the presence of singularities in the above-threshold region. ${ }^{1-7}$ In contrast, photodecomposition of negative ions in the presence of a constant electric field does not lead to the formation of resonance structures; instead the cross section is characterized by a slowly modulated dependence on the electric field strength. ${ }^{8-13}$

The total cross section of the photodecomposition of negative ions in the $s$ state has been thoroughly studied in the approximation in which the electron in the final state is assumed free. ${ }^{8-13}$ The approximation is based on the fact that without an external electric field the detachment of a single electron that was initially bound in the $s$ state results in the electron passing into a final $p$ state, which is only weakly distorted by the atomic potential.

The situation is different when we are dealing with negative ions of halogens, where the ground state is a $p$ state. Here one of the main photodetachment channels is the $p-s$ transition. Hence the zero-potential approximation cannot be applied even in the absence of an electric field, ${ }^{14-19}$ and the free-electron approximation ${ }^{20}$ is unsatisfactory. ${ }^{21,22}$ The common approach to solving the problem in this case is to reexpand the transition amplitude in cylindrical coordinates, ${ }^{5,6,23,24}$ which allows for a transition from the intratomic region to the region of free motion in a constant uniform electric field and allows one to calculate the cross section of the process.

Photodecomposition of a negative ion in the presence of a constant electric field makes it possible to monitor the wave properties of an electron in the final state. Classical electron trajectories in such a field become two-valued, which leads to interference of the corresponding quantum amplitudes. Demkov et al. ${ }^{25}$ were the first to formulate the important idea of a 'photoionization microscope.' Recent experiments have shown that for $\mathrm{Br}^{-}$a ring structure does indeed exist. ${ }^{26}$

Earlier the theory of the effect was developed in a number of papers. ${ }^{1-4,25,27-29}$ It allows, at least in principle, calculation of the electron distribution and hence the interference pattern. At the same time, it must be noted that the approximations discussed in Refs. 25, 28, and 29 were of a semiclassical nature and can be used only in the classically accessible region. A quantum mechanical calculation for a negatively charged ion of atomic hydrogen was done by Fabrikant. ${ }^{30}$ The result was an expression for the wave function in the form of an integral of a rapidly oscillating function, which, however, is of little use when numerical calculations in the range of the experimental parameters are done and makes the problem less perspicuous. Earlier an analytic formula applicable for all distances from the center of the interference pattern was derived by Kondratovich and Ostrovsky, ${ }^{4}$ but it can be used only near the threshold of the process for negative ions of halogens with an initial $p$-electron.

The present paper derives a simple analytic formula applicable at all distances from the center of the interference pattern for the case where a negative ion of the hydrogen atom is the source.

## 2. THE PHOTODECOMPOSITION AMPLITUDE

The formation of the interference pattern by photoelectrons in an electric field is a result of two physically distinct processes: photodecomposition and the propagation of the electron wave in the presence of an external field. We begin by studying the photodecomposition amplitude, following the method developed by Du and Delos. ${ }^{8}$

We will assume that the laser field that causes photodecomposition is weak, so that the interaction of an electron with the light can be considered a perturbation. To allow for the effect of a static electric field we will use Airy functions to build a complete orthogonal set of the final states.

The interaction of an electron and the light can be written as (here we use the atomic system of units $e=m_{e}=\hbar=1$ )

$$
\begin{equation*}
W=-\frac{i A}{c} \exp \left(i \mathbf{k}_{\mathrm{ph}} \cdot \mathbf{r}\right)(\mathbf{e} \cdot \boldsymbol{\nabla}) \tag{1}
\end{equation*}
$$

where $A$ is the amplitude of the vector potential of the laser field, $c$ is the speed of light in vacuum, $\mathbf{k}_{\mathrm{ph}}$ is the photon
momentum, $\mathbf{e}$ is the polarization vector, and $\omega$ is the photon frequency. The expression for the cross section is ${ }^{20}$

$$
\begin{equation*}
\sigma=\frac{4 \pi^{2}}{c \omega} \int\left|M_{f i}\right|^{2} \delta\left(E_{i}+\omega-E\right) d q_{x} d q_{y} d \eta, \tag{2}
\end{equation*}
$$

where $E=\left(q_{x}^{2}+q_{y}^{2}\right)+\eta$ is the electron energy in the final state, and $\eta$ is the energy of the $z$-component of electron motion in the continuum. The matrix element between the initial state $|i\rangle$ and the final state $|f\rangle$ in the continuous spectrum can be written as follows:

$$
\begin{equation*}
M_{f i}=\left\langle\psi_{f}(\eta)\right|-i \exp \left(i \mathbf{k}_{\mathrm{ph}} \cdot \mathbf{r}\right)(\mathbf{e} \cdot \boldsymbol{\nabla})\left|\psi_{i}\right\rangle . \tag{3}
\end{equation*}
$$

The final state $\psi_{f}$ can be expressed in terms of Airy functions:

$$
\begin{equation*}
\psi_{f}=\frac{\exp \left(i q_{x} x\right)}{\sqrt{2 \pi}} \frac{\exp \left(i q_{y} y\right)}{\sqrt{2 \pi}}\left(\frac{4}{F}\right)^{1 / 6} \operatorname{Ai}(\xi) \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi=-(a+z) b, \quad a=\frac{\eta}{F}, \quad b=(2 F)^{1 / 3}, \tag{5}
\end{equation*}
$$

with $F$ the strength of a constant uniform field pointing in the direction opposite to that of the $z$ axis.

The initial state of the negative ion of the hydrogen atom can be represented to good accuracy by the following expression: ${ }^{31,32}$

$$
\begin{align*}
& \psi_{i}(\mathbf{r})=B \frac{e^{-\kappa r}-e^{-\beta r}}{r}, \\
& \kappa=0.236, \quad \beta=0.75, \quad B=0.325 . \tag{6}
\end{align*}
$$

A useful approach to calculating the matrix element $M_{f i}$ is to introduce in Eq. (3) the Fourier transforms of the initial wave function (6) and the wave function of the final state (4):

$$
\begin{align*}
& \psi_{i}(\mathbf{p})=B\left(\frac{2}{\pi}\right)^{1 / 2} \alpha(p), \quad \alpha(p)=\frac{1}{\kappa^{2}+p^{2}}-\frac{1}{\beta^{2}+p^{2}}  \tag{7}\\
& \psi_{f}(\mathbf{p})=\frac{\delta\left(q_{x}-p_{x}\right) \delta\left(q_{y}-p_{y}\right)}{\sqrt{2 \pi F}} \exp \left[\frac{i}{F}\left(\frac{p_{z}^{3}}{6}-\eta p_{z}\right)\right] . \tag{8}
\end{align*}
$$

We write the expression (3) for the matrix element $M_{f i}$ in integral form:
$M_{f i}=M(\kappa)-M(\beta)$,
$M(\kappa)=\frac{B}{\pi F^{1 / 2}}$
$\times \int_{-\infty}^{\infty} d p_{z} \frac{\mathbf{q} \cdot \mathbf{e}+e_{z} p_{z}}{\kappa^{2}+\left(q_{x}-k_{\mathrm{ph}, x}\right)^{2}+\left(q_{y}-k_{\mathrm{ph}, y}\right)^{2}+\left(p_{z}-k_{\mathrm{ph}, z}\right)^{2}}$
$\times \exp \left[\frac{i}{F}\left(\frac{p_{z}^{2}}{6}-\eta p_{z}\right)\right], \quad \mathbf{q}=\left(q_{x}, q_{y}\right)$.
The region near the point $p_{z}$ of stationary phase, which satisfies the equation ${ }^{8}$

$$
\begin{equation*}
\frac{p_{z}^{2}}{2}=\eta, \tag{10}
\end{equation*}
$$

provides the greatest contribution to the integral in (9). Since the initial state is described by the function $\psi_{i}(\mathbf{p})$, which slowly varies in the vicinity of the point of stationary phase, the value of the function at this point can be taken outside the integral sign. This yields the following expression:
$M(\kappa)=i B \times 2^{4 / 3} F^{5 / 6}$

$$
\begin{align*}
& \times \frac{-i(\mathbf{q} \cdot \mathbf{e}) / F+e_{z} \partial / \partial \eta}{\kappa^{2}+\left(q_{x}-k_{\mathrm{ph}, x}\right)^{2}+\left(q_{y}-k_{\mathrm{ph}, y}\right)^{2}+\left(p_{z}-k_{\mathrm{ph}, z}\right)^{2}} \\
& \times \mathrm{Ai}\left[-\left(\frac{2}{F^{2}}\right)^{1 / 3} \eta\right], \tag{11}
\end{align*}
$$

which determines the value of the differential scattering cross section.

To estimate the retardation correction to the total scattering cross section near the threshold, we point the polarization vector e parallel to the constant field $\mathbf{F}(\mathbf{q} \cdot \mathbf{e}=0)$ and employ the asymptotic behavior of (6) in the form $B \exp (-\kappa r) / r$. Then

$$
\begin{equation*}
M(\kappa)=\frac{C}{\kappa^{2}+\left(\mathbf{q}-\mathbf{k}_{\mathrm{ph}}\right)^{2}+2 \eta} \frac{\partial}{\partial \eta} \mathrm{Ai}\left[-\left(\frac{2}{F^{2}}\right)^{1 / 3} \eta\right], \tag{12}
\end{equation*}
$$

where $C=i B 2^{1 / 3} F^{5 / 6}$.
Plugging (12) into (2), we get

$$
\begin{align*}
\sigma= & \frac{4 \pi^{2}|C|^{2}}{c \omega\left(p^{2}+k_{\mathrm{ph}}^{2}+\kappa^{2}\right)^{2}} \int_{-\infty}^{F} d \eta \int_{0}^{2 \pi} d \varphi \\
& \times\left|\frac{\partial}{\partial \eta} \mathrm{Ai}\left[-\left(\frac{2}{F^{2}}\right)^{1 / 3} \eta\right]\right|^{2}\left(1-\frac{2 k_{\mathrm{ph}} q \cos \varphi}{p^{2}+k_{\mathrm{ph}}^{2}+\kappa^{2}}\right)^{-2} . \tag{13}
\end{align*}
$$

Now we use the relation

$$
\begin{equation*}
\int_{0}^{2 \pi} \frac{d \varphi}{(1-\varepsilon \cos \varphi)^{2}}=\frac{2 \pi}{\left(1-\varepsilon^{2}\right)^{3 / 2}} \tag{14}
\end{equation*}
$$

and write (13) as

$$
\begin{equation*}
\sigma=\frac{64 \pi^{3}}{c \omega} \frac{B^{2} F}{\left(p^{2}+k_{\mathrm{ph}}^{2}+\kappa^{2}\right)^{2}} D^{r}\left(\frac{2^{1 / 3} E}{F^{2 / 3}}\right), \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
& D^{r}(u)=\int_{-\infty}^{u} \frac{1}{\left(1-\varepsilon^{2}\right)^{3 / 2}}\left|\frac{d}{d v} \operatorname{Ai}(-v)\right|^{2} d v, \\
& \varepsilon=\frac{2 k_{\mathrm{ph}} q}{p^{2}+k_{\mathrm{ph}}^{2}+\kappa^{2}}, \quad q^{2}=2\left[E-\left(\frac{F^{2}}{2}\right)^{1 / 3} v\right] . \tag{16}
\end{align*}
$$

At $\varepsilon=0$, i.e., ignoring all retardation effects, we arrive at the result in the dipole approximation. ${ }^{8}$

Using only the first two terms in the expansion of $\left(1-\varepsilon^{2}\right)^{-3 / 2}$ in a Taylor series, i.e., $\left(1-\varepsilon^{2}\right)^{-3 / 2} \approx 1+3 \varepsilon^{2} / 2$, makes it possible to separate the contribution of retardation effects. An estimate yields $\varepsilon^{2} \approx \omega / c^{2} \approx 10^{-5}$ for processes near the threshold. Figure 1 depicts the function


FIG. 1. The modulating factor $D(u)$ (curve 1 ) and the correction to it (multiplied by $10^{5}$ ) due to the retardation effect (curve 2).
$D(u)=\left.D^{r}(u)\right|_{\varepsilon=0}$ without allowance for retardation, ${ }^{8}$ and the correction $D^{r}(u)-D(u)$. The correction is small, which agrees with the above estimate.

When the direction of the electric field coincides with the direction of the polarization vector and we take into account the more exact wave function (6), the total cross section becomes

$$
\begin{equation*}
\sigma=\frac{64 \pi^{3}}{c \omega} \alpha^{2}(p) B^{2} D\left(\frac{2^{1 / 3} E}{F^{2 / 3}}\right) . \tag{17}
\end{equation*}
$$

Near the threshold the correction to the result obtained in Ref. 8 roughly amounts to $(\kappa / \beta)^{4} \approx 0.01$, but increases with the photon energy. ${ }^{21}$

## 3. THE INTERFERENCE PATTERN

Consider the problem of the interference of electron waves in the final state in the photodecomposition of a negative ion of the hydrogen atom. We will ignore retardation effects and use the asymptotic expression for the initial wave function. We start with the equation for the wave function in the final state:

$$
\begin{equation*}
\left(\nabla^{2} / 2+F z+E\right) \psi=W \psi_{i} . \tag{18}
\end{equation*}
$$

Here the operator $W$ was taken in the dipole approximation, i.e., $W \approx-i(A / c)(\mathbf{e} \cdot \nabla)\left(k_{\mathrm{ph}} \rightarrow 0\right.$ and $\left.\exp \left(i \mathbf{k}_{\mathrm{ph}} \cdot \mathbf{r}\right) \approx 1\right)$.

To solve the inhomogeneous equation (18), we use the Green's function which is the solution of the equation

$$
\begin{equation*}
\left(\nabla^{2} / 2+F z+E\right) G_{E}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\delta\left(z-z^{\prime}\right) \delta\left(x-x^{\prime}\right) \delta\left(y-y^{\prime}\right) \tag{19}
\end{equation*}
$$

We look for the solution of (19) in the form

$$
\begin{equation*}
G_{E}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{1}{(2 \pi)^{2}} \int \exp \left(i \mathbf{q} \cdot\left(\mathbf{r}_{\perp}-\mathbf{r}_{\perp}^{\prime}\right)\right) g_{E}\left(\mathbf{q}, z, z^{\prime}\right) d^{2} q \tag{20}
\end{equation*}
$$

where $\mathbf{r}_{\perp}=(x, y)$ is the component of $\mathbf{r}$ perpendicular to the $z$ axis. The arrangement of the vectors $\mathbf{e}, \mathbf{q}, \mathbf{r}_{\perp}$ is shown in Fig. 2.

The function $g_{E}\left(\mathbf{q}, z, z^{\prime}\right)$ satisfies the equation

$$
\begin{equation*}
\left(\frac{1}{2} \frac{d^{2}}{d z^{2}}+F z+\eta\right) g_{E}\left(\mathbf{q}, z, z^{\prime}\right)=\delta\left(z-z^{\prime}\right) \tag{21}
\end{equation*}
$$



FIG. 2. Arrangement of the electric field vector $\mathbf{F}$, the polarization vector $\mathbf{e}$, the transverse projection $\mathbf{r}_{\perp}$ of the radius vector, and the transverse projection $\mathbf{q}$ of the electron momentum.

Using the linear change of variables (5), we can write the Green's function in terms of the Airy functions: ${ }^{33-35}$

$$
\begin{equation*}
g_{E}\left(\mathbf{q}, z, z^{\prime}\right)=-\frac{2 \pi}{b} \operatorname{Ci}\left(\xi_{<}\right) \operatorname{Ai}\left(\xi_{>}\right) \tag{22}
\end{equation*}
$$

where $\xi_{><}=\left(\xi+\xi^{\prime} \pm\left|\xi-\xi^{\prime}\right|\right) / 2, \operatorname{Ci}(\xi)=\operatorname{Bi}(\xi)+i \operatorname{Ai}(\xi)$, and the asymptotic behavior (as $\xi \rightarrow-\infty$ ) of the functions Ai and Bi is ${ }^{36}$

$$
\begin{align*}
& \operatorname{Ai}(\xi) \simeq \pi^{-1 / 2}|\xi|^{-1 / 4} \sin \left(\phi+\frac{\pi}{4}\right), \\
& \operatorname{Bi}(\xi) \simeq \pi^{-1 / 2}|\xi|^{-1 / 4} \cos \left(\phi+\frac{\pi}{4}\right), \quad \phi=\frac{2|\xi|^{3 / 2}}{3} . \tag{23}
\end{align*}
$$

This asymptotic behavior holds when the distance to the classical turning point $z=-\eta / F$ is large.

When calculating the electron flux, we are interested in regions far from the ion, in which the large and small arguments of the Green's function in (22) are essentially separated and Eq. (18) becomes

$$
\begin{align*}
\psi \simeq & -\frac{2 i A B F \alpha(p)}{b c} \\
& \times \int_{0}^{\infty} \int_{0}^{2 \pi} d \varphi q d q \operatorname{Ci}(-(a+z) b) \\
& \times \exp \left(i \mathbf{q} \cdot \mathbf{r}_{\perp}\right)\left(e_{z} \frac{\partial}{\partial \eta}-i \frac{\mathbf{q} \cdot \mathbf{e}}{F}\right) \operatorname{Ai}\left[-\left(\frac{2}{F^{2}}\right)^{1 / 3} \eta\right], \tag{24}
\end{align*}
$$

where the matrix element $M_{f i}$ is taken from (9) and (11) at $k_{\mathrm{ph}}=0$.

In (24) we first integrate with respect to $\varphi$ in the plane perpendicular to the direction of the electric field. Here $\mathbf{q} \cdot \mathbf{e}=\sin \theta_{0}\left(\cos \varphi \cos \varphi_{0}-\sin \varphi \sin \varphi_{0}\right) \quad$ and $e_{z}=\cos \theta_{0}$, where $\varphi$ and $\varphi_{0}$ are the angles in the $x y$ plane, and $\theta_{0}$ is the angle between the $z$ axis and the polarization vector $\mathbf{e}$. Integrating with respect to $\varphi$ in Eq. (24) amounts to calculating integrals of the form

$$
\begin{equation*}
I_{n}=\int_{-\pi}^{\pi} \exp (i q r \cos \varphi) s_{n}(\varphi) d \varphi \tag{25}
\end{equation*}
$$

where $s_{0}=1, s_{1}=\cos \varphi$, and $s_{2}=\sin \varphi$. For $n=0$ and 1 the integral (25) yields Bessel functions of order zero and their derivatives: ${ }^{36}$

$$
\begin{equation*}
I_{0}=2 \pi J_{0}(q r), \quad I_{1}=-2 i \pi J_{0}^{\prime}(q r) \tag{26}
\end{equation*}
$$

For $n=2$ the integral vanishes because the integrand is an odd function. Bearing all this in mind, we can write

$$
\begin{align*}
\psi \simeq & -\frac{4 i \pi A B F \alpha(p)}{b c} \int_{0}^{\infty} q d q \operatorname{Ci}(-(a+z) b) \\
& \times\left[\mu_{0} J_{0}(q \rho) \frac{\partial}{\partial \eta}-\frac{\mu_{1}}{F} \frac{\partial J_{0}(\rho r)}{\partial \rho}\right] \\
& \times \operatorname{Ai}\left[-\left(\frac{2}{F^{2}}\right)^{1 / 3} \eta\right] \tag{27}
\end{align*}
$$

where $\mu_{0}=\cos \theta_{0}, \mu_{1}=\sin \theta_{0} \cos \varphi_{0}$, and $\rho=\left|\mathbf{r}_{\perp}\right|$.
Let us evaluate the integral with respect to $q$ by employing the asymptotic expression for Ci at large positive values of $z$. According to (23), we can write

$$
\begin{align*}
\psi \simeq & Q \int_{0}^{\infty} q d q \exp \left(-i \frac{t q^{2}}{2}\right) \\
& \times\left(\mu_{0} J_{0}(q \rho) \frac{\partial}{\partial \eta}-\frac{\mu_{1}}{F} \frac{\partial J_{0}(\rho r)}{\partial \rho}\right) \\
& \times \operatorname{Ai}\left[-\left(\frac{2}{F^{2}}\right)^{1 / 3} \eta\right] \tag{28}
\end{align*}
$$

where

$$
\begin{aligned}
& Q=-\frac{4 i \pi^{1 / 2} A B F \alpha(p)}{b c(z b)^{1 / 4}} \exp (i \widetilde{\phi}), \\
& \widetilde{\phi}=t\left(\frac{2 z}{3}+\frac{E}{F}\right)+\frac{\pi}{4},
\end{aligned}
$$

and $t=(2 z / F)^{1 / 2}$ is the classical time of electron motion from source to screen.

When the argument of the Bessel functions is large, the asymptotic behavior of the functions is given by the following expression:

$$
J_{n}(u) \simeq\left(\frac{2}{\pi u}\right)^{-1 / 2} \cos \left(u-\frac{n \pi}{2}-\frac{\pi}{4}\right)
$$

(see Ref. 36), and the integrand in (28) has a stationary point corresponding to the classical value of the transverse component of momentum, $q_{c}=\rho / t$. Hence we can plug in the value of the Airy function at the stationary point. The resulting integral can now be easily calculated. At $n=0$ we have ${ }^{37}$

$$
\begin{equation*}
\mathscr{J}(\rho)=\int_{0}^{\infty} \exp \left(-i \frac{t q^{2}}{2}\right) J_{0}(\rho q) q d q=\frac{1}{t} \exp \frac{i \rho^{2}}{2 t} . \tag{29}
\end{equation*}
$$

The derivative of this expression yields the term with $n=1$ :

$$
\begin{equation*}
\frac{\partial}{\partial \rho} \int_{0}^{\infty} \exp \left(-i \frac{t q^{2}}{2}\right) J_{0}(\rho q) q d q=\frac{i \rho}{t} \mathscr{J}(\rho) \tag{30}
\end{equation*}
$$

Thus, at the point on the screen where an electron is detected we have


FIG. 3. Quantum interference pattern for $\mathrm{H}^{-}$: curve 1 corresponds to the case $\mathbf{e} \| \mathbf{F}$, and curve 2 to the case of $\mathbf{e} \perp \mathbf{F}$ and $\varphi_{0}=0$. The electron energy in the continuous spectrum is $0.4 \mathrm{~cm}^{-1}$, the electric field strength is $100 \mathrm{~V} \mathrm{~m}^{-1}$, and the distance is $z=0.5 \mathrm{~m}$ (Ref. 26).

$$
\begin{equation*}
\left.\psi \simeq Q \mathscr{J}(\rho)\left[\mu_{0} \frac{\partial}{\partial \eta}-\mu_{1} \frac{i \rho}{t F}\right] \operatorname{Ai}\left[-\left(\frac{2}{F^{2}}\right)^{1 / 3} \eta\right]\right|_{q=q_{c}} \tag{31}
\end{equation*}
$$

The analytic expression (31) for the wave function of the final state contains all the information needed for calculating the electron current density along the $z$ axis, $j_{z} \simeq-i\left(\psi^{*} \partial \psi / \partial z-\right.$ c.c. $)$, and determines the details of the interference pattern. We see that to calculate the electron current we need to know the $z$-derivative of $\psi$. However, for a screen that is far from the source the motion of an electron in a uniform electric field becomes semiclassical. Then we can put $\psi \simeq \exp (i S)$ (see Ref. 38), where $S$ is the classical action. Hence $j_{z} \simeq p_{z}(z, \rho)|\psi|^{2}$ within the accuracy of the semiclassical approximation, which is determined by the parameter $d\left(p^{-1}(z, \rho)\right) / d z \ll 1$ for $F^{2} t^{3} \gg 1$. Actually, the semiclassical formula for the electron flux proves to be highly accurate.

This makes it possible to write the final expression for the two characteristic polarizations. For the polarization along the external field we have

$$
\begin{equation*}
j_{z}^{l}(\rho) \simeq j_{0}\left(\frac{2}{t F^{2}}\right)^{2 / 3}\left|\frac{d}{d x} \mathrm{Ai}(-x)\right|^{2} \tag{32}
\end{equation*}
$$

and for the transverse polarization we have

$$
\begin{equation*}
j_{z}^{\perp}(\rho) \simeq j_{0}\left(\frac{\cos \varphi_{0}}{t F}\right)^{2}\left|\frac{\rho \mathrm{Ai}(-x)}{t}\right|^{2} \tag{33}
\end{equation*}
$$

where $j_{0}=p_{z}|Q|^{2}, \quad$ and $\quad x=(\nu / 2)^{2 / 3}\left(1-\rho^{2} / \rho_{\max }^{2}\right)$, with $\nu=p^{3} / F$ and $\rho_{\max }=p t$ the classical size of the pattern. For an arbitrary orientation of the polarization vector we have

$$
\begin{equation*}
j_{z}(\rho)=j_{z}^{l}(\rho) \cos ^{2} \theta_{0}+j_{z}^{\perp}(\rho) \sin ^{2} \theta_{0} . \tag{34}
\end{equation*}
$$

Figure 3 depicts the results of calculating the interference pattern for $\mathrm{H}^{-}$for two different polarizations. The normalized value of the flux is chosen at $j_{0}=1$. The pattern is cylindrically symmetric when the polarization is along $\mathbf{F}$, while for transverse polarization the angular structure of the electron current corresponds to the angular structure of the wave function of the electron in the continuum immediately
after the electron leaves the ion. We see that in contrast to what was said in Ref. 29, the flux minima reach zero, exactly just as they did in Refs. 25, 28, and 30. This can be attributed to the fact that $\mathrm{Du}^{29}$ matched the solutions in different spatial regions semiclassically but did not allow for the phase of the quantum amplitude.

The study of the interference patterns that emerge in the photodecomposition of negative halogen ions, for which experimental data are only now appearing, ${ }^{26}$ means taking into account the finiteness of the scattering length of the $s$-wave and the hyperfine structure of the atom. This problem lies considerably outside the scope of the paper and will be the topic of a future study.

## 4. CONCLUSION

The interference pattern that emerges when photoelectrons move in a uniform electric field reflects both the intensity and the phase structure of the wave. The central part of the pattern can be obtained in the semiclassical approximation. However, near the classical turning point this approximation has a nonphysical singularity. The proposed quantum description makes it possible to obtain an analytic solution at large distances from a negative ion of the hydrogen atom in the entire transverse distribution region, including the region beyond the classical turning point. Thus it becomes possible to investigate quantum mechanically the effect of the microscopic wave function of a photoelectron on the macroscopic interference pattern. This supports the main conclusion of Demkov et al. ${ }^{25}$ concerning the possibility of building a '"photoionization microscope." It also makes it possible to directly observe the penetration of a barrier by the wave function.

The work was done in association with C. Blondel and C. Delsart of the Aimé Cotton Laboratory of Atomic and Molecular Physics at the Center d'Orsay (France). I am grateful to Yu. N. Demkov for his assistance in the statement of the problem and to I. Yu. Kiyan for fruitful discussions.
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#### Abstract

A nonlinear self-consistent analytic theory is developed to describe the front structure of a strong magnetohydrodynamic (MHD) collisionless shock wave that generates accelerated particles (including ultrarelativistic particles). The theory is used to predict the degree of compression of matter at the plane front of such a wave, which can greatly exceed compression at an ordinary gas-dynamic front, and also the velocity, density, and pressure profiles. The energy spectrum of the accelerated particles, which is produced by the complex velocity profile at the shock transition, is determined self-consistently. New nonlinear effects are predicted that have not been discussed previously in the literature: a strong dependence of the particle acceleration regimes on the rate of injection; the existence of several regimes within a certain range of injected powers with differing spectra of accelerated particles, shapes of the shock transition profile, and magnitudes of compression of the medium; and the possibility of spontaneous jumps between different states of the shock transition. The question of stability of these states is discussed. For the values of the system parameters used here, the nonlinear regimes correspond to extremely low injection rates, of order $10^{-2}-10^{-10}$ of the plasma flux density advancing into the front, and to exponents of the power-law spectra of accelerated particles between 5 and 3. © 1997 American Institute of Physics. [S1063-7761(97)00611-2]


## 1. INTRODUCTION AND STATEMENT OF THE PROBLEM

The structure of collisionless shock fronts in a rarefied plasma has long attracted the attention of investigators. ${ }^{1-3}$ This problem has acquired a new facet ever since the discovery ${ }^{4,5}$ that magnetohydrodynamic (MHD) collisionless shock waves in a turbulent medium efficiently transform the energy of mechanical motion of the plasma into energy of accelerated particles. The primary mechanism for this acceleration is provided by first-order Fermi acceleration. When a magnetic field is present with a component that is longitudinal with respect to the front, there is also a certain contribution from the drift acceleration of the particles by the electric field. ${ }^{6}$

An estimate of the efficiency of this conversion shows that for strong shock waves (with Mach number $M \gg 1$ ) the energy of the accelerated particles is of the same order as the energy of the advancing hydrodynamic flux, which suggests that accelerated particles have a strong effect on the structure of the shock front. This implies that the problem of particle acceleration by a strong shock front must be solved selfconsistently, because the profile of the transition layer will in turn affect the efficiency of acceleration and the rate of particle injection from the ambient thermal plasma into the acceleration regime.

The complexity of this problem comes not only from its nonlinear character, but also from the need to combine macroscopic and kinetic approaches to solve it. Whereas local properties of a shock wave can be investigated using conservation laws for macroscopic quantities, the computation of the basic macroscopic parameters of the accelerated particles-their pressure and energy density-requires a kinetic approach. This is because the pressure of the accelerated particles depends strongly on the shape of their energy
spectrum, the maximum energy they are accelerated to, and the injection power. In fact, a computation of the energy spectrum of accelerated particles is of interest in its own right. For these reasons, researchers have primarily emphasized numerical methods in solving the problem as posed. ${ }^{7-9}$ However, numerical calculations cannot always clarify the physical picture to a sufficient degree, nor do they yield overall dependences on key physical parameters, which can lead to erroneous conclusions. Furthermore, numerical methods require further development before they can deal with situations more complicated than an isolated shock wavefor example, involving an ensemble of strong shock fronts. ${ }^{10}$

In this paper we use a combination of the hydrodynamic and kinetic approaches. In Sec. 2 we derive the basic parameters of the shock transition (the magnitude of the thermal velocity jump, the shape of the precursor, and the spatial pressure distribution of the accelerated particles) from the conservation laws in terms of two global parameters-the degree of compression $\sigma$ of the thermal plasma in the shock wave and the conversion coefficient $\eta$ of the plasma flux energy into energy of relativistic particles. Our second step (Sec. 3) is to calculate the distribution function of accelerated particles at the distorted shock front, which allows us to close the system of equations for a given injection rate and determine self-consistently both the structure of the shock transition and the spectrum, and also the total energy of the accelerated particles. In the last section we present results of a numerical solution of the resulting transcendental equations and a summary of the basic features of the nonlinear distortion of the shock front by accelerated particles.

We use an isotropic distribution function $N(z, p)$ to describe the energetic particles, which in the one-dimensional stationary case satisfies the equation ${ }^{6}$

$$
\begin{equation*}
\frac{\partial}{\partial z}\left[\kappa(z, p) \frac{\partial N}{\partial z}\right]-u(z) \frac{\partial N}{\partial z}+\frac{p}{3} \frac{\partial N}{\partial p} \frac{d u}{d z}=-Q(p, z) \tag{1}
\end{equation*}
$$

and the normalization condition

$$
\int_{0}^{\infty} N(p, z) p^{2} d p=n_{c}(z) .
$$

Here $n_{c}(z)$ is the number density of accelerated particles, $Q(p, z)$ is the density of the source of accelerated particles, $u(z)$ is the hydrodynamic velocity of the medium, and $\kappa(z, p)$ is the diffusion coefficient for energetic particles, arising from the fine-scale electromagnetic fields of the plasma. Note that Eq. (1) holds at the surface $z=z_{0}$ as well, where there is an abrupt velocity jump $\Delta u$. In this case

$$
\begin{equation*}
\frac{d u}{d z}=-\Delta u \delta\left(z-z_{0}\right) \tag{2}
\end{equation*}
$$

and Eq. (1) can be used to derive boundary conditions for the distribution function and flux density of accelerated particles.

By using Eq. (1), we postulate that the plasma is turbulent and that the energetic particles undergo frequent scattering that gives rise to the diffusive character of their motion. This scattering of the energetic particles also ensures that their motion couples to the background plasma. However, with increasing energy this interaction with the plasma will in general become weaker, and there is a certain energy at which it becomes negligible. These particles become free and leave the system, taking their energy with them and thereby giving rise to the phenomenon of "de-excitation," 7 analogous to de-excitation of excited atoms in strong gasdynamic shock waves. The escape of particles with these energies can be taken into account by including a "sink" of particles with appropriate energies on the right side of Eq. (1) along with the source.

The turbulence can be generated both by external energy sources and by the accelerated particles themselves, which can generate, for example, Alfvén waves due to flow instability. In the latter case, the turbulence can derive from the energy of the shock wave, and turbulent pulsations will be one of the dynamic factors that affect the structure of the shock transition. ${ }^{11}$ However, in a strong shock wave, most of the energy is energy of hydrodynamic motion and accelerated particles, so that the dynamic role of turbulence is small. For this reason, here we consider turbulence in the vicinity of the shock transition to be specified by an external factor. We will also not take into account the dynamic role of largescale magnetic fields. This is entirely legitimate when the shock wave propagates along the magnetic field (longitudinal shock wave). However, even for an arbitrary direction of the field its effect on the energetics of a strong shock wave is not large, because only a small portion of the total energy of the system is allotted to it.

Written in hydrodynamic form, Eq. (1) becomes the equation of energy balance of the accelerated particles ${ }^{6}$

$$
\begin{equation*}
\frac{d q_{c}}{q z}=u \frac{d P_{c}}{d z}+\int_{0}^{\infty} Q(p, z) T(p) p^{2} d p \tag{3}
\end{equation*}
$$

Here

$$
\begin{equation*}
P_{c}(z)=\frac{1}{3} \int_{0}^{\infty} p v N(p, z) p^{2} d p \tag{4}
\end{equation*}
$$

is the pressure of the energetic particles, and $q_{c}$ is their energy flux, which can be expressed in terms of the pressure and kinetic energy density

$$
\begin{equation*}
w(z)=\int_{0}^{\infty} T(p) N(p, z) p^{2} d p \tag{5}
\end{equation*}
$$

by means of the relation

$$
\begin{equation*}
q_{c}(z)=-\bar{\kappa}(z) \frac{d w}{d z}+u\left(w+P_{c}\right) \tag{6}
\end{equation*}
$$

where $\bar{\kappa}(z)$ is the diffusion coefficient averaged over the particle spectrum. We use the well-known relation between pressure and energy density of noninteracting particles

$$
\begin{equation*}
P_{c}=\left(\gamma_{c}-1\right) w, \tag{7}
\end{equation*}
$$

where $\gamma_{c}=5 / 3$ and $4 / 3$ in the nonrelativistic and relativistic cases, respectively. Simple expressions for $\gamma_{c}$ at intermediate semirelativistic energies will be presented below.

The use of the hydrodynamic equations (3)-(6) to describe the energetic particles implies a description of the plasma at this stage based on a two-fluid model, in which the two ion species (thermal-gas ions and accelerated particles) differ significantly both in their average energies and energy distributions (spectra), and also in their mean free paths $\Lambda$ ( $\Lambda_{c} \gg \Lambda_{g}$, where the label $g$ is used for the thermal component) and the character of their interaction with the discontinuity. Energetic particles, in contrast to thermal particles, can cross the shock discontinuity many times, acquiring considerable energy as a result.

## 2. CALCULATION OF SHOCK TRANSITION PARAMETERS FROM CONSERVATION LAWS

At low pressures of the accelerated particles (weak injection), the structure of a collisionless MHD shock front is determined by the properties of its thermal component and depends considerably on the orientation of the large-scale magnetic field in front of it. In sufficiently strong (supercritical) quasilongitudinal shock waves with an Alfvén Mach number somewhat greater than unity, the thermal front consists of a transition region whose thickness is some dozens of ion inertial lengths $c / \omega_{p i}$, occupied by fluctuations of the magnetic field with $\delta B / B \approx 1$ and frequencies below the gyrofrequency of an ion. ${ }^{12,13}$ The origin of these oscillations is related to ion kinetic instability. In this paper we do not attempt to describe this region, which we refer to as the thermal discontinuity, although its structure and properties are very relevant to the problem of injection of ions and electrons into the acceleration regime by the shock wave., ${ }^{9,14}$

As the pressure of accelerated particles increases, apart from an upstream thermal jump, a region appears in which the plasma is smoothly decelerated. This region, known as the precursor, ${ }^{7,9}$ owes its existence to the effects of accelerated particles. The extent of this region can greatly exceed the thickness of the thermal discontinuity (by several orders of magnitude) and is determined by a parameter $L \approx v \Lambda_{c} / u$.


FIG. 1. Schematic illustration of the behavior of plasma parameters at a shock transition.

As the pressure of energetic particles increases, the magnitude of the thermal jump decreases, and the hydrodynamic theory allows it to disappear completely.

In Fig. 1, we illustrate schematically the variation in macroparameters within the shock transition. We set the thickness of the thermal jump equal to zero, and assume that the pressure of accelerated particles is continuous across it because their range between scattering events exceeds its thickness, so that they can freely pass through the front. We also assume that the shock wave is nonrelativistic and that the mechanism under discussion for the acceleration leaves the particle injection energies nonrelativistic. It is natural to assume that the injected particles are drawn from the ambient plasma, and that their source is located in the region of primary acceleration, i.e., at the thermal jump. On the right side of Eq. (1) we also include a sink that describes the escape of particles from the system:

$$
\begin{equation*}
Q(p, z)=Q_{0} p_{0}^{-2} \delta\left(p-p_{0}\right) \delta(z)-Q_{m}(p) f(z) \tag{8}
\end{equation*}
$$

The quantities $p_{0}$ and $Q_{0}$ should be determined by the injection mechanism. The choice of $p_{0}$ and an estimate of $Q_{0}$ are given in Sec. 4. The choice of the sink function $Q_{m}(p)$ will be made in Sec. 3 when we compute the distribution function of the accelerated particles.

The function $f(z)$ describes the spatial distribution of sources of escaping particles. We normalize this function by the condition $\int_{-\infty}^{0} f(z) d z=1$. Escaping particles are generated throughout the region in which acceleration takes place, i.e., at $z \leqslant 0$. Since the maximum of $f(z)$, like the injection maximum, is located in the region of strongest acceleration, we replace $f(z)$ by $\delta(z)$ whenever this does not lead to significant error.

Conservation of mass flux $j$, momentum flux $P_{z z}$, and energy flux $q$ can be written in the form

$$
\begin{align*}
& j=\rho(z) u(z)=\rho_{1} u_{1}, \quad \rho=\rho_{g}+\rho_{c}  \tag{9}\\
& P_{z z}=j u(z)+P_{g}(z)+P_{c}(z)=j u_{1}+P_{g 1},  \tag{10}\\
& q=\frac{j u^{2}(z)}{2}+\frac{\gamma_{g}}{\gamma_{g}-1} u(z) P_{g}(z)+\frac{\gamma_{c}}{\gamma_{c}-1} u(z) P_{c}(z)
\end{align*}
$$

$$
\begin{align*}
\eta= & \frac{\gamma_{c}-1}{\gamma_{g}-\gamma_{c}+k \sigma\left(\gamma_{g}-1\right)\left(\gamma_{c}-1\right)}\left[\frac{\left(\gamma_{g}-1\right) \sigma}{2}+\frac{\gamma_{g}+1}{2 \sigma}\right. \\
& \left.-\gamma_{g}+\frac{\sigma-1}{M^{2}}\right] \geqslant 0 \tag{14}
\end{align*}
$$

Here we have introduced the dimensionless parameters $k=q_{m} / u_{1} P_{c 2}$ for the energy flux of escaping particles and $M^{2}=j u_{1} / \gamma_{g} P_{g 1}>1$ for the square of the Mach number of the advancing nonrelativistic plasma flux.

When $\gamma_{c}=\gamma_{g}$ (acceleration up to nonrelativistic energies) there cannot be any escaping particles, i.e., $k=0$. Therefore, the expression in square brackets reduces to zero, which yields the well-known compression for gas-dynamic waves:

$$
\begin{equation*}
\sigma_{\min }^{-1}=\frac{\gamma_{g}-1}{\gamma_{g}+1}+\frac{2}{M^{2}\left(\gamma_{g}+1\right)} \tag{15}
\end{equation*}
$$

The degree of compression $\sigma_{\text {min }}$ does not exceed 4 for any Mach number in nonrelativistic plasma with $\gamma_{g}=5 / 3$. However, for $\gamma_{c}<\gamma_{g}$ the compression increases.

We can obtain a bound on the pressure of the accelerated particles with the help of Eq. (10). Applying it to the region behind the front $z>0$, we have

$$
\begin{equation*}
P_{c 2}=j\left(u_{1}-u_{2}\right)+P_{g 1}-P_{g 2} . \tag{16}
\end{equation*}
$$

The ratio $P_{g 2} / P_{g 1}$ cannot be less than that value which corresponds to pressure variations that conform to the Poisson adiabat $P_{g} \sim \rho_{g}^{\gamma_{g}}$, for a given compression $\sigma$, i.e., $P_{g 2} / P_{g 1} \geqslant \sigma^{\gamma_{g}}$. Equality corresponds to the absence of a thermal jump, in which case the entropy of the thermal component (per particle) does not change. That is, the total entropy increases at the shock transition exclusively because of particle acceleration. Note, however, that the latter possibility can only be realized when no sources of additional plasma heating are present in the precursor region. One candidate for such a source, in particular, is the aforementioned turbulence generated by accelerated particles and dissipated in the thermal plasma. We do not include processes of this kind here. From Eq. (16) we obtain

$$
\begin{equation*}
0 \leqslant \eta \leqslant \eta_{m}=1-\sigma^{-1}+\frac{1-\sigma^{\gamma_{g}}}{\gamma_{g} M^{2}} \tag{17}
\end{equation*}
$$

which, combined with Eq. (14), bounds the possible values of parameters of the problem. The equality on the right side of Eq. (17) defines the dimensionless pressure $\eta_{m}$ of accelerated particles over the front.

Equation (14) and inequality (17) can be used to find the maximum changes in the compression within the shock wave and the energy flux of the escaping particles for a given Mach number. By using the left-hand inequality (17) and the fact that for $\eta=0$, we must also necessarily have $k=0$, we find a lower bound on the compression $\sigma \geqslant \sigma_{\text {min }}$, where $\sigma_{\text {min }}$ is given by Eq. (15). The right-hand inequality (17) bounds the compression from above. As already noted, equality corresponds the case in which all the excess energy of the incident flux is transmitted to accelerated particles. In this case there is no thermal jump, and the energy of the accelerated
particles is highest for a given $M$. For this limiting case, denoting the corresponding compression by $\sigma_{m}$, we obtain

$$
\begin{align*}
& \frac{1}{2}\left(1-\frac{1}{\sigma_{m}^{2}}\right)+\frac{1-\sigma_{m}^{\gamma_{g}}}{\left(\gamma_{g}-1\right) M^{2}} \\
& \quad=\left[k+\frac{\gamma_{c}}{\sigma_{m}\left(\gamma_{c}\right)-1}\right]\left[1-\frac{1}{\sigma_{m}}+\frac{1-\sigma_{m}^{\gamma_{g}}}{\gamma_{g} M^{2}}\right] . \tag{18}
\end{align*}
$$

We can regard this equation as a generalization of the Hugoniot adiabat to the case of a shock wave with accelerated particles and a degraded front without a thermal jump. It connects four quantities-the Mach number, the energy flux of escaping particles, the compression, and the adiabatic exponent for accelerated particles. Of these four quantities, the Mach number must be specified as an external parameter of the problem. The energy flux $k$ is primarily (but not completely-see below) determined by the injection power, which is also an independent quantity. The quantities $\gamma_{c}$ and $k$ can be calculated self-consistently at the kinetic stage of solution (see Eqs. (38) and (65)). The last parameter-the maximum compression $\sigma_{m}$-can be expressed in terms of the other three using Eq. (18). Depending on their relative magnitude, it can vary over wide limits.

Let us consider the most important case of strong shock waves, i.e., $M \gg 1$. We can obtain consistent consequences from Eq. (18) if $\sigma^{\gamma_{g} / M^{2}} \rightarrow 0$ as $M \rightarrow \infty$. The compression is easily determined:

$$
\begin{equation*}
\sigma_{m}=\frac{\gamma_{c}+1}{\left(\gamma_{c}-1\right)(1-2 k)} \tag{19}
\end{equation*}
$$

If nonrelativistic particles predominate among the accelerated particles and the escape effect is small, then $\gamma_{c} \approx \gamma_{g}$ and $k \rightarrow 0$. We then have $\sigma_{m} \approx 4$, which coincides with Eq. (15) as $M \rightarrow \infty$. Note that although we have assumed that the acceleration leads primarily to nonrelativistic energies, this does not rule out the possibility of the front spreading. Accelerated nonrelativistic particles must inevitably have large transport lengths compared to thermal particles, which also determines the width of the front if the pressure of accelerated particles exceeds the pressure of thermal plasma.

Another limiting case is where relativistic particles dominate the spectrum. Here $\gamma_{c} \rightarrow 4 / 3$, and the escape effect has its maximum possible magnitude. This extreme situation corresponds to $k \rightarrow 1 / 2$, for which $\sigma_{m} \rightarrow \infty$ and $\eta_{m} \rightarrow 1$. In this limit, which cannot be realized in nature, the gas behind the front would be motionless and infinitely compressed, and all the energy of the incident plasma flux would be transferred to escaping particles:

$$
q_{m}=k u_{1} P_{c 2}=k \eta_{m} j u_{1}^{2}=j u_{1}^{2} / 2 .
$$

Thus, depending on the injection power and acceleration efficiency, and also the particle escape conditions, the following values are possible for a shock wave with a spreadout front:

$$
\begin{equation*}
0 \leqslant k \leqslant 1 / 2, \quad 4<\sigma_{m}<\infty . \tag{20}
\end{equation*}
$$

These parameters vary within the same limits for waves with a finite thermal jump as well.

Note that the authors of Ref. 8 derive a dependence $\sigma \propto M^{3 / 4}$ for a strong shock wave with accelerated particles. From our discussion it is clear that a dependence of this kind cannot be universal in character, and at best can correspond only to a certain specific choice of injection power and other parameters of this system. In our case this value of the compression corresponds to maximum pressure of the accelerated particles for a given finite Mach number.

In light of these results, as $M \rightarrow \infty$ we have the following theoretical bounds on the compression, encompassing both shock waves with finite thermal jumps and shock waves with degraded fronts:

$$
\begin{equation*}
\frac{\gamma_{g}+1}{\gamma_{g}-1} \leqslant \sigma \leqslant \sigma_{m}=\frac{\gamma_{c}+1}{\left(\gamma_{c}-1\right)(1-2 k)} . \tag{21}
\end{equation*}
$$

For finite values of $M$ the interval (21) can be narrowed. It can be found numerically.

Let us now find the velocity jump in the plasma across the thermal front by invoking conservation of momentum flux to the thermal jump. Taking into account that the accelerated particles pass freely through the thermal front, so that their pressure is the same on both sides of it, we find $P_{g 2}=P_{g *}+j\left(u_{*}-u_{2}\right)$. In the region $z<0$ the velocity of the plasma varies smoothly, and the pressure of the thermal component must follow the Poisson adiabat $P_{g *}=P_{g 1} y_{*}^{-\gamma_{g}}$, where $y_{*}=u_{*} / u_{1}$. Substituting these relations into Eq. (16) and using Eq. (14), we find

$$
\begin{equation*}
y_{*}+\frac{1}{\gamma_{g} M^{2} y_{*}^{\gamma_{g}}}=1+\frac{1}{\gamma_{g} M^{2}}-\eta . \tag{22}
\end{equation*}
$$

These equations enable us to write the compression of the plasma at the thermal front in terms of the Mach number and other parameters introduced previously. Recall that all equations from Eq. (14) onward are meaningful only for relativistic accelerated particles, i.e., for $\gamma_{c}<\gamma_{g}$. However, when $\gamma_{c}=\gamma_{g}$ the global compression is given by (15), and the right side of Eq. (22) becomes ambiguous. This ambiguity arises from the fact that the compression at the thermal discontinuity can acquire different values $1 \leqslant \sigma_{*} \leqslant 4$, depending on the relation between the thermal and accelerated components.

In solving Eq. (22) we must take the root for which $y_{*} \geqslant \sigma^{-1}$. In the strong shock wave limit $M \rightarrow \infty$, the range of values Eq. (21) for the global compression corresponds to $1 \leqslant \sigma_{*} \leqslant \sigma_{m}$. At the right-hand end of the interval, $\sigma_{*}$ coincides with $\sigma$, and consequently there is no thermal jump in this (unique) case. For $\sigma<\sigma_{m}$ we always have $\sigma_{*} \leqslant \sigma$, i.e., the thermal jump is nonzero, although it can be extremely small for large $M$.

An equation that describes the velocity profile $u(z)$ over the smooth segment $-\infty<z \leqslant 0$ can be obtained using the conservation laws (10) and (11). We first obtain this equation for the case in which the number of escaping particles is negligible, i.e., $k \approx 0$. Using Eq. (10), we eliminate $P_{c}(z)$ from Eq. (11) and express $P_{g}(z)$ in terms of the velocity using the Poisson adiabat

$$
\begin{equation*}
P_{g}(z)=P_{g 1}\left(\frac{u_{1}}{u(z)}\right)^{\gamma_{g}} \tag{23}
\end{equation*}
$$

As a result we find a first-order nonlinear differential equation for $u(z)$. In the dimensionless variables $x(z)$ and $y(x)=u(x) / u_{1}$, where $d x=u_{1} d z / 2 \bar{\kappa}(z)$, this equation takes the form

$$
\begin{align*}
\frac{d y}{d x}= & -\frac{\left(\gamma_{c}+1\right)(1-y)}{1-M^{-2} y^{-\gamma_{g}-1}}\left[y-\frac{\gamma_{c}-1}{\gamma_{c}+1}-\frac{2 \gamma_{c}}{\gamma_{g}\left(\gamma_{c}+1\right) M^{2}}\right. \\
& \left.-\frac{2\left(\gamma_{g}-\gamma_{c}\right)\left(y^{\left.1-\gamma_{g}-1\right)}\right.}{\gamma_{g}\left(\gamma_{g}-1\right)\left(\gamma_{c}+1\right)(1-y) M^{2}}\right] \tag{24}
\end{align*}
$$

and must be integrated with the boundary condition $y(0)=y_{*}$. The latter quantity (and also the exponent $\gamma_{c}$ for the adiabat of the accelerated particles) can take on different values for a given $M$, as follows from Eqs. (14), (21), and (22). Note that in our treatment the velocity discontinuity is isolated and localized; therefore, Eq. (24) has no singular points in the domain of our variables, in contrast to Refs. 15 and 7.

If we neglect terms of order $M^{-2}$, the equation simplifies and admits an analytic solution. Introducing the notation $y_{0}=\left.y_{m}\right|_{k=0}=\left(\gamma_{c}-1\right) /\left(\gamma_{c}+1\right)$, we write it in the form

$$
\begin{equation*}
\frac{d y}{d x}=-\frac{2}{1-y_{0}}(1-y)\left(y-y_{0}\right) \tag{25}
\end{equation*}
$$

We now include escaping particles. A particle can escape only when accelerated by a strong shock wave; therefore, in what follows we neglect terms of order $M^{-2}$. We again use the conservation laws (9)-(11). Since the exact form of the function $\Theta(z)$ in the region $z<0$ is unknown $a$ priori, we resort to interpolation. When $z \rightarrow-\infty$ the function $\Theta(z) \rightarrow 0$, while when $z \rightarrow 0$ we have $\Theta(z) \rightarrow 1$. Withn these two limits, it follows from Eqs. (10) and (11) that the derivative $d y / d z$ takes the corresponding values

$$
\frac{d y}{d z}=-\frac{2 u_{1}}{2 \bar{\kappa}(z)}(1-y)
$$

and

$$
\frac{d y}{d z}=-\frac{\left(\gamma_{c}+1\right) u_{1}}{2 \bar{\kappa}(z)}\left(1-y_{*}\right)\left(y-y_{m}\right)
$$

It is natural to use an interpolation equation similar to Eq. (25) over the entire domain of the variable $0 \geqslant z>-\infty$ :

$$
\begin{equation*}
\frac{d y}{d x}=-\frac{2}{1-y_{m}}(1-y)\left(y-y_{m}\right) \tag{26}
\end{equation*}
$$

in which the constant $y_{0}$ is replaced by $y_{m}$, which takes into account escaping particles, and a new independent variable has been introduced:

$$
\begin{align*}
d x= & \frac{\left(1-y_{m}\right) u_{1}}{2 \bar{\kappa}(z)}\left\{1+\frac{\gamma_{c}-1}{2}\right. \\
& \left.\times \exp \left[-\int_{z}^{0} \frac{u_{1} d z^{\prime}}{2 \bar{\kappa}\left(z^{\prime}\right)}\right]\right\} d z, \quad x(0)=0 . \tag{27}
\end{align*}
$$

Equations (25) and (26) have a solution that satisfies the boundary condition $y(0)=y_{*}$. The solution for $y_{*}>y_{m}$ can be written in various forms:

$$
\begin{align*}
y(x) & =\frac{1}{2}\left(1+y_{m}\right)-\frac{1}{2}\left(1-y_{m}\right) \tanh \left[x+\frac{1}{2} \ln \frac{1-y_{*}}{y_{*}-y_{m}}\right] \\
& =\frac{y_{*}\left(\sigma_{m}-1\right)+\left[2-y_{*}\left(1+\sigma_{m}\right)\right] \tanh x}{\sigma_{m}-1+\left(\sigma_{m}+1-2 \sigma_{m} y_{*}\right) \tanh x}, \quad x \leqslant 0 . \tag{28}
\end{align*}
$$

In the region behind the shock transition the velocity of the plasma, like that of an ordinary shock wave, is a constant: $y(x)=u_{2} / u_{1}$ for $x>0$. The solution (28) generalizes the result of Axford et al. ${ }^{15}$ to the case of a shock wave with a thermal jump.

For $y_{*}=y_{m}$ there is no thermal jump and the shock transition is completely washed out. The solution (28) is no longer valid in this case, because the region in which the change in velocity takes place (the degraded front) is carried off to $-\infty$. Equation (26) must be solved again, changing the boundary conditions to $\left.y\right|_{x \rightarrow \infty} \rightarrow 1,\left.y\right|_{x \rightarrow-\infty} \rightarrow y_{m}$, which leads to the usual solution

$$
\begin{equation*}
y(x)=\frac{1}{2}\left(1+y_{m}\right)-\frac{1}{2}\left(1-y_{m}\right) \tanh x \tag{29}
\end{equation*}
$$

for a smooth transition between two stationary states. ${ }^{15,16}$ For shock waves of intermediate strength with a finite value of $M$, it is not difficult to solve Eq. (24) numerically.

## 3. SELF-CONSISTENT DETERMINATION OF THE SHAPE OF THE SPECTRUM AND PRESSURE OF ACCELERATED PARTICLES

In the macroscopic theory developed above, the four parameters $\sigma, \eta, k$, and $\gamma_{c}$ are still unknown. They must be calculated from the kinetic equation (1), which enables us to find the shape of the spectrum of accelerated particles. This in turn determines the exponent of the Poisson adiabat $\gamma_{c}$, as well as the total energy and energy flux of the accelerated particles for a given injection power $Q_{0}$, which will be determined by the global structure of the shock transition.

Under reasonable assumptions about the diffusion coefficient (see below), Eq. (1) yields power-law solutions in $p$. Therefore, it is useful to first find the relation between the adiabatic exponent $\gamma_{c}$ and the spectral index $\alpha$ of the distribution function:

$$
\begin{equation*}
N(p)=(\alpha-3) n_{c} p_{0}^{-3}\left(p_{0} / p\right)^{\alpha}, \quad \alpha>3, \quad p \geqslant p_{0} \tag{30}
\end{equation*}
$$

where $n_{c}$ is the number density of accelerated particles and $p_{0}<m c$ is the injection momentum. Calculating the pressure $P_{c}$ and energy density $w$ according to Eqs. (4) and (5) and determining the adiabatic exponent according to Eq. (7), we find

$$
\begin{align*}
& \alpha>5, \quad P_{c} \approx \frac{2(\alpha-3)}{3(\alpha-5)} \frac{p_{0}^{2}}{2 m} n_{c}, \quad \gamma_{c}=\frac{5}{3} ;  \tag{31}\\
& \alpha \leqslant 5, \quad P_{c}=C(\alpha) c p_{0} n_{c}, \tag{32}
\end{align*}
$$

where
$C(\alpha) \approx\left\{\begin{array}{l}\left(2 p_{0} / 3 m c\right) \ln \left(2 m c / p_{0}\right), \quad \alpha=5, \\ ((\alpha-3) / 6 \sqrt{\pi}) \Gamma(\alpha / 2-2) \\ \quad \times \Gamma(5 / 2-\alpha / 2)\left(p_{0} / m c\right)^{\alpha-4}, \quad 5>\alpha>4\end{array}\right.$,
$C(\alpha) \approx\left\{\begin{array}{cc}(1 / 3) \ln \left(2 p_{m} / m c\right), & \alpha=4, \\ ((\alpha-3) / 3(4-\alpha))\left(p_{0} / p_{m}\right)^{\alpha-4}, & 4>\alpha>3\end{array}\right.$.
We also find that

$$
\gamma_{c}=\left\{\begin{array}{ll}
5 / 3-g(5) & \text { for } \alpha=5  \tag{35}\\
4 / 3+g(\alpha) & \text { for } \alpha<4, \\
\alpha / 3+g(\alpha) & \text { for } 5>\alpha \geqslant 4
\end{array},\right.
$$

where
$g(\alpha)$

$$
\approx\left\{\begin{array}{l}
\left((\alpha-3)^{2} / 9 C(a)\right)\left[\left(p_{0} / p_{m}\right)^{\alpha-4}-p_{0} / 2 m c\right]  \tag{36}\\
5 \geqslant \alpha \geqslant 4 \\
((4-\alpha) / 3 \sqrt{\pi}(\alpha-3))\left(m c / p_{m}\right)^{4-\alpha} \\
\quad \times \Gamma(\alpha / 2-1) \Gamma(5 / 2-\alpha / 2), \\
4>\alpha>3
\end{array} .\right.
$$

Here we denote the cutoff momentum by $p_{m}\left(p_{m} \gg m c\right)$, which bounds the energy of the accelerated particles from above. Under real conditions this bound stems from the finite extent of the shock wave front, its finite lifetime, and the increase in the diffusion coefficient with particle energy, which leads to escape of high-energy particles from the front and an end to acceleration. In order that Eq. (1) automatically yield solutions with bounded energy, we take the following steplike energy dependence of the diffusion coefficient:

$$
\kappa(z, p)=\left\{\begin{array}{cc}
\kappa(z), & p<p_{m}  \tag{37}\\
\infty, & p>p_{m}
\end{array}\right.
$$

This dependence corresponds to the assumption that a particle becomes free once it has achieved a momentum $p_{m}$ and departs the system, i.e., the distribution function satisfies the condition

$$
\begin{equation*}
N(z, p)=0 \quad \text { for } p>p_{m} \tag{38}
\end{equation*}
$$

for any $z$.
The diffusion coefficient (37) corresponds to a sink function

$$
\begin{equation*}
Q_{m}(p)=Q_{m} p_{m}^{-2} \delta\left(p-p_{m}\right) \tag{39}
\end{equation*}
$$

in Eq. (8), which we localize at $z=0$, i.e., we assume $f(z)=\delta(z)$. The strength of the sink $Q_{m}$ must be chosen in such a way that (38) is satisfied. We consider the limiting momentum $p_{m}$ to be an external parameter of the problem determined from other considerations (the real extent of the front, intensity of turbulence and magnetic field).

We can solve Eq. (1) with the diffusion coefficient (37) in analytic form if the velocity profile $u(z)$ is given by the solutions (28) and (29). Taking the right side of Eq. (1) in the form Eqs. (8) and (39) and carrying out a Mellin transform with respect to the variable $p$,

$$
\begin{equation*}
\bar{N}(s, z)=\int_{0}^{\infty} N(p, z) p^{s-1} d p, \tag{40}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& \frac{d}{d z} \kappa(z) \frac{d \bar{N}}{d z}-u(z) \frac{d \bar{N}}{d z}-\frac{s d u}{3 d z} \bar{N}=\left(Q_{m} p_{m}^{s-3}-Q_{0} p_{0}^{s-3}\right. \\
& \left.\quad-\frac{s}{3}\left(u_{*}-u_{2}\right) \bar{N}\right) \delta(z) \tag{41}
\end{align*}
$$

where we have extracted the singular part at the thermal discontinuity from the derivative $d u / d z$.

We next transform to the independent variable $\zeta=\left(y-y_{m}\right) /\left(1-y_{m}\right)$, using a simplified relation (compared to Eq. (27)) between $d x$ and $d z$ of the form $d x / d z=\left(\gamma_{c}+1\right)\left(1-y_{m}\right) u_{1} / 4 \kappa(z)$, which yields the correct result in the region of highest acceleration near the thermal jumps, and somewhat overestimates the derivative $d x / d z$ for $z \gg 2 \kappa / u_{1}$, where the acceleration is very small. This leads to a hypergeometric equation in the standard form ${ }^{17}$ :

$$
\begin{equation*}
\zeta(1-\zeta) \frac{d^{2} \bar{N}}{d \zeta^{2}}+[c-(a+b+1) \zeta] \frac{d \bar{N}}{d \zeta}-a b \bar{N}=0 \tag{42}
\end{equation*}
$$

Here

$$
\begin{align*}
& a+b+1=\frac{2 \gamma_{c}}{\gamma_{c}+1}, \quad a b=-\frac{2 s}{3\left(\gamma_{c}+1\right)}, \\
& c=1+\frac{2 y_{m}}{\left(\gamma_{c}+1\right)\left(1-y_{m}\right)} . \tag{43}
\end{align*}
$$

The function $\bar{N}(s, \zeta)$ satisfies the boundary conditions

$$
\begin{align*}
& \left.\bar{N}\right|_{\zeta=1}=0,  \tag{44}\\
& \left(\frac{d \bar{N}}{d \zeta}+\frac{2 s\left(y_{*}-\sigma^{-1}\right)\left(1-y_{m}\right)}{3\left(\gamma_{c}+1\right)\left(1-y_{*}\right)\left(y_{*}-y_{m}\right)} \bar{N}\right)_{\zeta=\zeta_{*}} \\
& \quad=\frac{2\left(1-y_{m}\right)\left(Q_{m} p_{m}^{s-3}-Q_{0} p_{0}^{s-3}\right)}{\left(\gamma_{c}+1\right)\left(y_{*}-y_{m}\right)\left(1-y_{*}\right) u_{1}} . \tag{45}
\end{align*}
$$

The second condition incorporates the right side of Eq. (41) (equality of flux on the two sides of the thermal discontinuity). Despite the fact that the quantities $a$ and $b$ contain radicals, the symmetry of the coefficients of Eq. (42) results in a solution in the form of a rational function of the variable $s$.

The solution of the equation that satisfies the boundary conditions (44) and (45) can be expressed in terms of hypergeometric functions ${ }^{16}$ as

$$
\begin{align*}
\bar{N}(s, \zeta)= & \frac{4\left(Q_{0} p_{0}^{s-3}-Q_{m} p_{m}^{s-3}\right)}{u_{1}\left(\gamma_{c}+1\right)^{2}\left(\gamma_{*}-y_{m}\right)\left(1-y_{*}\right) \Phi(s)} \\
& \times(1-\zeta)^{c-a-b} F(c-a, c-b ; c-a-b+1 ; 1-\zeta), \tag{46}
\end{align*}
$$

when $1 \geqslant \zeta \geqslant \zeta_{*}>0$, and

$$
\begin{align*}
\Phi(s)= & \left(1-\zeta_{*}\right)^{c-a-b+1} \\
& \times\left[c-a-b-\frac{2 s\left(y_{*}-\sigma^{-1}\right)}{3\left(\gamma_{c}+1\right)\left(y_{*}-y_{m}\right)}\right] \\
& \times F\left(c-a, c-b ; c-a-b+1 ; 1-\zeta_{*}\right) \\
& +\left(1-\zeta_{*}\right)^{c-a-b} \frac{(c-a)(c-b)}{c-a-b+1} \\
& \times F\left(c-a+1, c-b+1 ; c-a-b+2 ; 1-\zeta_{*}\right) \tag{47}
\end{align*}
$$

The solution (46) refers to the precursor region $x \leqslant 0$. Behind the thermal front $x>0$, the distribution function does not depend on position, and by virtue of continuity at the boundary $x=0\left(\zeta=\zeta_{*}\right)$ its value $\bar{N}_{2}(s)$ is determined by Eq. (46) evaluated at $\zeta=\zeta_{*}: \bar{N}_{2}(s)=\bar{N}\left(s, \zeta_{*}\right)$.

When $\zeta_{*} \rightarrow 0\left(y_{*} \rightarrow y_{m}\right)$, the hypergeometric series diverges and solution (46), (47) is no longer meaningful. In this case, which corresponds to the absence of a thermal jump, solution (28) also becomes meaningless, as noted above. It should be replaced by the solution (29).

To determine the spectrum of accelerated particles in this limit, we must solve Eq. (42) again for the region $1 \geqslant \zeta \geqslant 0$ with boundary conditions

$$
\begin{align*}
& \left.\bar{N}\right|_{\zeta=1}=0,\left.\quad \bar{N}\right|_{\zeta=0} \text { bounded, } \\
& \left.\bar{N}\right|_{\zeta=1 / 2+0}=\left.\bar{N}\right|_{\zeta=1 / 2-0}, \\
& \left.\frac{\partial \bar{N}}{\partial \zeta}\right|_{\zeta=1 / 2+0}-\left.\frac{\partial \bar{N}}{\partial \zeta}\right|_{\zeta=1 / 2-0}=\frac{4\left(Q_{m} p_{m}^{s-3}-Q_{0} p_{0}^{s-3}\right)}{u_{1}} . \tag{48}
\end{align*}
$$

These boundary conditions correspond to injection and escape of particles with the highest energies for $\zeta=1 / 2(x=0)$, i.e., at the point of largest curvature of the shock transition profile.

The solution of Eq. (42) with boundary conditions (48) has the form

$$
\begin{align*}
\bar{N}(s, \zeta)= & \frac{2^{c-a-b+2}\left(Q_{0} p_{0}^{s-3}-Q_{m} p_{m}^{s-3}\right) F(a, b ; c ; 1 / 2)}{u_{1} \Phi(s) F(c-a, c-b ; c-a-b+1 ; 1 / 2)} \\
& \times(1-\zeta)^{c-a-b} F(c-a, c-b ; c-a-b+1 ; 1-\zeta) \tag{49}
\end{align*}
$$

for $1 \geqslant \zeta \geqslant 1 / 2$, and

$$
\begin{equation*}
\bar{N}(s, \zeta)=\frac{4\left(Q_{0} p_{0}^{s-3}-Q_{m} p_{m}^{s-3}\right)}{u_{1} \Phi(s)} F(a, b ; c ; \zeta) \tag{50}
\end{equation*}
$$

for $1 / 2 \geqslant \zeta \geqslant 0$, where now

$$
\begin{align*}
\Phi(s)= & \frac{a b}{c} F(a+1, b+1 ; c+1 ; 1 / 2)+(c-a-b) F(a, b ; c ; 1 / 2) \\
& \times\left[2+\frac{(c-a)(c-b) F(c-a+1, c-b+1 ; c-a-b+2 ; 1 / 2)}{(c-a-b)(c-a-b+1) F(c-a, c-b ; c-a-b+1 ; 1 / 2)}\right] . \tag{51}
\end{align*}
$$

The spectrum of accelerated particles can be calculated by inverting the Mellin transform,

$$
\begin{equation*}
N(p, \zeta)=\frac{1}{2 \pi i} \int_{-i \infty}^{+i \infty} \bar{N}(s, \zeta) p^{-s} d s \tag{52}
\end{equation*}
$$

For $p>p_{m} \gg p_{0}$, the contour of integration can be closed on an arc of infinite radius in the right-hand half-plane, and the value of the integral will be determined by the residues of the expression under the integral sign at the poles $\alpha$ whose positions are given by the equation

$$
\begin{equation*}
\Phi(\alpha)=0 \tag{53}
\end{equation*}
$$

where the values of $\alpha$ are the exponents of individual powerlaw terms. In the problem under discussion (see below), Eq. (53) always has exactly one real root.

We now return to determining the intensity $Q_{m}$ of the flux of escaping particles. Since the solutions (46) and (49), (50) are proportional to the difference $Q_{0} p_{0}^{s-3}-Q_{m} p_{m}^{s-3}$, the corresponding distribution function $N(p, \zeta)$ for $p>p_{m}$ and in the presence of exactly one root $\alpha$ will be proportional to the difference $Q_{0}\left(p_{0} / p\right)^{\alpha-3}-Q_{m}\left(p_{m} / p\right)^{\alpha-3}$, and (38) enables us to relate the flux of escaping particles to the injection power:

$$
\begin{equation*}
Q_{m}=Q_{0}\left(p_{0} / p_{m}\right)^{\alpha-3} \tag{54}
\end{equation*}
$$

Another useful relation can be obtained from the balance equation for the number of accelerated particles. Under steady-state conditions, the particles injected into the acceleration regime generate a flux of accelerated particles $n_{c 2} u_{2}$, which is carried off by the turbulent plasma behind the shock transition, and a flux of escaping particles $Q_{m}$. Using Eqs. (54) and (13), we find

$$
\begin{equation*}
Q_{0}=\frac{n_{c 2} u_{1}}{\sigma\left[1-\left(p_{0} / p_{m}\right)^{\alpha-3}\right]} . \tag{55}
\end{equation*}
$$

For the dimensionless energy flux of escaping particles $k=q_{m} / u_{1} P_{c 2}$, we find, using Eqs. (54), (39), and (12), that

$$
\begin{equation*}
k=\frac{c p_{0} Q_{0}}{u_{1} P_{c 2}}\left(\frac{p_{0}}{p_{m}}\right)^{\alpha-4} \tag{56}
\end{equation*}
$$

Combining Eqs. (55), (56), and (14), we can relate the dimensionless injection parameter $Q=Q_{0} / n_{g 1} u_{1}$ and the energy flux $k$ to the spectral index and the global compression:

$$
\begin{align*}
Q & =\frac{u_{1}^{2}\left(\gamma_{c}-1\right)\left(1+4 / \sigma^{2}-5 / \sigma\right)}{c v_{0}\left\{\left(5-3 \gamma_{c}\right) C(\alpha)\left[1-\left(p_{0} / p_{m}\right)^{\alpha-3}\right]+2\left(\gamma_{c}-1\right)\left(p_{0} / p_{m}\right)^{\alpha-4}\right\}}  \tag{57}\\
k & =\frac{\left(p_{0} / p_{m}\right)^{\alpha-4}}{\sigma C(\alpha)\left[1-\left(p_{0} / p_{m}\right)^{\alpha-3}\right]} \tag{58}
\end{align*}
$$

Here $\gamma_{c}$ and $C(\alpha)$ depend on the spectral index through Eqs. (33)-(36), and $v_{0}$ is the velocity of the injected particles. Relations (55)-(58) are valid for any finite value of the thermal jump. If, however, there is no jump and the shock transition is washed out, the compression $\sigma=\sigma_{m}$ is given by Eq. (21), and Eqs. (57), and (58) simplify:

$$
\begin{align*}
Q= & \frac{u_{1}^{2}}{c v_{0}}\left(\frac{p_{m}}{p_{0}}\right)^{\alpha-4}\left(1-\frac{1}{\sigma_{m}}\right) k_{m},  \tag{59}\\
k_{m}= & \left\{2+\left(\gamma_{c}+1\right) C(\alpha)\left(\frac{p_{m}}{p_{0}}\right)^{\alpha-4}\right. \\
& \left.\times\left[1-\left(\frac{p_{0}}{p_{m}}\right)^{\alpha-3}\right]\left(\gamma_{c}-1\right)^{-1}\right\}^{-1} . \tag{60}
\end{align*}
$$

An estimate of the parameter $k$ using Eqs. (58), (60) and (33)-(36) shows that for spectra with $\alpha \geqslant 4$ and $p_{m} \gg m c$, the escape effect is small, and will be only important for mildly sloping spectra with $\alpha<4$.

We now calculate the spectral index and other parameters of the shock transition. We begin with the simplest situation, where there is no thermal jump and the velocity profile is given by Eq. (29), while the distribution function is specified by Eqs. (49)-(52). For $p_{m}>p>p_{0}$ the term with $Q_{m}$ can be integrated along a contour that is closed in the left
half-plane, where there are no poles. This is because the mechanism that acts at the shock transition is first-order Fermi acceleration, for which the injected particles can only increase in energy. The term with $Q_{0}$ is integrated along the right half-circle and yields a power-law contribution with the previous index $\alpha$ determined from Eq. (53).

In this case the index $\alpha$ and dimensionless pressure $\eta_{m}$ of accelerated particles Eq. (17) depend only on $\sigma_{m}$. Therefore, it is convenient to specify the compression $\sigma_{m}$ as an independent parameter and express the remaining quantities in terms of it, including the injection power necessary to sustain a given compression according to Eq. (59). In this case the distribution function can also be simplified:

$$
\begin{equation*}
N_{2}(p)=(\alpha-3)\left(1-\frac{1}{\sigma_{m}}\right) \frac{u_{1}^{2} n_{g 1}}{c v_{0} p_{0}^{3}}\left(\frac{p_{0}}{p}\right)^{\alpha}, \quad p \leqslant p_{m} . \tag{61}
\end{equation*}
$$

Values of the spectral index $\alpha$ can be calculated by numerically finding roots of the function (51) for various values of the global compression $\sigma_{m}$. The injection power is determined from Eqs. (59) and (60).

In a situation where the thermal jump has a finite value, it is necessary to determine the spectral index by requiring that the function (47) vanish. As an independent variable we can use either the global compression $\sigma$ again, expressing the

TABLE I. Spectral indices of accelerated particles and required injection power for various values of the global compression.

| 1 | $\sigma$ | 4.05 | 4.25 | 4.5 | 5.0 | 6.0 | 7.0 |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | $\alpha$ | 3.99 | 3.95 | 3.91 | 3.85 | 3.73 | 3.63 |
| 3 | $Q$ | $5 \cdot 10^{-6}$ | $2.0 \cdot 10^{-5}$ | $2.45 \cdot 10^{-5}$ | $1.73 \cdot 10^{-5}$ | $4.6 \cdot 10^{-6}$ | $1.1 \cdot 10^{-6}$ |
| 4 | $\alpha$ | 4.97 | 4.85 | 4.71 | 4.50 | 4.20 | $3.4 \cdot 10^{-3}$ |
| 5 | $Q$ | $5.2 \cdot 10^{-2}$ | $4.3 \cdot 10^{-2}$ | $2.9 \cdot 10^{-2}$ | $1.2 \cdot 10^{-2}$ | $3.1 \cdot 10^{-4}$ |  |
| 6 | $\sigma$ | 10 | 15 | 21 | 50 | 300 | 3.29 |
| 7 | $\alpha$ | 3.45 | 3.20 | 3.078 | 3.033 | 3.010 |  |
| 8 | $Q$ | $7.4 \cdot 10^{-8}$ | $6.2 \cdot 10^{-9}$ | $1.5 \cdot 10^{-9}$ | $1.9 \cdot 10^{-10}$ | $8.10^{-11}$ | $5.9 \cdot 10^{-11}$ |
| 9 | $\alpha$ | 3.67 | 3.45 | 3.33 | 3.16 | 3.11 | 3.07 |
| 10 | $Q$ | $3.7 \cdot 10^{-6}$ | $9.5 \cdot 10^{-8}$ | $1.3 \cdot 10^{-8}$ | $8.2 \cdot 10^{-10}$ | $3.2 \cdot 10^{-10}$ | $1.7 \cdot 10^{-10}$ |

parameters $k$ and $Q$ in terms of it according to Eqs. (57) and (58), or the injection $Q$. In the latter case we must express the compression in terms of the injection. Furthermore, in both cases we must fix the external parameters of the problem: the velocity $u_{1}$ and density $n_{g 1}$ of the advancing plasma flux, as well as the injection momentum $p_{0}$ and limiting momentum $p_{m}$.

## 4. DISCUSSION OF RESULTS AND CONCLUSIONS

The results of numerical calculations are given in Table I. They are obtained under the assumptions $v_{0}=u_{1}=10^{-2} \mathrm{~s}$ and $p_{m} / m c=10^{6}$, which coincide in order of magnitude with an 'optimistic' type of particle acceleration by a strong shock wave from the explosion of a supernova $(M \gg 1)$. Lines 2,3 and 7, 8 refer to a shock transition with a thermal jump, lines 4,5 and 9,10 to a degraded front. As $\sigma \rightarrow \infty$ the equations given above allow us to obtain $\alpha \rightarrow 3$ and $Q \rightarrow T_{1} / T_{m} \approx 5 \cdot 10^{-11}$, where $T$ is the kinetic energy. We now note some characteristic features of these results.

1. At global compressions $\sigma \geqslant 4$ there exist two branches of the solution, corresponding to a wave with a thermal jump and a completely degraded front. Both branches merge as $\sigma \rightarrow \infty$, where the thermal discontinuity disappears.
2. For a given compression of the medium, the regime with a thermal jump creates a harder spectrum of accelerated particles (smaller $\alpha$ ) and requires lower injection power than the regime with a degraded front. This is explained by the fact that a flow profile with a large velocity gradient (thermal jump) accelerates particles more efficiently (Fig. 2).
3. All acceleration regimes shown in Table I require low relative injection power $Q \leqslant 5 \cdot 10^{-2}$.
4. The branch with a thermal jump exists only over a bounded interval of injection power, $0 \leqslant Q \leqslant Q_{\max } \approx 2 \cdot 10^{-5}$; it corresponds to a spectral index for accelerated particles in the range $4 \geqslant \alpha \geqslant 3$ (Fig. 3).
5. The branch with a degraded front exists for injection power $1>Q \geqslant Q_{\min }=T_{1} / T_{m} \approx 5 \cdot 10^{-11}$; in this case the spectral index varies from $\alpha \approx 5$ to $\alpha=3$ (Fig. 3).
6. An increase in compression is accompanied by a decrease in spectral index and a decrease in injection (with the exception of the initial segment of the branch with the thermal jump). The decrease in injection is explained by the fact that as the index $\alpha$ decreases, the relative number of particles with maximum energy increases, and the prespecified injection is provided entirely by fewer and fewer ultrarelativistic particles. For the parameters chosen, the limit $\sigma \rightarrow \infty$ corre-
sponds to vanishingly small injection $Q_{\min } \approx 5 \cdot 10^{-11}$. Conversely, as injection increases, the relative number of relativistic particles in the spectrum decreases, since the original energy of the plasma flow is distributed over an increasing number of particles. A natural consequence of this is the increase in the spectral index and decrease in the compression.
7. The fraction of energy $\eta$ transferred to the accelerated particles on the branch with the degraded front is very large and increases from 0.75 for $\sigma \rightarrow 4$ to 1 for $\sigma \rightarrow \infty$. On the branch with the thermal jump it varies for the same compressions from 0 to 1 .

These results show (Fig. 2) that the solution to this nonlinear problem in the time-independent formulation has several branches. In particular, three values of compression of the medium are possible, as well as three values of the spectral index of the accelerated particles if the injection power lies in the range $Q_{\min }<Q<Q_{\max }$. Therefore, questions of stability of these states and their realizability must be addressed.

To study stability by traditional methods, it is necessary to go beyond the limits of the steady-state formulation of the problem, which leads to considerable difficulties. However, we can make arguments of a general character that favor the


FIG. 2. Relation between the plasma compression $\sigma$ and the rate $Q$ of particle injection into the acceleration regime for $p_{0} / m c=10^{-2}$ and $p_{m} / m c=10^{6}$. The upper curve describes a shock wave with a degraded front, the lower curve a state with a thermal jump.


FIG. 3. Accelerated particle spectral index $\alpha$ as a function of global compression $\sigma$. The upper curve corresponds to the absence of a thermal jump, the lower curve to the presence of a thermal jump.
realization of the state with the smallest compression for a given rate of injection.

The shock transition can be regarded as a certain stage of approximation to the equilibrium state of a strongly nonequilibrium initial system (a flux of cold nonrelativistic plasma with a large excess of energy of directed motion). The relaxation of this system is accompanied by an increase in entropy. According the Boltzmann principle, the state that is most probable is the one with the highest entropy (i.e., which is realized by the largest number of microstates). Therefore, in nature we should expect those realizations of such a state (combined with the conservation laws and dynamic laws, i.e., the equations of motion) that correspond to the highest entropy per particle. Of the three states $A, B$, and $C$ corresponding to the admissible solutions, only state $A$ possesses these properties, because it corresponds to the highest average energy of the primary particle mass behind the shock transition. In state $B$ the thermal jump is smaller than in state $A$, so that the heating of the primary plasma and its entropy turn out to be smaller; moreover, although the higher energy of a smaller faction of accelerated particles is accompanied by an increase in their entropy, this does not bring about a decrease in the entropy of the most numerous component. This tendency is manifested in state $C$, in which the entropy of the primary plasma remains constant, to an even stronger degree. It is not difficult to estimate this effect quantitatively: the entropy difference per particle for states $A$ and $C$ is given by

$$
s_{A}-s_{C}=\ln \left(M^{3} / 32\right)+\mathscr{O}(\sigma Q / 4) .
$$

Starting with these considerations, we can propose the following sequence of plasma states at a shock transition with large Mach number for slow (quasistatic) growth of the level of injection. For $Q=0$ there are no accelerated particles, and we have a thermal jump with $\sigma_{*}=\sigma=4$. As the injection increases from 0 to $Q_{\text {min }}=T_{1} / T_{m}$ only one state can exist, with a thermal density jump close to 4 . The appearance of relativistic particles increases the compression somewhat, while the spectral index is smaller than its original value
$\alpha=4$. For $Q>Q_{\text {min }}$, three states are possible, but only the most stable one is realized-the one lying on the initial branch with the thermal jump.

As injection is further increased above $Q=Q_{\text {max }}$, the only states that are compatible with the equations of motion and conservation laws are those with a degraded front; therefore, a jump should occur in the system to a different branch of the solution. This jump is accompanied by an increase in compression (by almost a factor of 2 for the parameters we have chosen) and according to what was said above, a decrease in entropy. However, there are no other states for levels of injection $Q>Q_{\text {max }}$; therefore, realizations of the structure with a degraded front are inevitable under these conditions. The jump is also accompanied by a decrease in spectral index, and consequently an increase in the relative number of relativistic particles.

The behavior of the system in this range of injection power recalls that of a phase transition, accompanied by a change in some 'order parameter",-here the relative number of relativistic particles. Furthermore, in the neighborhood of $Q_{\text {max }}$ there is also a region of fluctuations, in which small changes in injection lead to large changes in the state of the shock transition, which is analogous to the fluctuation region near the Curie point.

Further increases in injection lead to a decrease in compression and an increase in spectral index. When the injection increases to $Q \geqslant 3 \cdot 10^{-4}$, which corresponds to compression $\sigma \leqslant 7$, the spectral index increases to $\alpha>4$, and monotonically increases after that as the rate of injection increases. Although in this case the fraction of energy transferred to the accelerated particles remains high, $\eta>0.75$, since the number of accelerated particles increases their average energy decreases and the relative numbers of relativistic particles drops. The theory developed here is no longer valid at $\alpha \approx 5$, where this fraction becomes negligible.

As the rate of injection changes in the opposite direction, we might expect the reverse sequence of states. For injection $Q<Q_{\text {max }}$, there will most likely be a jump in the system to the branch with a thermal jump. This does not exclude the possible appearance of a 'superheated'" state and hysteresis loops connected with possible stability within certain limits of the upper branch shown in Fig. 2 against small fluctuations, but ultimately this system will transition to the more stable state on the original branch of the lower curve.

Recall that the observed spectral index for galactic cosmic rays is $\alpha \approx 4.7$ in the energy range 10 GeV $\leqslant T \leqslant 10^{6} \mathrm{GeV}$. In a model where particles are accelerated by a single shock wave, this index can be generated in the linear regime by a shock wave of moderate strength ( $\sigma \approx 2.76, M \approx 2.58$ ) and by a stong shock in the extreme nonlinear regime $(\sigma \approx 4.5, M \gg 1)$. The main difference between these cases is the magnitude of the efficiency, i.e., the fraction of the energy transferred to accelerated particles: $\eta \ll 1$ in the linear regime and $\eta \approx 0.78$ in the nonlinear regime. It is likely that intermediate nonlinear regimes with $M>2.58$ are possible as well; these are not considered in this paper.

We will also not discuss the rate of particle injection into the acceleration regime from the ambient medium in this
paper. Several estimates of this quantity were given in Ref. 18 which indicate that under natural conditions any required injection can be realized within practically any regime. The consequences of the nonlinear effects discussed here for strong shock waves in astrophysical objects can be verified in principle by observing synchrotron radiation of the accelerated particles (the spectral index $\alpha$ ) and thermal radiation due to the front, which strongly depends on the effective plasma temperature.

In conclusion, we present a brief summary of the overall properties of our model, which can be exhibited by other similar systems, for example shock waves with a spherical front. ${ }^{8,19}$

It has been shown that within a certain range of injection powers there exist certain states of the shock transition which correspond to the same injection, but which differ appreciably in their global compression, profile shape, and spectra of accelerated particles. The presence of several branches of the solution is a characteristic feature of many very different nonlinear systems.

There exist stable states of the shock transition from which the system is capable of executing transitions to other states that differ strongly from the original state. In this case a small change in injection power can lead to considerable changes in the observed parameters-global compression and accelerated particle spectrum.

In nonlinear regimes of particle acceleration, a decrease in injection leads to an increase in compression. High values of global relative compression at the shock transition (by factors of tens or hundreds) correspond to very low levels of injection. It is probable that such states (with relative com-
pression $>10$ ) are unstable, and the possibility of their realization in nature is not clear.
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#### Abstract

A nematic liquid crystal confined to a cylindrical capillary with homeotropic anchoring to the sidewalls is considered. An analytic description of the planar polar director field configuration is proposed for arbitrary values of the system material parameters. Conditions for orientational transitions between planar radial, planar polar, and escaped radial structures are determined, with a discussion of similar considerations for planar-circular anchoring. © 1997 American Institute of Physics. [S1063-7761(97)00711-7]


## 1. INTRODUCTION

Equilibrium configurations of nematic liquid crystals (NLC) in a cylindrical cavity have been studied for approximately thirty years. Some dozens of papers have been written about this problem; therefore, the bibliographical citations listed below will naturally not encompass all of the available experimental and theoretical investigations. The reader can acquaint himself with additional information in, e.g., the review by Saupe ${ }^{1}$ or the book by Kleman, ${ }^{2}$ and for the results of more recent investigations the works of Allender and his coauthors. ${ }^{3,4}$

Here we will address some particular questions that in our view are of important practical interest. We note above all that the most convenient geometry in which to study nematic liquid crystals, after a geometry of plane-parallel cells, is the cylindrical geometry, both from a theoretical and an experimental point of view. In this case, essentially all experimentally observed ${ }^{3-13}$ and theoretically possible ${ }^{14,15}$ configurations of the director field $\mathbf{n}$ in a cylindrical cavity admit either a complete or approximate analytic description. This circumstance allows us to predict with some accuracy the transition points between configurations, starting with a specific set of material parameters of the system. On the other hand, values of the material parameters such as the NLC modulus of elasticity have been determined ${ }^{3,4,11-13}$ by analyzing experimentally observed oriented structures.

The possible equilibrium configurations of a nematic in a cylindrical cavity depend primarily on how the director $\mathbf{n}$ is anchored to the lateral surface of the cylinder. The type of anchoring is specified by the unit vector $\boldsymbol{\Pi}$ for easy orientation of $\mathbf{n}$ at the walls of the liquid crystal sample. In essentially every experiment to date, the anchoring is of homeotropic type: the direction $\Pi$ of easy orientation of the director is perpendicular to the lateral surface of the cylinder. The three theoretically possible configurations of an NLC corresponding to these boundary conditions are shown in Fig. 1. These structures are conventionally referred to in Refs. 3 and 4 as planar radial (PR), planar polar (PP), and escaped radial (ER). The first two configurations belong to the class of planar (two-dimensional) distortions of the director field, while the last belongs to the class of bulk (three-dimensional) deformations.

As shown in Refs. 3, 4, when the moduli of elasticity for
transverse $K_{11}$ and longitudinal $K_{33}$ bending of the NLC are different, the minimum in the total free energy of this system in the class of two-dimensional distortions corresponds to the PP structure. However, this result cannot be extended to arbitrary values of $K_{11}$ and $K_{33}$. This can be demonstrated for the example of liquid-crystal materials that exhibit not only the nematic but also the smectic $A$ phase. In fact, near the point of transition to the smectic phase, where $K_{33} \gg K_{11}$, the molecules of the nematic tend to be located in 'smecticlike" layers parallel to one another and of equal thickness. In this case, it is clear even on qualitative grounds that a PR structure (see Fig. 1a) with a line defect along the axis of the cylinder can allow a similar restructuring of the NLC, i.e., smectic-like layers forming concentric circles of equal thickness. At the same time, the internal restructuring of a nematic in the PP configuration (Fig. 1b) unavoidably leads to deformation of the layers along the thickness, which is extremely disadvantageous energetically. Consequently, there may be a certain relation between the elastic moduli $K_{11}$ and $K_{33}$ for which the minimum total free energy in the class of planar distortions turns out to correspond to the PR configuration. For a deeper analysis and quantitative estimates we require additional theoretical investigations.

The three-dimensional ER deformation (Fig. 1c) arises when a line defect in the planar radial configuration uniformly 'escapes' in the third direction. Escape in the opposite energetically equivalent direction leads ${ }^{3-13}$ to a more complicated three-dimensional structure with point defects (escaped radial with point defects, or ERPD). For infinitely long cylinders, which we discuss below, the ERPD configuration is metastable: point defects either attract and annihilate one another, or separate and disappear at infinity. ${ }^{16}$ As a result, the ERPD structure is converted into a uniform ER configuration possessing lower energy in the class of threedimensional distortions. We add that the ER configuration is also more energetically favorable than the ERPD structure for cylinders of finite length with absolutely degenerate end boundary conditions for the director $\mathbf{n}$.

Optical ${ }^{5-8,13}$ and nuclear magnetic resonance experiments ${ }^{3,4,9-12}$ show that in cylinders with radii $R=0.5-200 \mu \mathrm{~m}$ and homeotropic anchoring at the lateral surface, escape (ER or ERPD) structures are realized, while in cylinders with radii $R=0.05-0.4 \mu \mathrm{~m}$, depending on the


FIG. 1. Configurations of the director field $\mathbf{n}$ corresponding to homeotropic anchoring: a-planar radial (PR); b-planar polar (PP); c-escaped radial (ER).
relations between material parameters of the system, either ERPD or PP configurations can occur. The observed stable ERPD structures are associated with the presence of nondegenerate end boundary conditions (for example, of the same homeotropic nature). These boundary conditions are difficult to control and may differ from experiment to experiment. The existence of PR configurations in the cylindrical volume of an NLC has not been confirmed experimentally at this time; however, many authors (see, for example, Refs. 4, 5, $10,15)$ assume that this structure can occur near the nematic-smectic $A$ transition point in cylinders of radius $R \leqslant 0.1 \mu \mathrm{~m}$. Note that such structures are seen fairly often in the pure smectic $A$-phase. ${ }^{17,18}$

Let us touch briefly on theoretical studies of the configurations shown in Fig. 1. The PR structure was completely described by Dzyaloshinskiĭ. ${ }^{14}$ The analytic solution for the ER configuration for so-called rigid (see below) anchoring was obtained by Cladis and Kleman, ${ }^{15}$ and in a more general form by Allender and his coauthors. ${ }^{3,4}$ As for the PP structure, the exact solution obtained by the latter authors corresponds only to the two-constant approximation $K_{11}=K_{33}$. Numerical calculations for this structure when $K_{11} \neq K_{33}$ were recently carried out in Ref. 19.

In this paper we present an analytic description of the PP configuration for a system with arbitrary material parameters. The system always consists of a cylinder with infinite length; by analyzing exact solutions we find conditions for orientational transitions between PR, PP, and ER structures. For completeness of the theoretical investigation, along with homeotropic conditions we discuss in detail the cylindrical
type of anchoring in which the direction $\boldsymbol{\Pi}$ of easy orientation of the director is perpendicular to the cylinder axis and tangent to its lateral surface. The circular type of anchoring has yet to be realized in practice. In order to do so it is necessary not only to fix the vector $\boldsymbol{\Pi}$ in the plane tangential to the lateral surface of the cylinder, as shown, e.g., in Ref. 20, but also to lift the degeneracy with respect to directions of $\boldsymbol{\Pi}$ in this plane; in other words, to orient the vector $\boldsymbol{\Pi}$ in the tangent plane that is perpendicular to the cylinder axis. For planar cells in an NLC, the problem of lifting the degeneracy in this way has been successfully solved experimentally; ${ }^{21,22}$ therefore, we assume that in the future it will be solved for samples of cylindrical form as well. Three equilibrium structures analogous to those described above for the director field when the anchoring is of circular type are shown in Fig. 2. We refer to them in the following way: planar circular (PC), circularly planar polar (CPP), and escaped circular (EC). Of these three structures only the PC configuration admits even a semblance of a complete theoretical treatment; ${ }^{14}$ the EC structure for rigid anchoring is treated in Ref. 15.

The sequence of exposition of the material in this paper is as follows. In Sec. 2 we present expressions for the total free energy functional of the NLC and describe the equilibrium equations for a cylindrical geometry. In Sec. 3 we formulate a general approach to describing plane oriented textures and briefly investigate the PR and PC configurations. The results of calculations for the polar PP and CPP structures are contained in Sec. 4. The escaped configurations are discussed in Sec. 5, in which we briefly describe the ER


FIG. 2. Configurations of the director field $\mathbf{n}$ corresponding to circular anchoring: aplanar circular (PC); b-circular planar polar (CPP); c-escaped circular (EC). For the EC structure (c) the director on the cylinder axis lies in the plane of the figure, while near the walls of the capillary it is perpendicular to this plane.
structure, give a general calculation for the EC configuration, and discuss the "total escape"' conditions that lead to a uniform axial structure with director $\mathbf{n}$ parallel to the cylinder axis. In Sec. 6 we analyze the conditions for orientational transitions among the possible configurations of the NLC for each of these types of anchoring. The conclusions are presented in Sec. 7.

## 2. CONTINUUM APPROACH TO THE DESCRIPTION OF NLC

### 2.1. Total free energy functional

In the static regime, and in the absence of external (magnetic or electric) fields, the total free energy $F$ of a uniaxial NLC contains two contributions: the elastic free energy $F_{\text {EL }}$ and the anchoring free energy $F_{A}$. Let us consider each of these contributions in detail.

According to Saupe, ${ }^{23}$ the elastic free energy functional of the NLC, which is quadratic in the derivatives of the director, can be written in the following way:

$$
\begin{equation*}
F_{\mathrm{EL}}=\int_{V} d V\left\{f_{V}-\frac{1}{2} K_{24} \boldsymbol{\nabla} \cdot[\mathbf{n} \times(\boldsymbol{\nabla} \times \mathbf{n})+\mathbf{n}(\boldsymbol{\nabla} \cdot \mathbf{n})]\right\} . \tag{1}
\end{equation*}
$$

Here $d V$ is the volume element and $f_{V}$ is the total free energy of Frank ${ }^{24}$ :
$f_{V}=\frac{1}{2}\left\{K_{11}(\boldsymbol{\nabla} \cdot \mathbf{n})^{2}+K_{22}[\mathbf{n}(\boldsymbol{\nabla} \cdot \mathbf{n})]^{2}+K_{33}[\mathbf{n} \times(\boldsymbol{\nabla} \times \mathbf{n})]^{2}\right\}$.

The coefficient $K_{22}$ is referred to as the torsion modulus, while the coefficients $K_{11}$ and $K_{33}$, as mentioned above, are respectively the moduli of transverse and longitudinal bend-
ing. The divergence contribution of the coefficient $K_{24}$ in the functional (1), by Gauss's theorem, can be written as a surface integral with energy density

$$
\begin{equation*}
f_{24}=-\frac{1}{2} K_{24} \mathbf{s} \cdot[\mathbf{n} \times(\boldsymbol{\nabla} \times \mathbf{n})+\mathbf{n}(\boldsymbol{\nabla} \cdot \mathbf{n})], \tag{3}
\end{equation*}
$$

where $\mathbf{s}$ is the outward unit normal to the surface $S$ of the sample. Since the coefficient $K_{24}$ contributes only to the surface elastic energy of the NLC, it is referred to as the surface elastic modulus. Note that in the literature the constant $K_{24}$ has been described in various ways; our choice of definition of this modulus follows from Eq. (1). We also note that, like the authors of Refs. 4, 9-13, 25, we neglect the influence of the other surface contribution $\int_{V} d V K_{13} \nabla \cdot[\mathbf{n}(\nabla \cdot \mathbf{n})]$, and assume that inclusion of this term in the functional (1) confers excessive accuracy. The results of individual experiments attest to this fact; see, for example, Ref. 26.

The functional (1) for the elastic free energy should have a minimum $\left(F_{\mathrm{EL}}=0\right)$ for a uniform distribution of the director field. This condition imposes natural restrictions ${ }^{27}$ on the elastic modulus of the NLC: the constants $K_{11}, K_{22}$, and $K_{33}$ must be positive, and the constant $K_{24}$ must lie in the interval $0 \leqslant K_{24} \leqslant \min \left\{2 K_{11}, 2 K_{22}\right\}$.

Let us turn to the anchoring free energy functional; it can be written as a surface integral

$$
F_{A}=\int_{S} d S f_{A}
$$

Here the anchoring energy density $f_{A}$ is defined to be the anisotropic part of the surface tension at the walls (or boundaries) of the liquid crystal sample. ${ }^{21,22}$ The walls, which are formed by mechanical means or with the help of surface-
active materials, are found to act in an anisotropic orienting fashion on the NLC molecules, and thereby specify the type of anchoring, i.e., the direction $\boldsymbol{\Pi}$ of easy orientation of the director. In general, the unit vector $\Pi$ at any point of the surface is described by two angles, $\alpha$ and $\beta$. The meridional angle $\alpha$ lies in the plane perpendicular to the surface, and is defined as the angle between $\boldsymbol{\Pi}$ and the normal $\mathbf{s}$. The azimuthal angle $\beta$ lies in the tangent plane and is defined as the angle between the projection of $\boldsymbol{\Pi}$ on this plane and some direction of the polar axis. The actual direction of the director $\mathbf{n}$ at the surface of the liquid crystal sample is in turn given by two other angles, $\alpha^{\prime}$ and $\beta^{\prime}$. In the Rapini-Papoular ${ }^{28}$ standard form, the anchoring free energy density, which depends on the mutual orientation of $\mathbf{n}$ and $\boldsymbol{\Pi}$, is given by

$$
\begin{equation*}
f_{A}=\frac{1}{2}\left(W_{\theta} \sin ^{2} \varepsilon+W_{\phi} \sin ^{2} \delta\right), \tag{4}
\end{equation*}
$$

where $\varepsilon=\alpha-\alpha^{\prime}, \delta=\beta-\beta^{\prime}$; the positive constants $W_{\theta}$ and $W_{\phi}$ characterize the energies of the out-of-plane (meridional) and in-plane (azimuthal) perturbations of the director, respectively.

Thus, the total free energy of the system consisting of nematic plus bounding surface has the form

$$
\begin{equation*}
F=F_{\mathrm{EL}}+F_{A}=\int_{V} d V f_{V}+\int_{S} d S\left(f_{24}+f_{A}\right) \tag{5}
\end{equation*}
$$

where the expressions for $f_{V}, f_{24}$, and $f_{A}$ are given by Eqs. (2), (3), and (4), respectively.

### 2.2. Equilibrium equations for a cylindrical NLC sample

Consider an NLC located in an infinitely long cylindrical capillary of radius $R$ with prespecified (homeotropic or circular) anchoring at the lateral surface $S$. We introduce a cylindrical coordinate system with a right-handed triad of unit vectors $\mathbf{e}_{r}, \mathbf{e}_{\varphi}, \mathbf{e}_{z}$, with the $z$ axis directed along the cylinder axis. For homeotropic anchoring, the direction of easy orientation at the surface $S$ is given by $\boldsymbol{\Pi}^{(H)}=\mathbf{e}_{r}$. In terms of the angles $\alpha$ and $\beta$ entering into the anchoring energy density Eq. (4), we have $\alpha^{(H)}=0$, while the value of $\beta^{(H)}$ is degenerate. This implies that azimuthal surface perturbations do not occur for homeotropic anchoring, and $f_{A}$ depends only on the term associated with $W_{\theta}$. For anchoring of circular type $\Pi^{(C)}=\mathbf{e}_{\varphi}$, i.e., $\alpha^{(C)}=\pi / 2$ and $\beta^{(C)}=0$; here the angle $\beta$ is reckoned from the direction of $\mathbf{e}_{\varphi}$. Since the angles $\alpha^{(C)}$ and $\beta^{(C)}$ are fixed in this case, both meridional and azimuthal perturbations can enter the problem through $W_{\theta}$ and $W_{\phi}$ respectively. A qualitative analysis of the structures shown in Fig. 2 leads us to conclude immediately that the PC configuration is unrelated to deviations of the director from the direction of $\Pi^{(C)}$, i.e., $f_{A}=0$, while the CPP and EC structures correspond to the simplest type of surface perturbations: for the CPP structures $f_{A}$ depends only on $W_{\theta}$ (meridional perturbations), while for the EC configuration $f_{A}$ depends only on $W_{\phi}$ (azimuthal perturbations).

The equilibrium director field of the NLC can be determined by minimizing the functional (5) for the total free energy, following the usual variational procedures. The di-
rector field is parametrized by the two angles shown in Fig. 1: the slope $\Omega(\mathbf{r})$ and the torsion angle $\Phi(\mathbf{r})$. In our system of coordinates,

$$
\begin{align*}
\mathbf{n}= & \sin \Omega(\mathbf{r}) \cos [\Phi(\mathbf{r})-\varphi] \mathbf{e}_{r} \\
& +\sin \Omega(\mathbf{r}) \sin [\Phi(\mathbf{r})-\varphi] \mathbf{e}_{\varphi}+\cos \Omega(\mathbf{r}) \mathbf{e}_{z} \tag{6}
\end{align*}
$$

In the bulk of the NLC this minimization procedure yields the usual Euler equations:

$$
\begin{equation*}
\frac{\partial f_{F}}{\partial \chi}-\frac{1}{r} \partial_{\nu} r \frac{\partial f_{F}}{\partial \partial_{\nu} \chi}=0 \tag{7}
\end{equation*}
$$

where $\chi=\Omega, \Phi ; \partial_{\nu}=\partial / \partial \nu ; \nu=r, \varphi$, and $z$.
The boundary conditions for Eqs. (7) require more information about the anchoring of NLC molecules to the bounding surface than simply its type. Two other anchoring subtypes are distinguished: "hard"' and "soft." For hard anchoring, the director at the surface $S$ is strictly parallel to the direction of easy orientation, and in general the boundary condition for the angles $\Omega$ and $\Phi$ has the form

$$
\begin{equation*}
\left.\mathbf{n}\right|_{s}= \pm \mathbf{\Pi} . \tag{8}
\end{equation*}
$$

This is the situation when the specific energies $W_{\phi}$ and/or $W_{\theta}$ corresponding to homeotropic or circular anchoring from Eq. (4) are infinitely high. For soft anchoring, in which the corresponding specific energies are finite, the boundary conditions at the surface $r=R$ of the cylinder can be written in the form

$$
\begin{equation*}
\frac{\partial\left(f_{A}+f_{24}\right)}{\partial \chi}+\frac{\partial f_{F}}{\partial \partial_{r} \chi}-\partial_{\varphi} \frac{\partial f_{24}}{\partial \partial_{\varphi} \chi}-\partial_{z} \frac{\partial f_{24}}{\partial \partial_{z} \chi}=0 \tag{9}
\end{equation*}
$$

Note that although Eqs. (7) and the boundary condition (8) are general in form, and are valid for any geometry of the liquid crystal sample with a prespecified surface $S$, the boundary conditions (9) are here written in a simplified form that corresponds only to a cylindrical region.

## 3. REPRESENTATION OF A PLANAR DIRECTOR FIELD USING ANALYTIC FUNCTIONS

We consider a planar distortion of the director field

$$
\begin{equation*}
\mathbf{n}=\cos (\Phi-\varphi) \mathbf{e}_{r}+\sin (\Phi-\varphi) \mathbf{e}_{\varphi}, \quad \Phi=\Phi(r, \varphi) \tag{10}
\end{equation*}
$$

This representation follows from Eq. (6) after making the substitution $\Phi(\mathbf{r})=\Phi(r, \varphi)$, and choosing the extremum $\Omega(\mathbf{r})=\pi / 2$ of the corresponding Euler equation from the system (7). We note that in the planar case, the surface term associated with the constant $K_{24}$ makes no contribution to the functional (1): $\boldsymbol{\nabla} \cdot[\mathbf{n} \times(\boldsymbol{\nabla} \times \mathbf{n})+\mathbf{n}(\boldsymbol{\nabla} \cdot \mathbf{n})]=0$. Moreover, there is no torsion deformation $(\mathbf{n} \cdot(\boldsymbol{\nabla} \times \mathbf{n})=0)$; therefore, the Frank free energy density (2), and consequently the Euler equation (7) for the angle $\Phi$, include only terms associated with the elastic moduli $K_{11}$ and $K_{33}$. We now analyze the general solution of the equilibrium Eqs. (7) for $\Phi(r, \varphi)$.

### 3.1. Two-constant approximation

At typical temperatures where the nematic phase exists, the elastic moduli $K_{11}$ and $K_{33}$ are comparable in magnitude ${ }^{29}$; therefore, in preliminary calculations the twoconstant approximation is often used:

$$
\begin{equation*}
K_{11}=K_{33}=K \tag{11}
\end{equation*}
$$

In this case by $K$ we mean the average value of the true elastic moduli $K_{11}$ and $K_{33}$.

Substituting relations (10) and (11) into (7) yield the Laplace equation for the angle $\Phi$ :

$$
\begin{equation*}
\nabla^{2} \Phi=\frac{\partial^{2} \Phi}{\partial r^{2}}+\frac{1}{r} \frac{\partial \Phi}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \Phi}{\partial \varphi^{2}}=0 \tag{12}
\end{equation*}
$$

From this equation it follows that there exists an irrotational and solenoidal field $\mathbf{E}$ such that $\mathbf{E}=-\nabla \Phi$; the minus sign is introduced by analogy with electrostatics. ${ }^{30}$ Indeed, $\boldsymbol{\nabla} \times \mathbf{E}$ $=-\boldsymbol{\nabla} \times \nabla \Phi=0$ and $\boldsymbol{\nabla} \cdot \mathbf{E}=-\boldsymbol{\nabla}^{2} \Phi=0$. The first relation implies that the angle $\Phi$ plays the role of a scalar potential for the field $\mathbf{E}$. The second condition enables us to introduce a vector potential $\boldsymbol{\Psi}$ that satisfies $\mathbf{E}=\boldsymbol{\nabla} \times \boldsymbol{\Psi}$. Since the field $\mathbf{E}$ is planar, the vector $\boldsymbol{\Psi}$ can always be chosen to be parallel to the $z$ axis, i.e., $\boldsymbol{\Psi}=\Psi \mathbf{e}_{z}$; here $\Psi=\Psi(r, \varphi)$. Then the components of the field $\mathbf{E}$ can be expressed in the form of derivatives of $\Phi$ or $\Psi$ :

$$
\begin{equation*}
E_{r}=-\frac{\partial \Phi}{\partial r}=\frac{1}{r} \frac{\partial \Psi}{\partial \varphi}, \quad E_{\varphi}=-\frac{1}{r} \frac{\partial \Phi}{\partial \varphi}=-\frac{\partial \Psi}{\partial r} \tag{13}
\end{equation*}
$$

The relations (13) are the Cauchy-Riemann conditions, which are well known in the theory of functions of a complex variable (see, e.g., Eq. (31)). These conditions imply that the expression

$$
\begin{equation*}
G=\Phi-i \Psi+A \tag{14}
\end{equation*}
$$

which is determined up to a certain complex constant $A=\Phi_{0}-i \Psi_{0}$, is an analytic function of the complex variable $\mathscr{E}(r, \varphi)=r \exp (i \varphi)$. We refer to the function $G(\mathscr{D})$ as the complex potential of the field $\mathbf{E}$, or simply the complex potential.

It is well known ${ }^{31}$ that the real and imaginary parts of any analytic function are both solutions of the Laplace equation. Therefore, as a solution of the equilibrium Eqs. (12), we can take both the real and imaginary parts of the complex potential. In the latter case, we have in place of (14)

$$
G=\Psi+i \Phi+i A
$$

For definiteness, in this paper we seek a complex potential in the form (14), and take the real part of $G(\mathscr{L})$ for the angle $\Phi$. It follows from (12) and (14) that the function $\Phi(r, \varphi)$ is determined up to a constant $\Phi_{0}$, which can be found from some supplementary conditions, e.g., boundary conditions. Using the relations

$$
\mathbf{e}_{r}=\cos \varphi+i \sin \varphi, \quad \mathbf{e}_{\varphi}=-\sin \varphi+i \cos \varphi
$$

the director field Eq. (10) can be reconstructed using the known complex potential in the following way:

$$
\mathbf{n}=\cos \Phi+i \sin \Phi=\exp \left[i \frac{G(\mathscr{L})+G^{*}(\mathscr{E})}{2}\right]
$$

where $G^{*}(\mathscr{L})$ is the complex conjugate function.
Since the function $\Phi(r, \varphi)$ is dimensionless, the argument $\mathscr{D}$ must enter into the complex potential, $G$ in the form $\mathscr{D} / D$, where $D$ is a characteristic dimension of the system. We must take for the characteristic dimension some general
combination of material parameters having the dimensions of length. In an unbounded volume of NLC, where there are no dimensionless parameters, $\Phi(r, \varphi)$ can depend only on some angular variable $\varphi^{\prime}$. In this case, the following function is an example of the complex potential:

$$
\begin{equation*}
G_{m}\left(\mathscr{Z}, \mathscr{L}_{0}\right)=-i m \ln \left(\mathscr{L}-\mathscr{L}_{0}\right)+A, \tag{15}
\end{equation*}
$$

whose real part

$$
\begin{equation*}
\Phi=\operatorname{Re}\left[G_{m}\left(\mathscr{D}, \mathscr{D}_{0}\right)\right]=m \varphi^{\prime}+\Phi_{0} \tag{16}
\end{equation*}
$$

specifies the director distribution around the disclination line ${ }^{29,32}$ that passes through the point $\mathscr{L}_{0}=\mathscr{L}_{0}\left(r_{0}, \varphi_{0}\right)$. Here $\varphi^{\prime}$ is the polar angle in a coordinate system centered at the point $\mathscr{Z}_{0} ; m$ is the topological charge, and $\Phi_{0}$ is the initial phase of the disclination. By virtue of the single-valuedness condition $\mathbf{n}\left(\varphi^{\prime}+2 \pi\right)= \pm \mathbf{n}\left(\varphi^{\prime}\right)$, the quantity $m$ can take on only integer or half-integer values, i.e., $m=0$, $\pm 1 / 2, \pm 1, \ldots$. The existence of disclination lines at the point $\mathscr{L}_{0}$ reflects the fact that this is a singular point, i.e., at that point the conditions of analyticity of the complex potential (15) are violated.

If the NLC is in a finite volume, boundary conditions like (8) or (9) are imposed on the real part of the complex potential $G(\mathscr{D})$. Then for our specific sample geometry, the problem of determining the equilibrium planar field of the director reduces in the two-constant approximation to finding an analytic function $G(\mathscr{L})$ whose real part satisfies the specified boundary conditions. In constructing the function $G(\mathscr{E})$ we can use the well-developed method of conformal mapping. ${ }^{31}$ This method is especially useful for hard anchoring in samples with complex geometry. In special cases it is possible to construct the function $G(\mathscr{E})$ as a simple superposition of analytic functions. This procedure is correct because the resulting complex potential obtained will also be an analytic function. For example, we can use the required number of functions of the form Eq. (15). If as a result of constructing the function $G(\mathscr{Z})$ the specific point $\mathscr{Z}_{0}^{(j)}$ turns out to be within the NLC, it will correspond to a real line defect; if it is outside the NLC, it is a fictitious disclination line.

### 3.2. The general case $K_{11} \neq \boldsymbol{K}_{33}$. PR and PC configurations

In the general case $K_{11} \neq K_{33}$, substituting the distribution (10) into the equilibrium Eq. (7) yields

$$
\begin{equation*}
\nabla^{2} \Phi+\kappa \Lambda(\Phi)=0 \tag{17}
\end{equation*}
$$

Here

$$
\begin{align*}
& \kappa=\frac{K_{33}-K_{11}}{K_{11}+K_{33}} \\
& \Lambda(\Phi)= {\left[\frac{1}{r^{2}}\left(\frac{\partial \Phi}{\partial \varphi}\right)^{2}-\left(\frac{\partial \Phi}{\partial r}\right)^{2}+\frac{2}{r} \frac{\partial^{2} \Phi}{\partial \varphi \partial r}\right.} \\
&\left.-\frac{2}{r^{2}}\left(\frac{\partial \Phi}{\partial \varphi}\right)\right] \sin (2 \Phi-2 \varphi)+\left[\frac{\partial^{2} \Phi}{\partial r^{2}}-\frac{1}{r} \frac{\partial \Phi}{\partial r}\right. \\
&\left.+\frac{2}{r} \frac{\partial \Phi}{\partial r} \frac{\partial \Phi}{\partial \varphi}-\frac{1}{r^{2}} \frac{\partial^{2} \Phi}{\partial \varphi^{2}}\right] \cos (2 \Phi-2 \varphi) . \tag{18}
\end{align*}
$$



FIG. 3. Scheme for constructing a solution for polar structures with hard anchoring. In the upper half of the circle $\varphi_{1}=\varphi / 2+\pi / 2$, $\varphi_{2}=\varphi / 2(\mathrm{a})$; in the lower half of the circle $\varphi_{1}=\varphi / 2+\pi / 2, \varphi_{2}=\varphi / 2-\pi(\mathrm{b})$.

Equation (17) does not allow us to introduce a field $\mathbf{E}$ and complex potential $G$ in a simple way, as we did above. Nevertheless, several special planar distortions of the director field can be described by the analytic function (14). Similar situations occur when the solutions of Eqs. (12) and (17) coincide with each other, i.e., when the operator function $\Lambda(\operatorname{Re}(G(\mathscr{L})))$ from condition (18) is identically equal to zero. We note two cases that are of practical importance for this paper.

1. A distortion given by a single disclination line with topological charge $m=1$. According to Eq. (15), the complex potential of such a distortion is

$$
G_{1}=-i \ln \left(\mathscr{D}-\mathscr{F}_{0}\right)+A .
$$

Substituting this expression into Eq. (18) yields

$$
\begin{equation*}
\Lambda_{1}=\Lambda\left[\operatorname{Re}\left(G_{1}\right)\right]=-\frac{\sin \left(2 \Phi_{0}\right)}{l^{2}} \tag{19}
\end{equation*}
$$

where $l=\left|\mathscr{L}-\mathscr{D}_{0}\right|$ is the distance from the current point $\mathscr{L}$ to the disclination axis. Expression (19) shows that the equilibrium state $\left(\Lambda_{1}=0\right)$ of a disclination line with topological charge $m=1$ corresponds to a phase $\Phi_{0}$ that is a multiple of $\pi / 2$. Distributions with phases $\Phi_{0}=\Phi_{0}+j \pi$, where $j=0$, $\pm 1, \pm 2, \ldots$, give the same distribution of the director $\mathbf{n}$. Therefore, only the two phases $\Phi_{0}=0$ and $\pi / 2$ are independent. This result, which was first obtained in Ref. 14, is directly related to the PR and PC configurations of the NLC in a cylindrical volume (see Figs. 1a and 2a, respectively). If the disclination with $m=1$ is on the axis of the cylinder, then the director field Eq. (10) with the function $\Phi=\varphi+\Phi_{0}$ from Eq. (16) describes the PR structure for $\Phi_{0}=0$ and the PC structure for $\Phi_{0}=\pi / 2$. The expressions obtained from relation (5) for the total free energy of these structures per unit length of cylinder have the form

$$
\begin{equation*}
F_{\mathrm{PR}}=\pi K_{11} \ln (R / \rho), \quad F_{\mathrm{PC}}=\pi K_{33} \ln (R / \rho), \tag{20}
\end{equation*}
$$

where $\rho$ is the radius of the disclination core.
2. Planar distortions given by two disclination lines with the same topological charge $m_{1}=m_{2}=1$. If the disclination lines pass through the points $\mathscr{E}_{1}$ and $\mathscr{E}_{2}$, then the complex potential (see Eq. (15)) is

$$
G_{1+1}=-i \ln \left[\left(\mathscr{L}-\mathscr{D}_{1}\right)\left(\mathscr{L}-\mathscr{D}_{2}\right)\right]+A .
$$

Measuring the total phase $\Phi_{0}$ of the disclinations from the direction of the line joining the points $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$, we obtain

$$
\begin{equation*}
\Lambda_{1+1}=\Lambda\left(\operatorname{Re}\left(G_{1+1}\right)\right)=-\frac{d^{2} \sin \left(2 \Phi_{0}\right)}{l_{1}^{2} l_{2}^{2}} \tag{21}
\end{equation*}
$$

where $l_{j}=\left|\mathscr{L}-\mathscr{L}_{j}\right|$ is the distance from the current point $\mathscr{L}$ to the axis of the $j$ th disclination $(j=1,2)$; and $d=\left|\mathscr{L}_{1}-\mathscr{L}_{2}\right|$ is the distance between the disclinations. From Eq. (21) it follows that for two separate $(d \neq 0)$ line defects the condition $\Lambda_{1+1}=0$ is realized if the total phase $\Phi_{0}$ is a multiple of $\pi / 2$; the values $\Phi_{0}=0$ and $\pi / 2$ are independent. We use this result in the next section. (We add here that $\Lambda_{1+1}=0$ for $d=0$ as well, i.e., the case of an isolated disclination with charge $m=2$; see Ref. 14.)

## 4. PP AND CPP CONFIGURATIONS

### 4.1. Two-constant approximation

As noted above, the PP and CPP configurations (see Figs. 1 b and 2 b , respectively) belong to the class of planar distortions of the director field. The authors of Refs. 3 and 4 treated the PP structure in the two-constant approximation. Let us trace how this solution can be obtained using a representation involving the complex potential. We will also discuss the CPP configuration simultaneously with the PP structure.

The director field of the PP and CPP structures can be described by Eq. (10); the direction of easy orientation at the surface $r=R$ of the cylinder is determined by the function

$$
\Phi_{S}(\varphi)= \begin{cases}\varphi+\frac{\pi}{4}(1-q), & 0<\varphi<\pi  \tag{22}\\ \varphi-\frac{\pi}{4}(3+q), & \pi<\varphi<2 \pi\end{cases}
$$

Here $q= \pm 1$ : the value $q=1$ corresponds to homeotropic anchoring, while $q=-1$ corresponds to circular anchoring; the directions of the director given by the function (22) are shown in Fig. 3 (the solid arrows correspond to $q=-1$, the dashed to $q=1$ ). If the character of the anchoring is rigid, then the boundary condition (8) for the equilibrium Eq. (12) has the form

$$
\begin{equation*}
\Phi(R, \varphi)=\Phi_{S}(\varphi) . \tag{23}
\end{equation*}
$$

It is clear from Eq. (22) that at points $\mathscr{L}_{1}=\mathscr{L}(R, 0)=R$ and $\mathscr{E}_{2}=\mathscr{L}(R, \pi)=-R$ on the surface of the cylinder the boundary function $\Phi_{S}(\varphi)$ undergoes a discontinuity. If the equilibrium Eq. (12) holds everywhere in the bulk of the NLC, then at these boundary points there must exist disclination lines with certain topological charges $m_{1}$ and $m_{2}$ respectively. Let us construct a trial complex potential as a sum of potentials (15) of the individual disclination lines:

$$
\begin{equation*}
G(\mathscr{E})=-i m_{1} \ln (\mathscr{D}-R)-i m_{2} \ln (\mathscr{D}+R)+A . \tag{24}
\end{equation*}
$$

The real part of this expression defines the trial function

$$
\Phi=\operatorname{Re}[G(\mathscr{Z})]=m_{1} \varphi_{1}+m_{2} \varphi_{2}+\Phi_{0}
$$

the angles $\varphi_{1}$ and $\varphi_{2}$ are shown in Fig. 3. In order that the function $\Phi(r, \varphi)$ be single-valued in the region occupied by the NLC, we will make a cut in the $\mathscr{E}$ plane along the rays $[-\infty,-R]$ and $[R,+\infty]$. Then the angles $\varphi_{1}$ and $\varphi_{2}$ can vary over the intervals $0 \leqslant \varphi_{1}<2 \pi$ and $-\pi \leqslant \varphi_{2}<\pi$.

We now find the phase $\Phi_{0}$ and the topological charges $m_{1}$ and $m_{2}$ from the boundary conditions (23). Expressing the angles $\varphi_{1}$ and $\varphi_{2}$ from geometric considerations at the surface of the cylinder in terms of the angle $\varphi$ (see Fig. 3) and using the function (22), we obtain a system of simple linear equations:

$$
\begin{aligned}
& \frac{1}{2} \varphi\left(m_{1}+m_{2}\right)+\frac{1}{2} \pi m_{1}+\Phi_{0}=\varphi+\frac{1}{4} \pi(1-q), \\
& \frac{1}{2} \varphi\left(m_{1}+m_{2}\right)-\pi\left(m_{2}-\frac{1}{2} m_{1}\right)+\Phi_{0}=\varphi-\frac{1}{4} \pi(3+q) .
\end{aligned}
$$

These equations can be satisfied for any value of $\varphi$; this is true if

$$
\begin{equation*}
m_{1}=m_{2}=1, \quad \Phi_{0}=-\frac{1}{4} \pi(1+q) \tag{25}
\end{equation*}
$$

Thus, the equilibrium state of the NLC corresponds to a distortion which in the $\mathscr{Z}$ half-plane is given by two disclination lines with identical topological charges equal to unity. Homeotropic anchoring corresponds to a phase $\Phi_{0}(q=1)=-\pi / 2$, and circular anchoring to $\Phi_{0}(q=-1)=0$. Substituting (25) into the function (24) and calculating its real part, we finally obtain an expression ${ }^{1)}$ for the angle:

$$
\begin{equation*}
\Phi=\arctan \frac{r^{2} \sin 2 \varphi}{r^{2} \cos 2 \varphi-R^{2}}+\frac{\pi}{4}(3-q) \tag{26}
\end{equation*}
$$

As follows from (25) and (26), the functions $\Phi(r, \varphi)$ for PP and CPP structures differ only by a phase $\pi / 2$. In this case the overall pattern of the corresponding current lines comprises the orthogonal grid of a bipolar coordinate system, whose poles are located at the points $\mathscr{D}_{1,2}= \pm R$.

In the two-constant approximation, the phase $\pi / 2$ does not affect the total free energy Eq. (5); therefore, the total energies for the PP and CPP structures coincide with one another. They have the following form taken per unit length:

$$
\begin{equation*}
F_{\mathrm{PP}}=F_{\mathrm{CPP}}=\pi K \ln (R / 2 \rho) . \tag{27}
\end{equation*}
$$

Let us discuss the solution of the problem for soft $\left(0 \leqslant W_{\theta}<\infty\right)$ anchoring. The equilibrium state of the NLC is described by the Laplace equation (12) with boundary condition (9), which in our case takes the form

$$
\begin{equation*}
\left[2 K R \frac{\partial \Phi}{\partial r}+q W_{\theta} R \sin (2 \Phi-2 \varphi)\right]_{r=R}=0 \tag{28}
\end{equation*}
$$

Rather than solve this problem, we note that the scale (conformal) transformation ${ }^{31,33}$

$$
\begin{equation*}
r^{\prime}=c r, \quad \varphi^{\prime}=\varphi, \tag{29}
\end{equation*}
$$

where $c$ is an expansion coefficient, transforms the Laplace equation (12) into a solution of the same equation. Consequently, a function of the form (compare with Eq. (26))

$$
\begin{equation*}
\Phi=\arctan \left[\frac{r^{2} \sin 2 \varphi}{r^{2} \cos 2 \varphi-(c R)^{2}}\right]+\frac{\pi}{4}(3-q) \tag{30}
\end{equation*}
$$

is also a solution of the equilibrium equation (12). Indeed, the function (30) corresponds to two disclination lines located at $\mathscr{L}_{1}=c R$ and $\mathscr{L}_{2}=-c R$.

Substitution of the expression (30) into the boundary condition (28) enables us to determine the equilibrium value of $c$. This substitution leads to an equation that does not depend on the parameter $q$, i.e.,

$$
\begin{equation*}
\frac{\sin 2 \varphi\left[W_{\theta} R c^{4}-4 K c^{2}-W_{\theta} R\right]}{c^{4}-2 c^{2} \cos 2 \varphi+1}=0 \tag{31}
\end{equation*}
$$

From this it follows that

$$
c=\sqrt{\frac{1+\sqrt{1+w^{2}}}{w}}
$$

where $w=W_{\theta} R / 2 K$. For any finite value of $w, c>1$. Consequently, the equilibrium field of the director within the cylindrical capillary corresponds to a distortion specified by two fictitious disclination lines. In other words, for soft anchoring, the effective radius of a particle increases by a factor of $c$ (see the scale transformation (29)). When $w=0$ (the totally degenerate type of anchoring), the effective radius grows without bound, the fictitious disclination lines depart to infinity, and the field of the director becomes uniform within the capillary.

Substitution of the distribution (10) with the function (30) into Eq. (5) gives the total energy of the PP and CPP structures per length of cylinder:

$$
\begin{align*}
F_{\mathrm{PP}} & =F_{\mathrm{CPP}}=\pi K\left[-\ln \left(\frac{c^{4}-1}{c^{4}}\right)+w\left(\frac{c^{2}-1}{c^{2}}\right)\right] \\
& =\pi K\left[-\ln (2 \gamma \xi)+\frac{1-\gamma}{\xi}\right] . \tag{32}
\end{align*}
$$

The latter expression is written in the notation used in Refs. 3 and 4: here $\xi=1 / w=2 K / W_{\theta} R, \gamma=1 / c^{2}=\sqrt{\xi^{2}+1}-\xi$. It follows from Eqs. (27) and (32) that in the two-constant approximation the PP and CPP structures are energetically completely equivalent.

### 4.2. The general case $\boldsymbol{K}_{11} \neq \boldsymbol{K}_{33}$

In Sec. 3.2 we showed that a distortion field specified by two disclination lines with topological charges $m_{1}=m_{2}=1$ and phase $\Phi_{0}$ that is a multiple of $\pi / 2$ satisfies the general equilibrium equation (17) for $K_{11} \neq K_{33}$. Therefore, for rigid anchoring, where the boundary conditions for the angle $\Phi(r, \varphi)$ have the form (23), the solution of the problem is determined by Eq. (26). Despite this coincidence, the PP and CPP structures are no longer energetically equivalent in general; the expressions obtained from Eq. (5) when $K_{11} \neq K_{33}$ for the total free energy per unit length of cylindrical capillary have the form

$$
\begin{align*}
& F_{\mathrm{PP}}=\pi K_{33} \ln (R / 2 \rho)-\pi\left(K_{33}-K_{11}\right)(1-\ln 2) \\
& F_{\mathrm{CPP}}=\pi K_{11} \ln (R / 2 \rho)+\pi\left(K_{33}-K_{11}\right)(1-\ln 2) \tag{33}
\end{align*}
$$

It can be shown that these equations transform into Eq. (27) when $K_{11}=K_{33}$.

For soft anchoring, the boundary condition (9) for the equilibrium equation (17) can be written

$$
\begin{align*}
\{2 K R & \frac{\partial \Phi}{\partial r}+q W_{\theta} R \sin (2 \Phi-2 \varphi) \\
+ & 2 K \kappa\left[R \frac{\partial \Phi}{\partial r} \cos (2 \Phi-2 \varphi)\right. \\
+ & \left.\left.\frac{\partial \Phi}{\partial \varphi} \sin (2 \Phi-2 \varphi)\right]\right\}_{r=R}=0 \tag{34}
\end{align*}
$$

Recall that in the general case $K=\left(K_{11}+K_{33}\right) / 2$. By analogy with the solution of this problem in the two-constant approximation, we can use the scale transformation (29), and a trial function $\Phi(r, \varphi)$ can be found in the form (compare with Eqs. (26) and (30))

$$
\begin{equation*}
\Phi=\arctan \left[\frac{r^{2} \sin 2 \varphi}{r^{2} \cos 2 \varphi-(p R)^{2}}\right]+\frac{\pi}{4}(3-q), \tag{35}
\end{equation*}
$$

where $p$ is the expansion coefficient corresponding to the case $K_{11} \neq K_{33}$. The validity of this approach also follows from the fact that the general equilibrium equation (17), like the Laplace equation (12), is invariant under scale transformations (29).

Substitution of Eq. (35) into the boundary condition (34) yields an equation (compare with (31)) for the equilibrium value of $p$ :

$$
\frac{\sin 2 \varphi\left[W_{\theta} R p^{4}-4 K p^{2}-W_{\theta} R-4 q K \kappa\right]}{p^{4}-2 p^{2} \cos 2 \varphi+1}=0
$$

From this equation we find

$$
\begin{equation*}
p=\sqrt{\frac{1+\sqrt{1+w^{2}+2 q \kappa w}}{w}} \tag{36}
\end{equation*}
$$

Let us discuss Eq. (36) and consider the behavior of the disclination lines when $K_{11} \neq K_{33}$. The general behavior of the expansion coefficient $p$ as a function of the dimensionless anchoring energy $w$ for various values of $q \kappa$ is shown in Fig. 4; the asymptotic expansion of the function $p(w)$ is


FIG. 4. Dependence of the expansion coefficient $p$ on the dimensionless parameter $w$ for $q \kappa=0.9(1), 0.45(2), 0(3),-0.45(4),-0.9(5)$.

$$
p=\left\{\begin{align*}
\left(4+q \kappa w^{2}\right) / \sqrt{8 w}, & w \leqslant 1  \tag{37}\\
1+(1+q \kappa) / 2 w, & w \geqslant 1
\end{align*}\right.
$$

From Fig. 4 and Eq. (37) it is clear that compared to the two-constant approximation $(p(w, \kappa=0)=c(w))$, the behavior of the disclination lines is qualitatively unchanged: for the rigid type of anchoring, where $w=\infty$, the lines are located at the lateral surface of the capillary $(p=1)$; for finite values of $w$ they disappear from the surface and become purely fictitious $(1<p<\infty)$; as $w$ tends to zero, the lines recede to infinity $(p \rightarrow \infty)$. The difference shows up in the actual value of the expansion coefficient $p$, which must depend on the sign and magnitude of the product $q \kappa$, i.e., on the type of anchoring of the director to the lateral surface of the capillary and on the ratio of elastic moduli $K_{11}$ and $K_{33}$. For ordinary nematics $K_{33}>K_{11}$, i.e., $\kappa>0$. Therefore, other things being equal, we expect (see Fig. 4) that when the anchoring is homeotropic ( $q \kappa>0$ ), the expansion coefficient will be larger, i.e., the fictitious disclination lines will be farther from the capillary surface than in the case of circular $(q \kappa<0)$ boundary conditions. Note, in particular, that for a specified type of anchoring, the distortion of the director field, which in experiments is the 'observed quantity," depends only on the expansion coefficient $p$, and does not depend on the specific set of parameters $\{w, \kappa\}$ responsible for this value. In other words, any pair of parameters $\{w, \kappa\}$ corresponding to the same value of $p$ (see, e.g., the lines of the horizontal grid in Fig. 4) yields a completely equivalent distribution of the director within the cylindrical capillary.

Substituting the director distribution (10) with the function $\Phi(r, \varphi)$ from Eq. (35) into Eq. (5) enables us to find the general expression for the energy per unit length of cylinder of the PP and CPP structures; this expression has the form

$$
\begin{aligned}
F_{q}= & \pi K\left\{-\ln \left(\frac{p^{4}-1}{p^{4}}\right)-q \kappa\left[\ln \left(\frac{p^{2}-1}{p^{2}+1}\right)+\frac{2}{p^{2}}\right]\right. \\
& \left.+w \frac{p^{2}-1}{p^{2}}\right\} .
\end{aligned}
$$

Here $\quad F_{q=1}=F_{\mathrm{PP}}, \quad F_{q=-1}=F_{\mathrm{CPP}}, \quad$ and the function $p=p(q, w, \kappa)$ is defined by Eq. (36). Asymptotic expansion of $F_{q}$ for $w \ll 1$ yields

$$
\begin{align*}
F_{q} \approx & \pi K\left(w-\frac{w^{2}}{4}+\frac{q \kappa w^{3}}{12}\right) \\
= & \frac{\pi W_{\theta} R}{2}\left[1-\frac{1}{4}\left(\frac{W_{\theta} R}{K_{11}+K_{33}}\right)\right. \\
& \left.+\frac{q}{12}\left(\frac{K_{33}-K_{11}}{K_{33}+K_{11}}\right)\left(\frac{W_{\theta} R}{K_{11}+k_{33}}\right)^{2}\right] \tag{38}
\end{align*}
$$

and for $w \gg 1$

$$
\begin{align*}
F_{q} \approx & \pi K\left\{(1+q \kappa) \ln \left(\frac{w}{1+q \kappa}\right)\right. \\
& \left.+(1-q \kappa)(1-\ln 2)+\frac{1}{2 w}\left(1+4 q \kappa+3 q^{2} \kappa^{2}\right)\right\} \\
& =\left\{\begin{array}{c}
\pi K_{33} \ln \left(\frac{W_{\theta} R}{2 K_{33}}\right)+\pi K_{11}(1-\ln 2) \\
\\
-\frac{\pi K_{33}\left(2 K_{33}-K_{11}\right)}{W_{\theta} R}, \quad q=1, \\
\pi K_{11} \ln \left(\frac{W_{\theta} R}{2 K_{11}}\right)+\pi K_{33}(1-\ln 2) \\
-\frac{\pi K_{11}\left(2 K_{11}-K_{33}\right)}{W_{\theta} R}, \quad q=-1 .
\end{array}\right.
\end{align*}
$$

From Eqs. (33) and (39) it follows that the transition from soft to hard anchoring takes place at values of the specific energy $W_{\theta} \sim 2 K_{33} / e \rho$ and $W_{\theta} \sim 2 K_{11} / e \rho$ for the PP and CPP structures, respectively. The various elastic moduli entering into these estimates correspond to the dominant distortions for each of the structures under discussion: for the PP structure the dominant deformation is longitudinal bending, which is associated with the constant $K_{33}$, while for the CPP configuration it is transverse bending associated with the constant $K_{11}$.

## 5. "ESCAPED" CONFIGURATIONS

### 5.1. The ER configuration and axial structure

For hard anchoring, the ER structure (Fig. 1c) was described in Ref. 15 (see also Ref. 34). The case of soft anchoring was considered in Refs. 3 and 4. Let us discuss the results obtained in Refs. 3 and 4 briefly.

The field of the director for the ER configuration is determined by the expression

$$
\begin{equation*}
\mathbf{n}=\sin \Omega(r) \mathbf{e}_{r}+\cos \Omega(r) \mathbf{e}_{z}, \tag{40}
\end{equation*}
$$

which follows from Eq. (6) after the substitution $\Omega(\mathbf{r})=\Omega(r)$ and the choice of the extremum $\Phi(\mathbf{r})=\varphi$ of the corresponding Euler equation from system (7). The direction $\Pi$ of easy orientation of the director at the cylinder surface corresponds to an angle $\Omega_{S}=\pi / 2$. The distribution $\Omega(r)$, as usual, is found from the equilibrium equation (7) with the boundary condition (9) when $r=R$. Moreover, the absence of disclinations on the cylinder axis corresponds to an additional boundary condition at $r=0$ :

$$
\Omega(0)=0, \quad \lim _{r \rightarrow 0}|\partial \Omega(r) / \partial r|<\infty .
$$

As shown in Refs. 3 and 4, the form of the function $\Omega(r)$ is governed by the dimensionless parameter

$$
\sigma=\frac{W_{\theta} R}{K_{11}}+\frac{K_{24}}{K_{11}}-1,
$$

which characterizes the surface interaction in the system. For $\sigma>1$, the equilibrium distribution $\Omega(r)$ is given by the implicit function

$$
\begin{equation*}
\frac{r}{R}=\sqrt{\frac{\sigma+1}{\sigma-1} \frac{\Delta-1}{\Delta+1}} \exp \left(\sqrt{\eta-1} \arctan \frac{\sqrt{\eta-1}(\Delta-\sigma)}{\Delta \sigma+\eta-1}\right) . \tag{41}
\end{equation*}
$$

Here $\Delta=\sqrt{1+\eta \tan ^{2} \Omega(r)}, \quad \eta=K_{33} / K_{11}, \quad 0 \leqslant \Omega(r) \leqslant \pi / 2$. Equation (41) is valid both for $\eta \geqslant 1$ and for $0<\eta<1$; in the latter case, we must use the following identity in the exponent:

$$
\begin{align*}
& \sqrt{\eta-1} \arctan [\sqrt{\eta-1} \mu(\eta, \ldots)] \\
& \quad \equiv \sqrt{1-\eta} \operatorname{arctanh}[\sqrt{1-\eta} \mu(\eta, \ldots)] \tag{42}
\end{align*}
$$

where $\mu(\eta, \ldots)$ is a function determined up to a sign for any value of $\eta>0$.

For $\sigma \leqslant 1$, the complicated function $\Omega(r)$ from Eq. (41) is replaced by a uniform distribution $\Omega(r)=$ const $=0$ with director $\mathbf{n}$ parallel to the $z$ axis. This latter structure is a qualitatively new (compared to the escaped radial) configuration of the director field; we refer to it as an axial structure (AX). In principle, the solution $\Omega(r)=0$ corresponding to the AX structure satisfies the equilibrium equation with given boundary conditions for any $\sigma$. However, for $\sigma>1$ this structure is energetically less favorable than the ER configuration, and can exist only in a metastable state.

Hence, in considering deformations of the form (40) it is advisable to consider two NLC configurations: the escaped radial, which corresponds to $\sigma>1$, and the axial, which is in fact realized for $\sigma \leqslant 1$. Using Eq. (41), we can show that as $\sigma \rightarrow+1$ the escaped ER configuration smoothly transforms (total escape) to the uniform axial structure. Expressions for the free energy per unit length of cylinder of the each of these structures have the form
$F_{\mathrm{ER}}=\pi K_{11}$

$$
\begin{equation*}
\times\left\{2+\frac{\eta}{\sqrt{\eta-1}} \arctan \left[\frac{\sqrt{\eta-1}(\sigma-1)}{\sigma+\eta-1}\right]-\frac{K_{24}}{K_{11}}\right\}, \quad \sigma>1 \tag{43}
\end{equation*}
$$

$F_{\mathrm{AX}}=\pi R W_{\theta}, \quad \sigma \leqslant 1$.
For $\eta<1$ we must use the identity (42) in relation (43).

### 5.2. The EC configuration and axial structure

An analytic description of the EC structure (Fig. 2c) for hard anchoring was given in Ref. 15. We now examine this configuration for the case of soft anchoring.

We seek a director field in the form

$$
\begin{equation*}
\mathbf{n}=\sin \Omega(r) \mathbf{e}_{\varphi}+\cos \Omega(r) \mathbf{e}_{z} . \tag{45}
\end{equation*}
$$

This distribution follows from Eq. (6) if we make the substitution $\Omega(\mathbf{r})=\Omega(r)$ and use the extremum $\Phi(\mathbf{r})=\varphi+\pi / 2$. The direction $\boldsymbol{\Pi}$ of easy orientation of the director at the surface of the cylinder is given by the angle $\Omega_{S}=\pi / 2$. In the case of a distortion of the form Eq. (45), the surface anchoring energy density (4) contains only an azimuthal part ( $W_{\phi}$ ), while the Frank surface energy (2) depends only on the elastic moduli $K_{22}$ and $K_{33}$, since the contribution associated with the constant $K_{11}$ is identically zero $(\boldsymbol{\nabla} \cdot \mathbf{n}=0)$. The equilibrium equation (7) and the boundary condition (9) take the form

$$
\begin{align*}
& r^{2} \frac{\partial^{2} \Omega(r)}{\partial r^{2}}+r \frac{\partial \Omega(r)}{\partial r} \\
& \quad-\sin \Omega(r) \cos \Omega(r)\left[1+2(\tilde{\eta}-1) \sin ^{2} \Omega(r)\right]=0 \tag{46}
\end{align*}
$$

$$
\begin{equation*}
R\left(\frac{\partial \Omega(r)}{\partial r}\right)_{r=R}-\tilde{\sigma} \sin \Omega(R) \cos \Omega(R)=0 \tag{47}
\end{equation*}
$$

where $\tilde{\eta}=K_{33} / K_{22}, \tilde{\sigma}=\left(W_{\phi} R+K_{24}-K_{22}\right) / K_{22}$.
From (46) and (47), it is clear that three solutions to the problem exist.

1. A solution $\Omega^{(1)}(r)=\Omega^{(1)}=\pi / 2$ corresponding to the planar PC configuration.
2. A distribution $\Omega^{(2)}(r)=\Omega^{(2)}=0$ corresponding to the uniform AX structure.
3. A third solution $\Omega^{(3)}(r)$ corresponding to the nonuniform EC configuration. Let us obtain this configuration in explicit form; for the sake of brevity, the upper index that denotes the order number of the solution will be omitted.

The Euler equation (46) has a first integral
$\left(r \frac{\partial \Omega(r)}{\partial r}\right)^{2}-\sin ^{2} \Omega(r)\left[\cos ^{2} \Omega(r)+\tilde{\eta} \sin ^{2} \Omega(r)\right]=$ const.
It is obvious that total escape of the line defect of the PC structure in the third direction is realized when $\Omega(0)=0$ and $\lim _{r \rightarrow 0}|\partial \Omega(r) / \partial r|<\infty$; therefore, the constant is zero.

Substituting Eq. (48) into the boundary condition (47) yields an equation for the angle $\Omega(R)$ :

$$
\begin{equation*}
\sin \Omega(R) \cos \Omega(R)\left\{\sqrt{1+\widetilde{\eta} \tan ^{2} \Omega(R)}-\widetilde{\sigma}\right\}=0 \tag{49}
\end{equation*}
$$

Note that $\tilde{\eta}>0$; therefore, the solution with $\Omega(R) \neq 0$ exists only for $\tilde{\sigma}>1$. In this case

$$
\begin{equation*}
\Omega(R)=\arctan \sqrt{\frac{\widetilde{\sigma}^{2}-1}{\widetilde{\eta}}} \tag{50}
\end{equation*}
$$

For $\tilde{\sigma} \leqslant 1$ the boundary angle $\Omega(R)=0$ (see Eq. (49)) and the general solution $\Omega(r)=\Omega^{(2)}=0$ corresponds to a uniform AX structure.

Integrating (48) while taking into account the boundary value (50) yields

$$
\left(\frac{r}{R}\right)^{2}=\frac{\widetilde{\sigma}+1}{\widetilde{\sigma}-1} \frac{\sqrt{1+\widetilde{\eta} \tan ^{2} \Omega(r)}-1}{\sqrt{1+\widetilde{\eta} \tan ^{2} \Omega(r)}+1}
$$

Writing the function $\Omega(r)$ resulting from this in explicit form, we obtain the distribution

$$
\begin{equation*}
\Omega(r)=\arctan \left[\sqrt{\frac{\widetilde{\sigma}^{2}-1}{\widetilde{\eta}}} \frac{2 r R}{R^{2}(\widetilde{\sigma}+1)-r^{2}(\widetilde{\sigma}-1)}\right], \tag{51}
\end{equation*}
$$

corresponding to a value $\tilde{\sigma}>1$. From Eq. (51) it is clear that when $\widetilde{\sigma} \rightarrow+1$ the escaped circular configuration transforms smoothly into the axial structure. Relations for the total free energy of the EC and AX structures coincide, upon making the replacements $K_{11} \rightarrow K_{22}$ and $W_{\theta} \rightarrow W_{\phi}$ (i.e., $\eta \rightarrow \widetilde{\eta}$ and $\sigma \rightarrow \widetilde{\sigma}$ ), with Eqs. (43) and (44) respectively. The EC configuration is energetically more favorable when $\tilde{\sigma}>1$.

## 6. ORIENTATIONAL TRANSITIONS BETWEEN CONFIGURATIONS

### 6.1. Homeotropic anchoring

Final expressions for the free energy corresponding to homeotropic anchoring for the structures discussed above are listed in Table I. Figure 5 shows the overall behavior of these energies as a function of the dimensionless parameter $w_{\theta}=W_{\theta} R / K_{11}$ for various relations between the elastic moduli $K_{11}, K_{33}$, and $K_{24}$. Note that the constant $K_{22}$ makes no contribution to the energy of even one of the configurations discussed, while only the energy of the ER structure depends on the constant $K_{24}$. Let us discuss the values of the system material parameters for which a given configuration of the NLC is realized (i.e., which is energetically most favorable).

When the bulk elastic moduli $K_{11}$ and $K_{33}$ are equal, the relations listed in Table I for the energy coincide completely with analogous expressions obtained in Refs. 3 and 4. In this case the energy of the PP configuration is always lower than the energies of the PR and AX structures:

$$
\begin{equation*}
F_{\mathrm{PP}}-F_{\mathrm{PR}}<-\pi K \ln 2<0, \quad F_{\mathrm{PP}}-F_{\mathrm{AX}}<-\frac{W_{\theta} R}{2 K}<0 \tag{52}
\end{equation*}
$$

The latter estimate is obtained from Eq. (38), from which it follows that the initial slope of the function $F_{\mathrm{PP}}\left(W_{\theta}\right)$ is half the slope of the linear function $F_{A L}\left(W_{\theta}\right)$; see Table I. From the behavior of curve 5 in Fig. 5, it is clear that as the specific energy $W_{\theta}$ (i.e., the dimensionless parameter $w_{\theta}$ ) increases, the slope of the function $F_{\mathrm{PP}}\left(W_{\theta}\right)$ decreases; therefore, the second condition in (52) is fulfilled for any value of $W_{\theta}$. Thus, for $K_{11}=K_{33}$ the equilibrium configuration of the NLC is determined by the balance of the energies of the PP and ER structures (compare curve 5 with curves 1 and 2, which were obtained for different values of the constant $K_{24}$ ).

In the general case $K_{11} \neq K_{33}$, the same considerations lead us to conclude that the AX structure will always have a higher energy than the PP configuration. Consequently, for homeotropic anchoring of a purely axial distribution, the director field should not be observed experimentally (except, of course, in the trivial case $W_{\theta}=0$ corresponding to completely degenerate anchoring).

At the same time, the PR configuration can occur when certain relationships hold among the system material param-

TABLE I. Total free energy per unit cylinder length of structures corresponding to homeotropic anchoring.

| Structure | Anchoring type |  |
| :---: | :---: | :---: |
|  | Hard | Soft |
| PR | $\pi K_{11} \ln (R / \rho)$ | $\pi K_{11} \ln (R / \rho)$ |
| PP | $\pi K_{33} \ln (R / 2 \rho)-\pi\left(K_{33}-K_{11}\right)(1-\ln 2)$ | $\begin{gathered} \pi K\left\{-\ln \left(\frac{\zeta^{2}-1}{\zeta^{2}}\right)+w \frac{\zeta-1}{\zeta}-\kappa\left[\ln \left(\frac{\zeta-1}{\zeta+1}\right)+\frac{2}{\zeta}\right]\right\}, \\ \zeta=\frac{1+\sqrt{1+w^{2}+2 w \kappa}}{w}, \\ K=\frac{K_{11}+K_{33}}{2}, \quad \kappa=\frac{K_{33}-K_{11}}{K_{33}+K_{11}}, \\ w=\frac{W_{\theta} R}{K_{11}+K_{33}} \end{gathered}$ |
| ER | $\begin{gathered} \pi K_{11}\left[2-\frac{K_{24}}{K_{11}}+\frac{\eta}{\sqrt{\eta-1}} \arctan \sqrt{\eta-1}\right] \\ \eta=K_{33} / K_{11} \\ \eta \geqslant 1^{*} \end{gathered}$ | $\begin{gathered} \pi K_{11}\left\{2-\frac{K_{24}}{K_{11}}+\frac{\eta}{\sqrt{\eta-1}} \arctan \frac{\sqrt{\eta-1}(\sigma-1)}{\sigma+\eta-1}\right\}, \\ \sigma=W_{\theta} R / K_{11}+K_{24} / K_{11}-1 \\ \sigma>1, \quad \eta \geqslant 1^{*} \end{gathered}$ |
| AX | - | $\begin{gathered} \pi R W_{\theta} \\ \sigma \leqslant 1 \end{gathered}$ |

Note. *For $\eta<1$ we must use an identity of the form Eq. (42).
eters. For example, when the anchoring is hard ( $W_{\theta}=\infty$ ), the PR configuration becomes energetically more favorable than the PP structure if

$$
\begin{equation*}
\eta=\frac{K_{33}}{K_{11}}>1+\frac{\ln 2}{\ln (R / \rho)-1}, \tag{53}
\end{equation*}
$$



FIG. 5. Dependence of the total free energy on the dimensionless parameter $w_{\theta}$ for homeotropic anchoring. The energy of the ER structure is shown by the solid curves, the PP configuration by the dashed curves, the ER configuration by the dotted-dashed curves, and the AX structure by the dots. Curve 1 corresponds to $\eta=1, K_{24}=K_{11}$; for $2, \eta=1, K_{24}=0$; for $3, \eta=6$, $K_{24}=K_{11}$; for $4, \eta=6, K_{24}=0$; for $5, \eta=1$; for $6, \eta=6$ For the energy of the ER structure we have chosen a ratio $R / \rho=100$.
where we must set $R \gg \rho$ (or in any case $R>e \rho$ ) as in the expressions for $F_{\mathrm{PP}}$ and $F_{\mathrm{ER}}$ in Table I. Note that in the limit $R \rightarrow \infty$, (53) coincides with the results of Ref. 35: a line radial disclination with $m=1$ is stable against planar perturbations when $\eta>1$. As the radius $R$ of the cylinder decreases, Eq. (53) shows that the energy of the PR structure in the class of planar distortions is minimized at larger values of $\eta$. It is natural that stability of the PR configuration also requires that $F_{\mathrm{PR}}<F_{\mathrm{ER}}$. The expression for the energy $F_{\mathrm{ER}}$ contains a complicated function of $\eta$, so this condition is unsuitable for a qualitative analysis. A more complete representation of the regions of existence of each of the three structures discussed here can be obtained from the diagram in Fig. 6, which shows the orientational states corresponding to $K_{24}=0$ and $K_{24}=1.5 K_{11}$.

From Fig. 6 it is clear that for cylinders of large radius $(\ln (R / \rho) \geqslant 6)$, the energy minimum corresponds to the ER structure over a wide range of values of $\eta$, a conclusion that is essentially independent of the value of $K_{24}$. This situation is relevant to the optical experiments described in Refs. 5-8, and 13 , in which capillaries of radius $R=20-200 \mu \mathrm{~m}$ were used. In these experiments the ER (or ERPD) configurations were observed, and just this type of hard anchoring was realized. In fact, a comparison of the expressions for the ER structure energy corresponding to various anchoring types (see Table I) leads us to conclude that the transition from soft to hard anchoring takes place at $\sigma \gg \eta$. A cruder form of this estimate is $R \gg b_{3}$, where $b_{3}=K_{33} / W_{\theta}$ is the extrapolated de Gennes-Kleman length ${ }^{2,29}$ corresponding to the elastic modulus $K_{33}$. Using the fact that for typical temperatures where the nematic phase exists $K_{33} \sim 10^{-6}$ dynes (see Ref. 29) and $W_{\theta} \sim 10^{-2}-10^{-1} \mathrm{erg} / \mathrm{cm}^{2}$ (see Ref. 36), we obtain the estimate $b_{3} \sim 0.1-1 \mu \mathrm{~m}$, i.e., the condition for hard anchoring is satisfied in the experiments of Refs. 5-8 and 13.


Theoretically, orientational transitions to PR and PP configurations should occur in cylinders of small radius (see Fig. 6). However, in thin capillaries, the condition for hard anchoring $R \gtrdot b_{3}$ ceases to hold; taking $\rho \sim 5 \cdot 10^{-7}$ (Refs. 912), we find that $R$ is always smaller than or of the same order as $b_{3}$ for $\ln (R / \rho) \leqslant 3$. Thus, in order to assess the orientational stability of configurations in thin capillaries, it is necessary to use more general expressions for the energy corresponding to soft anchoring.

Diagrams for the orientational states of NLC for soft anchoring and values $K_{24}=0$ and $K_{24}=1.5 K_{11}$ are shown in Fig. 7. On the whole, these diagrams show that the conditions for transitions between configurations depend strongly on the value of the surface elastic modulus $K_{24}$. Thus, the region of existence of the ER structure when $K_{24}=1.5 K_{11}$ (Fig. 7b) is considerably broader than for the case $K_{24}=0$ (Fig. 7a). This is entirely natural, because as $K_{24}$ increases, the energy of the ER configuration decreases (compare curves 2 and 4 with curves 1 and 3 in Fig. 5). The PP configuration essentially always occurs (even for $K_{24}=2 K_{11}$ ) for small values of the dimensionless energy $w_{\theta}$. For example, this configuration is observed in experiments ${ }^{3,4}$ using cylinders with radii $R=0.3$ and $0.4 \mu \mathrm{~m}$; theoretical analysis of the experimental data yields the estimates $w_{\theta}=1.8$ and 2.4 respectively.

The PR structure, on the other hand, can occur only at large values of $\eta$. Note that the region of existence of this configuration shown in Fig. 7 is somewhat provisional, and corresponds to a ratio $R / \rho=100$, i.e., to cylinders with radii $R \sim 0.5 \mu \mathrm{~m}$. For $R / \rho>100$ this region is shifted towards
larger values of $\eta$, while for $R / \rho<100$ it shifts to smaller values. Consequently, as the radius of the cylinder decreases, and near the nematic-smectic $A$ transition where $\eta$ is considerably larger than unity, the probability of experimentally observing the PR structure increases.

### 6.2. Circular anchoring

Let us briefly consider the conditions for transitions between configurations that correspond to circular anchoring. The final expressions for the free energies of these structures are listed in Table II. The set of material parameters that correspond to these configurations is broader than the corresponding set for homeotropic anchoring, and includes values of the torsion modulus $K_{22}$ and specific anchoring energy $W_{\phi}$. Increasing the number of material parameters complicates the qualitative analysis of the system as a whole. Despite this fact, we are at least able to find necessary existence conditions for individual structures such as the PC and AX configurations.

The PC configuration can occur only when it corresponds to an energy minimum in the class of planar distortions. For hard anchoring the requirement $F_{\mathrm{PC}}<F_{\mathrm{CPP}}$ leads to the condition

$$
\begin{equation*}
\eta=\frac{K_{33}}{K_{11}}<\frac{\ln (R / \rho)}{\ln (2 R / e \rho)} \approx 1+\frac{0.3}{\ln (R / \rho)}, \tag{54}
\end{equation*}
$$

which in cylinders of large radius $(R \gg \rho)$ coincides with the relation obtained in Ref. 35, $\eta<1$. For soft anchoring, the energy of the CPP configuration is reduced; therefore, the

$\eta$


FIG. 7. Orientational states of NLC, plotted in the coordinates $w_{\theta}$ and $\eta$ for homeotropic boundary conditions in the case of soft anchoring. The calculated values of the parameters are $R / \rho=100, K_{24}=0$ (a) and $K_{24}=1.5 K_{11}(\mathrm{~b})$.


FIG. 8. Orientational states of the NLC, plotted in coordinates $w_{\theta}$ and $\eta$ for circular boundary conditions in the case of soft anchoring. The computed values of the parameters are $\widetilde{\eta}=1, K_{24} / K_{11}=1, W_{\phi} / W_{\theta}=0.4, R / \rho=20$.
region of existence of a PC structure with constant energy is shifted towards smaller values of $\eta$. Note that even in the case of hard anchoring the restriction (54) is a strong one, because in real NLC at typical temperatures where the nematic phase exists, the parameter $\eta$ usually lies in the range $1 \leqslant \eta \leqslant 2$.

The AX structure can only exist for $\tilde{\sigma}<1$, and only when the slope of the linear function $F_{\mathrm{AX}}\left(W_{\phi}\right)$ is less than the initial slope of the function $F_{\mathrm{CPP}}\left(W_{\theta}\right)$; see Eq. (38). This occurs when $W_{\phi} / W_{\theta}<1 / 2$.

As an example, Fig. 8 shows the orientational states of an NLC with soft anchoring and values $\widetilde{\eta}=1, K_{24} / K_{11}=1$, $W_{\phi} / W_{\theta}=0.4, R / \rho=20$. Theoretically, in this case all four configurations of the NLC can occur. The region of existence of the PC structure, however, corresponds to values of $\eta$ that are unrealistic in practical terms. Therefore, we assume that
this configuration cannot be observed experimentally-if, of course, the circular anchoring is realized in practice. This conclusion is all the more obvious because as the radius of the cylinder increases, the region of existence of the PC structure narrows and corresponds to smaller values of $\eta$. It follows from Fig. 8 that in cylinders with large radius, the energy minimum corresponds to the EC structure, while in thin capillaries it corresponds to the AX or CPP configurations. Numerical calculations show that the region of existence of this CPP structure broadens as $\widetilde{\eta}$ increases and $K_{24}$ decreases.

## 7. CONCLUSION

Although our discussions have involved infinitely long cylinders, the results remain valid for capillaries whose length $L \gtrdot R$ as well. In the latter case, the ratio of the energy associated with end effects to the overall free energy of the system is of order $R / L$. Therefore, deviations of the director near the ends of the cylinder can be neglected, and we can use the expressions from Tables I and II for the energy of the structures described above.

The situation changes considerably for the ERPD structure (and also for the theoretically possible EC structure with point defects). The ERPD configuration is stable in capillaries of finite length. As shown in Ref. 16, point defects attract one another and annihilate only for distances between them $h \leqslant 0.25 R$. For distances $h>0.25 R$, the defects repel one another. However, they cannot leave the liquid crystal sample, because near the ends of the cylinder point defects, like line disclinations, ${ }^{29}$ repel each other and repel their mirror images. These repulsive forces cause real point defects to be located along the cylinder axis at the same distance from one

TABLE II. Total free energy per unit cylinder length of structures corresponding to circular anchoring.

| Structure | Anchoring type |  |
| :---: | :---: | :---: |
|  | Hard | Soft |
| PC | $\pi K_{33} \ln (R / \rho)$ | $\pi K_{33} \ln (R / \rho)$ |
| CPP | $\pi K_{11} \ln (R / 2 \rho)+\pi\left(K_{33}-K_{11}\right)(1-\ln 2)$ | $\begin{gathered} \pi K\left\{-\ln \left(\frac{\widetilde{\zeta^{2}}-1}{\widetilde{\zeta}^{2}}\right)+w \frac{\widetilde{\zeta}-1}{\widetilde{\zeta}}+\kappa\left[\ln \left(\frac{\widetilde{\zeta}-1}{\widetilde{\zeta}+1}\right)+\frac{2}{\widetilde{\zeta}}\right]\right\} \\ \widetilde{\zeta}=\frac{1+\sqrt{1+w^{2}-2 w \kappa}}{w}, \\ K=\frac{K_{11}+K_{33}}{2}, \quad \kappa=\frac{K_{33}-K_{11}}{K_{33}+K_{11}} \\ w=\frac{W_{\theta} R}{K_{11}+K_{33}} \end{gathered}$ |
| EC | $\begin{gathered} \pi K_{22}\left[2-\frac{K_{24}}{K_{22}}+\frac{\tilde{\eta}}{\sqrt{\widetilde{\eta}-1}} \arctan \sqrt{\widetilde{\eta}-1}\right], \\ \widetilde{\eta}=\frac{K_{33}}{K_{22}} \\ \widetilde{\eta} \geqslant 1^{*} \end{gathered}$ | $\begin{gathered} \pi K_{22}\left[2-\frac{K_{24}}{K_{22}}+\frac{\tilde{\eta}}{\sqrt{\widetilde{\eta}-1}} \arctan \frac{\sqrt{\tilde{\eta}-1}(\tilde{\eta}-1)}{\widetilde{\sigma}+\widetilde{\eta}-1}\right] \\ \widetilde{\sigma}=\frac{W_{\phi} R}{K_{22}}+\frac{K_{24}}{K_{22}}-1, \\ \widetilde{\sigma}>1 \quad \tilde{\eta} \geqslant 1^{*} \end{gathered}$ |
| AX | - | $\begin{gathered} \pi R W_{\phi} \\ \widetilde{\sigma} \leqslant 1 \end{gathered}$ |

Note. *For $\tilde{\eta}<1$ we must use the identity Eq. (42), replacing $\eta$ with $\tilde{\eta}$.
another. Since all directions of escape are equally probable, in real situations the ERPD structure is observed more often than the uniform ER configuration. Moreover, the conditions described in Sec. 6 for transitions between planar and escape structures remain valid on the whole. For $L \gtrdot>R$ these conditions, which are in fact associated with instability of one of the planar structures, should depend weakly on which of the three-dimensional configurations (ER or ERPD) undergoes escape.

The authors of Refs. 3 and 4 observed a transition from the PP structure to the ERPD configuration, and used this fact to estimate the surface elastic modulus $K_{24}$. We note that for the constant $K_{24}$ the amount of experimental data in the literature is extremely limited (see, e.g., Refs. 37 and 38). This is because the surface elastic modulus always enters into the defining relations in combination with at least one of the specific anchoring energies $W_{\theta}$ or $W_{\phi}$. Separating these parameters in a single series of experiments is a complicated and not always soluble problem. In Refs. 3 and 4 this separation was made in a rather sketchy fashion. The object of investigation was the liquid crystal 5CB placed in cylindrical pores of length $L \approx 10 \mu \mathrm{~m}$. The PP structure, as we have already mentioned above, was observed in pores of radii $R=0.3$ and $0.4 \mu \mathrm{~m}$; the transition to the ERPD configuration occurred at $R=0.5 \mu \mathrm{~m}$. The method of separating the contributions associated with $W_{\theta}$ and $K_{24}$ was based on direct determination of the quantity $W_{\theta}$ by analyzing experimental data corresponding to the PP configuration. Recall that this structure does not depend on the elastic modulus $K_{24}$. In using the two-constant approximation ( $\eta=1$ ) an estimate $W_{\theta} / K \approx 6 \cdot 10^{4} \mathrm{~cm}^{-1}$ was obtained. From the condition $F_{\mathrm{PP}} \approx F_{\mathrm{ER}}$ at $R=0.5 \mu \mathrm{~m}$ the value $K_{24} \approx 1.7 \mathrm{~K}$ was found. Starting with the real value of the parameter $\eta=1.4$ (see Refs. 12 and 39), and based on the results of this paper, we can refine the values of $W_{\theta}$ and $K_{24}$. Using the average specific energies to estimate $W_{\theta}$, which are found by equating the expansion coefficients $p(\eta=1.4)=p(\eta=1)$ at $R=0.3$ and $0.4 \mu \mathrm{~m}$, and following the same method to determine $K_{24}$, we obtain $W_{\theta} / K_{11} \approx 7.7 \cdot 10^{4} \mathrm{~cm}^{-1}$ and $K_{24} \approx 1.61 K_{11}$. The latter estimate, of course, is not definitive, because it does not follow from a direct comparison of theory with the experimental data: we have used the theoretical values $p(\eta=1)$ in place of "experimental" values. In this case the value $K_{24}=1.61 K_{11}$ is closer to the value $K_{24}=1.1 \mathrm{~K}$, which was obtained in the same papers by fitting the experimental data corresponding to the ERPD configuration. In the latter case, we used for the angle $\Omega(r, z)$ a trial function that qualitatively describes the real distribution of the director $\mathbf{n}(\mathbf{r})$ when $\eta=1$ (the two-constant approximation). For a more accurate estimate of the quantity $K_{24}$ and verification of the results of this paper, further experiments would be very desirable.
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A theory of parametric excitation of acoustic waves is constructed. It is shown that nonlinear attenuation is the main restriction mechanism for a parametrically generated sound wave. The intensity of generated waves is directly proportional to the difference $\epsilon$ between the value of pumping and bare attenuation. The calculated proportionality coefficient depends on the shape of the generated sound wave. Why an ordinary pattern does not form for acoustic waves is explained. The structure of the spectrum of excited waves was studied. It is shown that this structure has exponential asymptotic behavior at the frequency. The width of the intensity distribution depends on the shape of a wave. For different cases it behaves as $\epsilon^{\alpha}$ with $\alpha=1,8 / 7$, and $4 / 3$. The results are compared with the experimental data of Ref. 5. © 1997 American Institute of Physics. [S1063-7761(97)00811-1]

## 1. INTRODUCTION

Parametric excitation of waves is observed in a wide class of dynamical systems for waves with different dispersion relations. ${ }^{1}$ These dispersion relations can be divided into two groups: nondecaying and decaying. As an example from the first group we have spin waves and from the second group waves on the free surface of a liquid. For spin waves conservation laws of frequency and wave vector, as a rule, do not permit three-wave interactions. The behavior of spinwave systems in those cases is determined by four-wave interactions. The corresponding theory is well developed and is described elsewhere. ${ }^{2,3}$ The main mechanism for saturation of the amplitude of generated wave in these systems is the so-called dephasing mechanism, i.e., renormalization of the pumping due to the interaction between secondary waves. Capillary waves on the free surface of a liquid have the dispersion relation $\omega \propto k^{3 / 2}$, where $\omega$ is the frequency and $k$ is the wave vector of the wave. Three-wave interaction is allowed for this dispersion relation. The pattern selection and amplitude saturation for surface waves are determined by a nonlinear attenuation, as has been shown in Ref. 4.

The case of acoustic dispersion relation $\omega \propto k$ is the marginal case between these two possibilities. In this case the conservation laws allow three-wave interactions but only for the waves with collinear (parallel or antiparallel) wave vectors. This case, which we will consider in this paper, was not studied at all. We will show that nonlinear attenuation is the main mechanism for restriction of amplitude of a parametrically generated sound wave. The intensity of generated waves is directly proportional to the difference between the value of pumping and the bare attenuation. The proportionality coefficient depends on the shape of the excited sound wave.

Three-wave interaction of sound waves is allowed only if their wave vectors are almost collinear. This special interaction destroys the long-range order at an angle between the directions of propagation of waves; therefore, ordinary pattern formation does not occur in the case of acoustic waves. We will find the fine structure of the spectrum of generated
waves. It turns out that it has exponential asymptotic behavior at the frequency which is known for the other nonlinear systems. ${ }^{3}$ The behavior of the width of the spectrum for acoustic waves differs from the one known for spin waves. The width of the intensity distribution depends on the shape of the wave. For different cases it behaves as $\epsilon^{\alpha}$ with $\alpha$ $=1,8 / 7$, and $4 / 3$. The results of this paper were compared with many data obtained in experiments with parametric excitation of the second-sound waves in liquid helium by the first-sound wave. ${ }^{5,6}$ We obtained good qualitative and quantitative agreement with the experimental results.

## 2. THE EFFECTIVE ACTION

It is suitable to use the Hamiltonian approach to describe nonlinear dynamics of waves. It is not a simple problem to find the corresponding canonical variables in general. ${ }^{3,7}$ We will assume that this problem has already been solved. For the dynamics of liquid helium the canonical variables were found in Ref. 8. In canonical variables the Hamiltonian of a system can be written as

$$
\begin{align*}
H= & \int d^{3} r\left(b^{*}(t, \mathbf{r}) \omega(\nabla) b(t, \mathbf{r})\right. \\
& +U\left[a^{*}(t, \mathbf{r}) b(t, \mathbf{r}) b(t, \mathbf{r})+\text { c.c. }\right] \\
& \left.\left.+V\left[b^{*}(t, \mathbf{r})\right) b(t, \mathbf{r}) b(t, \mathbf{r})+\text { c.c. }\right]\right) \tag{1}
\end{align*}
$$

Here $b(t, \mathbf{r})$ is the wave variable which describes the excited sound wave, $\omega=c \sqrt{-\nabla^{2}}$ is its dispersion relation, and $c$ is the phase velocity of the sound wave. We will study parametric excitation of the sound wave $b(t, \mathbf{r})$ by the external wave field $a(t, \mathbf{r})$ (pumping wave). The parameter $U$ in Eq. (1) is the vertex of the three-wave interaction of the pumping wave and the excited waves, and $V$ is the vertex of the threewave self-interaction.

Equation (1) is simply an expansion over the value of the excited wave; it can be used only if the amplitude of the excited wave is small, i.e., not far from the excitation threshold. In general, we can prolong expansion (1) and take into
account four-wave interaction of the excited waves. It is necessary if the three-wave interaction is not allowed due to the conservation laws of frequency and wave vector. As will be shown below, for the sound waves we can consider only the three-wave interaction.

It is useful to make Fourier transform of the wave field:

$$
\begin{equation*}
b(t, \mathbf{r})=\int \frac{d^{3} k}{(2 \pi)^{3}} b(t, \mathbf{k}) e^{i \mathbf{k r}} \tag{2}
\end{equation*}
$$

We can then write the Hamiltonian as

$$
\begin{align*}
H= & \int \frac{d^{3} k}{(2 \pi)^{3}}\left[\omega(k) b(\mathbf{k}) b^{*}(\mathbf{k})+\int \frac{d^{3} q}{(2 \pi)^{3}}(U(\mathbf{k}, \mathbf{q})\right. \\
& \times\left[a^{*}(\mathbf{k}) b(\mathbf{q}) b(\mathbf{k}-\mathbf{q})+\text { c.c. }\right]+V(\mathbf{k}, \mathbf{q}) \\
& \left.\left.\times\left[b^{*}(\mathbf{k}) b(\mathbf{q}) b(\mathbf{k}-\mathbf{q})+\text { c.c. }\right]\right)\right] \tag{3}
\end{align*}
$$

Here $\omega$ and $\mathbf{k}$ are the frequency and the wave vector of the sound wave, and $\omega(k)$ is its dispersion relation. The expansion in (3) is an ordinary hydrodynamic expansion and its parameter is $\sqrt{\omega} b$. It means that the vertices $U$ and $V$ are proportional to

$$
\begin{equation*}
\sqrt{\omega\left(k_{1}\right) \omega\left(k_{2}\right) \omega\left(k_{3}\right)} \tag{4}
\end{equation*}
$$

We will use complex canonical variables, in which the dynamic equations have the form

$$
\begin{equation*}
i \partial_{t} b(\mathbf{k})=\frac{\delta H}{\delta b^{*}(\mathbf{k})}, \quad-i \partial_{t} b^{*}(\mathbf{k})=\frac{\delta H}{\delta b(\mathbf{k})} \tag{5}
\end{equation*}
$$

In our case we have

$$
\begin{align*}
i \partial_{t} b(\mathbf{k})= & \omega(k) b(\mathbf{k})+\int \frac{d^{3} q}{(2 \pi)^{3}}\left(2 U a(\mathbf{k}+\mathbf{q}) b^{*}(\mathbf{q})\right. \\
& \left.+V\left[2 b(\mathbf{q}) b^{*}(\mathbf{q}-\mathbf{k})+b(\mathbf{q}) b(\mathbf{k}-\mathbf{q})\right]\right) \tag{6}
\end{align*}
$$

The second equation is a complex conjugated equation (6).
Equation (6) is a conservative equation to which a dissipative term must be added. In general, this term is proportional to

$$
\begin{equation*}
\nabla^{2} \frac{\delta H}{\delta b^{*}(t, \mathbf{k})} \tag{7}
\end{equation*}
$$

and small in the hydrodynamic parameter in comparison with the term $\omega b$ in Eq. (6). It means that we can ignore nonlinear terms in the dissipation part of the dynamic equation. Thus, to take into account the dissipation terms it is necessary to replace in Eq. (6) $\omega(k) \rightarrow \omega(k)-i \gamma_{0}(k)$, where $\gamma_{0}(k)=D k^{2}$.

It is suitable to use for our problem the dynamic-diagram technique proposed by $\mathrm{Wyld}^{9}$ and developed by the de Dominicis ${ }^{10}$ and Jannsen. ${ }^{11}$ Textbook description of this technique can be found in Ref. 12. The corresponding effective action can be written in the form

$$
\begin{aligned}
I= & i \int \frac{d t d^{3} k}{(2 \pi)^{3}}\left\{\left(p^{*}(\mathbf{k})\left[\omega(k)-i \partial_{t}-i \gamma_{0}(k)\right] b(\mathbf{k})\right.\right. \\
& +\lambda \exp \left(-i 2 \omega_{0} t\right) p^{*}(\mathbf{k}) b^{*}(-\mathbf{k})
\end{aligned}
$$

$$
\begin{align*}
& \left.+\int \frac{d^{3} q}{(2 \pi)^{3}} V p^{*}(\mathbf{k}) b(\mathbf{q})\left[2 b^{*}(\mathbf{q}-\mathbf{k})+b(\mathbf{k}-\mathbf{q})\right]\right) \\
& \left.+ \text { c.c. }+T \frac{\gamma_{0}(k)}{\omega(k)} p^{*}(\mathbf{k}) p(\mathbf{k})\right\} \tag{8}
\end{align*}
$$

Here we have introduced an auxiliary field $p(t, \mathbf{r})$, which is conjugated to the wave field $b(t, \mathbf{r}) ; \lambda \equiv 2 a U$ is the pumping field, and $T$ is the temperature in units of energy. We assumed that the pumping wave is a monochromatic wave with a frequency $2 \omega_{0}$. For simplicity, we will ignore below the nonzero value of the wave vector of the pumping wave. This can be done if the velocity of the pumping wave is significantly greater than the velocity of excited waves.

The equations of motion (6) with dissipation terms can be obtained as the extremum conditions for the effective action:

$$
\frac{\delta I}{\delta p^{*}(t, \mathbf{k})}=0, \quad \frac{\delta I}{\delta p(t, \mathbf{k})}=0
$$

Various averages can be found as

$$
\begin{equation*}
\langle f(t, \mathbf{k})\rangle=\int \mathscr{D} p \mathscr{D} p * \mathscr{D} b \mathscr{D} b^{*} f(t, \mathbf{k}) e^{i I} \tag{9}
\end{equation*}
$$

## 3. THE CORRELATION FUNCTIONS

The quadratic part of the effective action (8) determines the bare correlation functions. There are three types of correlation functions in the Wyld diagram technique. The first $\langle p b\rangle$ is the Green's function, which is a response function on the external field. The second $\langle b b\rangle$ is the correlation function. The last average $\langle p p\rangle$ equals zero. In our system there are normal Green's and correlation functions, which are determined by the term with the coefficient $\omega-i \gamma_{0}$, and the abnormal functions, which are determined by the term with the pumping $\lambda=2 a U$. Let us write the Fourier transform over time:

$$
b(t, \mathbf{k})=\int \frac{d \omega}{2 \pi} b(\omega, \mathbf{k}) e^{-i \omega t}
$$

Further, for simplicity we introduce the notation

$$
\kappa \equiv\{\omega, \mathbf{k}\}, \quad \tilde{\chi} \equiv\left\{2 \omega_{0}-\omega,-\mathbf{k}\right\}, \quad \widetilde{\omega}=\omega-\omega_{0} .
$$

It is suitable to determine the Green's functions $\langle b p\rangle$ in the following way:

$$
G(\kappa)=\left(\begin{array}{ll}
G_{1}(\kappa) & G_{2}(\kappa)  \tag{10}\\
G_{2}^{*}(\widetilde{\varkappa}) & G_{1}^{*}(\widetilde{\varkappa})
\end{array}\right),
$$

where

$$
\begin{align*}
& \left\langle b(\kappa) p^{*}\left(\kappa_{1}\right)\right\rangle=(2 \pi)^{4} \delta\left(\omega-\omega_{1}\right) \delta\left(\mathbf{k}-\mathbf{k}_{1}\right) G_{1}(\omega, \mathbf{k}), \\
& \left\langle b(\kappa) p\left(\kappa_{1}\right)\right\rangle=(2 \pi)^{4} \delta\left(\widetilde{\omega}+\widetilde{\omega}_{1}\right) \delta\left(\mathbf{k}+\mathbf{k}_{1}\right) G_{2}(\omega, \mathbf{k}) . \tag{11}
\end{align*}
$$

For the Green's functions $\langle p b\rangle$ we have

$$
\widetilde{G}(\kappa)=\left(\begin{array}{ll}
G_{1}^{*}(\kappa) & G_{2}(\widetilde{\varkappa})  \tag{12}\\
G_{2}^{*}(\kappa) & G_{1}(\widetilde{\varkappa})
\end{array}\right) .
$$

The bare Green's functions can be found as

$$
G_{0}^{-1}(\kappa)=\left(\begin{array}{cc}
c k-\omega-i \gamma_{0}(k) & \lambda  \tag{13}\\
\lambda^{*} & c k+\omega-2 \omega_{0}+i \gamma_{0}(k)
\end{array}\right)
$$

where $\gamma_{0}(k)$ is the bare attenuation rate of the sound wave. It is easy to obtain the following expressions for the bare Green's functions from (13):

$$
\begin{align*}
& G_{10}(\kappa)=\Delta^{-1}(\kappa)\left[c k+\omega-2 \omega_{0}+i \gamma_{0}(k)\right], \\
& G_{20}(\kappa)=-\lambda \Delta^{-1}(\kappa) \tag{14}
\end{align*}
$$

Here

$$
\begin{align*}
& \Delta(\kappa)=\left(c k-\omega_{0}\right)^{2}-\left[\omega-\omega_{0}+i \gamma_{0}(k)\right]^{2}-|\lambda|^{2}, \\
& \Delta(\widetilde{\varkappa})=\Delta^{*}(\kappa) . \tag{15}
\end{align*}
$$

The off-diagonal components of the Green's function are essential only for $\omega \sim \omega_{0}$ and $k \sim k_{0} \equiv \omega_{0} / c$. Far from this region it is possible to use for the Green's function the expression

$$
\begin{equation*}
G_{1}(\kappa)=\left[c k-\omega-i \gamma_{0}(k)\right]^{-1} . \tag{16}
\end{equation*}
$$

The full Green's function can be found as a solution of the Dyson equation in the form

$$
\begin{equation*}
G^{-1}(\kappa)=G_{0}^{-1}(\kappa)-\Sigma(\kappa), \tag{17}
\end{equation*}
$$

where $\Sigma(\kappa)$ is a self-energy function. The self-energy matrix has the same properties as $G$; i.e., it can be written in the form

$$
\Sigma(\kappa)=\left(\begin{array}{ll}
\Sigma_{1}(\kappa) & \Sigma_{2}(\kappa)  \tag{18}\\
\Sigma_{2}^{*}(\tilde{\varkappa}) & \Sigma_{1}^{*}(\tilde{\varkappa})
\end{array}\right) .
$$

The bare value of $\Sigma(\kappa)$ equals zero.
The correlation function $F$ has a matrix structure also. It can be determined as

$$
F(\kappa)=\left(\begin{array}{ll}
F_{1}(\kappa) & F_{2}(\kappa)  \tag{19}\\
F_{2}(\widetilde{\kappa}) & F_{1}^{*}(\widetilde{\kappa})
\end{array}\right)
$$

where

$$
\begin{aligned}
& \left\langle b(\kappa) b^{*}\left(\kappa_{1}\right)\right\rangle=(2 \pi)^{4} \delta\left(\omega-\omega_{1}\right) \delta\left(\mathbf{k}-\mathbf{k}_{1}\right) F_{1}(\omega, \mathbf{k}), \\
& \left\langle b(\kappa) b\left(\kappa_{1}\right)\right\rangle=(2 \pi)^{4} \delta\left(\widetilde{\omega}+\widetilde{\omega}_{1}\right) \delta\left(\mathbf{k}+\mathbf{k}_{1}\right) F_{2}(\omega, \mathbf{k}) .
\end{aligned}
$$

It is easy to see that $F_{1}^{*}(\kappa)=F_{1}(\kappa)$ and $F_{2}(\bar{\varkappa})=F_{2}(\kappa)$. Therefore, we can write

$$
F(\kappa)=\left(\begin{array}{ll}
F_{1}(\kappa) & F_{2}(\kappa)  \tag{20}\\
F_{2}^{*}(\kappa) & F_{1}(\widetilde{\varkappa})
\end{array}\right) .
$$

The Wyld correlation functions can be calculated as

$$
\begin{equation*}
F(\kappa)=G(\kappa) \Phi(\kappa) \widetilde{G}(\kappa) \tag{21}
\end{equation*}
$$

where $\bar{G}(\kappa)$ is determined by (12), and $\Phi(\kappa)$ is a force function. Its bare value $\Phi_{0}$ is determined by the casual force correlator, i.e.,

$$
\begin{equation*}
\Phi_{0}(\kappa)=\Gamma_{0} E, \quad \Gamma_{0}=T \frac{\gamma_{0}(k)}{\omega(k)} \tag{22}
\end{equation*}
$$

where $E$ is a unit $2 \times 2$ matrix. For the bare correlation functions we obtain


FIG. 1. Tree correction for the self-energy function.

$$
\begin{align*}
& F_{10}(\kappa)=\Gamma_{0} \frac{\left(c k+\omega-2 \omega_{0}\right)^{2}+\gamma_{0}^{2}(k)+|\lambda|^{2}}{\Delta(\kappa) \Delta^{*}(\kappa)} \\
& F_{20}(\kappa)=-\Gamma_{0} \frac{2 \lambda\left[c k-\omega_{0}+i \gamma_{0}(k)\right]}{\Delta(\kappa) \Delta^{*}(\kappa)} \tag{23}
\end{align*}
$$

The force function $\Phi(\kappa)$ can be written in the form

$$
\Phi(\kappa)=\left(\begin{array}{ll}
\Phi_{1}(\kappa) & \Phi_{2}(\kappa)  \tag{24}\\
\Phi_{2}^{*}(\kappa) & \Phi_{1}(\widetilde{\varkappa})
\end{array}\right) .
$$

The force functions $\Phi(\kappa)$, by analogy with $F(\kappa)$, have the properties $\Phi_{1}(\kappa)=\Phi_{1}^{*}(\kappa)$ and $\Phi_{2}(\kappa)=\Phi_{2}(\bar{\varkappa})$.

## 4. SATURATION OF THE EXCITED WAVE

In this section we omit the term proportional to the temperature. In this case the fluctuations of the phase of the parametrically excited wave can be ignored and we can assume that there appears a nonzero value of average $\langle b\rangle$ if the pumping is over the threshold. The equations for this nonzero average coincide with (6). If we disregard the nonlinear terms on $b$, these equations will be linear equations with zero right-hand side:

$$
\begin{equation*}
G^{-1}\binom{b(\kappa)}{b(\widetilde{x})}=0 \tag{25}
\end{equation*}
$$

They can have a nonzero solution only if the main determinant of the system $\Delta(\kappa)$, which is determined by (15), equals zero:

$$
\begin{equation*}
\Delta(\kappa)=\left(c k-\omega_{0}\right)^{2}-\left[\omega-\omega_{0}+i \gamma_{0}(k)\right]^{2}-|\lambda|^{2}=0 . \tag{26}
\end{equation*}
$$

This equation can first be satisfied for waves with $\omega=\omega_{0}$ and $k=k_{0}=\omega_{0} / c$. The threshold value of pumping is $|\lambda|$ $=\gamma_{0}\left(k_{0}\right) \equiv \gamma_{0}$; i.e.,

$$
\begin{equation*}
|a|=\gamma_{0} / 2 U \tag{27}
\end{equation*}
$$

If $|\lambda|>\gamma_{0}$, the nonzero value of average $\langle b\rangle$ appears. In order to determine its value, we must consider the nonlinear corrections. In a tree approximation it is necessary to take into account the corrections for the self-energy function, shown in Fig. 1. The solid lines in Fig. 1 correspond to the field $b$, the dashed lines correspond to the field $p$, and the points correspond to the vortices $V$. This diagram for $\mathbf{k}^{\prime}$ $\simeq \mathbf{k}$ gives the contribution to the diagonal part of the selfenergy function and determines the nonlinear correction to the attenuation rate $\gamma$. The diagram in Fig. 1 for $\mathbf{k}^{\prime} \simeq-\mathbf{k}$ corrects the off-diagonal terms of the self-energy function; it renormalizes the pumping $\lambda$.

The Green's function of the diagram in Fig. 1 has a frequency near $2 \omega_{0}$ only if $\mathbf{k}^{\prime} \simeq \mathbf{k} \simeq \mathbf{k}_{1}$ and has a frequency near zero for all other cases. Using Eq. (4), it is easy to see that in the first case the correction is greater than that in the second case by a factor of $\omega_{0} / \gamma_{0}$. In particular, this means
that for acoustic waves the nonlinear attenuation is significantly more important than renormalization of pumping. This result agrees with the corresponding conclusion for the surface waves, where the three-wave interactions are allowed. ${ }^{4}$

In general, the average of the wave field $b(t, \mathbf{r})$ has the form

$$
\begin{equation*}
\langle b(t, \mathbf{r})\rangle=\int d \Omega B(\theta, \varphi) \exp \left(-i \omega_{0} t+i k_{0} \mathbf{e r}\right) \tag{28}
\end{equation*}
$$

where $\mathbf{e} \equiv \mathbf{e}(\theta, \varphi)$ is the unit vector in the direction which is determined by the angles $\theta, \varphi$, and $d \Omega \equiv d \theta d \varphi \sin \theta$. We see that it is possible to disregard the renormalization of the pumping for the sound waves. We also see that there is no standard pattern formation for sound waves. This means that we can choose a real amplitude $B$ and a real pumping $\lambda$. The correction for the self-energy function in Fig. 1 can be written as

$$
\begin{align*}
\Sigma\left(\omega_{0}, \mathbf{k}\right) & =4 \int \frac{d \omega_{1} d \mathbf{k}_{1}}{(2 \pi)^{4}} V^{2} F_{1}\left(\kappa_{1}\right) G_{1}\left(\kappa+\kappa_{1}\right) \\
& =4 \int d \theta d \varphi \frac{V^{2}(\theta, \varphi) B^{2}(\theta, \varphi) \sin \theta}{\omega\left(\mathbf{k}+\mathbf{k}_{1}\right)-2 \omega_{0}-i \gamma\left(\mathbf{k}+\mathbf{k}_{1}\right)} \tag{29}
\end{align*}
$$

In Eq. (29) $\theta$ is a polar angle between the wave vectors $\mathbf{k}$ and $\mathbf{k}_{1}$, and $\varphi$ is the azimuthal angle. Since we use the tree approximation in this section, it is possible to replace

$$
\left\langle b(\kappa) b^{*}\left(\kappa_{1}\right)\right\rangle=\langle b(\kappa)\rangle\left\langle b^{*}\left(\kappa_{1}\right)\right\rangle .
$$

It is easy to see that the integral in (29) is determined by the small region at an angle $\theta, \Delta \theta \simeq 4 \sqrt{\gamma_{0} / \omega_{0}}$. In this region it is possible to replace $V(\theta, \varphi)$ and $B(\theta, \varphi)$ by their values for $\theta=0$ and use instead of $\sin \theta$ the approximate expression $\sin \theta \simeq \theta$. As a result, we obtain $\omega\left(\mathbf{k}+\mathbf{k}_{1}\right) \simeq 2 \omega_{0}\left(1-\theta^{2} / 8\right)$. The real part and the imaginary part of $\Sigma$ are of the same order of magnitude. Since $\omega_{0} \gg \gamma_{0}$, it is possible to ignore the real part of $\Sigma$, which gives a small correction for the sound velocity. The imaginary part of $\Sigma$ gives the correction for the attenuation rate $\gamma$ :

$$
\begin{equation*}
\gamma=\gamma_{0}+\operatorname{Im} \Sigma \tag{30}
\end{equation*}
$$

For the imaginary part of $\Sigma$ we have

$$
\begin{align*}
& \operatorname{Im} \Sigma\left(\omega_{0}, k_{0} \mathbf{e}\right) \equiv \mu n(\mathbf{e}), \quad n(\mathbf{e})=B^{2}(\mathbf{e}) \\
& \mu=4 V^{2} \int d \theta d \varphi \frac{\gamma_{0}\left(2 k_{0}\right) \sin \theta}{\left[\omega\left(\mathbf{k}+\mathbf{k}_{1}\right)-2 \omega_{0}\right]^{2}+\gamma_{0}^{2}\left(2 k_{0}\right)} \tag{31}
\end{align*}
$$

where $V \equiv V(\theta=0)$. The equilibrium value of the amplitude of the excited wave is defined as

$$
\begin{equation*}
\lambda \equiv \gamma_{0}(1+\epsilon)=\gamma_{0}+\mu n, \quad n=\gamma_{0} \epsilon / \mu \tag{32}
\end{equation*}
$$

Therefore, the equilibrium density $n$ of the parametrically excited wave propagating in a given direction $\mathbf{e}$ is proportional to $\epsilon$.

In further calculations it is necessary to make some assumptions about the shape of parametrically excited wave. If we ignore the nonzero value of the wave vector of the pumping wave and if the system is isotropic (in particular, if the
vertex $U$ of the interaction of the pumping wave with the excited waves depends only slightly on the angles), the excited wave will be a spherical wave (three-dimensional):

$$
\begin{equation*}
\langle b(t, \mathbf{r})\rangle_{3}=B \int d \Omega \exp \left(-i \omega_{0} t+i k_{0} \mathbf{e r}\right) \tag{33}
\end{equation*}
$$

In this case the coefficient $\mu$ is

$$
\begin{equation*}
\mu_{3}=8 \pi^{2} V^{2} \omega_{0}^{-1} \tag{34}
\end{equation*}
$$

The total density of the excited wave is

$$
\begin{equation*}
N_{3}=4 \pi B^{2}=\frac{2}{\pi} \frac{\gamma_{0} \omega_{0}}{4 V^{2}} \epsilon \tag{35}
\end{equation*}
$$

It is interesting to compare this result with the corresponding result for spin waves. ${ }^{2}$ Saturation of the amplitude of the excited spin wave occurs due to the renormalization of pumping by the four-wave interaction (dephasing mechanism). The corresponding result for the density of the wave is $n \propto \sqrt{\epsilon}$. Estimate for the proportionality coefficient in this equation coincides with the estimate for the coefficient in (34), but it turns out that the coefficient for the four-wave interaction is larger numerically. Besides, near the threshold $\epsilon<\sqrt{\epsilon}$, so the nonlinear attenuation due to the three-wave interaction is more important than the renormalization of pumping by the four-wave interaction.

If the system has axial symmetry or if the pumping wave is a standing wave, as is the case in Ref. 5, it is possible that the excited wave will be a cylindrical wave:

$$
\begin{align*}
\langle b(t, \mathbf{r})\rangle_{2}= & B \int d \varphi \exp \left[-i \omega_{0} t+i k_{0}\right. \\
& \times(x \cos \varphi+y \sin \varphi)] \tag{36}
\end{align*}
$$

In this case the coefficient $\mu$ and the total density of the wave are

$$
\begin{equation*}
\mu_{2}=2^{3 / 2} \frac{\pi V^{2}}{\sqrt{\omega_{0} \gamma_{0}}}, \quad N_{2}=2 \pi B^{2}=2^{3 / 2} \sqrt{\frac{\gamma_{0}}{\omega_{0}}} \frac{\gamma_{0} \omega_{0}}{4 V^{2}} \epsilon \tag{37}
\end{equation*}
$$

A further decrease of the symmetry can render an excited wave flat. In this case the corresponding equations will be

$$
\begin{align*}
& \langle b(t, \mathbf{r})\rangle_{1}=2 B \exp \left(-i \omega_{0} t\right) \cos \left(k_{0} x\right), \quad \mu_{1}=4 \frac{V^{2}}{\gamma_{0}} \\
& N_{1}=B^{2}=\frac{\gamma_{0}}{\omega_{0}} \frac{\gamma_{0} \omega_{0}}{4 V^{2}} \epsilon \tag{38}
\end{align*}
$$

For the last two cases the restriction of the sound-wave amplitude by nonlinear attenuation is stronger than the corresponding saturation due to the dephasing mechanism by a factor of $\sqrt{\gamma_{0} / \omega_{0}}$ for a cylindrical wave and by a factor of $\gamma_{0} / \omega_{0}$ for a flat wave.

The total intensity of parametrically excited sound wave is maximal for a spherical wave and minimal for a flat wave. This situation for sound waves is quite different from the situation for spin waves, where the integral intensity of parametrically excited wave depends only slightly on its shape. In general, it is natural to expect that a nonlinear system will try to have maximal full intensity and corresponding dissipa-


FIG. 2. One-loop correction for the normal self-energy function.
tion. This means that it is possible to expect transitions from a less symmetric shape to a more symmetric shape of the sound wave (for example, flat $\rightarrow$ cylindrical $\rightarrow$ spherical) as the intensity of the pumping wave increases. This means that it is necessary to expect the appearance of a sound wave with the maximum possible symmetry near the threshold.

Sound waves interact essentially only if the angle between their wave vectors is smaller than $\Delta \theta \simeq 4 \sqrt{\gamma_{0} / \omega_{0}}$. This peculiar property of the interaction destroys the longrange order at an angle between the sound waves and leads to the absence of an ordinary pattern formation. Specific patterns which must appear over the threshold of excitation of sound waves have approximately equal intensities of the waves propagating in the range from $-\Delta \theta$ to $\Delta \theta$. In an anisotropic system the shape of parametrically excited wave is determined mainly by the shape of the pumping wave, by the properties of the interaction vertex between the pumping wave and the excited waves, and by the boundary conditions.

## 5. THERMAL BROADENING

Let us consider the influence of thermal fluctuations on the spectrum of a parametrically generated sound wave. It is necessary to take into account the diagram in Fig. 2, which contributes to the self-energy function $\Sigma_{1}(k)$. Analytical expression for this diagram is determined by (29), where now the function $F_{1}$ is irreducible. The matrix structure of the correlation functions is essential only for the frequencies near $\omega_{0}$. For the diagram in Fig. 2 it is therefore necessary to take into account the nondiagonality of the function $F_{1}$ and use for it the expression (23). The Green's function $G$ has the frequency $\omega \sim 2 \omega_{0}$, so we can use for it the expression (16). Equation (29) now can be rewritten as

$$
\begin{align*}
\Sigma_{1}(\omega, \mathbf{k})= & 4 V^{2} \int \frac{d \omega_{1} d \mathbf{k}_{1}}{\Omega(2 \pi)^{4}} \Gamma_{0}\left(k_{1}\right) \\
& \times \frac{\left(c k_{1}+\omega_{1}-2 \omega_{0}\right)^{2}+\gamma^{2}+\lambda^{2}}{\left|\left(\omega_{1}-i \gamma\right)^{2}-\left(c k_{1}-\omega_{0}\right)^{2}+\lambda^{2}\right|^{2}} \int d \Omega G_{1}(\kappa) \tag{39}
\end{align*}
$$

The last integration in Eq. (39) must be made over all angles. For a flat wave it is absent, for a cylindrical wave it is an integral over an angle $\theta$, and for a spherical wave it is an integral over $d \Omega=d \theta d \varphi \sin \theta$. In Eq.(39) the first integral is real and the imaginary part of the second integral is determined by (31). The integral from the correlation function $F$ over $\mathbf{k}_{1}$ determines the spectral density of excited sound waves. This density can be determined from the equation

$$
\begin{equation*}
n=\int d \omega n(\omega)=\frac{1}{\Omega} \int \frac{d \omega d \mathbf{k}}{(2 \pi)^{4}} F_{1}(\omega, \mathbf{k}) \tag{40}
\end{equation*}
$$

Here $n$ and $n(\omega)$ are the integral and spectral densities of the sound waves, which propagate in a given direction. The factor $\Omega$ in (39) and (40) depends on the shape of the wave. For a spherical wave $\Omega=4 \pi$, for a cylindrical wave $\Omega=2 \pi$, and for a flat wave $\Omega=1$. The spectral density of a wave is introduced in such a way that the total density $N$ of the sound wave is

$$
N=\Omega n .
$$

The first integral in Eq. (39) contains the function $F$, which is singular on $\omega_{1}, k_{1}$, and the smooth function $\int d \Omega G$. It is possible to write instead of the second integral the expression (31) and consider it as a constant. Thus the renormalized attenuation rate of the sound wave is

$$
\begin{equation*}
\gamma=\gamma_{0}+\operatorname{Im} \Sigma, \quad \operatorname{Im} \Sigma=\mu n \tag{41}
\end{equation*}
$$

Here $n$ is the total spectral density of the excited sound waves, which propagate in a given direction, obtained with allowance for thermal broadening. Calculating the first integral in (39), we obtain the equation for the damping rate $\gamma$. We can consider this equation as self-consistent equation for $\gamma$, which means that we have summed the set of diagrams in Fig. 2:

$$
\begin{equation*}
\gamma=\gamma_{0}+K \Gamma_{0} / \nu, \quad \nu \equiv \sqrt{\gamma^{2}-\lambda^{2}} \tag{42}
\end{equation*}
$$

For simplicity it is useful to choose real $\lambda$. The coefficient $K$ is

$$
\begin{equation*}
K=\mu \frac{k_{0}^{2}\left(\gamma^{2}+\lambda^{2}\right)}{16 \pi^{2} c \gamma} \tag{43}
\end{equation*}
$$

Now the value of $\gamma$ must be found from Eq. (42). We see that $\gamma>0$ for all values of the pumping $\lambda$. The width of the distribution $n(\omega)$ is determined by the position of the singularity nearest to the real axis in the integral $\int d \omega_{1} F_{1}$. For $\lambda>\gamma_{0}$ this width is of the order of $\nu$. If $\lambda \gg \gamma_{0}$, the value of $\gamma$ can be determined from the equation

$$
\begin{equation*}
\gamma \simeq \frac{K \Gamma_{0}}{\sqrt{\gamma^{2}-\lambda^{2}}} \tag{44}
\end{equation*}
$$

We see that thermal width of the spectrum leads to zero if $\lambda \rightarrow \infty$. It is easy to determine the spectral distribution $n(\omega)$. We have

$$
\begin{align*}
& n(\omega)=\Gamma_{0} \frac{k_{0}^{2}\left(\gamma^{2}+\lambda^{2}\right)}{(2 \pi)^{3} c} J \\
& J=\int \frac{d k}{\left|c^{2} k^{2}+(\gamma+i \omega)^{2}-\lambda^{2}\right|^{2}} \tag{45}
\end{align*}
$$

The poles of the integrated function are $k= \pm i a_{ \pm}$, where $a_{ \pm}=\sqrt{(\gamma \pm i \omega)^{2}-\lambda^{2}}$. If $\omega<\nu^{2} / 2 \gamma$, then these poles lie near the real axis at a distance of the order of $\nu$. If $\omega>\nu^{2} / 2 \gamma$, the corresponding distance is about $\gamma \omega / \sqrt{\gamma^{2}+\lambda^{2}}$. The main part of the integral is produced from the first region. Calculating this part, we obtain

$$
\begin{align*}
& J=\frac{\pi}{2 \nu^{3} f(\widetilde{\omega})}, \quad f(x)=\frac{r^{2}}{\sqrt{2}} \sqrt{r^{2}+1-x^{2} \nu^{-2}} \\
& r^{2}=\sqrt{\left(1-x^{2} \nu^{-2}\right)^{2}+4 \gamma^{2} x^{2} \nu^{-4}} \tag{46}
\end{align*}
$$
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For spectral distribution of the sound waves we have

$$
\begin{equation*}
n(\omega)=\frac{k_{0}^{2}}{(2 \pi)^{3} c} \frac{\pi\left(\gamma^{2}+\lambda^{2}\right)}{2 \nu^{3}} \frac{\Gamma_{0}}{f(\widetilde{\omega})} \tag{47}
\end{equation*}
$$

Let us compare Eq. (41) and Eq. (32), which was obtained for the distribution of zero width. Let $(\Delta \omega)_{T}$ be the thermal width of the spectrum. For $\lambda-\gamma_{0} \gg(\Delta \omega)_{T}$ we have $\gamma-\lambda \ll \gamma_{0}$. Therefore, integrating the distribution $n(\omega)$ over $\omega$, we obtain the integral intensity of excited sound waves, which coincides with the previous result (32) for the intensity.

In a one-loop approximation it is necessary to take into account the correction for the force function, which can be represented by the diagram in Fig. 3. The analytical expression for this correction is

$$
\begin{equation*}
\left(\Phi_{1}(\kappa)\right)_{1} \sim \frac{V^{2}}{\Omega} \int \frac{d \omega_{1} d \mathbf{k}_{1}}{(2 \pi)^{4}} F_{1}\left(\kappa_{1}\right) F_{1}\left(\kappa+\kappa_{1}\right) \tag{48}
\end{equation*}
$$

Here the first function $F_{1}$ has a frequency near $\omega_{0}$ and the second function $F_{1}$ has a frequency near $2 \omega_{0}$. We can calculate (48) as an analogous expression for $\Sigma_{1}$. For the second function $F_{1}$ we can use the expression

$$
\begin{equation*}
F_{1}\left(\kappa+\kappa_{1}\right)=\frac{2 T \gamma_{0}}{\omega_{0}\left\{\left[\omega\left(\left|\mathbf{k}+\mathbf{k}_{1}\right|\right)-\omega-\omega_{1}\right]^{2}+\gamma_{0}^{2}\left(2 k_{0}\right)\right\}} \tag{49}
\end{equation*}
$$

We can then write Eq. (48) in the form

$$
\begin{equation*}
\left(\Phi_{1}(\kappa)\right)_{1} \sim \frac{V^{2}}{\Omega} \int \frac{d \omega_{1} d \mathbf{k}_{1}}{(2 \pi)^{4}} F_{1}\left(\kappa_{1}\right) \int d \Omega F\left(\kappa+\kappa_{1}\right) \tag{50}
\end{equation*}
$$

The first integral was found in (39); for the second integral we have

$$
\begin{equation*}
\int d \Omega F\left(\kappa+\kappa_{1}\right)=\frac{T \mu}{\omega_{0} V^{2}} \tag{51}
\end{equation*}
$$

Thus, for the force function we have

$$
\begin{equation*}
\left(\Phi_{1}\right)_{1} \sim V^{2} \frac{T n}{\omega_{0} \sqrt{\omega_{0} \gamma_{0}}} \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left(\Phi_{1}\right)_{1}}{\Phi_{10}} \sim \frac{\mu n T}{\omega_{0}} \frac{\omega_{0}}{T \gamma_{0}} \propto \epsilon . \tag{53}
\end{equation*}
$$

This correction is small near the excitation threshold. Therefore, in a one-loop approximation it is possible to consider only the broadening of parametrically excited waves due to the thermal fluctuations. Thermal width of the spectrum is very small, and its dependence on pumping does not agree with the experiment. This means that it is necessary to use a two-loop approximation in order to describe experimentally observed broadening of the spectrum.

## 6. TWO-LOOP CORRECTIONS

To study the broadening of excited sound waves due to their scattering we must take into account the two-loop corrections for the mass operators: the self-energy function $\Sigma$ and the force function $\Phi$. These corrections for $\Sigma_{1}$ and $\Sigma_{2}$ can be represented by the diagrams in Fig. 4.

Their analytical representation is

$$
\begin{align*}
\Sigma_{1}(\kappa)= & 8 V^{4} \int \frac{d^{4} k_{1} d^{4} \kappa_{2}}{(2 \pi)^{8}}\left[G_{1}^{*}\left(\kappa_{1}\right) F_{1}\left(\kappa_{2}\right) F_{1}\right. \\
& \times\left(\kappa_{1}+\kappa-\kappa_{2}\right) G\left(\kappa+\kappa_{1}\right) G^{*}\left(\kappa+\kappa_{1}\right) \\
& +2 G_{1}\left(\kappa_{1}\right) F_{2}\left(\kappa_{2}\right) F_{2}^{*}\left(\kappa_{1}+\kappa_{2}-\kappa\right) G \\
& \left.\times\left(\kappa_{1}+\kappa_{2}\right) G\left(\kappa-\kappa_{2}\right)\right], \\
\Sigma_{2}(\kappa)= & 8 V^{4} \int \frac{d^{4} \kappa_{1} d^{4} \kappa_{2}}{(2 \pi)^{8}}\left[G_{2}^{*}\left(\kappa_{1}\right) F_{2}\left(\kappa_{2}\right) F_{2}\right. \\
& \times\left(\kappa_{1}+\kappa-\kappa_{2}\right) G\left(\kappa+\kappa_{1}\right) G\left(-\kappa-\kappa_{1}\right) \\
& +2 G_{2}\left(\kappa_{1}\right) F_{1}\left(\kappa_{2}\right) F_{1}\left(\kappa_{1}+\kappa_{2}-\kappa\right) G \\
& \left.\times\left(\kappa_{1}+\kappa_{2}\right) G^{*}\left(\kappa_{2}-\kappa\right)\right] . \tag{54}
\end{align*}
$$

The corresponding diagrams for $\Phi_{1}$ and $\Phi_{2}$ are presented in Figs. 5 and 6. Analytically, we have

$$
\begin{aligned}
\Phi_{1}(\kappa)= & 8 V^{4} \int \frac{d^{4} \kappa_{1} d^{4} \kappa_{2}}{(2 \pi)^{8}}\left[F_{1}\left(\kappa_{1}\right) F_{1}\left(\kappa_{2}\right) F_{1}\right. \\
& \times\left(\kappa_{1}+\kappa-\kappa_{2}\right) G\left(\kappa+\kappa_{1}\right) G^{*}\left(\kappa+\kappa_{1}\right) \\
& +2 F_{1}\left(\kappa_{1}\right) F_{2}\left(\kappa_{2}\right) F_{2}^{*}\left(\kappa_{1}+\kappa_{2}-\kappa\right) G \\
& \left.\times\left(\kappa_{1}+\kappa_{2}\right) G^{*}\left(\kappa-\kappa_{2}\right)\right] \\
\Phi_{2}(\kappa)= & 8 V^{4} \int \frac{d^{4} \kappa_{1} d^{4} \kappa_{2}}{(2 \pi)^{8}}\left[F_{2}^{*}\left(\kappa_{1}\right) F_{2}\left(\kappa_{2}\right) F_{2}\right. \\
& \times\left(\kappa_{1}+\kappa-\kappa_{2}\right) G\left(\kappa+\kappa_{1}\right) G\left(-\kappa-\kappa_{1}\right)
\end{aligned}
$$
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$$
\begin{align*}
& +2 F_{2}\left(\kappa_{1}\right) F_{1}\left(\kappa_{2}\right) F_{1}^{*}\left(\kappa_{1}+\kappa_{2}-\kappa\right) G \\
& \left.\times\left(\kappa_{1}+\kappa_{2}\right) G\left(\kappa_{2}-\kappa\right)\right] \tag{55}
\end{align*}
$$

It is easy to verify that the expressions for $\Phi_{1}(\kappa)$ and $\Phi_{2}(\kappa)$ satisfy the properties $\Phi_{1}(\kappa)=\Phi_{1}^{*}(\kappa)$ and $\Phi_{2}(\kappa)=\Phi_{2}(\bar{\varkappa})$.

The corrections for the Green's functions and for the correlation functions, represented by the second terms in Eqs. (54) and (55), can be disregarded. In fact, it is necessary to take into account only the diagrams which contain the correlation functions $F(\omega)$ with $\omega \sim \omega_{0}$ and the Green's functions $G(\omega)$ with $\omega \sim \omega_{0}$ or $\omega \sim 2 \omega_{0}$. It is impossible to satisfy these conditions for the corrections mentioned above. The first correction term for $\Phi_{2}\left(\Sigma_{2}\right)$ will then be significantly smaller than the corresponding term for $\Phi_{1}\left(\Sigma_{1}\right)$, because the distance between the poles of the corresponding Green's functions is of the order of $2 \omega_{0}$ in the first case and of the order of $8 \gamma_{0}$ in the second case. This means that we can rewrite Eqs. (54) and (55) in the form

$$
\begin{align*}
& \Sigma_{1}(\kappa)= 8 V^{4} \int \frac{d^{4} \kappa_{1} d^{4} \kappa_{2}}{(2 \pi)^{8}} G_{1}^{*}\left(\kappa_{1}\right) F_{1}\left(\kappa_{2}\right) F_{1} \\
& \times\left(\kappa_{1}+\kappa-\kappa_{2}\right) G\left(\kappa+\kappa_{1}\right) G^{*}\left(\kappa+\kappa_{1}\right), \\
& \Sigma_{2}(\kappa) \simeq 0 \tag{56}
\end{align*}
$$

and

$$
\begin{align*}
\Phi_{1}(\kappa)= & 8 V^{4} \int \frac{d^{4} \kappa_{1} d^{4} \kappa_{2}}{(2 \pi)^{8}} F_{1}\left(\kappa_{1}\right) F_{1}\left(\kappa_{2}\right) F_{1} \\
& \times\left(\kappa_{1}+\kappa-\kappa_{2}\right) G\left(\kappa+\kappa_{1}\right) G^{*}\left(\kappa+\kappa_{1}\right), \\
\Phi_{2}(\kappa) \simeq & 0 \tag{57}
\end{align*}
$$

Here and below the functions $G(\kappa)$ have the frequencies $\omega$ $\sim 2 \omega_{0}$; therefore, we can use for them the expression (16).

Equations (56) and (57) mean that in a two-loop approximation we have a situation similar to a one-loop approximation. It turns out that the corrections for the abnormal self-energy and for the abnormal force functions are significantly smaller than the corresponding corrections for the normal functions. The corrections for the self-energy functions can be used if we replace

$$
\begin{equation*}
\left.\gamma_{0}(\kappa) \rightarrow \gamma(\kappa)=\gamma_{0}(\kappa)+\mu n+\operatorname{Im} \Sigma_{1}(\kappa)\right)_{2} \tag{58}
\end{equation*}
$$

and if we use Eqs. (14) and (15). Here we took into account the tree correction for the self-energy function, shown in Fig. 1. Analogously, the corrections for the correlation functions can be taken into account if we replace

$$
\begin{equation*}
\Gamma_{0}(\kappa) \rightarrow \Gamma(\kappa)=\Gamma_{0}(\kappa)+\Phi_{1}(\kappa) \tag{59}
\end{equation*}
$$

and if we use Eq. (23). In the last equation it is possible to ignore both the first term and the one-loop correction for the force function $\Phi_{1}$, because they are very small.

Thus, we obtain the following equation for the two-loop correction for the self-energy functions:

$$
\begin{align*}
(\Delta \gamma)_{2}= & -8 V^{4} \int \frac{d^{4} \kappa_{1} d^{4} \kappa_{2}}{(2 \pi)^{8}} \frac{\left(c k_{1}+\omega_{1}-2 \omega_{0}\right)^{2}+\gamma^{2}-\lambda^{2}}{\Delta\left(\kappa_{1}\right) \Delta^{*}\left(\kappa_{1}\right)} \\
& \times \gamma\left(k_{1}\right) F_{1}\left(\kappa_{2}\right) F_{1}\left(\kappa_{1}+\kappa-\kappa_{2}\right) G\left(\kappa+\kappa_{1}\right) G^{*} \\
& \times\left(\kappa+\kappa_{1}\right) \tag{60}
\end{align*}
$$

The corresponding equation for the force function has the form

$$
\begin{align*}
\Gamma(\kappa)= & 8 V^{4} \int \frac{d^{4} \kappa_{1} d^{4} \kappa_{2}}{(2 \pi)^{8}} F_{1}\left(\kappa_{1}\right) F_{1}\left(\kappa_{2}\right) \\
& \times F_{1}\left(\kappa_{1}+\kappa-\kappa_{2}\right) G\left(\kappa+\kappa_{1}\right) G^{*}\left(\kappa+\kappa_{1}\right) \tag{61}
\end{align*}
$$

First, let us consider the case in which the excited sound wave is spherical. It is easy to integrate in (60) and (61) over the angles $\vartheta\left(\mathbf{k}_{1}, \mathbf{k}\right)$ and $\varphi\left(\mathbf{k}_{1}, \mathbf{k}\right)$. The only factor in these expressions, which depends on the angle $\vartheta$, is $G \times(\kappa$ $\left.+\kappa_{1}\right) G^{*}\left(\kappa+\kappa_{1}\right)$. For the integral we have

$$
\begin{equation*}
\int \frac{d \vartheta\left(\mathbf{k}_{1}, \mathbf{k}\right) d \varphi\left(\mathbf{k}_{1}, \mathbf{k}\right) \sin \vartheta}{\left[\omega\left(\mathbf{k}+\mathbf{k}_{1}\right)-\omega-\omega_{1}\right]^{2}+16 \gamma_{0}^{2}}=\frac{\pi^{2}}{2 \omega_{0} \gamma_{0}} \tag{62}
\end{equation*}
$$

Note that it is proportional to $\gamma_{0}^{-1}$ and therefore this expression is significantly greater than the analogous term for the direct fourth vertex. This statement is true irrespective of the shape of the excited sound wave. This means that broadening of the spectrum of parametrically excited acoustic wave is determined by the three-wave interaction.
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Substituting expression (62) in (60) and (61), we obtain the system of equations

$$
\begin{align*}
\gamma(\kappa)= & \gamma_{0}+\mu n-C \\
& \times \int \frac{d \omega_{1} d k_{1} d \omega_{2} d k_{2} d \theta \sin \theta}{(2 \pi)^{8}} \gamma\left(k_{1}\right) \\
& \times \frac{\left.c k_{1}+\omega_{1}-2 \omega_{0}\right)^{2}+\gamma^{2}-\lambda^{2}}{\Delta\left(\kappa_{1}\right) \Delta^{*}\left(\kappa_{1}\right)} F_{1}\left(\kappa_{2}\right) F_{1} \\
& \times\left(\kappa_{1}+\kappa-\kappa_{2}\right), \\
\Gamma(\kappa)= & C \int \frac{d \omega_{1} d k_{1} d \omega_{2} d k_{2} d \theta \sin \theta}{(2 \pi)^{8}} \\
& \times F_{1}\left(\kappa_{1}\right) F_{1}\left(\kappa_{2}\right) F_{1}\left(\kappa_{1}+\kappa-\kappa_{2}\right), \tag{63}
\end{align*}
$$

where $\theta \equiv \theta\left(\mathbf{k}_{1}+\mathbf{k}, \mathbf{k}_{2}\right)$, and $C=\mu_{3} V^{2} k_{0}^{4} / 2 \gamma_{0}$.
As we will see below, the two-loop correction for the damping rate $\gamma$ is not very important. Let us, therefore, first consider the correction for the force function. It is necessary to use the integrals over $k_{1}, k_{2}$, and $\theta$. Experiment shows that broadening of parametrically excited waves is significantly smaller than $\gamma \sim \lambda$. Therefore, we can write

$$
\begin{align*}
& \gamma^{2}(k)-\lambda^{2} \equiv \nu^{2}, \quad \nu \ll \lambda, \\
& \Delta(k)=\left(c k-\omega_{0}\right)^{2}-\widetilde{\omega}^{2}+\nu^{2}-2 i \gamma \widetilde{\omega} . \tag{64}
\end{align*}
$$

The characteristic value of $c k-\omega_{0}$ is of the order of $\nu$ and the characteristic value of $\widetilde{\omega}$ is of the order of $\nu^{2} / 2 \gamma \ll \nu$. It is easy to see that the dependence of $\Gamma(\omega, \mathbf{k})$ on the wave vector $\mathbf{k}$ is smooth, while its dependence on the frequency $\omega$ is singular. Therefore, integrating in (63) over $k_{1}, k_{2}$, and $\theta$, we can assume $\Gamma$ to be a constant, and the corresponding integrals are determined by the poles of $\Delta(k) \Delta^{*}(k)$. The integral over the angle $d \Omega=d \theta d \phi \sin \theta$ is

$$
\begin{align*}
& \int d \Omega F_{1}\left(\mathbf{k}_{1}+\mathbf{k}-\mathbf{k}_{2}\right)=\frac{\pi^{2}\left(\gamma^{2}+\lambda^{2}\right)}{2 \omega_{0} \nu^{3}} \frac{\Gamma\left(\omega_{1}+\omega-\omega_{2}\right)}{f(\zeta)} \\
& \quad \zeta=\omega_{1}+\omega-\omega_{2}-\omega_{0} \tag{65}
\end{align*}
$$

where $f(\zeta)$ and $r$ are determined by (46). For $\zeta \sim \nu^{2} / 2 \gamma$ the function $f$ can be written as

$$
\begin{equation*}
f(\zeta)=\frac{1}{\sqrt{2}} \sqrt{1+\left(2 \gamma \zeta \nu^{-2}\right)^{2}} \sqrt{\left.\sqrt{1+\left(2 \gamma \zeta \nu^{-2}\right)^{2}}+1\right)} \tag{66}
\end{equation*}
$$

It is easy to see that $f(\zeta)$ is an even function and that $f(0)$ $=1$.

The integral over $k_{1}$ gives

$$
\begin{equation*}
\int d k_{1} F_{1}(\mathbf{k})=\frac{\pi\left(\gamma^{2}+\lambda^{2}\right)}{2 c \nu^{3}} \frac{\Gamma\left(\omega_{1}\right)}{f\left(\widetilde{\omega}_{1}\right)} . \tag{67}
\end{equation*}
$$

Thus we obtain the following equation for $n(\omega)$ :

$$
\begin{align*}
& f(\widetilde{\omega}) n(\omega)=C_{3} \int d \omega_{1} d \omega_{2} n\left(\omega_{1}\right) n\left(\omega_{2}\right) n\left(\omega_{1}+\omega-\omega_{2}\right), \\
& C_{3}=\frac{\mu_{3}^{2}\left(\gamma^{2}+\lambda^{2}\right)}{8 \gamma_{0} \nu^{3}} \tag{68}
\end{align*}
$$

where $\mu_{3}$ is determined by (34).

Analogous equation was obtained for the distribution of parametrically excited spin waves. ${ }^{3}$ It is easy to solve this equation for $f(x)=1+(x / \eta)^{2}$. In this case the solution is

$$
n(\omega)=\left(\sqrt{2 C_{3}} \eta \cosh (\pi \widetilde{\omega} / 2 \eta)\right)^{-1}
$$

General consideration shows that for our functions $f(x)$, which have no singularities in the immediate vicinity of the real axes, the solution of Eq. (68) has a symmetrical form with the center at $\widetilde{\omega}=0$ and exponential frequency asymptotics. The characteristic width of the distribution can be estimated in the following way. Since $n=\int d \omega n(\omega) \simeq \sqrt{2 / C_{3}}$, using the equation for equilibrium density of the sound wave (32), we obtain

$$
\begin{equation*}
\mu_{3} n=\epsilon \gamma_{0} \simeq \sqrt{\frac{16 \gamma_{0} \nu^{3}}{\gamma^{2}+\lambda^{2}}} \tag{69}
\end{equation*}
$$

Numerical coefficient in this equation cannot be found analytically; it is of the order of unity. Thus,

$$
\begin{equation*}
\nu \simeq\left(\frac{\gamma_{0} \epsilon^{2}}{8} \frac{\gamma^{2}+\lambda^{2}}{2}\right)^{1 / 3} . \tag{70}
\end{equation*}
$$

We obtain

$$
\begin{equation*}
(\Delta \omega)_{3} \simeq \frac{1}{4 \pi \gamma}\left(\gamma_{0} \epsilon^{2} \frac{\gamma^{2}+\lambda^{2}}{2}\right)^{2 / 3} \tag{71}
\end{equation*}
$$

Analogously, it is possible to obtain the corresponding equations for the excited cylindrical sound wave. The equation for $n$ is

$$
\begin{align*}
& f(\widetilde{\omega}) n(\omega)= C_{2} \int d \omega_{1} d \omega_{2} n\left(\omega_{1}\right) n\left(\omega_{2}\right) n \\
& \times\left(\omega_{1}+\omega-\omega_{2}\right) \widetilde{f}(\zeta) \\
& C_{2}=\frac{\mu_{2}^{2}\left(\gamma^{2}+\lambda^{2}\right)}{16 \sqrt{\gamma_{0} \nu^{7}}}, \quad \widetilde{f}(\zeta)=\sqrt{\frac{1}{r}+\frac{\gamma|\zeta|}{\nu^{2} f(\zeta)}}, \tag{72}
\end{align*}
$$

where $\mu_{2}$ is determined by (37), and $r$ is determined by (46). Equation (72) has the same asymptotic form as the corresponding Eq. (68) for a spherical wave. This means that the asymptotic properties of the solution of this equation are the same as for Eq. (68). By analogy with Eqs. (69)-(71), we can obtain for an excited cylindrical sound wave

$$
\begin{align*}
& \mu_{2} n=\epsilon \gamma_{0} \simeq 4\left(\gamma_{0} \nu^{7}\right)^{1 / 4} \sqrt{\frac{2}{\gamma^{2}+\lambda^{2}}}, \\
& (\Delta \omega)_{2} \simeq \frac{\nu^{2}}{\pi \gamma} \simeq \frac{\left(\gamma_{0}^{6} \epsilon^{8}\right)^{1 / 7}}{4 \pi \gamma}\left(\frac{\gamma^{2}+\lambda^{2}}{2}\right)^{4 / 7} . \tag{73}
\end{align*}
$$

Let us consider the one-dimensional case of a flat sound wave. In this case the dependence of $\Gamma$ on $k$ is not smooth. We can obtain the following equation for $n(\omega, k)$ :

$$
\begin{aligned}
& \widetilde{f}(\omega, k) n(\omega, k)= C_{1} \int d k_{1} d \omega_{1} d k_{2} d \omega_{2} n\left(\omega_{1}, k_{1}\right) \\
& \times n\left(\omega_{2}, k_{2}\right) n\left(\omega_{1}+\omega-\omega_{2}, k_{1}+k-k_{2}\right), \\
& \widetilde{f}(\omega, k) n(\omega, k)=\left[1+\left(\frac{c k-\omega_{0}}{\nu}\right)^{2}\right]^{2}+\left(\frac{2 \gamma \widetilde{\omega}}{\nu^{2}}\right)^{2}
\end{aligned}
$$

$$
\begin{equation*}
C_{1}=\frac{\mu_{1}^{2}}{32} \frac{\gamma^{2}+\lambda^{2}}{\nu^{4}} \tag{74}
\end{equation*}
$$

where $\mu_{1}$ is determined by (36). Equation (74) means that

$$
\begin{equation*}
\mu_{1} n=\epsilon \gamma_{0} \simeq 8 \nu^{2} \sqrt{\frac{1}{\gamma^{2}+\lambda^{2}}} \tag{75}
\end{equation*}
$$

For the width of a sound spectrum we have

$$
\begin{equation*}
(\Delta \omega)_{1} \simeq \frac{\gamma_{0} \epsilon}{8 \pi \gamma} \sqrt{\gamma^{2}+\lambda^{2}} \tag{76}
\end{equation*}
$$

Note that numerical coefficients in expressions (71), (73), and (76) are not correct; these equations are only estimates for the corresponding widths. It is necessary to solve the corresponding nonlinear equations numerically in order to determine accurate values of the coefficients.

Let us now estimate the two-loop correction for the selfenergy function. It is easy to obtain from the first equation in (63):

$$
\begin{equation*}
\frac{(\Delta \gamma)_{2}}{(\Delta \gamma)_{1}} \sim \frac{1}{16} \epsilon^{1 / 7} \tag{77}
\end{equation*}
$$

We see that the two-loop correction is small numerically, and that it materially does not change the general picture. This result is logical, because the conservation laws allow us to obtain a not small one-loop correction for the self-energy function. It turns out that the corresponding two-loop correction is not essential. For the force function the one-loop correction is small. It is therefore necessary to take into account the two-loop corrections.

## 7. COMPARISON WITH THE EXPERIMENT

Let us compare the theory with the experiment. ${ }^{5,6}$ Experimental studies ${ }^{5,6}$ were performed for parametric generation of a second-sound wave by a first-sound wave in liquid helium near the superfluid transition temperature. The canonical variables for this system were found by Pokrovskii and Khalatnikov, ${ }^{8}$ who calculated the triple vertex $U$ of the first- and second-sound interaction (the correct vertex is greater than that found by Pokrovskii and Khalatnikov by a factor of 2, in agreement with the result of Lebedev ${ }^{13}$ ). The correct expression for this vertex is

$$
\begin{equation*}
U=\frac{1}{c_{1}} \sqrt{\frac{\omega_{1}^{3}}{32 \rho}}\left[\frac{1}{\rho} \frac{P_{\sigma \sigma}}{T_{\sigma}}-\frac{\rho}{\rho_{s}}\left(\frac{\partial \rho_{s}}{\partial \rho}\right)_{\sigma}\right] \tag{78}
\end{equation*}
$$

Here $\rho$ and $\rho_{s}$ are the total and the superfluid density of liquid helium, $P$ and $T$ are the pressure and temperature, $\omega_{1}$ is the frequency of the first sound, $c_{1}$ its velocity, $\sigma=S / \rho$; $T_{\sigma}=(\partial T / \partial \sigma)_{\rho}$, etc. For experimental conditions of Refs. 5 and 6 , it is possible to ignore the weak dependence of this vertex on the angle between the wave vectors, which is small as $\rho_{s} / \rho$. Expression (78) can be rewritten in the variables $P$, and $T$ in the following way:

$$
\begin{equation*}
U=\frac{1}{c_{1}} \sqrt{\frac{\omega_{1}^{3}}{32 \rho}}\left(U_{1}+U_{2}\right) \tag{79}
\end{equation*}
$$

where

$$
\begin{align*}
U_{1} & =-\frac{\rho}{J \phi}\left(\frac{C_{P}}{T} \frac{\partial \phi}{\partial P}+\frac{\beta_{P}}{\rho} \frac{\partial \phi}{\partial T}\right), \\
U_{2} & =\rho^{-1}\left(\frac{\partial \psi}{\partial T}+\frac{\beta_{P}}{\kappa_{T}} \frac{\partial \psi}{\partial P}\right) . \tag{80}
\end{align*}
$$

Here we introduce the notation

$$
\begin{align*}
& \phi=\frac{\rho_{s}}{\rho}, \quad \psi=\frac{\rho \beta_{P}}{J}, \quad J=\frac{\rho \kappa_{T} C_{P}}{T}-\beta_{P}^{2} \\
& \kappa_{T}=\frac{1}{\rho}\left(\frac{\partial \rho}{\partial p}\right)_{T}, \quad C_{P}=T\left(\frac{\partial \sigma}{\partial T}\right)_{P} \\
& \beta_{P}=-\rho\left(\frac{\partial \sigma}{\partial P}\right)_{T}=-\frac{1}{\rho}\left(\frac{\partial \rho}{\partial T}\right)_{P} \tag{81}
\end{align*}
$$

Here $\omega_{2}$ and $c_{2}$ are the frequency and the velocity of the second sound. These equations permit us to use the results of Ref. 14 to calculate this vertex.

Using the Pokrovskii-Khalatnikov equations for the canonical variables, we obtain the following expression for the triple vertex of the second-sound interaction:
$V(\theta)=\sqrt{\frac{\omega_{2}}{16 \rho T_{\sigma}}}\left\{\frac{T_{\sigma \sigma}}{T_{\sigma}}+\frac{1}{\rho_{s}}\left(\frac{\partial \rho_{s}}{\partial \sigma}\right)_{\rho}[\cos (2 \theta)-2 \cos \theta]\right\}$,
where $\theta$ is the angle between the wave vectors of the secondsound waves. This vertex can be written in the variables $P$, and $T$ as

$$
\begin{align*}
& V(\theta)=\sqrt{\frac{\omega_{2}^{3}}{16 \rho}} X \\
& X=\sqrt{\chi}\left\{\frac{1}{\chi} \hat{D}(\chi)+\frac{1}{\phi} \hat{D}(\phi)[\cos (2 \theta)-2 \cos \theta]\right\} \tag{83}
\end{align*}
$$

where

$$
\chi=\frac{\rho \kappa_{T}}{J}, \quad \hat{D}=\frac{\partial}{\partial T}+\frac{\beta_{P}}{\kappa_{T}} \frac{\partial}{\partial P} .
$$

It is possible to compare the experimental results with theory for three parameters: the threshold of the second sound excitation, the equilibrium intensity of the secondsound over the threshold, and the form of the spectrum of the excited waves. The ratio of the velocities of the pumping first-sound wave and the excited second sound waves was about $10^{-2}$ in Ref. 5. The pumping wave was a standing wave. These results lead to a generation of cylindrical (or perhaps flat) but not spherical second-sound waves. It is possible to see that an accurate comparison of the data on the excitation threshold with Eqs. (27), (79), and (80) gives a good agreement, significantly better than that in Ref. 5. It is necessary to point out, however, that for the experiment ${ }^{5}$ Eq. (27) must be modified. A special geometry of the experimental cell and pumping by a standing wave lead to the following modified equation for the excitation threshold:

$$
|a|=\gamma_{0} / \sqrt{2} U
$$

A correlation of the second-sound waves for intermediate angles between the wave vectors was not observed experi-
mentally. This result agrees with our assertion about the absence of long-range order at the angle for parametrically generated sound waves.

The thermal width near the threshold can be easily estimated for a given experiment. ${ }^{5}$ In fact,

$$
\begin{equation*}
(\Delta \omega)_{T}=\frac{K \Gamma_{0}}{\sqrt{\gamma^{2}-\lambda^{2}}} \sim \mu \frac{\omega_{0} \gamma_{0} T}{4 \pi^{2} c_{2}^{3}} \sim \gamma_{0} \frac{\omega_{0} \gamma_{0} T}{4 \pi^{2} c_{2}^{3} n} . \tag{84}
\end{equation*}
$$

The value of $n$ can be found from the second-sound intensity $\widetilde{I}$ :

$$
\widetilde{I}=c_{2} \omega_{2} n,
$$

and we have

$$
\begin{equation*}
(\Delta \omega)_{T}=\gamma_{0} \frac{\omega_{0}^{2} \gamma_{0} T}{4 \pi^{2} c^{2} \widetilde{I}} \sim \gamma_{0} \frac{\gamma_{0} T}{\lambda_{2}^{2} \widetilde{I}} \tag{85}
\end{equation*}
$$

For the values

$$
\begin{aligned}
& \gamma_{0} \sim 25 \mathrm{~s}^{-1}, \quad \lambda_{2} \sim 10^{-4} \mathrm{~m}, \quad I \sim 10^{-5} \mathrm{~W} / \mathrm{m}^{2} \\
& k T \sim 3 \times 10^{-23} \mathrm{~J}
\end{aligned}
$$

we obtain

$$
\frac{(\Delta \omega)_{T}}{\gamma_{0}} \sim 10^{-8}
$$

which is negligible. In a real experiment there are always other sources of noise except temperature. Estimate (85) determines the condition under which it is necessary to take into account such noise source.

Experimental shape of the second-sound spectrum strongly fluctuates. For good experimental results it can be universally described as a symmetrical spectral line with exponential tails. The width of this spectral line is proportional to $\epsilon^{\alpha}$ with $\alpha \sim 1-1.2$. This result agrees well with Eqs. (73) (76).

The results for the intensity of the second-sound waves are not yet fully understood. Experimental values are significantly smaller than theoretical expressions (37) and (38). The reason for this discrepancy is not known. It was shown, in particular, that the intensity of the excited sound wave depends strongly on its shape. The excited second-sound wave in Ref. 5 is not spherical due to the pumping by a standing wave. Unfortunately, experimental information does not allow us to draw definite conclusion about the shape of a parametrically generated sound wave.

## 8. CONCLUSIONS

The theory of parametric excitation of sound waves considered by us differs significantly from the standard theory of spin waves. ${ }^{3}$ The most important difference is that threewave interaction is allowed for sound waves. This threewave interaction produces nonlinear attenuation of the sound wave and determines the saturated value of the amplitude of an excited wave. The intensity of a parametrically excited sound wave is proportional to the difference between the value of pumping and bare attenuation rate of a sound wave, $\epsilon=\lambda / \gamma_{0}-1$.

Three-wave interaction between sound waves is essential only if the angle between their wave vectors is smaller than $4 \sqrt{\gamma_{0} / \omega}$. This property destroys long-range order over the angle between waves and accounts for the absence of ordinary pattern formation. The total intensity of a parametrically excited sound wave crucially depends on the shape of the wave. It is maximal for a spherical wave and minimal for a flat wave. The shape of an excited wave is determined by the symmetry of the system (boundary conditions), by the shape of the pumping wave, and by the properties of the interaction vertex between the pumping wave and the sound waves. It is expected that the symmetry of an excited sound wave will be the same as the symmetry of a system due to the peculiar interaction between sound waves.

The spectrum of parametrically excited sound waves is similar to the spectrum of other waves. Thermal broadening of the spectrum is negligible for the experiment in Ref. 6. Significant broadening of the spectrum of excited waves takes place as a result of their scattering. The structure of a nonlinear integral equation, which determines the shape of the spectrum of sound waves, is similar to the structure of analogous equations for waves with other dispersion relations. This fact leads to universal shape of the spectrum with exponential asymptotic behavior over the frequency. The width of the spectrum essentially depends on the shape of the wave. Roughly, it is estimated as $\Delta \omega \sim \gamma_{0} \epsilon^{\alpha} / 4 \pi$. Here $\gamma_{0}$ is the bare damping rate of a sound wave, and the value of the parameter $\alpha$ depends on the shape of the wave. For a flat wave $\alpha=1$, for a cylindrical wave $\alpha=8 / 7$, and for a spherical wave $\alpha=8 / 6$, whereas the corresponding index for spin waves is equal to $2 / 3$.
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The problem of turbulent mixing of a passive scalar impurity is studied within the renormalizationgroup approach to the stochastic theory of developed turbulence for the case where the diffusion coefficient is an arbitrary function of the impurity concentration. Such a problem incorporates an infinite number of coupling constants ('charges'). A one-loop calculation shows that in the infinite-dimensional space of the charges there is a two-dimensional surface of fixed points of the renormalization-group equations. When the surface has an IR-stability region, the problem has scaling with universal critical dimensionalities, corresponding to the phenomenological laws of Kolmogorov and Richardson, but with nonuniversal (i.e., depending on the Prandtl number and the explicit form of the nonlinearity in the diffusion equation) scaling functions, amplitude factors in the power laws, and value of the 'effective Prandtl turbulence number." © 1997 American Institute of Physics. [S1063-7761(97)00911-6]

## 1. INTRODUCTION

The stochastic formulation of the theory of an isotropic developed turbulence in an incompressible viscous liquid uses the Navier-Stokes equation with an external random force (see the monographs of Monin and Yaglom ${ }^{1}$ and $\mathrm{McComb}^{2}$ and the review by Adzhemyan et al. ${ }^{3}$ ):

$$
\begin{equation*}
\mathscr{D}_{t} \varphi_{i}-\nu_{0} \partial^{2} \varphi_{i}+\partial_{i} p-f_{i}=0, \quad \mathscr{D}_{t} \equiv \partial_{t}+(\varphi \cdot \partial) . \tag{1}
\end{equation*}
$$

Here $\mathscr{D}_{t}$ is the Galilean-covariant derivative, $\varphi$ is the transverse (in view of the incompressibility condition $\partial_{i} \varphi_{i}=0$ ) vector velocity field, $p$ and $f$ are the pressure and the transverse random force per unit mass (all these quantities depend on $x \equiv(t, \mathbf{x}))$, $\nu_{0}$ is the kinematic viscosity coefficient, and $\partial^{2}$ is the Laplacian. The force $f_{i}$ is assumed to have a Gaussian distribution with a zero mean and a correlator

$$
\begin{equation*}
\left\langle f_{i}(x) f_{j}\left(x^{\prime}\right)\right\rangle=\frac{\delta\left(t-t^{\prime}\right)}{(2 \pi)^{d}} \int d \mathbf{k} P_{i j}(\mathbf{k}) d^{\varphi}(k) e^{i \mathbf{k} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)} \tag{2}
\end{equation*}
$$

where $P_{i j}(\mathbf{k})=\delta_{i j}-k_{i} k_{j} / k^{2}$ is the transverse projector, $d>2$ is the arbitrary (for the sake of generality) dimensionality of the space $\mathbf{x}$, and $d^{\varphi}(k)$ is a function of $k \equiv|\mathbf{k}|$ and the model parameters. This function can be chosen in the form

$$
\begin{equation*}
d^{\varphi}(k)=D_{0} k^{4-d-2 \epsilon} h\left(\frac{m}{k}\right), \quad h(0)=1, \quad D_{0} \equiv g_{0} \nu_{0}^{3} \tag{3}
\end{equation*}
$$

where $g_{0}>0$ is the bare coupling constant ("charge'"), $h$ is a fairly smooth but otherwise arbitrary function, $m \equiv 1 / L$ is the reciprocal external turbulence scale, $\epsilon \geqslant 0$ is the renormalization-group expansion parameter, similar to $\epsilon=4-d$ in the theory of critical phenomena, ${ }^{4}$ with a logarithmic value $\epsilon=0$. The random force models the interaction with large-scale ( $k \sim m \equiv 1 / L$ ) movements, so that its physical range of values is $\epsilon \geqslant 2$ (for more details see Refs. 3 and 5). For $\epsilon>2$ the problem arises of studying the dependence of the correlation functions on $m$, which proves to be quite nontrivial because of the presence in the theory of "danger-
ous'" composite fields with negative critical dimensionalities. ${ }^{5}$ Hence in what follows we limit our discussion to the region $0<\epsilon \leqslant 2$, taking the limit $\epsilon=2$ of 'IRpumping'' as the physical value of $\epsilon$, as is done in the majority of papers on the renormalization-group theory of turbulence. Note that at $\epsilon=2$ the function (3) can be interpreted as a power model of the function $\delta(\mathbf{k})$.

De Dominicis and Martin ${ }^{6}$ used the renormalizationgroup method to prove the existence in the problem (1)-(3) of IR scaling with exactly known critical dimensionalities

$$
\begin{align*}
& \Delta_{\varphi}=1-\frac{2 \epsilon}{3}, \quad \Delta_{\varphi^{\prime}}=d-1+\frac{2 \epsilon}{3} \\
& \Delta_{t}=-\Delta_{\omega}=-2+\frac{2 \epsilon}{3}, \quad \Delta_{m}=1 \tag{4}
\end{align*}
$$

which at $\epsilon=2$ coincide with the well-known Kolmogorov values

$$
\begin{equation*}
\Delta_{\varphi}=-\frac{1}{3}, \quad \Delta_{\varphi^{\prime}}=d+\frac{1}{3}, \quad \Delta_{t}=-\Delta_{\omega}=-\frac{2}{3}, \quad \Delta_{m}=1 \tag{5}
\end{equation*}
$$

(the auxiliary field $\varphi^{\prime}$ appears in the quantum-field formulation of the problem; see Sec. 2). The "freezing" of the dimensionalities ${ }^{6}$ at their Kolmogorov values over the entire physical range $\epsilon \geqslant 2$ and the fact that the correlation functions are independent of viscosity in the inertial interval (Kolmogorov's second hypothesis) were proved by Adzhemyan et al. ${ }^{5}$

Adzhemyan et al. ${ }^{7}$ applied the renormalization-group technique to the problem of turbulent convection of a passive scalar impurity. In this case the problem (1)-(3) is supplemented by a diffusion equation (or by a heat equation in the heat transfer problem) of the form ${ }^{1,2}$

$$
\begin{equation*}
\mathscr{D}_{t} \theta=\partial_{i} J_{i}+f^{\theta}, \tag{6}
\end{equation*}
$$

where $\theta \equiv \theta(x)$ is the random component of the impurity concentration field (temperature). Adzhemyan et al. ${ }^{7}$ considered a simplified version of the problem (6) without the ran-
dom force $f^{\theta}$, and the current $J_{i}$ was chosen in the simplest form $J_{i}=u_{0} \nu_{0} \partial_{i} \theta$, where $u_{0}$ is the reciprocal Prandtl number. For such a problem Adzhemyan et al. ${ }^{7}$ proved the existence of IR scaling, justified Richardson's phenomenological $\frac{4}{3}$-law, ${ }^{1}$ and obtained the following expression for the effective reciprocal Prandtl number $u_{*}$ in the IR asymptotic limit:

$$
u_{*}=\frac{1}{2}\left(-1+\sqrt{1+\frac{8(d+2)}{d}}\right)+O(\epsilon) .
$$

In the papers ${ }^{8-16}$ that followed, the results of Ref. 7 were reproduced and augmented, in particular, by calculations of the Batchelor constant in the passive impurity spectrum, ${ }^{8-10}$ by studies of chemically decaying impurities, ${ }^{13,14}$ and by allowing for anisotropy. ${ }^{15,16}$

In the present paper we will study the problem (6) in the presence of a random force and a current $J_{i}$ of general form.

In view of the isotropy we have $\left\langle f_{i} f^{\theta}\right\rangle=0$ and the correlator

$$
\begin{equation*}
\left\langle f^{\theta}(x) f^{\theta}\left(x^{\prime}\right)\right\rangle=\frac{\delta\left(t-t^{\prime}\right)}{(2 \pi)^{d}} \int d \mathbf{k} d^{\theta}(k) e^{i \mathbf{k} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)} \tag{7}
\end{equation*}
$$

can be written in the form (we will justify this later)

$$
\begin{equation*}
d^{\theta}(k)=D_{0}^{\prime} k^{2}\left(k^{2}+m^{2}\right)^{-d / 2-\alpha \epsilon} . \tag{8}
\end{equation*}
$$

The exponent in (8) is selected in such a way that at $\epsilon=0$ both nonlinearities (''interactions') in (6) are logarithmic (see Sec. 2), since otherwise one nonlinearity would be "weaker" (from the standpoint of the renormalization group) than the other and would provide only corrections to IR scaling, corrections which should be ignored in the leading term of the IR asymptotic limit (similar ideas were developed in Refs. 13 and 17). The most 'realistic'" value of an additional new parameter $\alpha>0$ should be considered equal to $1 / 2$; then at $\epsilon=2$ we will have $d^{\varphi}, d^{\theta} \propto k^{-d}$ simultaneously for $k \gg m$. The parameter $m$ guarantees IR regularization of perturbation diagrams.

Like the force $f_{i}$ in Eq. (1), the random contribution $f^{\theta}$ to (6) models the interaction between the $k \gg m$ modes (for which the statistical model (1) and (6) is assumed meaningful) and the large-scale region $k \leqslant m$. In the case at hand the substance of the impurity "disappears'" in the regions with $f^{\theta}<0$ and 'appears', in the regions with $f^{\theta}>0$, passing in the process through the long-wave region with $k \leqslant m$. Here the conservation of the total amount of impurity (with allowance for the amount present in the long-wave region) is ensured by the condition $d^{\theta}(k)=0$ at $k=0$. The parameters $D_{0}$ and $D_{0}^{\prime}$ in the correlators (3) and (8) of the random forces can be expressed, via exact relationships, in terms of quantities that have direct physical meaning, namely, the average rates of energy and impurity-concentration dissipation (see Sec. 5). In analyzing the critical dimensionalities, we can eliminate the "superfluous", parameter $D_{0}^{\prime}$ in (8) by restretching the fields, so that below (with the exception of Sec. 5) we put $D_{0}^{\prime}=1$.

Moreover, the choice of the correlators in the form $\left\langle f^{\theta}(t) f^{\theta}\left(t^{\prime}\right)\right\rangle \propto \delta\left(t-t^{\prime}\right)$ is typical of problems of Brownian movement and critical dynamics type (see, e.g., Ref. 4). Of course, the physics of developed turbulence is far from critical dynamics, but here too there are certain arguments in
favor of such a choice: first, it corresponds to the maximum entropy principle (see Ref. 18), and second, because of strong IR singularities the two-time correlation function rapidly (superexponentially) increases with the increasing difference $t-t^{\prime}$, the rate of decrease growing with the external turbulence scale $L$ (see, e.g., Refs. 19 and 20), and if we are not interested in the dependence of these functions on $L$, we can replace them by the function $\delta\left(t-t^{\prime}\right)$.

In the expansion $J_{i}=\partial_{i} V_{0}(\theta)+O\left(\partial^{2}\right)$ of the current $J_{i}$ in powers of the gradient $\partial$ we can immediately ignore the contributions containing more than one $\partial$, as being IR-weak. For the same reason we can ignore the lower bound $\theta$ on the value of the field, a bound that follows from the fact that the total impurity concentration is positive. However, we will see that in the expansion

$$
\begin{equation*}
V_{0}(\theta)=\sum_{n=1}^{\infty} \frac{\lambda_{n 0} \theta^{n}}{n!} \tag{9}
\end{equation*}
$$

we can ignore contributions of higher orders in $\theta$ in comparison to the first-order contribution $V_{0} \propto \theta$. Hence the corresponding quantum-field model is 'infinitely charged'" (here the parameters $\lambda_{n 0}$ reduced to dimensionless form act as coupling constants, or 'charges'"). This essentially sets our problem apart from ordinary models of the theory of critical behavior of the $\varphi^{4}$ type, ${ }^{4}$ where contributions with higher orders of derivatives and fields are found to be IRunessential. Such an infinitely charged problem has recently been studied in Ref. 21 in the renormalization-group analysis of the stochastic model of a growing phase boundary, proposed in Ref. 22.

The main result achieved in this paper is the proof of multiplicative renormalizability of the quantum-field infinitely charged model corresponding to the problem (1)-(3) and (6)-(9), which makes it possible to apply the renormalization-group technique in the analysis of the IR behavior of the problem. The renormalization constants and the renormalization-group functions are found explicitly in the one-loop approximation by using the functional technique developed in Ref. 21. The corresponding $\beta$-functions in the infinite-dimensional space of charges have a twodimensional surface of fixed points. When this surface has an IR-stability region, the problem has IR scaling with universal critical dimensionalities of fields and parameters, coinciding with those in Refs. 6 and 7 and corresponding to Kolmogorov scaling and the Richardson law at $\epsilon=2$, but with nonuniversal (i.e., depending on the choice of the fixed point or, in other words, on the value of the Prandtl number and the explicit form of the nonlinearity in the diffusion equation) scaling functions, amplitude factors in the power laws (such as the Batchelor constant in the passive impurity spectrum), and value of the "effective Prandtl turbulence number'" $u_{*}$.

## 2. QUANTUM-FIELD STATEMENT OF THE PROBLEM: ANALYSIS OF ULTRAVIOLET DIVERGENCES

In accordance with a general theorem (see, e.g., Ref. 3), the stochastic problem (1)-(3) and (6)-(9) is the equivalent of the quantum theory of a double set of fields $\Phi \equiv \varphi, \varphi^{\prime}, \theta, \theta^{\prime}$ with an action functional

TABLE I.


$$
\begin{equation*}
S(\Phi)=S_{\varphi}\left(\varphi, \varphi^{\prime}\right)+\frac{\theta^{\prime} d^{\theta} \theta^{\prime}}{2}+\theta^{\prime}\left[-\mathscr{D}_{t} \theta+\partial^{2} V_{0}(\theta)\right], \tag{10}
\end{equation*}
$$

where $V_{0}(\theta)$ is specified in (9), and $S_{\varphi}\left(\varphi, \varphi^{\prime}\right)$ is the action functional ${ }^{6}$ for a liquid without an impurity:

$$
\begin{equation*}
S_{\varphi}\left(\varphi, \varphi^{\prime}\right)=\frac{\varphi^{\prime} d^{\varphi} \varphi^{\prime}}{2}+\varphi^{\prime}\left[-\mathscr{D}_{t} \varphi+\nu_{0} \partial^{2} \varphi\right] . \tag{11}
\end{equation*}
$$

The nonlocal contribution of the random forces is written symbolically; in what follows the required summation over the field indices and integration over the arguments $x=(t, \mathbf{x})$ in (10), (11), and similar formulas are implied.

The action (10) is assumed to be unrenormalizable and its parameters to be bare; they are labeled by a zero, in contrast to their renormalizable counterparts (see below). The correlation functions (the Green's functions) $G_{n}=\left\langle\Phi\left(x_{1}\right) \ldots \Phi\left(x_{n}\right)\right\rangle$ of the model (10) are functional averages with a weight equal to $\exp S(\Phi)$. They have standard representations in the form of Feynman diagrams; the lines in the diagrams stand for the bare propagators $\langle\Phi \Phi\rangle_{0}$ determined by the free (quadratic in field) part of the action (10), while the leading (in $\Phi$ ) terms in $S(\Phi)$ determine the vertices.

As is well known, ${ }^{23}$ the analysis of UV divergences is related to the analysis of dimensionalities. In a dynamical model of the form (10), for each quantity $F$ two independent canonical dimensionalities can be introduced, the momentum dimensionality $d_{F}^{k}$ and the frequency dimensionality $d_{F}^{\omega}$. Using these two dimensionalities, we can find the total dimensionality $d_{F}=d_{F}^{k}+2 d_{F}^{\omega}$ (see Refs. 3 and 24). By definition, $d_{\mathbf{x}}^{k}=d_{t}^{\omega}=-1$ and $d_{t}^{k}=d_{\mathbf{x}}^{\omega}=0$, while the dimensionalities of the other quantities are found from the requirement that all terms in the action (10) be dimensionless (in momentum and frequency, separately). The data on dimensionalities are listed in Table I (it also lists the parameters of the renormalized theory, which we will need later).

We see that all the interactions in (10) and (11) become logarithmic simultaneously $\left(d_{g_{0}}=d_{\lambda_{n 0}}=0\right)$ at $\epsilon=0$, with the result that they must all be included in the analysis of the IR behavior of the model.

The UV divergences have the form of poles in $\epsilon$ in the Green's functions. The total canonical dimensionality of an arbitrary 1-irreducible diagram (the 'formal divergence index'") is

$$
\delta=d+2-\sum_{\Phi} d_{\Phi} N_{\Phi}
$$

where the sum is over all types of field, and $N_{\Phi}$ is the number of the corresponding external legs in the diagram. The counterterms are generated by "surface-divergent" 1 irreducible diagrams; a diagram is surface-divergent if its real divergence index (see below) in the logarithmic theory (i.e., at $\epsilon=0$ ) is a nonnegative integer, with $\delta(\epsilon=0)$ determining the degree of homogeneity of a counterterm in momenta and frequencies. When analyzing the divergences in the model (10) and (11), the following additional considerations must be taken into account (cf. Refs. 6 and 24):
(1) In view of the passiveness of the impurity, the renormalization of the Green's functions in which only the fields $\varphi$ and $\varphi^{\prime}$ participate is done in same way as for the model without an impurity. It is well known that the renormalization in this case amounts to introducing a counterterm of the form $\varphi^{\prime} \partial^{2} \varphi$ or, what is the same thing, to introducing a single renormalization constant $Z_{\nu}$ into the corresponding term in the action (11).
(2) All the 1-irreducible Green's functions with $N_{\varphi^{\prime}}=N_{\theta^{\prime}}=0$ vanish.
(3) The operator $\partial^{2}$ at a vertex of (10) can be shifted to the field $\theta^{\prime}$ via integration by parts. Hence in any 1irreducible diagram, with each external leg $\theta^{\prime}$ attached to such a vertex there is associated the square of the corresponding external momentum, and the 'real divergence index' ${ }^{\prime} \delta^{\prime}$ (see Ref. 24) will be smaller than the formal divergence index $\delta$ by the appropriate number of units. Since the field $\varphi$ is transverse, the derivative $\partial$ at the vertex $\theta^{\prime}(\varphi \partial) \theta$ can be shifted to the field $\theta^{\prime}$. Hence each external leg $\theta$ or $\theta^{\prime}$ attached to such a vertex is associated with a single momentum. Thus, in any 1-irreducible diagram, each external leg $\theta^{\prime}$ is associated with at least a single momentum, and the index $\delta^{\prime}$ obeys the conditions $\delta-2 N_{\theta^{\prime}} \leqslant \delta^{\prime} \leqslant \delta-N_{\theta^{\prime}}$.
(4) The Galilean invariance of the model (10) and (11) also implies that the necessary counterterms are invariants. In particular, the covariant derivative $\mathscr{D}_{t}$ must enter into the counterterms as single entity.

Taking these considerations into account, we can verify that in our model surface divergences in the Green's functions with impurity fields can appear only in the 1-irreducible diagrams $\theta^{\prime} \theta \cdots \theta$ with any finite number of fields $\theta$. For all these diagrams we have $\delta=2$ and $\delta^{\prime}=0$, and the corresponding counterterms are sure to contain $\partial_{i} \theta^{\prime}$ and thus can
always be reduced to $\theta^{\prime} \partial^{2} \theta^{n}$ (other variants of the arrangement of gradients or the participation of $\mathscr{D}_{t}$ and $m$ are forbidden). Hence renormalization of the model (10) and (11) generates counterterms only in the form of the structures already present in the action functional, which means that the theory under consideration is multiplicatively renormalizable.

## 3. RENORMALIZATION-GROUP EQUATIONS: CALCULATING THE RENORMALIZATION-GROUP FUNCTIONS IN THE ONE-LOOP APPROXIMATION

The results of Sec. 2 yield the following formula for the renormalized action of the model (10) and (11):

$$
\begin{equation*}
S_{R}(\Phi)=S_{\varphi R}\left(\varphi, \varphi^{\prime}\right)+\frac{\theta^{\prime} d^{\theta} \theta^{\prime}}{2}+\theta^{\prime}\left[-\mathscr{D}_{t} \theta+\partial^{2} V_{R}(\theta)\right] \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{R}(\theta)=\sum_{n=1}^{\infty} \frac{Z_{n} \lambda_{n} \theta^{n}}{n!}, \tag{13}
\end{equation*}
$$

and $S_{\varphi R}$ is the renormalized action of the problem without an impurity,

$$
\begin{equation*}
S_{\varphi R}\left(\varphi, \varphi^{\prime}\right)=\frac{\varphi^{\prime} d^{\varphi} \varphi^{\prime}}{2}+\varphi^{\prime}\left[-\mathscr{D}_{t} \varphi+\nu Z_{\nu} \partial^{2} \varphi\right] . \tag{14}
\end{equation*}
$$

All the functionals (12)-(14) depend on the variables $\left\{g, \nu, \lambda_{n}\right\}$, which are the renormalized analogs of the bare parameters $\left\{g_{0}, \nu_{0}, \lambda_{0 n}\right\}$, and the renormalization mass $\mu$, which is an additional arbitrary parameter in the renormalized theory. The correlator $d^{\varphi}$ in (14) can be expressed in terms of $g, \nu$, and $\mu$ through: $g_{0} \nu_{0}^{3}=g \nu^{3} \mu^{2 \epsilon}$. The bare charges $\left\{g_{n 0}, n=1,2,3, \ldots\right\}$ and their fully dimensionless renormalized counterparts $\left[g_{n} ; n=1,2,3, \ldots\right\}$ can be expressed in terms of the parameters $\lambda_{n 0}$ and $\lambda_{n}$ in (9) and (13) by the following relationships:

$$
\begin{equation*}
\lambda_{n 0}=g_{n 0} \nu_{0}^{(n+1) / 2}, \quad \lambda_{n}=g_{n} \nu^{(n+1) / 2} \mu^{(n-1) \alpha \epsilon}, \tag{15}
\end{equation*}
$$

with $g_{1} \equiv u$ in the notation used in Ref. 7. The renormalization constants in the minimum subtraction (MS) scheme depend on the totally dimensionless charges $\left\{g, g_{n}\right\}\left(Z_{\nu}\right.$ depends only on $g$ ) and on the parameters $\epsilon, \alpha$, and $d$.

The action (12) can be obtained from (10) via the following renormalization of the parameters (it is unnecessary to renormalize the fields and the 'mass"' $m_{0}=m$ ):

$$
\begin{equation*}
\nu_{0}=\nu Z_{\nu}, \quad g_{0}=g \mu^{2 \epsilon} Z_{g}, \quad g_{n 0}=g_{n} \mu^{(n-1) \alpha \epsilon} Z_{g_{n}} \tag{16}
\end{equation*}
$$

The constants $Z$ in (12) and (16) are linked by the following relationships:

$$
\begin{equation*}
Z_{g}=Z_{\nu}^{-3}, \quad Z_{g_{n}}=Z_{n} Z_{\nu}^{-(n+1) / 2} \tag{17}
\end{equation*}
$$

with the first equality being a consequence of the absence of renormalization in the contribution with $d^{\varphi}$ in (12).

The relation $S\left(\Phi, e_{0}\right)=S_{R}(\Phi, e, \mu)\left(e_{0}\right.$ is the set of bare variables, and $e$ is the set of renormalized variables) for the Green's functions $G_{n}=\langle\Phi \cdots \Phi\rangle$ of the model (10) yields the renormalization-group equation

$$
\begin{align*}
& \mathscr{D}_{R G} G_{n}=0, \\
& \mathscr{D}_{R G} \equiv \mathscr{D}_{\mu}-\gamma_{\nu} \mathscr{D}_{\nu}+\beta_{g} \partial_{g}+\sum_{n=1}^{\infty} \beta_{g_{n}} \partial_{g_{n}}, \tag{18}
\end{align*}
$$

where we have used the notation $\mathscr{D}_{x} \equiv x \partial_{x}$ for any variable $x$. For any renormalization constant $Z_{i}$, the corresponding anomalous dimensionality $\gamma_{i}$ is defined as $\gamma_{i} \equiv \widetilde{\mathscr{D}}_{\mu} \ln Z_{i}$, where $\widetilde{\mathscr{D}}_{\mu}$ is the operation $\mathscr{D}_{\mu}$ for fixed $e_{0}$, and the $\beta$ functions for all charges are defined by the expressions

$$
\begin{align*}
\beta_{g} \equiv & \widetilde{\mathscr{D}}_{\mu} g=g\left[-2 \epsilon+3 \gamma_{\nu}\right], \\
\beta_{g_{n}} \equiv & \widetilde{\mathscr{D}}_{\mu} g_{n}=g_{n}\left[-(n-1) \alpha \epsilon-\gamma_{g_{n}}\right]=g_{n}[-(n-1) \alpha \epsilon \\
& \left.+(n+1) \gamma_{\nu} / 2-\gamma_{n}\right] . \tag{19}
\end{align*}
$$

The last equality in (19) follows from the relationship between the renormalization constants in (17). Note that $\mathscr{D}_{R G}$ in (18) is the operation $\widetilde{\mathscr{D}}_{\mu}$ in the variables $e$ and $\mu$. We also note that because there is no field renormalization the initial Green's functions $G_{n}\left(e_{0}\right)$ and the renormalized Green's functions $G_{n R}(e, \mu)$ coincide (the difference lies in the choice of variables) and can equally be used to analyze the IR asymptotics.

The expressions for the constant $Z_{\nu}$ and the renormalization-group functions $\beta_{g}$ and $\gamma_{\nu}$ for the problem without an impurity in the one-loop approximation can be found in Refs. 3 and 24:

$$
\begin{align*}
& Z_{\nu}=1-\frac{a g}{2 \epsilon}+O\left(g^{2}\right), \\
& \gamma_{\nu}(g)=a g+O\left(g^{2}\right), \quad a=\frac{d-1}{4(d+2)} \frac{S_{d}}{(2 \pi)^{d}}, \tag{20}
\end{align*}
$$

where $S_{d} \equiv 2 \pi^{d / 2} / \Gamma(d / 2)$ is the surface area of a unit sphere in $d$-dimensional space. It is known ${ }^{6,24}$ that the function $\beta_{g}$ in (19) has an IR-stable fixed point $g_{*}=2 \epsilon / 3 a+O\left(\epsilon^{2}\right)$ at which $\beta_{g}\left(g_{*}\right) \equiv 0$ and $\beta_{g}^{\prime}\left(g_{*}\right)>0$. The relation $\beta_{g}=g\left(-2 \epsilon+3 \gamma_{\nu}\right)$, which follows from (17), makes it possible to determine $\gamma_{\nu}^{*} \equiv \gamma_{\nu}\left(g_{*}\right)=2 \epsilon / 3$ exactly (with $\epsilon^{2}, \epsilon^{3}$, and higher-order corrections). The critical dimensionalities of simple fields and time can be expressed in terms of a single anomalous dimensionality $\gamma_{\nu}^{*}$ and can also be determined exactly (their explicit form is given in (4)).

Let us calculate the constants $Z_{n}$ in (12) in the one-loop approximation by using the method developed earlier in Ref. 21. In the expansion of the generating functional $\Gamma_{R}(\Phi)$ of 1-irreducible functions of the model (12) in $p$ (the number of loops),

$$
\begin{equation*}
\Gamma_{R}(\Phi)=\sum_{p=0}^{\infty} \Gamma^{(p)}(\Phi), \quad \Gamma^{(0)}(\Phi)=S_{R}(\Phi) \tag{21}
\end{equation*}
$$

the loop-free ('tree") contribution is the renormalized action (12), and the one-loop contribution is given by the expression (see, e.g., Ref. 25)

$$
\begin{equation*}
\Gamma^{(1)}(\Phi)=-\frac{1}{2} \operatorname{Tr} \ln \frac{W}{W_{0}}, \tag{22}
\end{equation*}
$$

where $W$ is a linear operator with a kernel

$$
\begin{equation*}
W(x, y)=-\frac{\delta^{2} S_{R}(\Phi)}{\delta \Phi(x) \delta \Phi(y)} \tag{23}
\end{equation*}
$$

and $W_{0}$ is a similar expression for the free (quadratic in fields) part of the action (12). Both quantities, $W$ and $W_{0}$, are 4-by-4 matrices in the fields $\Phi \equiv \varphi, \varphi^{\prime}, \theta, \theta^{\prime}$, and the inverse of $W_{0}$ represents lines (propagators) in the diagrams of the model (12).

The constants $Z_{n}$ can be found from the condition that UV divergences (poles in $\epsilon$ ) in Eq. (21) must be cancelled; if the additional condition that $Z$ equals unity plus only poles in $\epsilon$ (the MS scheme), the constants can be determined uniquely. To calculate the constants $Z_{n}$ we need only the matrix (23) at $\varphi, \varphi^{\prime}=0$ (see below); for single-loop calculations in (22) we must put $Z=1$, and in the loop-free contribution in (12) we must allow for terms of order $g$ in the constants $Z$. Thus, for the nonzero elements of the matrix (23) we have (for the sake of brevity we drop indices on fields and derivatives)

$$
\begin{align*}
& W^{(\theta \theta)}=-\partial^{2} \theta^{\prime} \times V^{\prime \prime}(\theta), \quad W^{\left(\theta^{\prime} \theta^{\prime}\right)}=-d^{\theta} \\
& W^{\left(\theta \theta^{\prime}\right)}=L^{T}, \quad W^{\left(\theta^{\prime} \theta\right)}=L, \quad W^{(\varphi \theta)}=\theta^{\prime} \partial, \\
& W^{(\theta \varphi)}=-\partial \theta^{\prime}, \quad W^{\left(\theta^{\prime} \varphi\right)}=\partial \theta, \quad W^{\left(\varphi \theta^{\prime}\right)}=-\theta \partial, \\
& W^{\left(\varphi \varphi^{\prime}\right)}=M^{T}, \quad W^{\left(\varphi^{\prime} \varphi\right)}=M, \\
& W^{\left(\varphi^{\prime} \varphi^{\prime}\right)}=-d^{\varphi} . \tag{24}
\end{align*}
$$

Here $d^{\varphi}$ and $d^{\theta}$ are the correlators (3) and (8), the function $V(\theta)$ can be obtained from $V_{R}(\theta)$ by replacing $Z_{n}$ with unity (here and in what follows, $V^{\prime}$ and $V^{\prime \prime}$ stand for the derivatives of $V$ with respect to the single variable $\theta(x)$ ), we have written $L=\partial_{t}-\partial^{2} V^{\prime}$ and $M=\partial_{t}-\nu \partial^{2}$, and $L^{T}=-\partial_{t}-V^{\prime} \partial^{2}$ and $M^{T}=-\partial_{t}-\nu \partial^{2}$ are the transposed operations.

To find the $Z_{n}$ we need not the entire exact expression (22) but only its divergent part (see Sec. 2)

$$
\int d x \partial^{2} \theta^{\prime}(x) R(\theta(x))
$$

with $R(\theta)$ similar to $V(\theta)$. This implies that it is sufficient to know the trace of the logarithm of the matrix (23) to first order in the matrix elements $(\theta \theta),(\theta \varphi)$, and $(\varphi \theta)$ that are linear in $\theta^{\prime}$ (see Eqs. (24)). Using the well-known formula $\delta(\operatorname{Tr} \ln K)=\operatorname{Tr}\left(K^{-1} \delta K\right)$, from (24) we find (with the necessary accuracy) that $\operatorname{Tr} \ln \left(W / W_{0}\right) \simeq-I_{1}+2 I_{2}$, where

$$
\begin{align*}
& I_{1}=\int d x D^{(\theta \theta)}(x, x) V^{\prime \prime}(\theta(x)) \partial^{2} \theta^{\prime}(x) \\
& I_{2}=\int d x \int d y \partial_{i} \theta(x) D^{\left(\theta^{\prime} \theta\right)}(x, y) D_{i j}^{(\varphi \varphi)}(x, y) \partial_{j} \theta(y) \tag{25}
\end{align*}
$$

and $D^{(\Phi \Phi)}$ are the corresponding elements of the matrix $W^{-1}$ at $\varphi, \varphi^{\prime}, \theta=0$. By their very meaning, $D^{(\varphi \varphi)}$ is the ordinary bare propagator of the model (14) with $Z=1$, and $D^{(\theta \theta)}$ and $D^{\left(\theta^{\prime} \theta\right)}$ are the propagator and the response function of the model (12) with $Z=1$ in the "external field" $\theta(x)$.

For the subsequent discussion it is important to note that after the derivatives $\partial$ have been shifted to the external factors $\theta(x)$ and $\theta^{\prime}(x)$, the expressions that remain in $I_{1,2}$ diverge only logarithmically, and in calculating the divergent parts of the diagrams (25) all the external momenta can be set equal to zero (here IR regularization is ensured by the "'mass" $m$ ). This means that in selecting the pole (in $\epsilon$ ) part in (25) we can ignore the inhomogeneity of $\partial^{2} \theta^{\prime}(x)$ and $\theta(x)$ in $I_{1}$ and of $\partial_{i} \theta(x), \partial_{i} \theta^{\prime}(x)$, and $\theta(x)$ in $I_{2}$, i.e., they can be considered constants. Then the necessary integrals can easily be calculated by passing to the momentumfrequency representation:

$$
\begin{align*}
& D^{(\theta \theta)}(x, x)=\iint \frac{d \omega d \mathbf{k}}{(2 \pi)^{d+1}} \frac{d^{\theta}(k)}{\omega^{2}+\left[k^{2} V^{\prime}(\theta)\right]^{2}} \\
& =\frac{\mu^{-2 \alpha \epsilon}}{2 \alpha \epsilon} \frac{2 a_{1} V^{\prime \prime}(\theta)}{V^{\prime}(\theta)}+\cdots, \\
& \int d y D^{\left(\theta^{\prime} \theta\right)}(x, y) D_{i j}^{(\varphi \varphi)}(x, y) \\
& =\iint \frac{d \omega d \mathbf{k}}{(2 \pi)^{d+1}} \frac{P_{i j}(\mathbf{k}) d^{\varphi}(k)}{\left(\omega^{2}+\nu^{2} k^{4}\right)\left(i \omega+V^{\prime}(\theta) k^{2}\right)} \\
& \quad=\delta_{i j} \frac{\mu^{-2 \epsilon}}{2 \epsilon} \frac{a_{2} g \nu^{2}}{2\left(\nu+V^{\prime}(\theta)\right)}+\cdots, \tag{26}
\end{align*}
$$

where we have introduced the quantities $a_{1} \equiv S_{d} / 4(2 \pi)^{d}$ and $a_{2} \equiv(d-1) S_{d} / 2 d(2 \pi)^{d}$.

After the derivative in $I_{2}$ has been shifted to the field $\theta^{\prime}$ via integration by parts and (25) and (26) have been substituted into (22), we arrive at the following expression for the divergent part $\Gamma^{(1)}(\Phi)$ with the necessary accuracy:

$$
\begin{align*}
\Gamma^{(1)}(\Phi)= & \frac{a_{1} \mu^{-2 \alpha \epsilon}}{2 \alpha \epsilon} \int d x F_{1}(\theta) \partial^{2} \theta^{\prime} \\
& +\frac{a_{2} \mu^{-2 \epsilon}}{2 \epsilon} \int d x F_{2}(\theta) \partial^{2} \theta^{\prime} \tag{27}
\end{align*}
$$

The relationships

$$
\begin{align*}
& F_{1}(\theta)=\frac{V^{\prime \prime}(\theta)}{V^{\prime}(\theta)}=\sum_{n=0}^{\infty} \frac{\mu^{\alpha \epsilon(n+1)} \nu^{(n+1) / 2} r_{n} \theta^{n}}{n!}, \\
& F_{2}(\theta)=\int_{0}^{\theta} d \vartheta \frac{g \nu^{2}}{\nu+V^{\prime}(\vartheta)}=\sum_{n=0}^{\infty} \frac{\mu^{\alpha \epsilon(n+1)} \nu^{(n+1) / 2} s_{n} \theta^{n}}{n!} \tag{28}
\end{align*}
$$

determine the functions $F_{1,2}$ in (27) and the totally dimensionless coefficients $r_{n}$ and $s_{n}$ (polynomials in the charges $g$ and $g_{n}$ ). The value of the lower limit of integration in $F_{2}$ is indeed unimportant, since the coefficients $r_{0}$ and $s_{0}$ in (28) obviously contribute nothing to (27). From the above requirement of cancelling poles in $\epsilon$ and with allowance for (15) we obtain

$$
\begin{equation*}
Z_{n}=1-\frac{a_{1} r_{n}}{2 \alpha \epsilon g_{n}}-\frac{a_{2} s_{n}}{2 \epsilon g_{n}}+\cdots \tag{29}
\end{equation*}
$$

When doing calculations that involve the renormalization constants of renormalization-group functions, we must
bear in mind that the operation $\widetilde{\mathscr{D}}_{\mu}$ on the functions of the form (29) which depend only on the charges $g$ and $g_{n}$ assumes the form

$$
\widetilde{\mathscr{D}}_{\mu}=\beta_{g} \partial_{g}+\sum_{n=1}^{\infty} \beta_{g_{n}} \partial_{g_{n}} .
$$

Here, to the adopted accuracy, it is sufficient to keep only the first terms in the $\beta$-functions (19), which yields

$$
\begin{equation*}
\widetilde{\mathscr{D}}_{\mu}=-2 \epsilon \mathscr{D}_{g}-\alpha \epsilon \sum_{n=1}^{\infty}(n-1) \mathscr{D}_{g_{n}} . \tag{30}
\end{equation*}
$$

Then we can use (29) to obtain an expression for the anomalous dimensionalities $\gamma_{n} \equiv \widetilde{\mathscr{D}}_{\mu} \ln Z_{n}$,

$$
\gamma_{n}=\frac{a_{1} r_{n}+a_{2} s_{n}}{g_{n}},
$$

which yields the following expression for the $\beta$-functions in (19):

$$
\begin{equation*}
\beta_{g_{n}}=g_{n}\left[-(n-1) \alpha \epsilon+\frac{(n+1) \gamma_{v}}{2}\right]-\left[a_{1} r_{n}+a_{2} s_{n}\right] . \tag{31}
\end{equation*}
$$

From the definition (28) we can find the first coefficients $r_{n}$ and $s_{n}$ :

$$
\begin{align*}
& r_{1}=\frac{g_{3}}{u}-\left(\frac{g_{2}}{u}\right)^{2}, \quad r_{2}=\frac{g_{4}}{u}-\frac{3 g_{2} g_{3}}{u^{2}}+\left(\frac{g_{2}}{u}\right)^{3} \\
& r_{3}=\frac{g_{5}}{u}-\frac{4 g_{2} g_{4}}{u^{2}}-3\left(\frac{g_{3}}{u}\right)^{2}+\frac{12 g_{2}^{2} g_{3}}{u^{3}}-6\left(\frac{g_{2}}{u}\right)^{4} \\
& s_{1}=\frac{g}{u+1}, \quad s_{2}=-\frac{g g_{2}}{(u+1)^{2}} \\
& s_{3}=-\frac{g g_{3}}{(u+1)^{2}}+\frac{2 g g_{2}^{2}}{(u+1)^{3}} \tag{32}
\end{align*}
$$

etc. (recall that $\left.u \equiv g_{1}\right)$.

## 4. FIXED POINTS; INFRARED SCALING

The renormalization-group fixed points $\left\{g_{*}, g_{n *}\right\}$ are determined by the conditions

$$
\beta_{g}\left(g_{*}\right)=\beta_{g_{n}}\left(g_{*}, g_{n *}\right)=0
$$

for all $n=1,2,3, \ldots$; here the known values $g_{*}, \gamma_{\nu}^{*}=2 \epsilon / 3$ for a liquid without an impurity must be used in Eq. (31) (see the text after (20)). The explicit form of the functions (31) and (32) implies that in defining $g_{n *}$ the quantities $u \equiv g_{1 *}$ and $g_{2 *}$ can be chosen arbitrarily, while the other $g_{n *}$ for $n \geqslant 3$ are then uniquely determined from the equations $\beta_{g_{n}}=0$ with $n \geqslant 1$. This means that in the infinitedimensional space of the charges $g_{n}$ the renormalizationgroup equations (18) have a two-dimensional surface of fixed points $g_{n *}$ parametrized by the values $g_{1 *}$ and $g_{2 *}$.

A complete study of the stability of these points is a difficult task. According to the general rule (see, e.g., Ref. 4), a fixed point is IR-stable if the real parts of all the eigenvalues of the matrix $\omega \equiv \partial \beta / \partial g$ (for a complete set of charges
and $\beta$-functions) for this point are positive. In view of the triangular block nature of the matrix $\omega$ for our model (the function $\beta_{g}$ is independent of the charges $g_{n}$ ), one of the eigenvalues is known-it coincides with the diagonal element $\partial \beta_{g} / \partial g=2 \epsilon+O\left(\epsilon^{2}\right)$ and is positive. The necessary condition for IR-stability is the positiveness of the other diagonal elements $\omega_{n n} \equiv \partial \beta_{g_{n}} / \partial g_{n}$, which from (28) can be found explicitly for all values of $n$,

$$
\begin{align*}
\omega_{n n}= & (1-n) \alpha \epsilon+\frac{(n+1) \epsilon}{3}+\frac{a_{2} g_{*}}{\left(u_{*}+1\right)^{2}} \\
& +\frac{a_{1} n(n+1)}{2 u_{*}^{2}}\left(g_{3 *}-\frac{2 g_{2 *}^{2}}{u_{*}}\right) \tag{33}
\end{align*}
$$

where $g_{3 *}$ must be expressed in terms of $u \equiv g_{1 *}$ and $g_{2 *}$ via the condition $\beta_{g_{1}}=0$ :

$$
g_{3 *}=\frac{2 u_{*}^{2} \epsilon}{3 a_{1}}-\frac{a_{2} g_{*} u_{*}}{a_{1}\left(u_{*}+1\right)}+\frac{g_{2 *}^{2}}{u_{*}}
$$

An analysis of (33) shows that for $0<\alpha \leqslant 1 / 3$ all the $\omega_{n n}$ are positive in the region $u \geqslant u_{1 *}$ and for small values of $g_{2 *}^{2} / u_{*}^{3}$, where

$$
u_{1 *}=\frac{1}{2}\left(-1+\sqrt{1+\frac{8(d+2)}{d}}\right)
$$

is the positive root of the equation

$$
u(u+1)=\frac{2(d+2)}{d},
$$

which root coincides with the asymptotic value of the effective Prandtl number obtained in Ref. 7. This region also contains the point $u=u_{1 *}, g_{n *}=0, n \geqslant 2$, corresponding to the simplified model with $V(\theta) \propto \theta$ studied in Refs. 7-9. For $\alpha \geqslant 1 / 3$ the point becomes IR-unstable, but in the region $1 / 3<\alpha \leqslant 2 / 3$, which incorporates the "physical" value $\alpha=1 / 2$ (see Sec. 1), all the $\omega_{n n}$ are positive for $u \geqslant u_{2 *}$ and small values of the ratio $g_{2 *}^{2} / u_{*}^{3}$, where $u_{2 *}$ is the positive root of the equation

$$
u(u+1)=\frac{2(d+2)}{d(2-3 \alpha)}
$$

Although this is only a necessary condition, we can expect that at $\alpha=1 / 2$ the surface of the fixed points has a region of IR-stability. If this is the case, the model (10) has scaling with the same (as for a liquid without an impurity) dimensionalities (4) of the quantities $\varphi, \varphi^{\prime}, \omega$, and $m$ (this is a consequence of the passivity of the impurity); in the general case the dimensionality $\Delta[F] \equiv \Delta_{F}$ of a quantity $F$ for a dynamical model of type (10) can be found from the following relationship. ${ }^{3,24}$

$$
\begin{equation*}
\Delta[F] \equiv \Delta_{F}=d_{F}^{k}+\Delta_{\omega} d_{F}^{\omega}+\gamma_{F}^{*}=d_{F}-\gamma_{\nu}^{*} d_{F}^{\omega}+\gamma_{F}^{*}, \tag{34}
\end{equation*}
$$

where $\gamma_{F}^{*}=\gamma_{F}\left(g_{*}\right)=\widetilde{\mathscr{D}}_{\mu} \ln Z_{\left.F\right|_{g=g_{*}}}$ is the anomalous dimensionality of the quantity if the quantity is renormalizable, $F=Z_{F} F_{R}$. In view of the absence of renormalization of the field $\theta$ and $\theta^{\prime}$, we can write $\gamma_{\theta}=\gamma_{\theta^{\prime}}=0$. This together with (34) and the data of Table I yields

$$
\begin{equation*}
\Delta[\theta]=\left(\frac{1}{3}-\alpha\right) \epsilon, \quad \Delta[\theta]+\Delta\left[\theta^{\prime}\right]=d \tag{35}
\end{equation*}
$$

As in (4), the result (35) is exact, i.e., contains no corrections of order $\epsilon^{2}, \epsilon^{3}$, etc.

## 5. SOLVING THE RENORMALIZATION-GROUP EQUATIONS FOR CORRELATORS: THE RICHARDSON AND KOLMOGOROV LAWS

The second equation in (35) corresponds to Richardson's empirical $\frac{4}{3}$-law for the rate of spread of a cloud of impurity particles in a turbulent atmosphere. ${ }^{1}$ Indeed, if the field $\theta(\mathbf{x}, t)$ is the concentration of impurity particles, the effective radius $R$ at time $t>0$ of a cloud of such particles that at $t^{\prime}=0$ started at the origin $\mathbf{x}^{\prime}=0$ is given by the following expression:

$$
\begin{equation*}
R^{2}=\int d \mathbf{x} \mathbf{x}^{2}\left\langle\theta(\mathbf{x}, t) \theta^{\prime}(\mathbf{0}, 0)\right\rangle \tag{36}
\end{equation*}
$$

Combining (35) and (36) and allowing for the fact that $\Delta_{R}=-1$, we find that $\Delta\left[d R^{2} / d t\right]=-2-\Delta_{t}$, and from (4) at $\epsilon=2$ we have $\Delta_{t}=-2 / 3$, so that $d R^{2} / d t \propto R^{4 / 3}$, which is just what Richardson's law states. ${ }^{1}$

From the first equation in (35) with the real values $\epsilon=2$ and $\alpha=1 / 2$ we find that $\Delta_{\theta}=-1 / 3$, which corresponds to Kolmogorov's phenomenological $\frac{5}{3}$-law for the spectrum of a passive impurity. ${ }^{1}$ To clarify this we note that the critical dimensionality of an arbitrary Green's function in the ( $t, \mathbf{x}$ )-representation is simply the sum of the dimensionalities of the constituent fields, while in the momentumfrequency representation it can be obtained from Fouriertransformation formulas. In particular, for the correlators

$$
\begin{equation*}
D^{\theta}(\omega, k)=\langle\theta \theta\rangle(\omega, k), \quad D_{s t}^{\theta}(k)=\frac{1}{2 \pi} \int d \omega D^{\theta}(\omega, k) \tag{37}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\Delta\left[D^{\theta}(\omega, k)\right]=2 \Delta_{\theta}-d-\Delta_{\omega}, \quad \Delta\left[D_{s t}^{\theta}(k)\right]=2 \Delta_{\theta}-d . \tag{38}
\end{equation*}
$$

Usually one studies not the static (single-time) correlator $D_{s t}^{\theta}(k)$ but the one-dimensional spectrum of the passive impurity, $E^{\theta}(k) \propto k^{d-1} D_{s t}^{\theta}(k)$ (see below). Here, from Eqs. (35) and (38) and the fact that $\Delta_{\theta}=-1 / 3$ we find that $\Delta\left[E^{\theta}\right]=d-1+\Delta\left[D_{s t}^{\theta}\right]=-5 / 3$, i.e., $E^{\theta}(k) \propto k^{-5 / 3}$, as stated by the $\frac{5}{3}$-law.

The critical dimensionalities of the field, (4) and (35), and as result the exponents in the power laws of the Kolmogorov and Richardson type prove to be universal in the model (10), i.e., independent of the choice of a fixed point in the IR-stability region or, in other words, of the model parameters $\left\{g, g_{i}\right\}$. However, the scaling functions (and hence the amplitude factors in the power laws) are not universal, in contrast to the simplified model with $V_{0} \propto \theta$ in (10). Let us clarify this by using the example of the Batchelor constant in the spectrum of a passive impurity.

The one-dimensional spectra of the energy, $E^{\varphi}(k)$, and the passive impurity, $E^{\theta}(k)$, are related to the single-time pair correlators $D_{s t}^{\theta}(k)$ of (37) and $\left\langle\varphi_{i} \varphi_{j}\right\rangle(k)=P_{i j} D_{s t}^{\varphi}(k)$ as follows:

$$
\begin{align*}
E^{\theta}(k) & =\frac{S_{d}}{2(2 \pi)^{d}} k^{d-1} D_{s t}^{\theta}(k), \\
E^{\varphi}(k) & =\frac{(d-1) S_{d}}{2(2 \pi)^{d}} k^{d-1} D_{s t}^{\varphi}(k) \tag{39}
\end{align*}
$$

(the additional factor $d-1$ in $E^{\varphi}$ originates from the trace of the transverse projector, which is absent in $D_{s t}^{\theta}$ ). The phenomenological $\frac{5}{3}$-laws for the spectra (39) have the form ${ }^{1}$

$$
\begin{equation*}
E^{\theta}(k)=\operatorname{Ba} N W^{-1 / 3} k^{-5 / 3}, \quad E^{\varphi}(k)=\mathrm{K} W^{2 / 3} k^{-5 / 3} \tag{40}
\end{equation*}
$$

where Ba and K are the Batchelor and Kolmogorov constants, $W$ is the average energy-dissipation rate, and $N$ is the average impurity-concentration rate. In the statistical model (1) and (6), the two rates are linked to the random-force correlators (3) and (8) via the exact relationships (see Refs. 2 and 3)

$$
\begin{equation*}
W=\frac{d-1}{2(2 \pi)^{d}} \int d \mathbf{k} d^{\varphi}(k), \quad N=\frac{1}{2(2 \pi)^{d}} \int d \mathbf{k} d^{\theta}(k) \tag{41}
\end{equation*}
$$

(UV cutoff is implied at a value of $k$ of the order of the reciprocal dissipation length $k_{d} \sim l_{d}^{-1}$ ). At the real values $\epsilon=2$ and $\alpha=1 / 2$ we have the following expressions for the correlators (3) and (8) with allowance for the fact that $k_{d} / m \gg 1$ :

$$
\begin{equation*}
W=D_{0} \frac{(d-1) S_{d}}{2(2 \pi)^{d}} \ln \frac{k_{d}}{m}, \quad N=D_{0}^{\prime} \frac{S_{d}}{2(2 \pi)^{d}} \ln \frac{k_{d}}{m} \tag{42}
\end{equation*}
$$

(here we have reintroduced the factor $D_{0}^{\prime}$ in the correlator (8) for proper normalization of the field $\theta$ ).

From dimensionality considerations (see Table I), the correlators $D_{s t}$ can be expressed in terms of renormalized variables as

$$
\begin{align*}
& D_{s t}^{\theta}(k)=D_{0}^{\prime} \nu^{-1} k^{-d-2 \alpha \epsilon} R^{\theta}\left(s, g, g_{i}, z\right), \\
& D_{s t}^{\varphi}(k)=\nu^{2} k^{2-d} R^{\varphi}(s, g, z), \tag{43}
\end{align*}
$$

with $s \equiv k / \mu$ and $z \equiv k / m$, where $R^{\theta}$ and $R^{\varphi}$ are functions of totally dimensionless (with respect to momenta and frequencies) variables.

The correlators in (43) satisfy the renormalization-group equations (18), which lead to the following renormalizationgroup representation of the correlators:

$$
\begin{align*}
& D_{s t}^{\theta}(k)=D_{0}^{\prime}(\bar{\nu})^{-1} k^{-d-2 \alpha \epsilon} R^{\theta}\left(1, \bar{g}, \bar{g}_{i}, z\right) \\
& D_{s t}^{\varphi}(k)=(\bar{\nu})^{2} k^{2-d} R^{\varphi}(1, \bar{g}, z) \tag{44}
\end{align*}
$$

where the 'invariant variables" $\bar{g}=\bar{g}(s, g)$, $\bar{g}_{i}=\bar{g}_{i}\left(s, g, g_{k}\right)$, and $\bar{\nu}=\bar{\nu}(s, g, \nu)$ are the solutions of Eqs. (18) normalized at $s=1$ to $g, g_{i}$, and $\nu$, respectively (see, e.g., Refs. 3 and 5). The identity $\bar{z}=z$ is a consequence of the absence of a contribution of $\mathscr{D}_{m}$ to the operator $\mathscr{\mathscr { P }}_{R G}$ of Eq. (18). In the IR asymptotic limit $s \rightarrow 0$, the invariant charges $\bar{g}$ and $\bar{g}_{i}$ tend to a fixed point of the renormalization
group in the IR-stability region (see Sec. 4), $\bar{g} \rightarrow g_{*}$ and $\bar{g}_{i} \rightarrow g_{i *}$, while for the invariant viscosity we have

$$
\begin{equation*}
\bar{\nu}=\left(\frac{g_{0} \nu_{0}^{3}}{\bar{g} k^{2 \epsilon}}\right)^{1 / 3} \rightarrow \frac{D_{0}}{g_{*}} k^{-2 \epsilon / 3} . \tag{45}
\end{equation*}
$$

This yields the following expressions for the correlators (43):

$$
\begin{align*}
D_{s t}^{\theta}(k) & =D_{0}^{\prime} D_{0}^{-1 / 3} k^{-d-2 \alpha \epsilon+2 \epsilon / 3} R^{\theta}\left(1, g_{*}, g_{i *}, z\right) g_{*}^{1 / 3} \\
D_{s t}^{\varphi}(k) & =D_{0}^{2 / 3} k^{2-d-4 \epsilon / 3} R^{\varphi}\left(1, g_{*}, z\right) g_{*}^{-2 / 3} \tag{46}
\end{align*}
$$

Combining (40), (42), and (43), we arrive at an expression for the ratio of the constants Ba and K :

$$
\begin{equation*}
\frac{\mathrm{Ba}}{\mathrm{~K}}=\frac{g_{*} R^{\theta}\left(1, g_{*}, g_{i *}, z\right)}{R^{\varphi}\left(1, g_{*}, z\right)} . \tag{47}
\end{equation*}
$$

In the lowest order in the $\epsilon$-expansion with $z \ll 1$ (the inertial interval) we have $R^{\varphi}=g_{*} / 2$ and $R^{\theta}=1 / 2 u_{*}$, so that (47) yields

$$
\begin{equation*}
\mathrm{Ba} / \mathrm{K}=u_{*}+O(\epsilon) \tag{48}
\end{equation*}
$$

The value $u_{*}$ for $\mathrm{Ba} / \mathrm{K}$ at $d=3$ and $\epsilon=2$ was obtained earlier in another way for the model with $V_{0} \propto \theta$ by Yakhot and Orzsag, ${ }^{10}$ who assumed it to be exact, although this is obviously not the case if we allow for (47).

Equation (47) implies, among other things, that the constant Ba , in contrast to the dimensionalities (4) and (35) and the constant K , is not universal, i.e., it depends on the fixed points $\left\{g_{n *}\right\}$ or, in other words, depends on the Prandtl number and the type of nonlinearity in the initial equation (6). Possibly, this explains the much larger (in comparison to K ) spread of the experimental values of Ba (see, e.g., Ref. 26). Setting $\mathrm{K}=1.5$ (Ref. 26) and assuming that $u_{*} \geqslant u_{1 *}=2.13$ at $\alpha=1 / 2$ and $d=3$ (see Sec. 4), we arrive at the estimate $\mathrm{Ba} \leqslant 0.704$, with the experimental values Ba lying in the $0.3-1.2$ range $\left(\mathrm{Ba}=B_{T}^{(1)}\right.$ in the notation used in Ref. 26). This is not bad, considering that (47) is only the first term in the $\epsilon$-expansion for the realistic value $\epsilon=2$.

## 6. CONCLUSION

The general conclusion that can be drawn from this study is that the renormalization-group method for the problem of turbulent mixing of a passive scalar impurity with a diffusion coefficient that is an arbitrary function of the impurity concentration points to the presence of IR scaling with exactly known universal critical dimensionalities, corresponding to the phenomenological laws of Kolmogorov of Richardson, and nonuniversal (i.e., depending on the choice of the fixed point in the IR-stability region or, in other words, on the type of nonlinearity and the value of $u_{0}$ in the initial equation (6)) values of the effective charges $g_{n *}$ (including the effective Prandtl number $u_{*} \equiv g_{1 *}$ ), the amplitudes in the scaling laws (such as the Batchelor constant), and scaling functions. This sets the problem apart from the case of linear diffusion, where the scaling functions and the amplitudes are universal, ${ }^{7}$ and from the problem of turbulent mixing of a chemically decaying impurity, where the theory predicts small deviations from Richardson's law. ${ }^{14}$ Note, finally, that
the current problem also differs from a similar infinite-charge problem, the model of a randomly growing phase boundary, which was proposed in Ref. 22. This model also has a twodimensional surface of fixed points, but even the critical dimensionalities of the fields and parameters prove to be nonuniversal. ${ }^{21}$ This means that infinite-charge problems exhibit different types of critical behavior uncharacteristic of ordinary models with a finite number of coupling constants, such as the standard $\varphi^{4}$-theory of critical behavior, ${ }^{4}$ so that the renormalization-group technique can be effectively used to study such problems. In particular, we can expect that the functional technique developed in this paper for calculating counterterms and renormalization-group functions will be useful in studying such interesting infinite-charge problems as the complete $U_{N}$-symmetric 4-fermion model with the dimensionality $d=2+\epsilon$ (Ref. 27) and the problem of true random walks with self-avoidance. ${ }^{28}$
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#### Abstract

The incompressible fluctuation background in laminar shear flows with a smooth velocity profile is investigated. Concrete calculations are performed for parallel Couette flow using nonmodal analysis of the linear dynamics of the disturbances. Nonmodal analysis makes it possible to grasp phenomena that could not be grasped in the early investigations, and thereby makes it possible to represent the fluctuation background in a completely new light: In incompressible shear flows the spatial spectral energy density of the fluctuation background is anisotropic, and furthermore in certain regions of wave-number space it is higher than that of the thermal noise. It is also shown that in the stationary state of the nonequilibrium system studied there exists a new, indirect channel for thermalization of the energy of the mean flowenergy is constantly transferred from the mean flow into the spatial Fourier harmonics of vortex pertubations and ultimately into heat. Possible manifestations of the fluctuation background described in this paper are listed. © 1997 American Institute of Physics.
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## 1. INTRODUCTION

The standard method of investigating linear processesspectral expansion in time of disturbances followed by eigenvalue analysis-in shear flows cannot make sense of the energy-intensive processes occurring in such flows. ${ }^{1-4}$ Moreover, some phenomena of paramount importance (which will be listed below) remain hidden from view. The reasons for these difficulties were rigorously described mathematically in the 1990s. ${ }^{1}$ The essence of the difficulties is as follows: in the standard (modal) analysis of linear processes in shear flows, the operators appearing in the equations are not selfadjoint, and in consequence the eigenfunctions of the problem are not orthogonal to one another-they strongly interfere with one another. As a result, the information obtained from an analysis of individual modes (eigenfunctions and eigenvalues) is far from complete. These circumstances make it necessary to calculate accurately the results of the interference of the eigenfunctions in order to describe the phenomena correctly, which at present is a problem of insurmountable difficulty.

There exists another method, the so-called nonmodal method, ${ }^{2}$ dating back to Kelvin ${ }^{5}$ and Orr, ${ }^{6}$ for analyzing linear processes in shear flows. In this approach the original problem is solved by following the temporal evolution of the spatial Fourier harmonics of the disturbances. ${ }^{7-23}$ The effectiveness of the second approach is confirmed by the progress made in the last few years with its help in understanding the diversity of processes occurring in shear flows: many new and unexpected results concerning the evolution of both vortex ${ }^{7-13}$ and acoustic ${ }^{14}$ disturbances have been obtained. This method is also used successfully to study MHD waves ${ }^{15-18}$; a new concept of the transition to turbulence in shear flows has been formulated ${ }^{13,19-22}$; and, a new mechanism of the linear transformation of waves in shear flows has been discovered. ${ }^{18,23,24}$ In short, the nonmodal approach, revealing new features in different aspects of the linear dynam-
ics of shear flows, has led to a new understanding of these aspects. This experience suggests that nonmodal analysis might be useful in studying hydrodynamic fluctuations in shear flows. Indeed, the first steps taken in this direction in the present paper have cast the incompressible (vortex) fluctuation background disturbances in laminar Couette flow in a completely new light:

1) The spatial spectral energy density of incompressible fluctuations in laminar Couette flow (SEDCF) is strongly anisotropic and in certain regions of $\mathbf{k}$ space it is much higher than that of the thermal noise.
2) In a stationary state of the nonequilibrium system which we investigated there exists a new, indirect channel for thermalization of the energy of the mean flow-under constant fluctuation background conditions energy is constantly transferred from the mean flow into the spatial Fourier harmonics and ultimately into heat.

These features of the fluctuation background are explained by the fact that besides random (Langevin) and dissipative forces two other physical phenomena, which modal analysis describes inadequately or not at all, play a decisive role in its formation: a) linear drift of the spatial Fourier harmonics in $\mathbf{k}$ space and $\mathbf{b}$ ) energy transfer between the mean flow and the spatial Fourier harmonics.

This paper is organized as follows. In Sec. 2 the phenomena a and b are described phenomenologically on the basis of Refs. 7-9 and 13. In Sec. 3, the dynamical equation for the SEDCF is obtained, allowing for Langevin and dissipative forces in the equations of incompressible hydrodynamics, by nonmodal analysis. The calculations are performed for two-dimensional disturbances in the linear approximation. The simplicity and clarity of the equation obtained make possible a detailed interpretation of the process leading to the formation of the fluctuation background. This is done in Sec. 4. In addition, computational results for the SEDCF in the three-dimensional case are presented in

Sec. 4. In the concluding Sec. 5, a new, indirect channel of thermalization of the energy of the mean flow is discussed and possible manifestations of the fluctuation background that is described in the paper are indicated.

## 2. LINEAR DYNAMICS OF SPATIAL FOURIER HARMONICS

The processes a and b are described well in works that cultivate nonmodal analysis. Their essence consists of the following.
a) In Couette flow, the wave number of the spatial Fourier harmonic along an axis orthogonal to the flow (i.e., along the velocity shear) changes in time. In the linear approximation the spatial Fourier harmonics undergo 'drift' in $\mathbf{k}$ space.

Indeed (see Refs. 5-24), in parallel flows with a linear velocity shear (Couette flow)

$$
\begin{equation*}
\mathbf{U}_{0}=\mathbf{U}_{0}(A y, 0,0) \tag{1}
\end{equation*}
$$

( $A$ is the shear parameter, assumed to be positive) disturbances do not have the form of a simple wave because the wave crest curves as a result of the nonuniform character of the flow. In such a case the wave number of the spatial Fourier harmonic depends on the time $:^{7-24}$ If the spatial Fourier harmonic with wave numbers $k_{x}, k_{y}(0)$, and $k_{z}$ is disturbed initially, i.e.

$$
\begin{equation*}
v_{x}(0)=\widetilde{v}_{x}\left(k_{x}, k_{y}(0), k_{z}, 0\right) \exp \left[i k_{x} x+i k_{y}(0) y+i k_{z} z\right], \tag{2}
\end{equation*}
$$

then the evolution of its phase at times $t>0$ is determined by the equations

$$
\begin{align*}
& v_{x}(t) \propto \exp \left[i k_{x} x+i k_{y}(t) y+i k_{z} z\right], \\
& k_{y}(t)=k_{y}(0)-k_{x} A t, \tag{3}
\end{align*}
$$

which describe linear drift of the Fourier harmonic in wavenumber space. The values of the spatial characteristics ( $k_{x}, k_{y}(t), k_{z}$ ) largely determine the intensity of energy transfer between the spatial Fourier harmonics and the shear flow. Therefore linear drift changes the intensity of this transfer.
b) Not all spatial Fourier harmonics can draw energy from the shear and be amplified. Only harmonics from a definite region in $\mathbf{k}$ space (called in what follows the region of amplification) are amplified. Each harmonic is amplified for a finite time until it leaves the region of amplification as a result of linear drift. Furthermore, the fact that spatial Fourier harmonics are located in this region imposes mainly a condition on the direction of their wave vector. Therefore, energy transfer between vortex disturbances and the shear flow is strongly anisotropic in $\mathbf{k}$ space.

Thus, at the linear stage of evolution incompressible vortex spatial Fourier harmonics can draw energy from the shear and be amplified for only a finite time, undergoing temporary growth. The dynamics of two-dimensional Fourier harmonics $\left(k_{z}=0\right)$ is substantially different from that of threedimensional Fourier harmonics $\left(k_{z} \neq 0\right)$. This difference can be easily traced by comparing the evolution of their energy (see Fig. 1). Spatial Fourier harmonics initially satisfying the inequality $k_{y}(0) / k_{x}=30 \gg 1$ were studied. With time, $k_{y}(t)$ starts to decrease as a result of linear drift, but as long as


FIG. 1. Evolution of the energy, normalized to the initial value, of two- and three-dimensional Fourier harmonics. The solid curve is for a twodimensional Fourier harmonic (with $k_{y}(0) / k_{x}=30$ and $k_{z}=0$ ). The dashed curve is for a three-dimensional Fourier harmonic (with $k_{y}(0) / k_{x}=30$, $k_{x} / k_{z}=1$, and $\left.\bar{v}_{x}(0) / \bar{v}_{y}(0)=-20\right)$.
$k_{y}(t) \gtrdot k_{x}$ little energy is transferred between the flow and spatial Fourier harmonics. At times when $k_{y}(t) \approx k_{x}$ both two- and three-dimensional Fourier harmonics start to draw energy from the shear intensively and grow. The amplification of two-dimensional harmonics stops when $k_{y}(t)=0$ (in Fig. 1, when $A t=30$ ) and when $k_{y}(t) / k_{x}<0$ they return energy back into the medium (lower curve in Fig. 1). The three-dimensional Fourier harmonics continue to grow even when $k_{y}(t) / k_{x}<0$. In reality, this growth continues until $k_{y}(t) \approx-k_{x}$ (the dashed curve in Fig. 1), i.e., the region of amplification in $\mathbf{k}$ space is wider for three- than for twodimensional Fourier harmonics. Moreover, the energy of the three-dimensional harmonics, in contrast to that of twodimensional harmonics, does not decrease after the harmonics pass through the region of amplification (the threedimensional Fourier harmonics do not return energy back into the flow), but rather it saturates and approaches a value much greater than the initial value. These arguments are valid when viscous and random forces are neglected. It is easy to understand that in reality, as $\left|k_{y}(t)\right|$ increases $\left(\left|k_{y}(t)\right| \rightarrow \infty\right)$, viscous dissipation becomes important and converts the energy of the three-dimensional Fourier harmonics into heat.

## 3. DERIVATION OF THE DYNAMICAL EQUATION FOR THE SEDCF

Looking ahead somewhat, the dynamical equation obtained for the SEDCF in this section clearly describes the basic processes (random and dissipative) of the LandauLifshitz theory as well as the processes a and b. This is why this equation makes it possible to understand quite deeply the physics of the formation of the fluctuation background in shear flows. Specifically, it makes it possible to delimit the regions in $\mathbf{k}$ space where each process dominates; it makes it possible to show that the processes a and b do more than play a significant role in the formation of the fluctuation background-they determine its peculiar character.

In nonequilibrium systems (which nonuniform flows are), hydrodynamic fluctuations are best calculated on the basis of the Landau-Lifshitz theory ${ }^{25}$ - the fluctuationdissipation theorem. A discussion of this is given in Ref. 26.

For simplicity, we study a parallel incompressible Couette flow (see Eq. (1)). We confine ourselves to subcritical values of the Reynolds number, for which the flow is still laminar. In this case the fluctuations are considered to be so weak that the linear dynamical equations are sufficient. ${ }^{26}$ The nonlinear terms become important only when the medium is in a state close to a critical point, after which the flow becomes turbulent (a detailed discussion is given in Ref. 27). To achieve the objective of the present section (derivation of the dynamical equation for the SEDCF), we impose one more constraint-we study two-dimensional disturbances. We discuss the fluctuation background of three-dimensional disturbances in the next section.

Thus, we base our investigation on the fluctuationdissipation theory, we study incompressible disturbances, and we limit ourselves to an approximation that is linear in the these disturbances. Then, in the two-dimensional case we can start with the following equations: ${ }^{25,28,29}$

$$
\begin{align*}
& \frac{\partial v_{x}}{\partial x}+\frac{\partial v_{y}}{\partial y}=0,  \tag{4}\\
& \left(\frac{\partial}{\partial t}+A y \frac{\partial}{\partial x}\right) v_{x}+A v_{y} \\
& \quad=-\frac{1}{\rho_{0}} \frac{\partial p}{\partial x}+\nu\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) v_{x}+\frac{1}{\rho_{0}} f_{x},  \tag{5}\\
& \left(\frac{\partial}{\partial t}+A y \frac{\partial}{\partial x}\right) v_{y}=-\frac{1}{\rho_{0}} \frac{\partial p}{\partial y}+\nu\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) v_{y}+\frac{1}{\rho_{0}} f_{y}, \tag{6}
\end{align*}
$$

where $\rho_{0}$ is the undisturbed density; $p, v_{x}$, and $v_{y}$ are, respectively, the disturbances of the pressure and velocity components; and, $\nu$ is the kinematic velocity of the medium. The components $f_{x}$ and $f_{y}$ of the random force are given by the spontaneous stress tensor $S_{i j}(\mathbf{r}, t)$ :

$$
\begin{equation*}
f_{i}=\frac{\partial S_{i j}}{\partial x_{j}}, \quad i, j=x, y . \tag{7}
\end{equation*}
$$

Since we are concerned with two-dimensional disturbances, we assume that they do not depend on the coordinate $z$. In accordance with the fluctuation-dissipation theory, the statistical properties of the spontaneous stress tensor are described by the following correlation function: ${ }^{25,28,29}$

$$
\begin{align*}
& \left\langle S_{i j}(t, \mathbf{r}) S_{k l}\left(t^{\prime}, \mathbf{r}^{\prime}\right)\right\rangle \\
& \quad=2 T \rho_{0} \nu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{k j}-\frac{2}{3} \delta_{i j} \delta_{k l}\right) \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right) . \tag{8}
\end{align*}
$$

For simplicity, we consider liquids whose second viscosity coefficient $\xi$ equals zero. In Eq. (8) and below, angular brackets denote averaging over an ensemble. Proceeding in the spirit of the nonmodal approach, we expand the disturbances in a Fourier integral with respect to the spatial coordinates only:

$$
\begin{align*}
\left\{\begin{array}{c}
v_{x} \\
v_{y} \\
p \\
S_{i j}
\end{array}\right\}= & \int_{-\infty}^{\infty} d k_{x} d k_{y} \\
& \times\left\{\begin{array}{c}
\widetilde{v}_{x}\left(k_{x}, k_{y}, t\right. \\
\widetilde{v}_{y}\left(k_{x}, k_{y}, t\right) \\
\tilde{p}\left(k_{x}, k_{y}, t\right) \\
\widetilde{S}_{i j}\left(k_{x}, k_{y}, t\right)
\end{array}\right\} \exp \left(i k_{x} x+i k_{y} y\right), \tag{9}
\end{align*}
$$

and then follow the temporal evolution of the SEDCF $\left(e_{\mathbf{k}}(t)\right)$. A relation between the SEDCF and the average energy $\langle e\rangle$ of a disturbance is obtained using the following chain of equations:

$$
\begin{align*}
\langle e\rangle & =\left\langle\rho_{0} \frac{v_{x}^{2}+v_{y}^{2}}{2}\right\rangle=\frac{1}{2} \int d k_{x} d k_{y}\left[\rho_{0}\left(\left|\widetilde{v}_{x}\right|^{2}+\left|\widetilde{v}_{y}\right|^{2}\right)\right] \\
& =\frac{1}{2} \int d k_{x} d k_{y}\left(\rho_{0} \frac{k_{x}^{2}+k_{y}^{2}}{k_{y}^{2}}\left|\widetilde{v}_{x}\right|^{2}\right) \equiv \int d k_{x} d k_{y} e_{\mathbf{k}}(t) . \tag{10}
\end{align*}
$$

Substituting the expression (9) into Eqs. (4)-(8), we obtain, after tedious but simple manipulations, the following dynamical equation for $e_{\mathbf{k}}(t)$ :

$$
\begin{align*}
\frac{\partial e_{\mathbf{k}}}{\partial t}= & A k_{x} \frac{\partial e_{\mathbf{k}}}{\partial k_{y}}+\frac{2 A k_{x} k_{y}}{k_{x}^{2}+k_{y}^{2}} e_{\mathbf{k}} \\
& -2 \nu\left(k_{x}^{2}+k_{y}^{2}\right) e_{\mathbf{k}}+2 \nu\left(k_{x}^{2}+k_{y}^{2}\right) T \tag{11}
\end{align*}
$$

The four terms on the right-hand side of Eq. (11) correspond to the four processes that participate in the formation of the SEDCF. The first term describes "linear drift'" of the spatial Fourier harmonics in $\mathbf{k}$ space, i.e., the process a, described by Eq. (3). The second term describes energy transfer between the mean flow and the spatial Fourier harmonics (process b). The third and fourth terms describe the effect of dissipative and random forces, respectively.

## 4. PHYSICS OF THE FORMATION OF THE FLUCTUATION BACKGROUND

In the absence of shear $(A=0)$, the first two terms in Eq. (11) identically equal zero, and therefore the last two terms are the only ones that form the fluctuation background. In this (equilibrium) case, as expected (see, for example, Refs. 25,28 and 29), dissipative and random forces lead in the stationary limit $\left(\partial e_{\mathbf{k}} / \partial t=0\right)$ to white noise

$$
\begin{equation*}
e_{\mathbf{k}}=T \tag{12}
\end{equation*}
$$

To describe the SEDCF with $A \neq 0$, it is convenient to transform to dimensionless variables:

$$
\begin{align*}
& \frac{e_{\mathbf{k}}}{T} \equiv E_{\mathbf{K}}, \quad A t \equiv \tau, \quad k_{\nu} \equiv \sqrt{\frac{V_{0}}{L_{0} \nu}} \equiv \sqrt{\frac{4}{\nu}} \\
& \frac{k_{x}}{k_{\nu}} \equiv K_{x}, \quad \frac{k_{y}}{k_{\nu}} \equiv K_{y}, \quad K_{x}^{2}+K_{y}^{2} \equiv K^{2} \tag{13}
\end{align*}
$$

where the relation between the shear parameter $A$ and the width $L_{0}$ of the Couette flow channel and the flow velocity


FIG. 2. Curves of constant $\log E_{\mathbf{k}}$ (for the two-dimensional fluctuation background $K_{z}=0$ ) in the ( $K_{x}, K_{y}$ ) plane for $K_{x}>0$. The maximum (peak) value $\log E_{\mathbf{K}}=1.8$ is reached near $K_{y}=0$.
differential $V_{0}\left(A \equiv V_{0} / L_{0}\right)$ is taken into account in the expression for $k_{\nu}$. In the notation (13), Eq. (11) assumes the form

$$
\begin{equation*}
\frac{\partial E_{\mathbf{K}}}{\partial \tau}=K_{x} \frac{\partial E_{\mathbf{K}}}{\partial K_{y}}+2 \frac{K_{x} K_{y}}{K^{2}} E_{\mathbf{K}}-2 K^{2} E_{\mathbf{K}}+2 K^{2} \tag{14}
\end{equation*}
$$

It is easy to see from the last equation that these four processes, leading to the formation of $E_{\mathbf{K}}$, operate with different efficiencies in different regions of $\mathbf{K}$ space. The last two terms dominate for spatial Fourier hamonics with large wave numbers ( $K \geqslant 1$ ), and the first two terms dominate for $K<1$. The process b is more efficient at moderate values of the ratio $K_{y} / K_{x}$. This last circumstance determines the peculiar character of the fluctuation background that we are studying-its anisotropy in $\mathbf{K}$ space and the strong deviation of $E_{\mathbf{K}}$ from white noise.

The solution of Eq. (13) in the stationary limit $\left(\partial E_{\mathbf{K}} / \partial \tau=0\right)$ is shown in Figs. 2 and 3 (for clarity, plots of the function $\log E_{\mathbf{K}}$ are presented). The plots in these and all subsequent figures are constructed for positive $K_{x}$. For negative $K_{x}$ the plots can be constructed using the identity $E_{-\mathbf{K}} \equiv E_{\mathbf{K}}^{*}$, which follows from the condition that the disturbances are real $\left(\mathbf{v}^{*}=\mathbf{v}\right)$. Figure 2 displays curves of constant $\log E_{\mathbf{K}}$ in the ( $K_{x}, K_{y}$ ) half-plane with $K_{z}=0$. As one can see from this figure, for small $K_{x}$ and $K_{y}$ the contour lines are symmetric. The maximum (peak) value $\log E_{\mathbf{K}}=1.8$ is reached near $K_{y}=0$. Figure 3 also shows a plot of $\log E_{\mathbf{k}}$ versus $K_{x}$ and $K_{y}$ for $K_{z}=0$.

It would seem that the channel width determines the minimum value of the wave number of the fluctuation background ( $k_{\min } \sim 1 / L_{0}$ ). In addition, this minimum value refers only to the wave number along the $x$ axis, since $k_{y}$ also easily 'passes' through zero on account of linear drift (see Eq. (3)). Therefore we can write in dimensionless units (Eqs. (13))

$$
\begin{equation*}
\left|K_{x}\right|>K_{x, \min } \sim \sqrt{\frac{\nu}{V_{0} L_{0}}} \equiv \frac{1}{\sqrt{\mathscr{R}}}, \tag{15}
\end{equation*}
$$

where $\mathscr{B}$ is the Reynolds number.


FIG. 3. $\log E_{\mathbf{K}}$ versus $K_{x}$ and $K_{y}$ for a two-dimensional fluctuation background ( $K_{z}=0$ ) in the ( $K_{x}, K_{y}$ ) plane for $K_{x}>0$.

We describe the physics of the formation of the fluctuation background for the example of the two-dimensional Fourier harmonics. For clarity, we present a qualitative picture in Fig. 4. In this figure, in the horizontally hatched region, where $K \geqslant 1$, the random and dissipative forces produce a spectrum of spatial Fourier harmonics that is close to white noise ( $E_{\mathbf{K}} \approx 1$ ) over quite a short time interval ( $\tau^{\prime} \approx 1 / K^{2}$ $\approx 1$ ). These harmonics serve as the initial 'data' for the formation of the spectrum in the region $K<1$. Indeed, on account of "linear drift'" (process a), the spatial Fourier harmonics drift in $\mathbf{K}$ space in the direction of small $K_{y}$ ( $K_{x}$ does not change during drift). The direction of drift in Fig. 4 is shown by the vertical arrows pointing downward. Energy transfer between the flow and the spatial Fourier harmonics comes into play as $K_{y}$ decreases, and the ratio $K_{y} / K_{x}$ becomes of the order of 1 (the region with the inclined hatching in Fig. 4). This transfer process is weak for harmonics with $K_{x}$ of the order 1 (since viscous dissipation dominates for $K \approx 1$ ) and dominates for harmonics with small $K_{x}$. As $K_{y}$ decreases, the latter spatial Fourier harmonics draw more and more energy from the shear (see paragraph $b$ above). This outflow of energy causes $E_{\mathbf{K}}$ to deviate strongly from white noise and leads to formation of a peak for small $K_{x}$ and $K_{y}$ (see Fig. 3). The peak value is the greater, the smaller the value of $K_{x, \min }$, i.e., the larger the Reynolds number.

It is clear from paragraph b above that the maximum of $\log E_{\mathbf{K}}$ should be larger for the three- than the twodimensional Fourier harmonics, and it should be reached in


FIG. 4. Qualitative diagram describing the dynamics of the spatial Fourier harmonics in $\mathbf{K}$ space. The horizontal and inclined hatching distinguish regions where the individual basic processes dominate. Random and dissipative forces dominate in the horizontally hatched region. Energy transfer between the flow and the spatial Fourier harmonics comes into play in the region with inclined hatching. The arrows indicate the direction of drift of the Fourier harmonics in $\mathbf{K}$ space.
the region $K_{y} / K_{x}<0$. Calculations of the three-dimensional problem confirm these facts quantitatively. The threedimensional calculations are not complicated, but they are very tedious. For this reason we shall not present them here. The results of the three-dimensional calculations are presented in Figs. 5, 6, and 7. For comparison, the results of two- and three-dimensional calculations are presented together in Fig. 5. The solid curve refers to the twodimensional Fourier harmonic $K_{x}=0.03, K_{y}=0$-this is the section of the surface presented in Fig. 2 (but not for the logarithm). The dashed curve describes the threedimensional fluctuation background $E_{\mathbf{K}}$ as a function of $K_{y}$


FIG. 5. The function $E_{\mathbf{K}}\left(K_{y}\right)$. The solid curve represents a section of the surface presented in Fig. 2 for $K_{x}=0.03$ (but not for the logarithmic function). The dashed curve describes the three-dimensional fluctuation background $E_{\mathbf{K}}$ as a function of $K_{y}$ for $K_{x}=K_{z}=0.03$.


FIG. 6. Curves of constant $\log E_{\mathbf{K}}$ (for the three-dimensional fluctuation background) in the ( $K_{x}, K_{y}$ ) plane for $K_{x}>0$ and $K_{z}=0.03$. The maximum peak value $\log E_{\mathbf{K}}=2.37$ is reached near $K_{y}=-0.14$, i.e., it is substantially shifted into the region $K_{y}<0$.
for $K_{x}=K_{z}=0.03$. The drop in the three-dimensional fluctuation background to $E_{\mathbf{K}} \approx 1$ as $K_{y} \rightarrow-1$ is due to viscosity.

The three-dimensional fluctuation background is more clearly shown in Figs. 6 and 7. Figure 6 displays curves of constant $\log E_{\mathbf{K}}$ in the ( $K_{x}, K_{y}$ ) plane for $K_{z}=0.03$. One can see from this figure that in the three-dimensional case, the peak value of $\log E_{\mathbf{K}}$ is strongly shifted, compared with the two-dimensional case, into the region $K_{y} / K_{x}<0$, i.e., the real, three-dimensional fluctuation background in shear flows is strongly anisotropic in $\mathbf{K}$ space. As one can see from Fig.


FIG. 7. $\log E_{\mathbf{K}}$ versus $K_{x}$ and $K_{y}$ for a three-dimensional fluctuation background in the ( $K_{x}, K_{y}$ ) plane for $K_{x}>0$ and $K_{z}=0.03$.

7, the maximum value of $\log E_{\mathbf{K}}$ is greater for threedimensional than for two-dimensional Fourier harmonics, and the plot itself is more spread out along the $K_{y}$ axis.

Note that the form of the fluctuation background shown in Figs. 2-3 and 5-7 remains outside the purview of Ref. 30. Even though a rather general problem is investigated there (using, just as we do, the Navier-Stokes-Langevin equations in the linear approximation), Fourier analysis of the disturbances in time is ultimately performed to obtain concrete results, and as noted in the introduction, this is a suboptimal procedure which describes the processes $a$ and $b$ inadequately.

## 5. CONCLUSIONS

The most important results obtained in this paper are that the spatial spectral energy density of incompressible fluctuations in laminar Couette flow is anisotropic and differs strongly from white noise. Specifically, in certain regions of $\mathbf{k}$ space it is much higher than that of the thermal noise. Moreover, it follows directly from the dynamics of the spatial Fourier harmonics (see Fig. 4) that in a real threedimensional case, energy is constantly transferred from the mean flow to the background (incompressible, vortex) disturbances and ultimately into heat.

It is easy to see that this new, indirect, channel of thermalization of the flow energy depends on the rate at which energy is drawn from the mean flow by background disturbances. This intensity of this channel increases with Reynolds number. ${ }^{2,7,8}$ Therefore the efficiency of this channel should increase (!), and not decrease, with increasing Reynolds number. Concrete quantitative estimates that would make it possible to judge the system parameters for which this process can become effective (comparable to other processes that lead to the production of the mean entropy) fall outside the scope of the present work-such estimates require detailed numerical calculations of the threedimensional problem.

Note that the characteristics of the fluctuation background described in the present paper are also typical of other shear flows. They should be manifested when hydrodynamic processes are important, for example, in the Brownian motion of small macroscopic particles. The significance of macroscopic (hydrodynamic) processes for the Brownian motion of small macroscopic particles is discussed in detail by Klimontovich. ${ }^{28,29}$ The anisotropy of the Brownian motion of macroparticles in shear flows at high Reynolds numbers is most likely due to the anisotropy that we have found, and the high level of the fluctuation background (as compared with the thermal noise).

In conclusion, we briefly discuss the possible significance of the fluctuation background, described in this paper, for the transition to turbulence in some shear flows. It is known, for example, that in Couette flow the transition to turbulence occurs only as a result of finite disturbances. In accordance with a concept developed in the last few years (see Refs. 13 and 19-22), Couette flows become turbulent as
a result of "positive feedback" (the crux of which is regeneration of spatial Fourier harmonics drawing energy from the mean flow) due to nonlinear phenomena. Therefore the transition to turbulence requires the presence of finite disturbances in the flow. It is obvious that such disturbances can be produced externally. But, according to the results of our investigations, finite disturbances can also originate in fluctuations. Indeed, at high Reynolds numbers fluctuations with small wave numbers can be strong, far exceeding the thermal noise level (see the discussion and figures in the preceding section). This in turn results in the 'turning on'' of nonlinear phenomena at certain Reynolds numbers, and leads to turbulence in the presence of "positive feedback.", 13,19-22
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# Fluctuations in liquid crystals in the presence of a flexoelectric effect 
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We examine director fluctuations in nematic liquid crystals in an electric field in the presence of a flexoelectric effect. For the planar and homeotropic orientations we calculate the correlation functions and analyze these functions near the Freedericksz transition and the flexoelectric instability threshold. For both geometries we calculate the angular dependence of the intensity of light scattered by director fluctuations and examine its behavior at electric field strengths close to critical. © 1997 American Institute of Physics. [S1063-7761(97)01111-6]

## 1. INTRODUCTION

Thanks to the anisotropy of the dielectric constant and the magnetic susceptibility, liquid crystals (LCs) undergo various structural transformations when placed in external electric and magnetic fields. ${ }^{1-3}$ Here, as a rule, one deals with the instability of a homogeneously oriented state of an LC at field strengths above the threshold value. Physically such a change in the macroscopic orientation of a structure is equivalent to a second-order phase transition. ${ }^{1,4}$ The threshold nature of these phenomena is due to the finite size of the liquid crystal layer and to a certain rigidity in the boundary conditions, which causes finite-gradient orientational perturbations to emerge, perturbations that are admissible only when the values of the external field strength are finite.

The best-known and most thoroughly studied effect of an orientational phase transition in a nematic liquid crystal (NLC) is the Freedericksz effect. ${ }^{1-3}$ This transition, which occurs both in static fields and in light, ${ }^{5-9}$ have been studied for different boundary conditions and orientations of the NLC. ${ }^{10-14}$ Different types of distortions, periodic and aperiodic, that occur at field strengths higher than the threshold value have been investigated. ${ }^{14-16}$

Several groups of researchers (see Refs. 10-12, and 14) studied the various dynamical aspects of the effect of external fields on NLC behavior. Here the pre-transition processes were studied by analyzing the most unstable mode, whose amplitude increases substantially when the strength of the external field approaches the threshold value.

In 1969, Meyer ${ }^{17}$ found that NLCs with a center of symmetry can exhibit a special piezoelectric effect, which became known as the flexoelectric effect. This linear effect of formation of a modulated structure induced by a uniform electric field is related to the highly anisotropic shape of molecules with constant dipole moments. ${ }^{1-3}$

In the present paper we study the thermal fluctuations in a limited NLC in the presence of the flexoelectric effect. The standard approach to studying fluctuations in nematic liquid crystals is to expand the fluctuations in natural modes. ${ }^{10-16,18-20}$ The solution is given in the form of an infinite series, and finding each terms in the series involves
solving a complicated transcendental equation. A method that makes it possible to derive closed expressions for the correlation functions of the director fluctuations in the cases of weak and strong adhesion to the substrate was proposed in Refs. 21 and 22. Here we use this approach to calculate thermal fluctuations in NLCs with solid-wall boundary conditions in an external electric field in the presence of the flexoelectric effect and the dielectric-constant anisotropy effect. As a result we arrive at expressions for the correlation functions of director fluctuations and the scattered-light intensity for homeotropic and planar orientations of the nematic. We find that the angular distribution of the scattered light intensity depends on the strength of the applied field. Finally, we analyze the results near the Freedericksz transition and near the flexoelectric instability threshold.

## 2. THE CORRELATION MATRIX IN THE PRESENCE OF AN ELECTRIC FIELD

Suppose that a nematic liquid crystal where the flexoelectric effect can occur is contained in a cell of thickness $L$ placed between two plane-parallel plates with rigid boundary conditions in an external electric field. We introduce a Cartesian system of coordinates with its origin at the cell center and the $z$ axis directed at right angles to the plates (Fig. 1).

The variation of the free energy, $\Delta F$, consists of the elastic contribution, $\Delta F_{\text {el }}$, the contribution $\Delta F_{E}$ related to the director orientation in the external field, and the contribution $\Delta F_{\text {flex }}$ due to flexoelectric polarization: ${ }^{1-3,14}$

$$
\begin{align*}
\Delta F= & \Delta F_{\mathrm{el}}+\Delta F_{E}+\Delta F_{\text {flex }}=\frac{1}{2} \int d^{3} r\left\{K_{1}(\mathbf{n} \operatorname{div} \mathbf{n})^{2}\right. \\
& +K_{2}(\mathbf{n} \cdot \operatorname{curl} \mathbf{n})^{2}+K_{3}(\mathbf{n} \times \operatorname{curl} \mathbf{n})^{2}-\frac{\varepsilon_{a}}{4 \pi}(\mathbf{n} \cdot \mathbf{E})^{2} \\
& \left.-2 \mathbf{E} \cdot\left(e_{1} \mathbf{n} \operatorname{div} \mathbf{n}+e_{3}(\operatorname{curl} \mathbf{n} \times \mathbf{n})\right)\right\}, \tag{2.1}
\end{align*}
$$

where $K_{1}, K_{2}$, and $K_{3}$ are the Franck moduli, $\mathbf{n}$ is the director vector, $\mathbf{E}$ is the electric field strength, $\varepsilon_{a}=\varepsilon_{\|}-\varepsilon_{\perp}$ is the anisotropy of the dielectric constant (for the sake of definiteness we assume that $\varepsilon_{a}$ is positive), with $\varepsilon_{\|}$and $\varepsilon_{\perp}$ the dielectric constants parallel to the nematic axis and perpendicular to it, respectively, and $e_{1}$ and $e_{3}$ are the flexoelectric coefficients.


FIG. 1. The geometry of a cell with a liquid crystal.

Let us examine the contribution to the free energy related to director fluctuations. We write the vector $\mathbf{n}$ as $\mathbf{n}=\mathbf{n}_{0}+\delta \mathbf{n}$, where $\mathbf{n}_{0}$ is the equilibrium director orientation, and $\delta \mathbf{n}$ is the director fluctuation. Because of the solid-wall boundary conditions at the boundary of the region,

$$
\begin{equation*}
\delta \mathbf{n}(x, y, z= \pm L / 2)=0 \tag{2.2}
\end{equation*}
$$

Assuming that the director deviation $\delta \mathbf{n}=\mathbf{n}-\mathbf{n}_{0}$ is small, in the $\delta \mathbf{n}$-linear approximation we can write $\mathbf{n}^{2}=\mathbf{n}_{0}^{2}+2 \mathbf{n}_{0} \cdot \delta \mathbf{n}$, i.e., $\mathbf{n}_{0} \cdot \delta \mathbf{n}=0$. This means that the vectors $\mathbf{n}_{0}$ and $\delta \mathbf{n}$ are orthogonal. Integration (2.1) by parts with allowance for the boundary conditions (2.2), we can Eq. (2.1) to within second-order terms in $\delta \mathbf{n}$ as follows:

$$
\begin{equation*}
\Delta F=\frac{1}{2} \int d^{3} r \delta \mathbf{n}(\mathbf{r}) \hat{A} \delta \mathbf{n}^{T}(\mathbf{n}) \tag{2.3}
\end{equation*}
$$

where $\hat{A}$ is a differential operator, and the superscript $T$ stands for "transposed."

It is known that the director-fluctuation correlation matrix $\hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\delta \mathbf{n}(\mathbf{r}) \delta \mathbf{n}^{T}(\mathbf{r})\right\rangle$ must satisfy the following relationship: ${ }^{4}$

$$
\begin{equation*}
\hat{A} \hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=k_{B} T \hat{I} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{2.4}
\end{equation*}
$$

where $\hat{I}$ is the identity matrix, $T$ stands for temperature, and $k_{B}$ is Boltzmann's constant. It is convenient to write the fluctuation $\delta \mathbf{n}(\mathbf{r})$ in the form of a two-dimensional Fourier integral:

$$
\begin{equation*}
\delta \mathbf{n}(\mathbf{r})=\frac{1}{(2 \pi)^{2}} \int d^{2} q \exp \left[-i\left(\mathbf{q} \cdot \mathbf{r}_{\perp}\right)\right] \delta \mathbf{n}(\mathbf{q}, z) \tag{2.5}
\end{equation*}
$$

where $\mathbf{r}=\left(\mathbf{r}_{\perp}, z\right)$, and $\mathbf{q}$ is the wave vector in the $x y$ plane, $\mathbf{q}=(q \cos \varphi, q \sin \varphi)$, with $\varphi$ the angle between $\mathbf{q}$ and the $x$ axis. Then the variation (2.3) of the free energy can be written as

$$
\begin{equation*}
\Delta F=\frac{1}{(2 \pi)^{2}} \int d^{2} q \Delta F_{\mathbf{q}} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta F_{\mathbf{q}}=\frac{1}{2} \int_{-L / 2}^{L / 2} d z \delta \mathbf{n}^{*}(\mathbf{q}, z) \hat{A}_{\mathbf{q}} \delta \mathbf{n}^{T}(\mathbf{q}, z) \tag{2.7}
\end{equation*}
$$

with the asterisk denoting complex conjugation, and $\hat{A}_{\mathbf{q}}$ the operator $\hat{A}$ in the $(\mathbf{q}, z)$-representation. After we pass to the Fourier representation, Eq. (2.4) becomes

$$
\begin{equation*}
\hat{A}_{\mathbf{q}} \hat{G}\left(\mathbf{q}, z, z^{\prime}\right)=k_{B} T \hat{I} \delta\left(z-z^{\prime}\right) \tag{2.8}
\end{equation*}
$$

Hence to find the correlation matrix, we must find the inverse of the operator $\hat{A}_{\mathbf{q}}$ with allowance for the boundary conditions

$$
\begin{equation*}
\hat{G}\left(\mathbf{q}, z= \pm L / 2, z^{\prime}\right)=0 \tag{2.9}
\end{equation*}
$$

Let us examine the solution of this problem for two orientations of the NLC; homeotropic and planar.

## 3. DIRECTOR FLUCTUATIONS IN A HOMEOTROPICALLY ORIENTED CELL

When the cell is oriented homeotropically, the equilibrium direction of the director has the form $\mathbf{n}_{0}=(0,0,1)$ and the director fluctuation has the form $\delta \mathbf{n}(\mathbf{r})=\left(n_{x}, n_{y}, 0\right)$, with

$$
n_{x}(x, y, z= \pm L / 2)=n_{y}(x, y, z= \pm L / 2)=0
$$

at the boundaries.
Suppose that the cell is placed in a uniform electric field directed along the $x$ axis, $\mathbf{E}=(E, 0,0)$. Then, to within second-order terms in $\delta \mathbf{n}$, the free-energy variation (2.1) assumes the form

$$
\begin{align*}
\Delta F^{(h)}= & \frac{1}{2} \int d^{3} r\left\{K_{1}\left(\partial_{x} n_{x}+\partial_{y} n_{y}\right)^{2}+K_{2}\left(\partial_{x} n_{y}-\partial_{y} n_{x}\right)^{2}\right. \\
& +K_{3}\left[\left(\partial_{z} n_{x}\right)^{2}+\left(\partial_{z} n_{y}\right)^{2}\right]-\frac{\varepsilon_{a}}{4 \pi} E^{2} n_{x}^{2}-2 E \\
& \times\left[e_{1} n_{x}\left(\partial_{x} n_{x}+\partial_{y} n_{y}\right)+e_{3}\left(\partial_{z} n_{x}-n_{y} \partial_{x} n_{y}\right.\right. \\
& \left.\left.\left.+n_{y} \partial_{y} n_{x}\right)\right]\right\} \tag{3.1}
\end{align*}
$$

where $\partial_{j}(j=x, y, z)$ stands for the partial derivative with respect to the corresponding coordinate.

After integrating by parts and passing to the twodimensional Fourier spectrum, we can write (3.1) in the form (2.7):

$$
\begin{equation*}
\Delta F_{\mathbf{q}}^{(h)}=\frac{1}{2} \int_{-L / 2}^{L / 2} d z\left(n_{x}^{*}, n_{y}^{*}\right) \hat{A}_{\mathbf{q}}^{h}\binom{n_{x}}{n_{y}} \tag{3.2}
\end{equation*}
$$

where $n_{i} \equiv n_{i}(\mathbf{q}, z), i=x, y$, and

$$
\hat{A}_{\mathbf{q}}^{h}=\left(\begin{array}{c}
K_{1} q_{x}^{2}+K_{2} q_{y}^{2}-K_{3} \partial_{z}^{2}-\frac{\varepsilon_{a}}{4 \pi} E^{2} \\
\left(K_{1}-K_{2}\right) q_{x} q_{y}+i\left(e_{1}-e_{3}\right) E q_{y} \\
\left(K_{1}-K_{2}\right) q_{x} q_{y}-i\left(e_{1}-e_{3}\right) E q_{y} \\
K_{1} q_{y}^{2}+K_{2} q_{x}^{2}-K_{3} \partial_{z}^{2}
\end{array}\right)
$$

The matrix $\hat{A}_{\mathbf{q}}^{h}$ is diagonalized by a transformation of the form $\hat{U}^{-1} \hat{A}_{\mathbf{q}}^{h} \hat{U}$, where $\hat{U}$ is a matrix consisting of the eigenvectors of $\hat{A}_{\mathbf{q}}^{h}$ :

$$
\hat{U}=\left(\begin{array}{c}
\left(K_{1}-K_{2}\right) q_{x} q_{y}+i\left(e_{1}-e_{3}\right) E q_{y} \\
\left(K_{1}-K_{2}\right) q_{x} q_{y}+i\left(e_{1}-e_{3}\right) E q_{y} \\
\frac{1}{2}\left[\frac{\varepsilon_{a}}{4 \pi} E^{2}+\left(K_{1}-K_{2}\right)\left(q_{y}^{2}-q_{x}^{2}\right)+g\right] \\
\frac{1}{2}\left[\frac{\varepsilon_{a}}{4 \pi} E^{2}+\left(K_{1}-K_{2}\right)\left(q_{y}^{2}-q_{x}^{2}\right)-g\right]
\end{array}\right)
$$

with

$$
\begin{aligned}
g= & {\left[\left(K_{1}-K_{2}\right)^{2} q^{4}+\left(\frac{\varepsilon_{a}}{4 \pi} E^{2}\right)^{2}+4\left(e_{1}-e_{3}\right)^{2} E^{2} q_{y}^{2}\right.} \\
& \left.+\frac{\varepsilon_{a}}{2 \pi} E^{2}\left(q_{y}^{2}-q_{x}^{2}\right)\left(K_{1}-K_{2}\right)\right]^{1 / 2} .
\end{aligned}
$$

Equation (2.8) can be written in the equivalent form

$$
\begin{equation*}
\hat{U}^{-1} \hat{A}_{\mathbf{q}}^{h} \hat{U} \hat{U}^{-1} \hat{G}^{h} \hat{U}=k_{B} T \hat{I} \delta\left(z-z^{\prime}\right) \tag{3.3}
\end{equation*}
$$

Using the explicit expression for the matrices $\hat{A}_{\mathbf{q}}^{h}, \hat{U}$, and $\hat{U}^{-1}$, we get

$$
\left(\begin{array}{cc}
\partial_{z}^{2}-P_{(h)}^{2} & 0  \tag{3.4}\\
0 & \partial_{z}^{2}-Q_{(h)}^{2}
\end{array}\right) \hat{X}=-\frac{k_{B} T}{K_{3}} \hat{I} \delta\left(z-z^{\prime}\right)
$$

where

$$
\begin{align*}
& \hat{X}=\hat{U}^{-1} \hat{G}^{h} \hat{U},  \tag{3.5}\\
& P_{(h)}^{2}=\frac{1}{2 K_{3}}\left[\left(K_{1}+K_{2}\right) q^{2}-\frac{\varepsilon_{a}}{4 \pi} E^{2}+g\right],  \tag{3.6}\\
& Q_{(h)}^{2}=\frac{1}{2 K_{3}}\left[\left(K_{1}+K_{2}\right) q^{2}-\frac{\varepsilon_{a}}{4 \pi} E^{2}-g\right] . \tag{3.7}
\end{align*}
$$

The boundary conditions (2.9) imply

$$
\begin{equation*}
\hat{X}\left(z= \pm L / 2, z^{\prime}\right)=0 \tag{3.8}
\end{equation*}
$$

Thus, Eqs. (3.4) and (3.8) constitute a system of closed differential equations with boundary conditions for the four elements of the matrix $\hat{X}$. Obviously,

$$
\begin{equation*}
X_{12}\left(z, z^{\prime}\right)=X_{21}\left(z, z^{\prime}\right)=0 \tag{3.9}
\end{equation*}
$$

Finding the diagonal elements of $\hat{X}$ amounts to solving a boundary-value problem of the form

$$
\begin{align*}
& \partial_{z}^{2} X_{i i}\left(z, z^{\prime}\right)-a_{i i}^{2} X_{i i}\left(z, z^{\prime}\right)=b_{i i} \delta\left(z-z^{\prime}\right),  \tag{3.10}\\
& X_{i i}\left(z= \pm L / 2, z^{\prime}\right)=0, \quad i=1,2
\end{align*}
$$

Its solution is

$$
X_{i i}\left(z, z^{\prime}\right)= \begin{cases}X_{i i}^{(+)}=C^{(+)} \sinh \left[a_{i i}(z-L / 2)\right], & z>z^{\prime},  \tag{3.11}\\ X_{i i}^{(-)}=C^{(-)} \sinh \left[a_{i i}(z+L / 2)\right], & z<z^{\prime},\end{cases}
$$

where $C^{(+)}$and $C^{(-)}$are constants. They can be determined from the conditions imposed on the solutions $X_{i i}^{(+)}$and $X_{i i}^{(-)}$ at the point $z=z^{\prime}$

$$
\begin{align*}
& X_{i i}^{(+)}\left(z=z^{\prime}\right)=X_{i i}^{(-)}\left(z=z^{\prime}\right),  \tag{3.12}\\
& \partial_{z} X_{i i}^{(+)}\left(z=z^{\prime}\right)-\partial_{z} X_{i i}^{(-)}\left(z=z^{\prime}\right)=b_{i i} .
\end{align*}
$$

Solving the system (3.12) and inserting the values of $C^{(+)}$and $C^{(-)}$into (3.11), we get

$$
\begin{align*}
X_{i i}\left(z, z^{\prime}\right)= & \frac{b_{i i}}{a_{i i} \sinh \left(a_{i i} L\right)} \\
& \times \begin{cases}\sinh \left[a_{i i}(z-L / 2)\right] \sinh \left[a_{i i}\left(z^{\prime}+L / 2\right)\right], & z>z^{\prime}, \\
\sinh \left[a_{i i}(z+L / 2)\right] \sinh \left[a_{i i}\left(z^{\prime}-L / 2\right)\right], & z<z^{\prime} .\end{cases} \tag{3.13}
\end{align*}
$$

This formula can be written in the compact form

$$
\begin{align*}
X_{i i}\left(z, z^{\prime}\right)= & \frac{b_{i i}}{2 a_{i i} \sinh \left(a_{i i} L\right)}\left\{\cosh \left[a_{i i}\left(z+z^{\prime}\right)\right]\right. \\
& -\cosh \left(a_{i i} L\right) \cosh \left[a_{i i}\left(z-z^{\prime}\right)\right] \\
& \left.+\sinh \left(a_{i i} L\right) \sinh \left(a_{i i}\left|z-z^{\prime}\right|\right)\right\} \tag{3.14}
\end{align*}
$$

Now if we substitute the corresponding expressions for the coefficients $a_{i i}$ and $b_{i i}$ taken from (3.4) in (3.14), we get

$$
\begin{align*}
X_{11}\left(z, z^{\prime}\right)= & \frac{k_{B} T}{2 K_{3} P_{(h)} \sinh \left(P_{(h)} L\right)}\left\{-\cosh \left[P_{(h)}\left(z+z^{\prime}\right)\right]\right. \\
& +\cosh \left(P_{(h)} L\right) \cosh \left[P_{(h)}\left(z-z^{\prime}\right)\right] \\
& \left.-\sinh \left(P_{(h)} L\right) \sinh \left(P_{(h)}\left|z-z^{\prime}\right|\right)\right\} \\
\equiv & -\frac{1}{K_{3}} J\left(P_{(h)}\right),  \tag{3.15}\\
X_{22}\left(z, z^{\prime}\right)= & \frac{k_{B} T}{2 K_{3} Q_{(h)} \sinh \left(Q_{(h)} L\right)}\left\{-\cosh \left[Q_{(h)}\left(z+z^{\prime}\right)\right]\right. \\
& +\cosh \left(Q_{(h)} L\right) \cosh \left[Q_{(h)}\left(z-z^{\prime}\right)\right] \\
& -\sinh \left(Q_{(h)} L\right) \sinh \left(Q_{(h)} \mid z\right. \\
& \left.\left.-z^{\prime} \mid\right)\right\} \equiv-\frac{1}{K_{3}} J\left(Q_{(h)}\right) \tag{3.16}
\end{align*}
$$

Equation (3.5) implies that the correlation matrix satisfies $\hat{G}^{h}=\hat{U} \hat{X} \hat{U}^{-1}$. If in this expression we insert (3.9), (3.15), and (3.16), we arrive at the following formulas for the matrix elements of $\hat{G}^{h}$ :

$$
\begin{align*}
G_{11}^{h}= & \left\langle n_{x}(\mathbf{q}, z) n_{x}^{*}\left(\mathbf{q}, z^{\prime}\right)\right\rangle \\
= & \frac{1}{2 K_{3}}\left\{\frac{1}{g}\left[\frac{\varepsilon_{a}}{4 \pi} E^{2}+\left(K_{1}-K_{2}\right)\left(q_{y}^{2}-q_{x}^{2}\right)\right]\right. \\
& \left.\times\left[J\left(P_{(h)}\right)-J\left(Q_{(h)}\right)\right]-\left[J\left(P_{(h)}\right)+J\left(Q_{(h)}\right)\right]\right\}, \\
G_{22}^{h}= & \left\langle n_{y}(\mathbf{q}, z) n_{y}^{*}\left(\mathbf{q}, z^{\prime}\right)\right\rangle \\
= & -\frac{1}{2 K_{3}}\left\{\frac{1}{g}\left[\frac{\varepsilon_{a}}{4 \pi} E^{2}+\left(K_{1}-K_{2}\right)\left(q_{y}^{2}-q_{x}^{2}\right)\right]\right. \\
& \left.\times\left[J\left(P_{(h)}\right)-J\left(Q_{(h)}\right)\right]+\left[J\left(P_{(h)}\right)+J\left(Q_{(h)}\right)\right]\right\},  \tag{3.17}\\
G_{12}^{h}= & \left\langle n_{x}(\mathbf{q}, z) n_{y}^{*}\left(\mathbf{q}, z^{\prime}\right)\right\rangle
\end{align*}
$$

$$
\begin{aligned}
= & -\frac{1}{g K_{3}}\left[\left(K_{1}-K_{2}\right) q_{x} q_{y}\right. \\
& \left.+i\left(e_{1}-e_{3}\right) E q_{y}\right]\left[J\left(P_{(h)}\right)-J\left(Q_{(h)}\right)\right], \\
G_{21}^{h}= & \left\langle n_{y}(\mathbf{q}, z) n_{x}^{*}\left(\mathbf{q}, z^{\prime}\right)\right\rangle \\
= & -\frac{1}{g K_{3}}\left[\left(K_{1}-K_{2}\right) q_{x} q_{y}-i\left(e_{1}-e_{3}\right) E q_{y}\right] \\
& \times\left[J\left(P_{(h)}\right)-J\left(Q_{(h)}\right)\right] .
\end{aligned}
$$

Note that at $E=0$ these correlation functions coincide with those obtained in Refs. 18, 19, and 21 in the limit of strong adhesion to the substrate $(W \rightarrow \infty)$.

## 4. DIRECTOR FLUCTUATIONS IN A PLANAR-ORIENTED CELL

When the cell orientation is planar, the equilibrium direction of the director and the director fluctuation have the form $\mathbf{n}_{0}=(1,0,0)$ and $\delta \mathbf{n}(\mathbf{r})=\left(0, n_{y}, n_{z}\right)$, with

$$
\begin{equation*}
n_{y}(x, y, z= \pm L / 2)=n_{z}(x, y, z= \pm L / 2)=0 \tag{4.1}
\end{equation*}
$$

Suppose that a uniform electric field is directed along the $z$ axis, $\mathbf{E}=(0,0, E)$. In this geometry the free-energy variation (2.1) can be expressed, to within second-order terms in $\delta \mathbf{n}$, as

$$
\begin{align*}
\Delta F^{(p)}= & \frac{1}{2} \int d^{3} r\left\{K_{1}\left(\partial_{y} n_{y}+\partial_{z} n_{z}\right)^{2}\right. \\
& +K_{2}\left(\partial_{y} n_{z}-\partial_{z} n_{y}\right)^{2}+K_{3}\left[\left(\partial_{x} n_{y}\right)^{2}\right. \\
& \left.+\left(\partial_{x} n_{z}\right)^{2}\right]-\frac{\varepsilon_{a}}{4 \pi} E^{2} n_{z}^{2}-2 E\left[e_{1} n_{z}\left(\partial_{z} n_{z}+\partial_{y} n_{y}\right)\right. \\
& \left.\left.+e_{3}\left(\partial_{x} n_{z}+n_{y} \partial_{y} n_{z}+n_{z} \partial_{z} n_{z}\right)\right]\right\} . \tag{4.2}
\end{align*}
$$

Integrating by parts and passing to the two-dimensional Fourier spectrum, we obtain

$$
\Delta F_{\mathbf{q}}^{(p)}=\frac{1}{2} \int_{-L / 2}^{L / 2} d z\left(n_{y}^{*}, n_{z}^{*}\right) \hat{A}_{\mathbf{q}}^{p}\binom{n_{y}}{n_{z}}
$$

where $n_{j} \equiv n_{j}(\mathbf{q}, z), j=y, z$, and
$\hat{A}_{\mathbf{q}}^{p}=\left(\begin{array}{c}K_{3} q_{x}^{2}+K_{1} q_{y}^{2}-K_{2} \partial_{z}^{2} \\ -i\left(K_{1}-K_{2}\right) q_{y} \partial_{z}+i\left(e_{1}-e_{3}\right) E q_{y} \\ -i\left(K_{1}-K_{2}\right) q_{y} \partial_{z}-i\left(e_{1}-e_{3}\right) E q_{y} \\ K_{3} q_{x}^{2}+K_{2} q_{y}^{2}-K_{1} \partial_{z}^{2}-\frac{\varepsilon_{a}}{4 \pi} E^{2}\end{array}\right)$.
In contrast to $\hat{A}_{\mathbf{q}}^{h}$, the matrix $\hat{A}_{\mathbf{q}}^{p}$ cannot be diagonalized by an appropriate similarity transformation, since it is not self-adjoint. Hence Eq. (2.8) must be transformed in such a way so that its left-hand side contains an operator $\hat{B}_{\mathbf{q}}^{p}$ that allows for diagonalization. To this end we write (2.8) in the form

$$
\begin{equation*}
\left(\hat{A}_{0}+i \hat{C} \partial_{z}+\hat{D} \partial_{z}^{2}\right) \hat{G}^{p}=k_{B} T \hat{I} \delta\left(z-z^{\prime}\right) \tag{4.3}
\end{equation*}
$$

where

This operator is diagonalized by the transformation $\hat{V}^{-1} \hat{B}_{\mathbf{q}}^{p} \hat{V}$, where the matrix $\hat{V}$ composed of the eigenvectors of the operator $\hat{B}_{\mathbf{q}}^{p}$ is given by the following expression:

$$
\hat{V}=\left(\begin{array}{cc}
u & u \\
\sqrt{\frac{K_{2}}{K_{1}}}(w-p) & \sqrt{\frac{K_{2}}{K_{1}}}(w+p)
\end{array}\right),
$$

with

$$
\begin{align*}
& u=i\left(\frac{b-a}{2} \sin 2 \alpha+f \cos 2 \alpha\right), \\
& w=f \sin 2 \alpha+\frac{a+b}{2}-a \sin ^{2} \alpha-b \cos ^{2} \alpha,  \tag{4.12}\\
& p=\sqrt{\left(\frac{a-b}{2}\right)^{2}+f^{2}} .
\end{align*}
$$

We can write Eq. (4.7) in an equivalent form:

$$
\begin{align*}
\hat{V}^{-1} \hat{B}_{\mathbf{q}}^{p} \hat{V} \hat{V}^{-1} \hat{G}_{0}^{p} \hat{V}= & k_{B} T\left[\hat{V}^{-1} \exp \left(\frac{i}{2} \hat{D}^{-1} \hat{C} z\right) \hat{D}^{-1} \hat{V}\right] \\
& \times \delta\left(z-z^{\prime}\right) \tag{4.13}
\end{align*}
$$

If we introduce the notation

$$
\begin{align*}
& \hat{W}=\hat{V}^{-1} \hat{G}_{0}^{p} \hat{V}, \quad \hat{S}=\hat{V}^{-1} \exp \left(\frac{i}{2} \hat{D}^{-1} \hat{C} z\right) \hat{D}^{-1} \hat{V},  \tag{4.14}\\
& P_{(p)}=\sqrt{\frac{a+b}{2}+p}, \quad Q_{(p)}=\sqrt{\frac{a+b}{2}-p}
\end{align*}
$$

then, combining (4.8) and (4.13), we arrive at an equation for $\hat{W}$,

$$
\left(\begin{array}{cc}
\partial_{z}^{2}-Q_{(p)} & 0  \tag{4.15}\\
0 & \partial_{z}^{2}-P_{(p)}
\end{array}\right) \hat{W}=k_{B} T \hat{S} \delta\left(z-z^{\prime}\right)
$$

with

$$
\begin{equation*}
\hat{W}\left(z= \pm L / 2, z^{\prime}\right)=0 \tag{4.16}
\end{equation*}
$$

The matrix $\hat{S}$ can be obtained through multiplication of four matrices, with the expression for $\exp \left[(i / 2) \hat{D}^{-1} \hat{C} z\right]$ taken from the Appendix. The result is

$$
\begin{align*}
S_{11}= & \frac{1}{2 p u}\left[\left(\frac{w-p}{K_{1}}-\frac{w+p}{K_{2}}\right) u \cos \alpha\right. \\
& \left.+i\left(\frac{1}{K_{1}}-\frac{1}{K_{2}}\right) u^{2} \sin \alpha\right], \\
S_{22}= & \frac{1}{2 p u}\left[\left(\frac{w-p}{K_{2}}-\frac{w+p}{K_{1}}\right) u \cos \alpha\right. \\
& \left.+i\left(\frac{1}{K_{2}}-\frac{1}{K_{1}}\right) u^{2} \sin \alpha\right],  \tag{4.17}\\
S_{12}= & \frac{1}{2 p u}\left[\left(\frac{1}{K_{1}}-\frac{1}{K_{2}}\right)(w+p) u \cos \alpha\right. \\
& \left.+i\left(\frac{(w+p)^{2}}{K_{1}}-\frac{u^{2}}{K_{2}}\right) \sin \alpha\right],
\end{align*}
$$

$S_{21}=\frac{1}{2 p u}\left[\left(\frac{1}{K_{2}}-\frac{1}{K_{1}}\right)(w-p) u \cos \alpha\right.$

$$
\left.+i\left(\frac{u^{2}}{K_{2}}-\frac{(w-p)^{2}}{K_{1}}\right) \sin \alpha\right] .
$$

Equations (4.15) and (4.16) constitute a system of four differential equations with boundary conditions for the matrix elements of $\hat{W}$. They are similar to Eqs. (3.10) and have the following solutions:

$$
\begin{equation*}
W_{i j}\left(z, z^{\prime}\right)=S_{i j} Y_{i i}, \quad i, j=1,2 \tag{4.18}
\end{equation*}
$$

where

$$
\begin{align*}
Y_{11}= & \frac{k_{B} T}{2 P_{(p)} \sinh \left(P_{(p)} L\right)} \\
& \times\left\{\cosh \left[P_{(p)}\left(z+z^{\prime}\right)\right]-\cosh \left(P_{(p)} L\right)\right. \\
& \times \cosh \left[P_{(p)}\left(z-z^{\prime}\right)\right]+\sinh \left(P_{(p)} L\right) \\
& \left.\times \sinh \left(P_{(p)}\left|z-z^{\prime}\right|\right)\right\}=J\left(P_{(p)}\right),  \tag{4.19}\\
Y_{22}= & \frac{k_{B} T}{2 Q_{(p)} \sinh \left(Q_{(p)} L\right)} \\
& \times\left\{\cosh \left[Q_{(p)}\left(z+z^{\prime}\right)\right]-\cosh \left(Q_{(p)} L\right)\right. \\
& \times \cosh \left[Q_{(p)}\left(z-z^{\prime}\right)\right]+\sinh \left(Q_{(p)} L\right) \\
& \left.\times \sinh \left(Q_{(p)}\left|z-z^{\prime}\right|\right)\right\}=J\left(Q_{(p)}\right), \tag{4.20}
\end{align*}
$$

with the function $J$ defined in (3.15).
Combining (4.6) and (4.14), we can write the correlation matrix in the following form:

$$
\hat{G}^{p}=\exp \left(-\frac{i}{2} \hat{D}^{-1} \hat{C} z\right) \hat{V} \hat{W} \hat{V}^{-1}
$$

If we use Eqs. (A5), (4.17), and (4.18), we can write the following expression for the matrix elements of $\hat{G}^{p}$ :

$$
\begin{align*}
G_{11}^{p}= & \left\langle n_{y}(\mathbf{q}, z) n_{y}^{*}\left(\mathbf{q}, z^{\prime}\right)\right\rangle \\
= & -\frac{1}{2 K_{2}}\left\{\frac{1}{p}[w \cos 2 \alpha+i u \sin 2 \alpha]\right. \\
& \left.\times\left[J\left(P_{(p)}\right)-J\left(Q_{(p)}\right)\right]+\left[J\left(P_{(p)}\right)+J\left(Q_{(p)}\right)\right]\right\}, \\
G_{22}^{p}= & \left\langle n_{z}(\mathbf{q}, z) n_{z}^{*}\left(\mathbf{q}, z^{\prime}\right)\right\rangle \\
= & \frac{1}{2 K_{1}}\left\{\frac{1}{p}[w \cos 2 \alpha+i u \sin 2 \alpha]\right. \\
& \left.\times\left[J\left(P_{(p)}\right)-J\left(Q_{(p)}\right)\right]-\left[J\left(P_{(p)}\right)+J\left(Q_{(p)}\right)\right]\right\},  \tag{4.21}\\
G_{12}^{p}= & \left\langle n_{y}(\mathbf{q}, z) n_{z}^{*}\left(\mathbf{q}, z^{\prime}\right)\right\rangle \\
= & \frac{1}{2 \sqrt{K_{1} K_{2}}}\left\{\frac{1}{p}[w \cos 2 \alpha+i u \sin 2 \alpha]\right. \\
& \left.\times\left[J\left(P_{(p)}\right)-J\left(Q_{(p)}\right)\right]\right\},
\end{align*}
$$

$$
G_{21}^{p}=\left\langle n_{z}(\mathbf{q}, z) n_{y}^{*}\left(\mathbf{q}, z^{\prime}\right)\right\rangle=-G_{12}^{p} .
$$

As in the case of homeotropic orientation, at $E=0$ the results coincide with those of Refs. 18, 19, and 21 for solidwall boundary conditions.

## 5. CORRELATION FUNCTIONS NEAR THE INSTABILITY THRESHOLD

We see that for both orientations the correlation functions of the director fluctuations in an external electric field, Eqs. (3.17) and (4.21), have simple poles (if we adopt the notation (3.15), (3.16), (4.19), and (4.20)). In the singleconstant approximation, $K_{i}=K, i=1,2,3$, the poles are at

$$
Q_{(h)}=Q_{(p)}= \pm i \frac{\pi}{L} m, \quad m=1,2, \ldots
$$

Note that at $Q_{(h)}=Q_{(p)}=0$ the expressions for the correlation functions are finite since

$$
\begin{align*}
& \lim _{Q \rightarrow 0}\left\{\frac { 1 } { Q \operatorname { s i n h } ( Q L ) } \left(\cosh \left[Q\left(z+z^{\prime}\right)\right]\right.\right. \\
& \quad-\cosh (Q L) \cosh \left[Q\left(z-z^{\prime}\right)\right] \\
& \left.\left.\quad+\sinh (Q L) \sinh \left(Q\left|z-z^{\prime}\right|\right)\right)\right\} \\
& \quad=-\frac{L}{2}+\frac{2 z z^{\prime}}{L}+\left|z-z^{\prime}\right| \tag{5.1}
\end{align*}
$$

If we consider $Q_{(h)}$ and $Q_{(p)}$ as functions of the field, i.e., assume $\mathbf{q}$ fixed, we see that the number of poles increases with $E$. Let us find the values $E_{0}^{(h)}$ and $E_{0}^{(p)}$ corresponding to the first pole. For the case of homeotropic orientation, $E_{0}^{(h)}$ can be found from the relationship

$$
\begin{equation*}
Q_{(h)}=\sqrt{q^{2}-\frac{\varepsilon_{a}}{8 \pi K}\left(E_{0}^{(h)}\right)^{2}-\frac{1}{2 K} \sqrt{\left[\frac{\varepsilon_{a}}{4 \pi}\left(E_{0}^{(h)}\right)^{2}\right]^{2}+4\left(e_{1}-e_{3}\right)^{2}\left(E_{0}^{(h)}\right)^{2} q_{y}^{2}}}= \pm i \frac{\pi}{L} \tag{5.2}
\end{equation*}
$$

Solving (5.2) for $E_{0}^{(h)}$ yields

$$
\begin{equation*}
E_{0}^{(h)}=\frac{K\left(q^{2}+\pi^{2} / L^{2}\right)}{\sqrt{\left(e_{1}-e_{3}\right)^{2} q_{y}^{2}+\left(\varepsilon_{a} / 4 \pi\right) K\left(q^{2}+\pi^{2} / L^{2}\right)}} . \tag{5.3}
\end{equation*}
$$

Similarly, if we use (4.11), (4.12), and (4.14), for the case of planar orientation we arrive at an equation that coincides with (5.2). Hence the first pole in the correlation functions for both orientations appears at

$$
E=E_{0}^{(h)}=E_{0}^{(p)} \equiv E_{0}\left(q_{x}, q_{y}\right) .
$$

Equation (5.3) implies that $E_{0}\left(q_{x}, q_{y}\right)$ monotonically increases with $q_{x}$. Hence $q_{x}=0$ corresponds to the lowest value of the field at which the correlation functions have a pole. There are two reasons for such a pole: the Freedericksz transition and the flexoelectric instability threshold in cells of finite thickness. ${ }^{3,14}$ This instability manifests itself in the emergence of a specific domain structure at field strengths above the critical value $E_{c}$. This type of transition depends on the parameters of the nematic liquid crystal and the system geometry.

A detailed discussion of the flexoelectric effects in a planar-oriented cell can be found in Ref. 3. Using the same method, we can easily calculate the critical value of the field strength for a homeotropically oriented cell. In the singleconstant approximation, the value coincides with that obtained in Ref. 3 for a planar-oriented cell:

$$
\begin{align*}
E\left(q_{y}\right) & =\frac{K\left[q_{y}^{2}+(\pi / L)^{2}\right]}{\sqrt{\left(e_{1}-e_{3}\right)^{2} q_{y}^{2}+\left(\varepsilon_{a} / 4 \pi\right) K\left[q_{y}^{2}+(\pi / L)^{2}\right]}} \\
& =E_{0}\left(q_{x}=0, q_{y}\right) . \tag{5.4}
\end{align*}
$$

The minimum in $E\left(q_{y}\right)$ determines the threshold values $E_{c}$ and $q_{c}$ :

$$
\begin{align*}
& q_{c}=\frac{\pi}{L} \sqrt{\frac{\left(e_{1}-e_{3}\right)^{2}-\left(\varepsilon_{a} / 4 \pi\right) K}{\left(e_{1}-e_{3}\right)^{2}+\left(\varepsilon_{a} / 4 \pi\right) K}},  \tag{5.5}\\
& E_{c}=\frac{\pi}{L} \frac{2 K\left(e_{1}-e_{3}\right)}{\left(e_{1}-e_{3}\right)^{2}+\left(\varepsilon_{a} / 4 \pi\right) K} .
\end{align*}
$$

We see that flexoelectric instability occurs only if

$$
\begin{equation*}
\varepsilon_{a}<\frac{4 \pi\left(e_{1}-e_{3}\right)^{2}}{K} \tag{5.6}
\end{equation*}
$$

The other minimum in $E\left(q_{y}\right)$ is at $q_{y}=0$,

$$
E_{c}=\frac{\pi}{L} \sqrt{\frac{4 \pi K}{\varepsilon_{a}}}
$$

which corresponds to the Freedericksz transition.
Thus, our formulas describe the correlation functions of director fluctuations at field strengths below the critical. If $E \geqslant E_{c}$ holds, the analysis becomes invalid, since the initial orientation cannot be considered homogeneous. In the limit $E \rightarrow E_{c}$, the correlation functions of modes whose wave vectors are close to $\mathbf{q}=\left(0, q_{c}\right)$ substantially increase. A detailed analysis of critical-mode behavior was done by Galatola et al. ${ }^{14}$

## 6. LIGHT SCATTERING BY DIRECTOR FLUCTUATIONS IN THE PRESENCE OF AN ELECTRIC FIELD

A nematic liquid crystal is an optically anisotropic medium, with the dielectric constant tensor $\varepsilon_{\alpha \beta}$ linked to the director field through the following relationship:

$$
\varepsilon_{\alpha \beta}(\mathbf{r})=\varepsilon_{\perp} \delta_{\alpha \beta}+\varepsilon_{a} n_{\alpha}(\mathbf{r}) n_{\beta}(\mathbf{r})
$$

The director fluctuations $\delta \mathbf{n}(\mathbf{r})$ change the tensor $\varepsilon_{\alpha \beta}(\mathbf{r})$ :

$$
\begin{equation*}
\delta \varepsilon_{\alpha \beta}(\mathbf{r})=\varepsilon_{a}\left[n_{\alpha} \delta n_{\beta}(\mathbf{r})+n_{\beta} \delta n_{\alpha}(\mathbf{r})\right] . \tag{6.1}
\end{equation*}
$$

This in turn causes the light propagating through the medium to scatter.

The intensity $I$ of the scattered light is proportional to $\left\langle E_{\alpha}^{\prime}(\mathbf{r}) E_{\beta}^{\prime *}(\mathbf{r})\right\rangle$, where $\mathbf{E}^{\prime}$ is the field of the scattered wave. ${ }^{23}$ If a plane wave with an amplitude $\mathbf{E}^{0}$ and a wave vector $\mathbf{k}_{i}$ is propagating in the medium, the value of $\left\langle E_{\alpha}^{\prime}(\mathbf{r}) E_{\beta}^{\prime *}(\mathbf{r})\right\rangle$ for singly scattered waves $\mathbf{E}^{\prime}$ is determined by an integral over the scattering volume: ${ }^{23,24}$

$$
\begin{align*}
\left\langle E_{\alpha}^{\prime}(\mathbf{r}) E_{\beta}^{\prime *}(\mathbf{r})\right\rangle= & \frac{\omega^{4}}{c^{4}} \int d^{3} r^{\prime} d^{3} r^{\prime \prime} T_{\alpha \gamma}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) T_{\beta \lambda}^{*}\left(\mathbf{r}, \mathbf{r}^{\prime \prime}\right) \\
& \times\left\langle\delta \varepsilon_{\gamma \mu}\left(\mathbf{r}^{\prime}\right) \delta \varepsilon_{\lambda \nu}\left(\mathbf{r}^{\prime \prime}\right)\right\rangle E_{\mu}^{0} E_{\nu}^{0} \\
& \times \exp \left\{i \mathbf{k}_{i} \cdot\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right)\right\} \tag{6.2}
\end{align*}
$$

where $\omega$ is the circular frequency, $c$ is the speed of light, and $T_{\alpha \beta}\left(\mathbf{r}^{\prime}, \mathbf{r}^{\prime \prime}\right)$ is the Green's function of the Maxwell equations.

To simplify the description of light scattering we limit ourselves to the approximation of an isotropic medium, i.e., we assume that at large distances

$$
\begin{equation*}
T_{\alpha \beta}(\mathbf{r})=\frac{1}{4 \pi r} e^{i \mathbf{k} \cdot \mathbf{r}}\left(\delta_{\alpha \beta}-s_{\alpha} s_{\beta}\right), \tag{6.3}
\end{equation*}
$$

where $k=(\omega / c) \sqrt{\varepsilon}$, with $\varepsilon$ the average dielectric constant, and $\mathbf{s}=\mathbf{r} / r$ is the unit vector pointing in the direction of the observer.

Substituting (6.3) in (6.2), we obtain

$$
\begin{align*}
\left\langle E_{\alpha}^{\prime}(\mathbf{r}) E_{\beta}^{\prime *}(\mathbf{r})\right\rangle= & \frac{\omega^{4} V}{c^{4}(4 \pi)^{2} r^{2}}\left(\delta_{\alpha \gamma}-s_{\alpha} s_{\gamma}\right)\left(\delta_{\beta \lambda}-s_{\beta} s_{\lambda}\right) \frac{1}{L} \\
& \times \int_{-L / 2}^{L / 2} d z^{\prime} \int_{-L / 2}^{L / 2} d z^{\prime \prime} \exp \left[-i q_{s c, z}(z\right. \\
& \left.\left.-z^{\prime}\right)\right]\left\langle\delta \varepsilon_{\gamma \mu}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}\right) \delta \varepsilon_{\lambda \nu}^{*}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime \prime}\right)\right\rangle E_{\mu}^{0} E_{\nu}^{0} \tag{6.4}
\end{align*}
$$

where $V$ is the scattering volume, $\mathbf{q}_{s c}=\mathbf{s} k-\mathbf{k}_{i}$ is the scattering vector, and $\mathbf{q}_{s c}^{\perp}=\left(q_{s c, x}, q_{s c, y}, 0\right)$ is the transverse component of $\mathbf{q}_{s c}$.

According to (6.1), the correlation functions of the fluctuations of the dielectric-constant tensor are linked to the director fluctuations by the following relationship:

$$
\begin{align*}
&\left\langle\delta \varepsilon_{\gamma \mu}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}\right) \delta \varepsilon_{\lambda \nu}^{*}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime \prime}\right)\right\rangle \\
&= \varepsilon_{a}\left[n_{\gamma}^{0} n_{\lambda}^{0}\left\langle\delta n_{\mu}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}\right) \delta n_{\lambda}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime \prime}\right)\right\rangle\right. \\
&+n_{\mu}^{0} n_{\nu}^{0}\left\langle\delta n_{\gamma}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}\right) \delta n_{\lambda}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime \prime}\right)\right\rangle \\
&+n_{\gamma}^{0} n_{\nu}^{0}\left\langle\delta n_{\mu}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}\right) \delta n_{\lambda}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime \prime}\right)\right\rangle \\
&\left.+n_{\mu}^{0} n_{\lambda}^{0}\left\langle\delta n_{\gamma}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}\right) \delta n_{\nu}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime \prime}\right)\right\rangle\right] . \tag{6.5}
\end{align*}
$$

Let us take the case of normal incidence, i.e., $\mathbf{k}_{i}=(0,0, k)$. If the scattering is in the direction $\mathbf{s}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$, the scattering vector has the form

$$
\begin{align*}
& \mathbf{q}_{s c}=k(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta-1), \\
& q_{s c}=2 k \sin \frac{\theta}{2} \tag{6.6}
\end{align*}
$$

By combining (6.4), (6.5), (3.17), and (4.21) we can find the scattered light intensity for both director orientations.

Suppose that the light propagating in the medium is linearly polarized along the $y$ axis, i.e., in (6.4) and (6.5) we must put $\mu=\nu=y$. Then in the single-constant approximation $K_{i}=K, i=1,2,3$, we have the following expressions for the scattered light intensity for the cases of homeotropic and planar orientations, respectively:

$$
\begin{align*}
I^{(h)}(\theta, E)= & I_{0} \frac{\omega^{4}}{c^{4}} \frac{V \varepsilon_{a}^{2}}{(4 \pi)^{2} r^{2}} \frac{1}{L} \sin ^{2} \theta \int_{-L / 2}^{L / 2} \int_{-L / 2}^{L / 2} d z^{\prime} d z^{\prime \prime} \\
& \times \exp \left[-i q_{s c, z}\left(z^{\prime}-z^{\prime \prime}\right)\right] G_{22}^{h}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}, z^{\prime \prime}\right)  \tag{6.7}\\
I^{(p)}(\theta, E)= & I_{0} \frac{\omega^{4}}{c^{4}} \frac{V \varepsilon_{a}^{2}}{(4 \pi)^{2} r^{2}} \frac{1}{L}\left(1-\sin ^{2} \theta \cos ^{2} \varphi\right) \\
& \times \int_{-L / 2}^{L / 2} \int_{-L / 2}^{L / 2} d z^{\prime} d z^{\prime \prime} \exp \left[-i q_{s c, z}\left(z^{\prime}-z^{\prime \prime}\right)\right] \\
& \times G_{11}^{p}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}, z^{\prime \prime}\right) \tag{6.8}
\end{align*}
$$

Here

$$
\begin{align*}
& G_{22}^{h}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}, z^{\prime \prime}\right)=G_{11}^{p}\left(\mathbf{q}_{s c}^{\perp}, z^{\prime}, z^{\prime \prime}\right)=\frac{1}{4 K}\left\{-\frac{\varepsilon_{a} E^{2}}{4 \pi g}[J(P)\right. \\
& -J(Q)]+[J(P)+J(Q)]\}, \\
& g=E \sqrt{\left(\frac{\varepsilon_{a} E}{4 \pi}\right)^{2}+4\left(e_{1}-e_{3}\right)^{2} q_{s c, y}^{2}},  \tag{6.9}\\
& P=\sqrt{q_{s c}^{\perp 2}+\frac{g}{2 K}-\frac{\varepsilon_{a} E^{2}}{8 \pi K}}, \quad Q=\sqrt{q_{s c}^{\perp 2}-\frac{g}{2 K}-\frac{\varepsilon_{a} E^{2}}{8 \pi K}} .
\end{align*}
$$

Here we are interested in the fluctuation modes with $q_{x}=0$ ( $\varphi=\pi / 2$ ), since in our geometry they are the modes that increase most rapidly near the instability threshold. To obtain the expressions for the scattered light intensity we must evaluate the integrals in (6.7) and (6.8). The integrals are

$$
\begin{align*}
& \int_{-L / 2}^{L / 2} \int_{-L / 2}^{L / 2} d z^{\prime} d z^{\prime \prime} \exp \left[-i q_{s c, z}\left(z^{\prime}-z^{\prime \prime}\right)\right] \\
& \quad \times \cosh \left[\gamma\left(z^{\prime}+z^{\prime \prime}\right)\right]=\frac{2}{\gamma^{2}+q_{s c, z}^{2}} \\
& \quad \times\left[\cosh (\gamma L)-\cos \left(q_{s c, z} L\right)\right], \\
& \int_{-L / 2}^{L / 2} \int_{-L / 2}^{L / 2} d z^{\prime} d z^{\prime \prime} \exp \left[-i q_{s c, z}\left(z^{\prime}-z^{\prime \prime}\right)\right] \\
& \quad \times \cosh \left[\gamma\left(z^{\prime}-z^{\prime \prime}\right)\right]=\frac{2}{\left(\gamma^{2}+q_{s c, z}^{2}\right)^{2}}\left\{\left(\gamma^{2}-q_{s c, z}^{2}\right)\right. \\
& \quad \times\left[\cosh (\gamma L) \cos \left(q_{s c, z} L\right)-1\right] \\
& \left.\quad+2 \gamma q_{s c, z} \sinh (\gamma L) \sin \left(q_{s c, z} L\right)\right\}, \tag{6.10}
\end{align*}
$$

$$
\begin{aligned}
& \int_{-L / 2}^{L / 2} \int_{-L / 2}^{L / 2} d z^{\prime} d z^{\prime \prime} \exp \left[-i q_{s c, z}\left(z^{\prime}-z^{\prime \prime}\right)\right] \\
& \times \sinh \left(\gamma\left|z^{\prime}-z^{\prime \prime}\right|\right)=\frac{2}{\gamma^{2}+q_{s c, z}^{2}} \\
& \times\left\{-\gamma L+\frac{1}{\gamma^{2}+q_{s c, z}^{2}}\left[\left(\gamma^{2}-q_{s c, z}^{2}\right)\right.\right. \\
& \times \sinh (\gamma L) \cos \left(q_{s c, z} L\right) \\
& \left.\left.+2 \gamma q_{s c, z} \cosh (\gamma L) \sin \left(q_{s c, z} L\right)\right]\right\},
\end{aligned}
$$

 vector, to $k=10^{5} \mathrm{~cm}^{-1}$. Freedericksz transition.

FIG. 2. Angular dependence of the scattered light intensity in a planar-oriented NLC cell for different values of the dielectric-constant anisotropy and different electric field strengths: (a) $\varepsilon_{a}=0.1$ (curve 1 corresponds to $U=0$, curve 2 to $U=4.5 \mathrm{~V}$, curve 3 to $U=5.4 \mathrm{~V}$, curve 4 to $U=6.03 \mathrm{~V}$, and curve 5 to $U=6.12 \mathrm{~V}$ ); (b) $\varepsilon_{a}=0.7$ (curve 1 corresponds to $U=0$, curve 2 to $U=3.15 \mathrm{~V}$, curve 3 to $U=3.312 \mathrm{~V}$, curve 4 to $U=3.339 \mathrm{~V}$, and curve 5 to $U=3.3408 \mathrm{~V}$ ).
where $\gamma$ is a constant. Combining Eqs. (3.6), (3.7), (3.15), (3.16), and (6.7)-(6.10), we obtain

$$
\begin{equation*}
I^{(h)}=\frac{1}{2} I_{0} C \frac{\sin ^{2} \theta}{L} F(P, Q), \quad I^{(p)}=\frac{1}{4} I_{0} C \frac{1}{L} F(P, Q), \tag{6.11}
\end{equation*}
$$

where

$$
\begin{align*}
F(P, Q)= & -\left(1+\frac{\varepsilon_{a} E^{2}}{4 \pi g}\right) \\
& \times\left\{\frac{2 P\left[\cosh (P L)-\cos \left(q_{s c, z} L\right)\right]}{\left(P^{2}+q_{s c, z}^{2}\right)^{2} \sinh (P L)}-\frac{L}{P^{2}+q_{s c, z}^{2}}\right\} \\
& +\left(\frac{\varepsilon_{a} E^{2}}{4 \pi g}-1\right)\left\{\frac{2 Q\left[\cosh (Q L)-\cos \left(q_{s c, z} L\right)\right]}{\left(Q^{2}+q_{s c, z}^{2}\right)^{2} \sinh (Q L)}\right. \\
& \left.-\frac{L}{Q^{2}+q_{s c, z}^{2}}\right\},  \tag{6.12}\\
C= & \frac{\omega^{4}}{c^{4}} \frac{V \varepsilon_{a}^{2} k_{B} T}{(4 \pi)^{2} r^{2} K}, \quad q_{s c, z}=k(\cos \theta-1), \\
q_{s c}^{\perp}= & q_{s c, y}=k \sin \theta .
\end{align*}
$$

Since the expressions for $I^{(h)}$ and $I^{(p)}$ differ in the angular factors, we examine the angular dependence of the scattered light intensity in the planar orientation. Figure 2 depicts this dependence for different strengths of the external electric field and for typical values of NLC parameters: ${ }^{1-3}$ $e_{1}-e_{3}=0.57 \times 10^{-11} \mathrm{C} \mathrm{m}^{-1}$ and $K=0.7 \times 10^{-6}$ dyn. The type of transition depends on the anisotropy of the dielectric constant. The limiting value of the anisotropy can be found
from (5.6): $\varepsilon_{a}=4 \pi\left(e_{1}-e_{3}\right)^{2} / K=0.52$. The specimen thickness is set equal to $L=10^{-3} \mathrm{~cm}$ and the length of the wave

Figure 2a corresponds to $\varepsilon_{a}=0.1$ (flexoelectric instability). In this case the critical values of the parameters are $U_{c}=E_{c} L=6.5 \mathrm{~V}$ and $q_{s c}^{\perp}=q_{c}=2.6 \times 10^{3} \mathrm{~cm}^{-1}$.

Figure 2 b depicts the $I^{(p)}$ vs. $\theta$ dependence at $\varepsilon_{a}=0.7$. In this case we have $q_{c}=0$, and at $U_{c}=3.341 \mathrm{~V}$ we have the

Figures 2a and b show that the scattered light intensity has a peak near $q_{s c}^{\perp}=q_{c}$, with its height increasing as $E \rightarrow E_{c}$. The existence of such a sharp peak in the intensity of the scattered light provides a good possibility for experimental verification of the results and for measuring the difference of the flexoelectric coefficients, $e_{1}-e_{3}$.

Note that near the transition point Eqs. (6.9), (6.11), and (6.12) can be made much simpler if we restrict ourselves to an approximation that is linear in $E-E_{c}$. Then at $q_{s c}^{\perp}=q_{c}$ we have

$$
\begin{align*}
& g_{c} \approx\left\{\frac{2 \pi\left(e_{1}-e_{3}\right)^{3}}{\left[\left(e_{1}-e_{3}\right)^{2}+\varepsilon_{a} K / 4 \pi\right] L}+\frac{\left(\varepsilon_{a} / 4 \pi\right)^{2} K}{\left(e_{1}-e_{3}\right)^{2}}\left(E-E_{c}\right)\right\} E  \tag{6.13}\\
& Q_{c} \approx i\left[\frac{\pi}{L}+\frac{\varepsilon_{a} K / 4 \pi+\left(e_{1}-e_{3}\right)^{2}}{2 K\left(e_{1}-e_{3}\right)}\left(E-E_{c}\right)\right]  \tag{6.14}\\
& F_{c}(P, Q) \approx\left[\frac{\varepsilon_{a} K}{4 \pi\left(e_{1}-e_{3}\right)^{2}}-1\right] \\
& \\
& \quad \times\left\{\frac{2 Q_{c}\left[\cosh \left(Q_{c} L\right)-\cos \left(q_{s c, z} L\right)\right]}{\left(Q_{c}^{2}+q_{s c, z}^{2}\right)^{2} \sinh \left(Q_{c} L\right)}\right.  \tag{6.15}\\
& \\
& \left.\quad-\frac{L}{Q_{c}^{2}+q_{s c, z}^{2}}\right\} .
\end{align*}
$$

Plugging (6.14) into (6.15) yields

$$
\begin{align*}
F_{c}(P, Q) \approx & \frac{4 \pi K\left[1+\cos \left(q_{s c, z} L\right)\right]}{\left(q_{s c, z}^{2}-\pi^{2} / L^{2}\right)^{2} L^{2}\left(e_{1}-e_{3}\right)} \\
& \times\left[\frac{\varepsilon_{a} K-4 \pi\left(e_{1}-e_{3}\right)^{2}}{\varepsilon_{a} K+4 \pi\left(e_{1}-e_{3}\right)^{2}}\right]\left(E-E_{c}\right)^{-1} \tag{6.16}
\end{align*}
$$

Note that at $q_{s c, z}=\pi / L$ the expression for $F_{c}(P, Q)$ remains finite. In this case we cannot ignore the term $L /\left(Q_{c}^{2}+q_{s c, z}^{2}\right)$ in (6.15), and in view of the fact that


FIG. 3. The normalized reciprocal scattered light intensity at the maximum point $q_{s c}^{\perp}=q_{c}=2.6 \times 10^{3} \mathrm{~cm}^{-1}$ as a function of the applied electric field for the case of planar orientation of the director, where $I^{(p)}(0)$ is the scattered light intensity at $q_{s c}^{\perp}=q_{c}$ and $E=0$. Curve 1 represents the results of calculations via (6.12) and (6.18) and curve 2 the results of calculations via the linear-approximation formula (6.16). Here we used the same parameter values as in Fig. 2a, which correspond to $\beta=553.7 \mathrm{~cm} \mathrm{dyn}^{-1}$ and $F_{c}(0)=10^{-10} \mathrm{~cm}^{3}$.

$$
\begin{aligned}
& \quad \lim _{q_{s c, z} \rightarrow-i Q_{c}}\left\{\frac{2 Q_{c}\left[\cosh \left(Q_{c} L\right)-\cos \left(q_{s c, z} L\right)\right]}{\left(Q_{c}^{2}+q_{s c, z}^{2}\right)^{2} \sinh \left(Q_{c} L\right)}\right. \\
& \left.\quad-\frac{L}{Q_{c}^{2}+q_{s c, z}^{2}}\right\}=\frac{L[Q L \cosh (Q L)+\sin (Q L)]}{4 Q^{2} \sinh (Q L)},
\end{aligned}
$$

we have

$$
\begin{align*}
F_{c}(P, Q) \approx & -\frac{K L^{2}}{2 \pi\left(e_{1}-e_{3}\right)}\left[\frac{\varepsilon_{a} K-4 \pi\left(e_{1}-e_{3}\right)^{2}}{\varepsilon_{a} K+4 \pi\left(e_{1}-e_{3}\right)^{2}}\right] \\
& \times\left(E-E_{c}\right)^{-1} \tag{6.17}
\end{align*}
$$

Figure 3 depicts the field dependence of the normalized reciprocal scattered light intensity, $I_{m}^{(p)}(0) / I_{m}^{(p)}(E)$, at the maximum point $q_{s c, z}=q_{c}$ :

$$
\begin{equation*}
\frac{I^{(p)}(0)}{I_{m}^{(p)}(E)}=\frac{F_{c}(0)}{F_{c}(P, Q)}, \tag{6.18}
\end{equation*}
$$

where $I_{m}^{(p)}(0)$ is the scattered light intensity in the absence of a field, and

$$
\begin{aligned}
F_{c}(0) & \left.\equiv F(P, Q)\right|_{q_{s c, z}=q_{c}, E=0} \\
& =\frac{2}{q_{s c}^{2}}\left\{L-\frac{2 q_{s c}^{\perp}\left[\cosh \left(q_{s c}^{\perp} L\right)-\cos \left(q_{s c, z} L\right)\right]}{q_{s c}^{2} \sinh \left(q_{s c}^{\perp} L\right)}\right\} .
\end{aligned}
$$

We see that within a fairly broad neighborhood of $E_{c}$ the reciprocal intensities calculated via the exact formula (6.12) and in the linear approximation (6.16) coincide. At $E \approx E_{c}$ the slope $\xi$ of the curve representing the field dependence of $I_{m}^{(p)}(0) / I_{m}^{(p)}(E)$ is

$$
\left.\xi\right|_{E=E_{c}}=\beta\left(e_{1}-e_{3}\right)\left[\frac{\varepsilon_{a} K-4 \pi\left(e_{1}-e_{3}\right)^{2}}{\varepsilon_{a} K+4 \pi\left(e_{1}-e_{3}\right)^{2}}\right],
$$

where

$$
\beta=\frac{\left(q_{s c, z}^{2}-\pi^{2} / L^{2}\right)^{2} L^{2} F_{c}(0)}{4 \pi K\left[1+\cos \left(q_{s c, z} L\right)\right]} .
$$

By measuring $\xi$ we can calculate the difference of the flexoelectric coefficients, $e_{1}-e_{3}$.

## 7. DISCUSSION

We have examined the correlation functions of the director fluctuations in a nematic liquid crystal placed an external electric field with allowance for the flexoelectric effect with rigid boundary conditions, i.e., with a fixed director orientation at the surface. In this case the formation of spatially periodic flexoelectric structures is of a threshold nature, with the fluctuation mode corresponding to the period of the structure increasing without limit as the external field strength approaches the critical value. In an optical experiment such a pattern corresponds to the emergence of a peak in the angular dependence of the scattered light intensity.

In real liquid crystals the energy of adhesion to the substrate, $W$, is finite. A consistent analysis of the correlation functions in this case requires a separate investigation. However, some qualitative conclusions concerning the behavior of the director fluctuations can be drawn if we compare the results of two limiting cases: a fixed orientation at the surface, which is considered in this paper, and an infinitely large specimen, when the surface effects play no role. The correlation matrix of the director fluctuations in an external electric field for an infinite medium can easily be calculated via the method used in Secs. 3 and 4. If for the sake of definiteness we assume that the nematic is oriented along the $x$ axis, $\mathbf{n}_{0}=(1,0,0)$, and that the external field is directed along the $z$ axis, $\mathbf{E}=(0,0, E)$, the Fourier transform of the correlation matrix $\hat{G}^{\infty}$ of the fluctuations $\delta \mathbf{n}=\left(0, n_{y}, n_{z}\right)$ can be written as

$$
\begin{align*}
\hat{G}_{\mathbf{q}}^{\infty}= & \frac{k_{B} T}{K^{2} q^{4}-\left[\left(\varepsilon_{a} / 4 \pi\right) K q^{2}+\left(e_{1}-e_{3}\right)^{2} q_{y}^{2}\right] E^{2}} \\
& \times\left(\begin{array}{cc}
K q^{2}-\frac{\varepsilon_{a}}{4 \pi} E^{2} & -i\left(e_{1}-e_{3}\right) E q_{y} \\
i\left(e_{1}-e_{3}\right) E q_{y} & K q^{2}
\end{array}\right), \tag{7.1}
\end{align*}
$$

where $\mathbf{q}=q(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$.
We see that in this case for any value of the electric field strength there are wave vectors

$$
q=E\left\{\frac{\varepsilon_{a}}{4 \pi K}+\left[\frac{\left(e_{1}-e_{3}\right) \sin \varphi \sin \theta}{K}\right]^{2}\right\}^{1 / 2},
$$

for which the correlation functions have a pole. This corresponds to Meyer's well-known result, ${ }^{3,10}$ which states that there is a periodic director distribution with a wave number

$$
q \sim \frac{e_{1}-e_{3}}{K} E .
$$

The formation of a spatial structure becomes a threshold effect when the surface contribution to the free energy begins to exceed the bulk contribution: $W>K / L$ (see Refs. 25 and 26). For $W \ll K / L$, as in an infinite medium, the effect has no threshold, which corresponds to the limit in which $E_{c} \rightarrow 0$ and $q_{c} \rightarrow 0$. This suggests that as the adhesion energy increases, both $q_{c}$ and $E_{c}$ increase, tending to the limit values (5.5) as $W \rightarrow \infty$.

In an optical experiment, the transition from $W=\infty$ to a finite value of the adhesion energy shifts the peak in the scattered light intensity toward smaller angles and decreases the value of the critical field.

## APPENDIX

Let us derive Eq. (4.10) for the matrix

$$
\begin{equation*}
\hat{B}_{\mathbf{q}}^{p}=\hat{H}^{\prime}+\hat{I} \partial_{z}^{2} \tag{A1}
\end{equation*}
$$

Substituting (4.5) in (4.9), we get

$$
\begin{align*}
\hat{H}^{\prime}= & \exp \left(\frac{i}{2} \hat{D}^{-1} \hat{C} z\right)\left[\frac{1}{4}\left(\hat{D}^{-1} \hat{C}\right)^{2}+\hat{D}^{-1} \hat{A}_{0}\right] \\
& \times \exp \left(-\frac{i}{2} \hat{D}^{-1} \hat{C} z\right) \tag{A2}
\end{align*}
$$

If we now insert the explicit expressions for the matrices $\hat{A}_{0}$, $\hat{D}$, and $\hat{C}$ that enter into (A2), we get the following formulas for the combinations of matrices in (A2):

$$
\begin{align*}
& \hat{D}^{-1} \hat{C}=\left(\begin{array}{cc}
0 & \frac{K_{1}-K_{2}}{K_{2}} q_{y} \\
\frac{K_{1}-K_{2}}{K_{1}} q_{y} & 0
\end{array}\right) \\
& \hat{D}^{-1} \hat{A}_{0} \\
& \quad=\left(\begin{array}{cc}
-\frac{K_{3}}{K_{2}} q_{x}^{2}-\frac{K_{1}}{K_{2}} q_{y}^{2} & -i \frac{e_{1}-e_{3}}{K_{2}} E q_{y} \\
i \frac{e_{1}-e_{3}}{K_{1}} E q_{y} & -\frac{K_{3}}{K_{1}} q_{x}^{2}-\frac{K_{2}}{K_{1}} q_{y}^{2}+\frac{\varepsilon_{a}}{4 \pi K_{1}} E^{2}
\end{array}\right) \tag{A3}
\end{align*}
$$

$\frac{1}{4}\left(\hat{D}^{-1} \hat{C}\right)^{2}+\hat{D}^{-1} \hat{A}_{0}$

$$
=\left(\begin{array}{c}
-\frac{K_{3}}{K_{2}} q_{x}^{2}-\left(\frac{1}{2}+\frac{3}{4} \frac{K_{1}}{K_{2}}-\frac{1}{4} \frac{K_{2}}{K_{1}}\right) q_{y}^{2} \\
-i \frac{e_{1}-e_{3}}{K_{2}} E q_{y} \\
i \frac{e_{1}-e_{3}}{K_{1}} E q_{y} \\
-\frac{K_{3}}{K_{1}} q_{x}^{2}-\left(\frac{1}{2}+\frac{3}{4} \frac{K_{2}}{K_{1}}-\frac{1}{4} \frac{K_{1}}{K_{2}}\right) q_{y}^{2}+\frac{\varepsilon_{a}}{4 \pi K_{1}} E^{2}
\end{array}\right) .
$$

The rotation matrix $\exp \left( \pm(i / 2) \hat{D}^{-1} \hat{C} z\right)$ has the following form

$$
\begin{align*}
\exp \left( \pm \frac{i}{2} \hat{D}^{-1} \hat{C} z\right) & =\exp [\hat{M} \times( \pm z)] \\
& =\hat{T}\left(\begin{array}{cc}
\exp \left( \pm \lambda_{1} z\right) & 0 \\
0 & \exp \left( \pm \lambda_{2} z\right)
\end{array}\right) \hat{T}^{-1} \tag{A4}
\end{align*}
$$

where

$$
\hat{M}=\left(\begin{array}{cc}
0 & -\tau \sqrt{\frac{K_{1}}{K_{2}}} \\
-\tau \sqrt{\frac{K_{2}}{K_{1}}} & 0
\end{array}\right),
$$

$$
\tau=\frac{1}{2 i} \frac{K_{1}-K_{2}}{\sqrt{K_{1} K_{2}}} q_{y}
$$

$$
\hat{T}=\left(\begin{array}{cc}
1 & 1 \\
-\sqrt{\frac{K_{2}}{K_{1}}} & \sqrt{\frac{K_{2}}{K_{1}}}
\end{array}\right)
$$

$\hat{T}$ a matrix composed of eigenvectors, and $\lambda_{1,2}= \pm \tau$ are the eigenvalues of $\hat{M}$.

Plugging these expressions into (A4), we obtain

$$
\begin{align*}
& \exp \left(\frac{i}{2} \hat{D}^{-1} \hat{C} z\right)=\hat{T}\left(\begin{array}{cc}
e^{\tau z} & 0 \\
0 & e^{-\tau z}
\end{array}\right) \hat{T}^{-1} \\
& =\left(\begin{array}{cc}
\cos \alpha & -i \sqrt{\frac{K_{1}}{K_{2}}} \sin \alpha \\
-i \sqrt{\frac{K_{2}}{K_{1}}} \sin \alpha & \cos \alpha
\end{array}\right) \\
& \exp \left(-\frac{i}{2} \hat{D}^{-1} \hat{C} z\right) \\
& =\left(\begin{array}{cc}
\cos \alpha & i \sqrt{\frac{K_{1}}{K_{2}}} \sin \alpha \\
i \sqrt{\frac{K_{2}}{K_{1}}} \sin \alpha & \cos \alpha
\end{array}\right) \tag{A5}
\end{align*}
$$

where

$$
\alpha=-i \tau z=-\frac{1}{2 i} \frac{K_{1}-K_{2}}{\sqrt{K_{1} K_{2}}} q_{y} z
$$

Inserting (A3) and (A5) into (A2) and multiplying the matrices, we arrive at the expression (4.10) for $\hat{B}_{\mathbf{q}}^{p}$.
${ }^{1}$ P. G. de Gennes, The Physics of Liquid Crystals, Oxford Univ. Press, London (1974).
${ }^{2}$ S. Chandrasekhar, Liquid Crystals, Cambridge Univ. Press, London (1977).
${ }^{3}$ S. A. Pikin, Structural Transformations in Liquid Crystals [in Russian], Nauka, Moscow (1981).
${ }^{4}$ L. D. Landau and E. M. Lifshitz, Statistical Physics, Part 1, 3 rd ed., Pergamon Press, Oxford (1980).
${ }^{5}$ B. Ya. Zel'dovich, N. F. Pilipetskiĭ, A. V. Sukhov, and N. V. Tabiryan, JETP Lett. 31, 263 (1980).
${ }^{6}$ A. S. Zolot'ko, V. F. Kitaeva, N. Kroo, N. N. Sobolev, and L. Chillag, JETP Lett. 32, 158 (1980).
${ }^{7}$ I. C. Khoo, Phys. Rev. A 25, 1040 (1982).
${ }^{8}$ S. J. Elson, I. Solymar, and D. J. Webb, Phys. Rev. E 48, 1172 (1993).
${ }^{9}$ V. P. Romanov and D. O. Fedorov, Opt. Spektrosk. 79, 313 (1995) [Opt. Spectrosc. 79, 288 (1995)].
${ }^{10}$ P. Galatola and M. Rajteri, Phys. Rev. E 49, 623 (1994).
${ }^{11}$ K. Eidner, M. Lewis, H. K. M. Vithana, and D. L. Johnson, Phys. Rev. A 40, 6388 (1989).
${ }^{12}$ M. San Miguel and F. Sagues, Phys. Rev. A 36, 1883 (1987).
${ }^{13}$ F. Sagues and M. San Miguel, Phys. Rev. A 39, 6567 (1989).
${ }^{14}$ P. Galatola, C. Oldano, and M. Rajteri, Phys. Rev. E 49, 1458 (1994).
${ }^{15}$ C. Oldano, Phys. Rev. Lett. 56, 1098 (1986).
${ }^{16}$ E. Miraldi, C. Oldano, and A. Strigazzi, Phys. Rev. A 34, 4348 (1986).
${ }^{17}$ R. B. Meyer, Phys. Rev. Lett. 22, 918 (1969).
${ }^{18}$ B. Ya. Zel'dovich and N. V. Tabiryan, Zh. Éksp. Teor. Fiz. 81, 1738 (1981) [Sov. Phys. JETP 54, 922 (1981)].
${ }^{19}$ T. Ya. Marusiĭ, Yu. A. Reznikov, V. Yu. Reshetnyak, M. S. Siskin, and A. I. Khizhnyak, Zh. Eksp. Teor. Fiz. 91, 851 (1986) [Sov. Phys. JETP 64, 502 (1986)].
${ }^{20}$ F. Lonberg and R. B. Meyer, Phys. Rev. Lett. 55, 718 (1985).
${ }^{21}$ V. P. Romanov and A. N. Shalaginov, Zh. Éksp. Teor. Fiz. 102, 884
(1992) [Sov. Phys. JETP 75, 483 (1992)].
${ }^{22}$ A. Yu. Val'kov, V. P. Romanov, and A. N. Shalaginov, Usp. Fiz. Nauk 164, 149 (1994) [Phys. Usp. 36, 139 (1994)].
${ }^{23}$ L. D. Landau and E. M. Lifshitz, Electrodynamics of Continuous Media, Pergamon Press, Oxford (1984).
${ }^{24}$ V. L. Kuz'min, V. P. Romanov, and L. A. Zubkov, Phys. Rep. 248, 71 (1994).
${ }^{25}$ S. A. Pikin, V. G. Chigrinov, and V. L. Indenbom, Mol. Cryst. Liq. Cryst. 37, 313 (1976).
${ }^{26}$ Y. P. Bobylev, V. G. Chigrinov, and S. A. Pikin, J. de Phys. Coll. 40, C3-331 (1979).

Translated by Eugene Yankovsky

# Optical and magneto-optical properties of $\mathrm{Fe} / \mathrm{Cu}$ multilayered films: influence of the modulation period and the bcc-fcc phase transition in iron 

M. M. Kirillova, I. D. Lobov, V. M. Maevskiĭ, L. V. Nomerovannaya, A. A. Makhnev, G. A. Bolotin, and F. A. Pudonin

Institute of the Physics of Metals, Russian Academy of Sciences, Ural Branch, 620219 Ekaterinburg, Russia (Submitted 11 June 1996)
Zh. Éksp. Teor. Fiz. 112, 1694-1709 (November 1997)


#### Abstract

The optical and magneto-optical properties of multilayered film samples of the $\mathrm{Fe} / \mathrm{Cu}$ system prepared by high-frequency sputtering on an $\mathrm{Si}(100)$ substrate are studied by ellipsometry and by measuring the equatorial Kerr effect (the $\delta_{p}$ effect) in the spectral range $0.25-7 \mu \mathrm{~m}$. The optical characteristics, the plasma frequency $\omega_{p}$ and the relaxation frequency $\gamma_{0}$ of the conduction electrons, and the $\delta_{p}$ effect are found as functions of the modulation period $D=12.5-100 \AA$. Anomalous behavior of the optical and magneto-optical characteristics is discovered in short-period $\mathrm{Fe} / \mathrm{Cu}$ structures. The results are discussed within a phenomenological theory of optical and magneto-optical properties for layered structures. Several factors, such as the indirect exchange interaction between the iron layers, the presence of a transition layer on the internal boundaries, the possible "magnetizing" of copper, and the formation of an fcc iron phase in the thin layers, are taken into account in the analysis of the experimental data. © 1997 American Institute of Physics. [S1063-7761(97)01211-0]


## 1. INTRODUCTION

The interest in investigating metallic superlattices with alternating ultrathin magnetic and nonmagnetic layers has been stimulated by the search for new electronic phenomena associated with lowering of the dimensionality of the layers (the $3 \mathrm{D} \rightarrow 2 \mathrm{D}$ transition) and the need to deepen our understanding of their magnetic state. Giant magnetoresistance due to the antiferromagnetic type of indirect exchange interaction between magnetic layers has been discovered in these superlattices (see Refs. $1-3$ for $\mathrm{Fe} / \mathrm{Cr}$ and $\mathrm{Co} / \mathrm{Cu}$ ). The character of the interlayer exchange interaction also has a decisive influence on the magneto-optical properties of layered systems. ${ }^{4}$ The most important feature of structures of this class is the enhancement of the magneto-optical activity in the ultraviolet region of the spectrum [for example, in $\mathrm{Pt} / \mathrm{Co}$ (Ref. 5)]. A resonant increase in the Kerr effect in the visible region has been observed in $\mathrm{Fe} / \mathrm{Ag} / \mathrm{Fe}$ and $\mathrm{Fe} / \mathrm{Au} / \mathrm{Fe}$ sandwiches. ${ }^{6,7}$ The nature of these phenomena has not been conclusively ascertained and is being actively discussed.

In recent years a great deal of attention has been focused on the study of $\mathrm{Fe} / \mathrm{Cu}$ thin-film systems, particularly their magnetic characteristics. It has been established by structural investigations that as the thickness $d_{\mathrm{Fe}}$ of the layer adjacent to copper decreases, the iron crystal lattice changes from the bcc $(\alpha)$ to the fcc $(\gamma)$ phase, and the critical thickness for the $\alpha \rightarrow \gamma$ transformation is estimated as $d_{\mathrm{Fe}} \leqslant 1.5 \mathrm{~nm} .{ }^{8,9}$ The experimental information on the magnetic state of $\gamma$ - Fe obtained by different methods, including neutron diffraction analysis and Mössbauer spectroscopy, are extremely contradictory (see Refs. 10 and 11, as well as the review in Ref. 12). It is already clear that there is a difference between the magnetic states of $\gamma$-Fe obtained in the form of particles in a copper matrix and in the form of thin films in a layered system with copper. In the former case an antiferromagnetic state with a Néel temperature $T_{N}=69 \mathrm{~K}$ forms. ${ }^{13}$ In the latter
case either an antiferromagnetic or a ferromagnetic state can form, and, according to Ref. 14, the Curie temperature can reach values of 400-578 K. Bennett et al. ${ }^{15}$ observed a polar Kerr effect on an epitaxially grown $\gamma-\mathrm{Fe} / \mathrm{Cu} / \gamma-\mathrm{Fe}$ sandwich at $\lambda=0.63 \mu \mathrm{~m}$ and room temperature. Along with enhancement of the effect, they also noticed its oscillatory dependence on $d_{\mathrm{Cu}}$. Enhancement of the Kerr effect in an $\alpha-\mathrm{Fe} / \mathrm{Cu}$ multilayered film at $\lambda=0.56 \mu \mathrm{~m}$ (the "plasma'" absorption edge in copper) was also noted in Ref. 16. There is a school of thought which holds that the increase in magneto-optical activity is attributable to induction of a magnetic moment in the $d$ and $p$ subshells of the copper atoms adjacent to the ferromagnetic iron, i.e., to the 'magnetizing'" of copper under the influence of the $\mathrm{Fe}-\mathrm{Fe}$ exchange interaction. A great deal of attention has been focused on the search for evidence in support of the spin polarization of copper in $\mathrm{Fe} / \mathrm{Cu}$ and $\mathrm{Co} / \mathrm{Cu}$ systems. ${ }^{17-19}$ On the other hand, an active theoretical search is being conducted for the changes in the electronic structure of thin layers that are associated with the lowering of their dimensionality. The available experimental data on this subject are very limited.

In the present work the optical and magneto-optical properties of an $\mathrm{Fe} / \mathrm{Cu}$ periodic multilayered structure were studied by several methods on a single system of samples. The main purpose of the work was to study the evolution of the electronic characteristics and magnetic state in response to variation of the modulation period of the layered structure and to the $\alpha-\gamma$ phase transition in the iron layers. Another objective was to theoretically analyze the optical and magneto-optical spectra of $\mathrm{Fe} / \mathrm{Cu}$ within a phenomenological theory that takes into account multiple reflections from the interface.

## 2. EXPERIMENT

We investigated a system of $\mathrm{Fe} / \mathrm{Cu}$ multilayered films with a fixed ratio $d_{\mathrm{Fe}} / d_{\mathrm{Cu}}=2 / 3$ between the layer thick-
nesses: $(\mathrm{Fe} 40 \AA / \mathrm{Cu} 60 \AA)_{10}, \quad(\mathrm{Fe} 30 \AA / \mathrm{Cu} 45 \AA)_{14}$, $(\mathrm{Fe} 20 \AA / \mathrm{Cu} 30 \AA)_{20}, \quad(\mathrm{Fe} 15 \AA / \mathrm{Cu} 22.5 \AA)_{27}$, $(\mathrm{Fe} 10 \AA / \mathrm{Cu} 15 \AA)_{40}$, $\quad(\mathrm{Fe} 8 \AA / \mathrm{Cu} 12 \AA)_{50}$, and (Fe $5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$. The modulation period $D=d_{\mathrm{Cu}}+d_{\mathrm{Fe}}$ in these structures varied in the range 12.5-100 $\AA$. The samples were prepared at room temperature by highfrequency sputtering in an argon atmosphere with a pressure equal to $1.1 \times 10^{-3}$ Torr in the apparatus described in Ref. 20. The deposition rate for iron was $54.7 \AA / \mathrm{min}$, and the rate for copper was $36.4 \AA / \mathrm{min}$. Silicon(100) wafers served as substrates. In all cases the uppermost layer was an iron film. Pure Fe and Cu films with $d=1000 \AA$ were also deposited in the same chamber. The thicknesses of the layers were determined from the deposition rate and time. An investigation of transverse sections of several samples by transmission electron microscopy confirmed the periodicity of the multilayered films across their thickness.

The crystal structure of the samples was studied by x-ray diffraction analysis on a DRON-3M diffractometer in $\mathrm{Cu} K_{\alpha}$ radiation. The investigations showed that the crystalline state of Fe and Cu is manifested fairly clearly in all the samples. In ultrathin layers $(d \leqslant 10 \AA)$ the grain size is strongly reduced, and partial destruction of the long-range order takes place. However, a halo, which would attest to the presence of an amorphous phase, was not discovered on the x-ray diffraction patterns. The form of the diffraction reflections indicates the presence of stresses in the iron crystal lattice, which grow as the thickness of the layers decreases. The data that we obtained confirmed the results of the earlier x-ray diffraction studies, which revealed that the copper layers have a well defined fcc lattice with a very small distortion that does not depend on the thickness of the layers or the ratio $d_{\mathrm{Fe}} / d_{\mathrm{Cu}}$ and that the iron crystal lattice undergoes a bcc-fcc phase transition as the layer thickness decreases. It has been reported ${ }^{11}$ that stabilization of the $\gamma$ phase of Fe in the $\mathrm{Fe} / \mathrm{Cu}$ system is largely determined by the deposition conditions, including the substrate temperature. Our analysis showed that there are only "traces" of $\gamma$-Fe in ( $\mathrm{Fe} 15 \AA / \mathrm{Cu} 22.5 \AA)_{27}$. The fractions of the $\alpha$ and $\gamma$ phases in the $(\mathrm{Fe} 10 \AA / \mathrm{Cu} 15 \AA)_{40}$ and $(\mathrm{Fe} 8 \AA /$ $\mathrm{Cu} 12 \AA)_{50}$ phases are almost equivalent, and in $(\mathrm{Fe} 5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$ the contribution of $\gamma$-Fe becomes dominant ( $\sim 80 \%$ ).

The effective refractive index ( $n_{\text {eff }}$ ) and absorption coefficient ( $k_{\text {eff }}$ ) were measured on an automatic ellipsometer with one $(\lambda=0.25-2.5 \mu \mathrm{~m})$ and two $(\lambda=2.5-7 \mu \mathrm{~m})$ reflections from the sample. The angle of incidence of light onto the sample was $\varphi_{1}=76^{\circ}$ at wavelengths $\lambda<1.5 \mu \mathrm{~m}$ and $\varphi_{2}=81^{\circ}$ for $\lambda>1.5 \mu \mathrm{~m}$. The optical properties of iron and copper were measured on the same instrument. The error in the measurements of $n_{\text {eff }}$ and $k_{\text {eff }}$ was $2-5 \%$. The values of $n_{\text {eff }}$ and $k_{\text {eff }}$ were used to calculate the effective values of the real $\left(\varepsilon_{\text {eff }}^{\prime}\right)$ and imaginary $\left(\varepsilon_{\text {eff }}^{\prime \prime}\right)$ parts of the dielectric constant, as well as the optical conductivity $\sigma_{\text {eff }}$.

Measurements of the equatorial Kerr effect (an effect which is odd with respect to the magnetization and associated with the relative variation of the intensity of the reflected light $\Delta I / I$ upon equatorial magnetization of the sample and $p$ polarization of the incident wave) were per-
formed on the system described in Ref. 21 in the spectral range 0.3-2.4 $\mu \mathrm{m}$ when light was incident on the sample at an angle $\varphi=70^{\circ}$. The field dependence of the equatorial Kerr effect was studied at $\lambda=0.6 \mu \mathrm{~m}$ and fields $H$ $\leqslant 9 \mathrm{kOe}$.

## 3. DISCUSSION

### 3.1. Optical properties

As we know, the ellipsometric determination of the optical constants and the dielectric constant of a metal is based on the difference between the reflection coefficients for light polarized in the plane of incidence ( $p$ polarization) and perpendicularly to it (s polarization). When light is reflected from a metal boundary at an angle $\varphi$, the amplitude reflection coefficients $r_{p}$ and $r_{s}$ are given by the Fresnel formulas, and the complex refractive index $N$ is expressed in terms of the ratio $r_{p} / r_{s}$ :

$$
\begin{equation*}
N=\sin \varphi\left[1+\tan ^{2} \varphi\left(\frac{1-r_{p} / r_{s}}{1+r_{p} / r_{s}}\right)^{2}\right]^{1 / 2} . \tag{1}
\end{equation*}
$$

If the medium is continuous, Eq. (1) defines the effective complex refractive index $N_{\text {eff }}$ in terms of the measurable quantity $r_{p} / r_{s} .{ }^{22}$

The experimental data on the frequency dependence of the effective dielectric constant $\varepsilon_{\text {eff }}=N_{\text {eff }}^{2}(\omega)$ will be discussed within a theory derived from a simple model of a superlattice consisting of alternating layers of two metals with the possible inclusion of a transition layer on the boundary between them. Regardless of the value of the modulation period, the optical properties of a periodic multilayer can be described with consideration of the macroscopic dimensions of the samples across their thickness by introducing a macroscopic characteristic, viz., the dielectric constant $\varepsilon(z)$, where $z$ is the coordinate transverse to the plane of the layers. In solving the reflection problem, it is permissible to go over to the simulation of an inhomogeneous medium with a periodic dependence of the dielectric constant on $z$ and to treat the repeating fragment of the periodic multilayer as a set of layers with individual dielectric constants $\varepsilon_{j}$. The thicknesses $d_{j}$ of the layers so distinguished should correspond to regions of relatively uniform $\varepsilon_{j}(z)$. If we start out from the simplest case of a periodic bilayer structure, a calculation of the reflection coefficients $r_{p}$ and $r_{s}$ with consideration of multiple reflections on the interfaces and the phase shifts across the thickness of the layers ${ }^{22}$ using Eq. (1) under the condition that the dielectric constants are large and the thicknesses of the layers are small compared with the skin depth in the material under consideration, i.e.,

$$
\begin{equation*}
\left|\varepsilon_{j}\right| \gtrdot>1, \quad \frac{\omega}{c}\left|\sqrt{\varepsilon_{j}}\right| d_{j} \ll 1 \tag{2}
\end{equation*}
$$

( $\omega$ is the frequency and $c$ is the velocity of light in vacuum), leads to the following expression for the effective refractive index:

$$
\begin{equation*}
N_{\mathrm{eff}}=\left[\frac{1}{D}\left(\varepsilon_{1} d_{1}+\varepsilon_{2} d_{2}\right)\right]^{1 / 2}+\frac{i \omega}{2 c}\left(\varepsilon_{1}-\varepsilon_{2}\right) \frac{d_{1} d_{2}}{D} \tag{3}
\end{equation*}
$$

where $D=d_{1}+d_{2}$ is the period of the bilayer superlattice and $i$ is the unit imaginary number. The second term in (3), which is determined by the difference between the dielectric constants of the layers, is a small correction because of the inequalities (2), and in the approximations indicated (layer thickness small in comparison to the skin depth) a metallic superlattice is an effective optical medium with a thicknessweighted dielectric constant

$$
\begin{equation*}
\varepsilon_{\mathrm{eff}}(\omega)=\frac{1}{D} \sum_{j} \varepsilon_{j} d_{j} \tag{4}
\end{equation*}
$$

regardless of the number of layers in the repeating fragment. Therefore, the real ( $\varepsilon_{\text {eff }}^{\prime}$ ) and imaginary ( $\varepsilon_{\text {eff }}^{\prime \prime}$ ) parts of the dielectric constant, as well as the optical conductivity

$$
\begin{equation*}
\sigma_{\mathrm{eff}}(\omega)=\frac{\omega}{4 \pi} \operatorname{Im} \varepsilon_{\mathrm{eff}} \tag{5}
\end{equation*}
$$

are weighted means.
We now proceed to a discussion of the experimental data. Let us consider the optical response of the $\mathrm{Fe} / \mathrm{Cu}$ system in the infrared region $\lambda=3-7 \mu \mathrm{~m}$, where monotonic increases in $\varepsilon_{\text {eff }}^{\prime}$ and $\varepsilon_{\text {eff }}^{\prime \prime}$ with increasing $\lambda$ are observed. Under conditions such that the electron mean free path in the field of a light wave is comparable to or greater than the thickness of the layers ( $l \geqslant d_{j}$ ), size effects have an influence on $\varepsilon_{j}$. Therefore, the use of the bulk values of the dielectric constants of Fe and Cu in Eq . (4) is now incorrect. For this reason, we did not simulate $\varepsilon_{\text {eff }}$ in the infrared region. However, the Drude character of the spectral dependence of $\varepsilon_{\text {eff }}^{\prime}$ and $\varepsilon_{\text {eff }}^{\prime \prime}$ makes it possible to estimate the parameters of the conduction electrons, viz., the plasma frequency $\omega_{p}$ and the relaxation frequency $\gamma_{0}$, and to trace their evolution as the modulation period $D$ varies. We obtained the values of $\omega_{p}$ from the linear segment of a plot of

$$
1 /\left(1-\varepsilon_{\mathrm{eff}}^{\prime}\right)=\omega^{2} / \omega_{p}^{2}+\gamma_{0}^{2} / \omega_{p}^{2}
$$

(the contribution from the virtual electronic transition was neglected here). As expected, the variation of $\omega_{p}$ with decreasing $D$ is insignificant. For thick-layered bcc- $\mathrm{Fe} / \mathrm{Cu}$ samples ( $D=50-100 \AA$ ) the average value of $\hbar \omega_{p}$ is 4.4 eV. In structures with ultrathin layers $(D \leqslant 37.5 \AA)$, in which the fraction of fcc Fe amounts to $50-80 \%$, $\hbar \omega_{p}$ decreases to 3.8 eV . The dependence of the relaxation frequency $\gamma_{0}(D)$ has a significantly different character (Fig. 1). The observed sharp increase in $\gamma_{0}$ is an indication of additional scattering of electrons from the internal interlayer boundaries, whose number within the skin depth increases as the period of the multilayered structure decreases. An increase in $\gamma_{0}$ also promotes additional scattering of electrons from the grain boundaries because of the sharp drop in their grain size, especially in the samples with $D \leqslant 20 \AA$. Figure 1 also presents data on the optical resistivity $\rho_{\text {opt }}=4 \pi \gamma_{0} / \omega_{p}^{2}$, which is calculated in the low-frequency limit $\omega \rightarrow 0$ from the values of $\omega_{p}$ and $\gamma_{0}$. It can be concluded that the characteristic dependence of $\rho_{\text {opt }}$ on $D$ in thin-layer periodic multilayers is determined mainly by processes involving the scattering of conduction electrons.


FIG. 1. Dependence of the relaxation frequency of the conduction electrons (1) and the optical resistivity (2) on the modulation period in an $\mathrm{Fe} / \mathrm{Cu}$ system with $d_{\mathrm{Fe}} / d_{\mathrm{Cu}}=2 / 3$.

Let us now turn to a discussion of the optical response of the $\mathrm{Fe} / \mathrm{Cu}$ system in the spectral range $0.5-5 \mathrm{eV}$. The dispersion curves of $\sigma_{\text {eff }}$ for $\mathrm{Fe} / \mathrm{Cu}$ samples and the optical conductivities of pure iron and copper are presented in Figs. 2a and 2 b . In the spectral region considered the optical properties of iron are determined by the interband mechanism of optical absorption. The optical spectrum of bcc Fe contains an intense absorption band with a maximum at 2.2 eV . Numerical calculations of the optical properties of ferromagnetic $\alpha$-Fe performed in the one-electron approximation (see, for example, Refs. 23 and 24) established that this band is formed by the superposition of several partial contributions from interband transitions within the $3 d$ subband with orientation of the spin opposite to the magnetization $(\downarrow)(d-d, p$ transitions). The contribution of interband transitions in the system of bands with spins oriented with the magnetization $(\uparrow)$ to $\sigma_{\mathrm{Fe}}$ is insignificant because of the almost completely filled state of the $3 d_{\uparrow}$ band and the sharp contraction of the phase volume for electron excitation. In copper the optical properties are determined by an intraband mechanism of optical absorption at photon energies $E<2 \mathrm{eV}$. The interband absorption edge at $E \approx 2.1 \mathrm{eV}$ is caused by the excitation of electrons from the top of the $3 d$ band into the conduction band [the $L_{3} \rightarrow L_{2}^{\prime}\left(E_{F}\right)$ transition]. Within the effectivemedium model considered above [expression (4)], the high optical conductivity of $\alpha$-Fe will be 'diluted'" by contributions to $\sigma_{\mathrm{Cu}}(\omega)$ of small magnitude as the thickness of the copper layer increases. Because of the strong contrast between the optical properties of these metals, the resultant spectra of $\sigma_{\text {eff }}$ acquire new dispersion features. In particular, as has already been noted in Ref. 25, the absorption peak at $2.4-2.6 \mathrm{eV}$, which is formed by the superposition of contributions from interband transitions of electrons in both the


FIG. 2. Dispersion of the optical conductivity $\sigma_{\text {eff }}$ : a) $1-(\mathrm{Fe} 30 \AA / \mathrm{Cu}$ $45 \AA)_{14}, 2-(\mathrm{Fe} 20 \AA / \mathrm{Cu} 30 \AA)_{20}$, $3-(\mathrm{Fe} 8 \AA / \mathrm{Cu} 12 \AA)_{50}$, 4(Fe $5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$. Inset: $1-$ optical conductivity of $\gamma-\mathrm{Fe}, 2-$ histogram of the density of optical interband transitions in $\gamma$-Fe. b) $1-$ Experimental data for $\sigma_{\text {eff }}$, 2calculation in the sharp-boundary model, 3-calculation based on a model with a transition layer of thickness $d_{0}=4 \AA$.
iron and copper layers, becomes the dominant feature on the $\sigma_{\text {eff }}$ curve.

The results of the simulation of the optical spectra of periodic multilayers using Eq. (4) and the values of the optical constants that we obtained in thick-film samples of iron and copper are presented in Fig. 2b. It can be seen that the theory which takes into account the multiple reflections of a light wave from a sharp boundary between media provides a fully satisfactory description of the dispersion of $\sigma_{\text {eff }}$ by a layered system with 'thick'" metallic layers. The ( $\mathrm{Fe} 40 \AA / \mathrm{Cu} 60 \AA)_{10}$ sample is an example. However, for the samples with thinner layers of bcc iron and copper the fit between the experimental and simulated $\sigma_{\text {eff }}$ curves is maintained only at photon energies $E \geqslant 2 \mathrm{eV}$. As an example we present the simulated optical conductivity curves for the (Fe $15 \AA / \mathrm{Cu} 22.5 \AA)_{27}$ sample. Figure 2 b shows that for $E \leqslant 1.5 \mathrm{eV}$ the calculated curves predict optical absorption lower than the experimentally observed value. It is perfectly reasonable to attribute this disparity to the presence in real systems of a transition layer between iron and copper, which can be a mixture of the bcc and fcc iron fractions and copper. It was found that consideration of a transition layer of thickness $d_{0}=4 \AA$ having optical constants that correspond to the data for the $(\mathrm{Fe} 5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$ sample improves the agreement between the experimental and simulated $\sigma_{\text {eff }}$ curves in the spectral region indicated, although the disparity between the absorption amplitudes persists. As $D$ decreases the differences in the dispersion of the experimental and simulated $\sigma_{\text {eff }}$ curves increases significantly.

It might be expected that the enhancement of the lowenergy absorption in short-period $\mathrm{Fe} / \mathrm{Cu}$ structures is caused by the influence of the intraband absorption mechanism. However, estimates of the contributions $\sigma_{\text {intra }}$ obtained using the values of $\omega_{p}$ and $\gamma_{0}$ presented above showed that this influence is insignificant in the spectral region $E=0.5-2 \mathrm{eV}$ of interest to us. For example, at a photon energy $E=1 \mathrm{eV}$,
the value of $\sigma_{\text {intra }}$ in the samples with a modulation period $100 \leqslant D \leqslant 12.5 \AA$ varies from $17 \times 10^{14}$ to $6 \times 10^{14} \mathrm{~s}^{-1}$, while the experimentally observed increase in the optical conductivity is $\Delta \sigma_{\text {eff }}=26 \times 10^{14} \mathrm{~s}^{-1}$.

In our opinion, one of the causes of the appearance of additional low-energy absorption is the modification of the electronic structure in thin layers of iron and copper, particularly the formation of surface electronic states near the Fermi level $E_{F}$. This question was thoroughly investigated for $\mathrm{Fe} / \mathrm{Cu}$ bilayers and $\mathrm{Cu} / \mathrm{Fe} / \mathrm{Cu}$ sandwiches in Ref. 12 via selfconsistent calculations of the energy bands of iron by the linear APW method. In thick films the role of the surface states in shaping the optical spectra is small; however, as the layers thin, the contribution of the electronic surface states to the low-energy interband excitation processes increases considerably. Just such a tendency can be traced in the behavior of the optical spectra of $\mathrm{Fe} / \mathrm{Cu}$ (Fig. 2a).

We noticed an even more significant transformation of the optical conductivity curve associated with the $\alpha-\gamma$ phase transition in iron layers. For example, the (Fe $8 \AA / \mathrm{Cu} 12 \AA)_{50}$ sample with almost equivalent fractions of $\alpha$ and $\gamma$-iron exhibits enhancement of the interband absorption in the near-infrared region of the spectrum (Fig. 2a, curve 3), as a result of which the fundamental absorption peak is centered at $E=0.7-1.4 \mathrm{eV}$. The further increase in the $\gamma$ - Fe fraction in $(\mathrm{Fe} 5 \AA / \mathrm{Cu} 7.5 \AA)_{50}$ leads to an increase in the intensity of that peak (Fig. 2a, curve 4). We applied Eq. (4) to two thin-film samples with $D=12$ and 20 $\AA$ to determine the spectral dependence of the optical conductivity of $\gamma-\mathrm{Fe}$. Although the procedure for subtracting the contributions of $\sigma_{\mathrm{Cu}}$ and $\sigma_{\alpha-\mathrm{Fe}}$ from the resultant $\sigma_{\text {eff }}$ curve is approximate, the spectral profile of $\sigma_{\gamma-\mathrm{Fe}}$ is practically identical in both cases. Thus, in the $\alpha-\gamma$ phase transition, which is accompanied by an approximately $26 \%$ increase in


FIG. 3. Diagram illustrating the measurement of the equatorial Kerr effect in a periodic multilayer. The electric intensity vector $\mathbf{E}$ of the incident beam lies in the $x y$ plane ( $p$ polarization). The magnetizing field $\mathbf{H}$ is parallel to the $z$ axis, and $\varphi$ is the angle of incidence of the light.
the crystal lattice parameter of iron, the maximum of the fundamental interband absorption band shifts from 2.2 eV to 1.1 eV . The shape of the $\sigma_{\gamma-\mathrm{Fe}}$ curve correlates with the energy dependence of the density of optical transitions $N_{\text {opt }}$ obtained using Spicer's formula. ${ }^{26}$ To calculate $N_{\text {opt }}$ we used the data on the electronic density of states $N(E)$ in thin ferromagnetic fcc Fe layers having two-dimensional translational symmetry. ${ }^{27}$ We shall address the question of the character of the magnetic ordering of the $\gamma$ phase in our samples when we discuss the magneto-optical data in the next section.

### 3.2. Magneto-optical properties

a) Theory of the equatorial Kerr effect for a periodic multilayer. A diagram of the observation of the equatorial Kerr effect is shown in Fig. 3. We assume that all the media in the periodic multilayer have symmetry no lower than cubic and are uniformly magnetized. For an assigned thickness $d_{j}$ in the approximation that is linear with respect to the magnetization each layer is described by a dielectric tensor

$$
\hat{\varepsilon}=\varepsilon_{j}\left(\begin{array}{ccc}
1 & -i Q_{j} & 0  \tag{6}\\
i Q_{j} & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad j=1,2,
$$

where $\varepsilon_{j}$ is the diagonal dielectric constant and $Q_{j}$ is the magneto-optical parameter of the medium, which is proportional to its saturation magnetization $\left(\left|Q_{j}\right| \ll 1\right)$. In the sharpboundary model the magnitude of the equatorial Kerr effect for the reflection of $p$-polarized light from an infinite periodic multilayered structure (with a number of periods $N \rightarrow \infty$ ) is found, according to Ref. 22, from the expression

$$
\begin{equation*}
\delta_{p}=\frac{\Delta I}{I}=2 \operatorname{Im} \frac{\left[\left(G^{2}-G_{1}^{2}\right) a_{2}+\left(G_{2}^{2}-G^{2}\right) a_{1}\right] \sin 2 \varphi}{\left(\cos ^{2} \varphi-G^{2}\right)\left(G_{1}^{2}-G_{2}^{2}\right)} \tag{7}
\end{equation*}
$$

where $\varphi$ is the angle of incidence of the light,

$$
\begin{equation*}
G_{j}=\frac{g_{j}}{\varepsilon_{j}}, \quad a_{j}=\frac{Q_{j} \cos \beta_{j}}{\varepsilon_{j}}, \quad g_{j}=\sqrt{\varepsilon_{j}-\sin ^{2} \varphi} \tag{8}
\end{equation*}
$$

and $\beta_{j}$ is the angle between the magnetization vector of the $j$ th layer and the $z$ axis (the equatorial angle). The parameter $G$ in (7) is defined by the expression

$$
\begin{equation*}
G=\frac{\left(1-r_{p}\right) \cos \varphi}{1+r_{p}} \tag{9}
\end{equation*}
$$

where $r_{p}$ is the reflection coefficient from a periodic multilayer in the absence of magnetization, which can be calculated using the formulas presented in Refs. 22 and 28. We note that the infinite character of the periodic multilayer actually means that its total thickness exceeds the thickness of the effective skin layer.

Let us consider periodic multilayers (Fig. 3) in which the ratio $d_{2} / d_{1}$ between the thicknesses of the layers is constant. The conditions $d_{j} / \lambda \ll 1$, where $\lambda$ is the wavelength of the optical wave in a vacuum, usually hold in periodic multilayers. If we confine ourselves in expansions of differences of the form $1-\exp \left(-i 4 \pi g_{j} d_{j} / \lambda\right)$ in powers of $d_{j} / \lambda$ to the linear and quadratic terms, Eq. (7) can be represented in the form

$$
\begin{equation*}
\delta_{p}=\operatorname{Im}\left(\sum_{j=1}^{2} \frac{d_{j}}{D} A_{j} Q_{j} \cos \beta_{j}+\frac{D}{\lambda} \sum_{j=1}^{2} B_{j} Q_{j} \cos \beta_{j}\right), \tag{10}
\end{equation*}
$$

where $D$ is the period of the structure, and the coefficients $A_{j}$ and $B_{j}$ are functions of the dielectric constants $\varepsilon_{1}$ and $\varepsilon_{2}$, the angle of incidence $\varphi$ of the light, and the ratio $d_{1} / d_{2}$. Explicit expressions for $A_{j}$ and $B_{j}$ were presented in Ref. 22. Thus, in the linear approximation with respect to $d_{j} / \lambda$ (the Drude approximation) the expression for the equatorial Kerr effect contains a term that does not depend on $D$ and a correction that is linear with respect to $D / \lambda$ (or $d_{j} / \lambda$ ).

However, it can be expected that a more complicated dependence of the equatorial Kerr effect on $D$ can appear in real objects because of the variation of the electronic structure and the magnetic characteristics in thin-layer periodic structures.
b) Field and spectral dependence of the $\delta_{p}$ effect. Figures 4 and 5 present the field dependence of the equatorial Kerr effect, which characterizes the magnetizing process of an $\mathrm{Fe} / \mathrm{Cu}$ structure in a magnetic field $\mathbf{H}$ parallel to the plane of the film. Note that the samples with $d_{\mathrm{Fe}}>10 \AA$ containing iron in the bcc phase are magnetized to saturation in weak fields of $\sim 50 \mathrm{Oe}$, in analogy to a thick ( $d \approx 1000 \AA$ ) layer of bcc Fe. At the same time, in the sample with $d_{\mathrm{Fe}}=8 \AA$, in which iron is present in a mixture of $\alpha$ and $\gamma$ phases, the saturation field increases to 300 Oe . The field dependence for the $(\mathrm{Fe} 5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$ sample, which contains iron predominantly in the $\gamma$ phase, has a unique form (Fig. 5a). The magnetization curve has three clearly distinguishable regions: an initial segment at $0-30 \mathrm{Oe}$, where the $\delta_{p}$ effect is


FIG. 4. Dependence of the equatorial Kerr effect for $\mathrm{Fe} / \mathrm{Cu}$ samples (curves $1-5)$ and for a thick film of bcc iron on the magnetizing field $H$ : 1 $(\mathrm{Fe} 30 \AA / \mathrm{Cu} 45 \AA)_{14}, \quad 2-(\mathrm{Fe} 20 \AA / \mathrm{Cu} 30 \AA)_{20}$, $\quad 3-(\mathrm{Fe} 10 \AA / \mathrm{Cu}$ $15 \AA)_{40}, 4-(\mathrm{Fe} 8 \AA / \mathrm{Cu} 12 \AA)_{50}, 5-(\mathrm{Fe} 5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$.
slightly nonzero, the range from 30 to 60 Oe , where the effect increases sharply, and, finally, a segment with a gently sloping increase in $\delta_{p}(H)$ up to complete saturation at $H=1600$ Oe.

Let us discuss the results obtained on the basis of the hypothesis that the indirect exchange interaction between the ferromagnetically ordered iron layers influences the magnetic structure of a particular sample. The existence of such an interaction in $\mathrm{Fe} / \mathrm{Cu}$ periodic multilayered systems is confirmed by the results of magnetoresistance measurements. ${ }^{29}$ In addition, it was shown in Ref. 4 within a biquadratic exchange model that in magnetic superlattices (of the $\mathrm{Fe} / \mathrm{Cr}$ type) the indirect exchange interaction (which depends on the thickness of the intervening nonmagnetic layer) leads to noncollinear ordering of the magnetic moments in neighboring ferromagnetic layers, i.e, to their misalignment by an angle $\theta_{0}$ differing from $0^{\circ}$ and $180^{\circ}$, in a certain range of values of the exchange coupling constants. Ustinov et al. ${ }^{4}$ also proposed a method, which was used to determine values of $\theta_{0}$ lying in the range $80^{\circ}-144^{\circ}$ from measurements of the equatorial Kerr effect in $\mathrm{Fe} / \mathrm{Cr}$ superlattices with easyplane magnetization. We shall use a similar approach to account for the shape of the magnetization curve of the (Fe $5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$ sample. Figure 5 b is a schematic rep-
resentation of a model of the magnetic structure of the sample in the ground state $(H=0)$ and its variation during the magnetizing process in a field $\mathbf{H}$ applied along the $z$ axis (Fig. 3). When $H=0$ holds, the magnetic moments $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ of neighboring layers of fcc iron are at an angle $\theta_{0}$, which depends on the exchange coupling energy. It can be assumed that the difference between the vectors $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ lies in a plane parallel to the $y$ axis. The cones drawn in the figure illustrate the fact that the mean magnetization vector $\mathbf{M}=(1 / 2)\left(\mathbf{M}_{1}+\mathbf{M}_{2}\right)$ for different domains has directional isotropy at $H=0$, so that the projection of the resultant magnetization $\mathbf{M}_{R}$ onto the $z$ axis equals zero. This model is based on the data obtained for periodic multilayered structures and $\gamma-\mathrm{Fe} / \mathrm{Cu} / \gamma-\mathrm{Fe}$ three-layer structures in Refs. 6, 14, and 30. It was shown in those studies that thin layers of $\gamma-\mathrm{Fe}$ $\left(d_{\mathrm{Fe}} \leqslant 5.5 \AA\right)$ are ferromagnetic for $T \leqslant 400 \mathrm{~K}$ and have perpendicular anisotropy. In addition, the plots of the polar Kerr effect and the saturation field $\left(H_{s}\right)$ versus the thickness of the intervening copper layer in the three-layer structures exhibited maxima, which were interpreted as a manifestation of an indirect exchange interaction of the antiferromagnetic type between the magnetic moments of neighboring iron layers. In weak fields between 0 and 30 Oe , which are lower than the magnetic anisotropy field $H_{A}$, this structure is basically preserved (only a small component $M_{R z}$ appears), and the values of the equatorial Kerr effect in this region are close to zero. In the range of fields $30-60 \mathrm{Oe}\left(H>H_{A}\right)$ the vectors $\mathbf{M}$ of all the domains turn rapidly about the $y$ axis, so that at $H=60$ Oe they are all directed along the field $\mathbf{H}$. If the exchange coupling energy significantly exceeds the magnetic anisotropy energy, it can be assumed in a first approximation that this turning takes place without variation of the angle $\theta_{0}$. In the last range from 60 to 1600 Oe an increase in the field results only in a decrease in the misalignment angle $\theta$ of $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ from the value of $\theta_{0}$ at 60 Oe to $0^{\circ}$ at the saturation field of 1600 Oe. According to Ref. 4, the magnitude of the equatorial Kerr effect on this portion of the magnetization curve is specified by the expression

$$
\begin{equation*}
\delta_{p}(H)=A \cos \frac{\theta(H)}{2} \tag{11}
\end{equation*}
$$

where the coefficient $A$ does not depend on $H$. Formula (11) was used to find the value of $\theta_{0}$ for the


FIG. 5. Dependence of the equatorial Kerr effect for the (Fe $5 \AA$ / $\mathrm{Cu} 7.5 \AA)_{80}$ sample on the magnetizing field $H$ (a) and model of the magnetic structure of the sample during the magnetizing process (b).


FIG. 6. Spectral dependence of the equatorial Kerr effect for $\mathrm{Fe} / \mathrm{Cu}$ structures (curves $1-7$ ) and for a thick film of bcc iron: $1-(\mathrm{Fe} 40 \AA / \mathrm{Cu} 60 \AA)_{10}$, $2-(\mathrm{Fe} 30 \AA / \mathrm{Cu} 45 \AA)_{14}$, $3-(\mathrm{Fe} 20 \AA / \mathrm{Cu} 30 \AA)_{20}, \quad 4-(\mathrm{Fe} 15 \AA / \mathrm{Cu} 22.5 \AA)_{27}$, $5-(\mathrm{Fe} 10 \AA / \mathrm{Cu} 15 \AA)_{40}$, $\quad 6$ - $(\mathrm{Fe} 8 \AA / \mathrm{Cu} 12 \AA)_{50}, \quad 7-$ $(\mathrm{Fe} 5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$.
$(\mathrm{Fe} 5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$ structure from the values of $\delta_{p}(60 \mathrm{Oe})$ and $\delta_{p}(1600 \mathrm{Oe})$. It was found to be equal to $120^{\circ}$.

The results of spectral measurements of the equatorial Kerr effect in $\mathrm{Fe} / \mathrm{Cu}$ structures in saturation fields at $\varphi=70^{\circ}$ are presented in Fig. 6, in which a plot of $\delta_{p}(\lambda)$ for a thick ( $d \approx 1000 \AA$ ) film of bcc iron is also presented. It can be seen that the spectral curves for the four long-period periodic multilayered structures with $d_{\mathrm{Fe}}>10 \AA$, which contain iron only (or mainly) in the $\alpha$ phase ( $D=37.5-100 \AA$ ), form a separate group. These curves are similar to one another, and their characteristic features (a minimum at $\lambda=0.3 \mu \mathrm{~m}$, a maximum in the region $0.55-0.60 \mu \mathrm{~m}$, passage through zero, and a second weakly expressed maximum at $1.5 \mu \mathrm{~m}$ ) mimic the spectral behavior of the equatorial Kerr effect for
pure bcc iron. This means that the form of the $\delta_{p}(\lambda)$ curves for $\mathrm{Fe} / \mathrm{Cu}$ structures is determined mainly by the dispersion of the off-diagonal dielectric constant $\varepsilon_{x y}(\lambda)$ of iron. The spectral plots of the equatorial Kerr effect for the shortperiod samples with $d_{\mathrm{Fe}} \leqslant 10 \AA(D=12-25 \AA)$, in which the $\gamma$ phase of iron is present in considerable amounts, differ significantly from the group just described.

This difference is especially noticeable when the experimental curves are compared with the results of a theoretical calculation of the equatorial Kerr effect. Figure 7 compares the experimental curves with theoretical curves calculated from Eq. (7) using the bulk values of $\varepsilon_{\mathrm{Cu}}(\lambda), \varepsilon_{\mathrm{Fe}}(\lambda)$, and $Q_{\mathrm{Fe}}(\lambda)$ found from measurements performed on thick ( $d \sim 1000 \AA$ ) films of the metals for two structures, which represent the long-period and short-period samples. The


FIG. 7. Comparison of the measured spectral dependences of the equatorial Kerr effect for $(\mathrm{Fe} 30 \AA / \mathrm{Cu} 45 \AA)_{14}$ (a) and $(\mathrm{Fe} 8 \AA / \mathrm{Cu} 12 \AA)_{50}$ (b) with theory: 1-experiment, 2-calculation based on Eq. (7), 3-calculation with consideration of a transition layer, 4calculation under the assumption that copper is magnetized in the freeelectron model.


FIG. 8. Dependence of the $\delta_{p}$ effect and $\sigma_{\text {eff }}$ of $\mathrm{Fe} / \mathrm{Cu}$ structures on the modulation period $D$ for $\lambda=0.7 \mu \mathrm{~m}$ (a) and $\lambda=1.5 \mu \mathrm{~m}$ (b): $1-\delta_{p}$ effect (experiment), $2-\sigma_{\text {eff }}$ (experiment), 3-calculation of the $\delta_{p}$ effect using Eq. (7), 4-calculation of the $\delta_{p}$ effect using Eq. (12) with consideration of the values of $\sigma_{\text {eff }}$.
comparison shows that while the first group exhibits fairly good agreement between the calculation and experiment, the experimental data for the short-period samples significantly exceed the calculated values of $\delta_{p}$.

There are several possible reasons for this disparity. Among them we mention the following: reorganization of the electronic structure of the metals when we go over to ultrathin layers, the formation of an fcc phase of iron, the "magnetizing" of copper, and the formation of a transition layer on the iron-copper boundaries. We attempted to evaluate the influence of the last two factors. To this end we calculated the equatorial Kerr effect for the (Fe $8 \AA / \mathrm{Cu} 12 \AA)_{50}$ sample with consideration of the possible magnetizing of copper, for which we introduced the magneto-optical parameter of copper $Q_{\mathrm{Cu}}=i \varepsilon_{x y} / \varepsilon_{x x}$ into Eq. (7). Here the off-diagonal dielectric constant $\varepsilon_{x y}$ of copper was calculated on the basis of the free-electron model, as was done, for example, in Ref. 31 in an analysis of the magneto-optical spectra of $\mathrm{Fe} / \mathrm{Ag}$ films. The calculation results presented in Fig. 7b show that the hypothesis that the copper layer is magnetized (in the free-electron model) leads to sharp disparity with the experimental data. The introduction of a transition layer likewise does not provide for complete agreement with experiment, especially in the visible portion of the spectrum.

In conclusion, let us examine the thickness dependence of the optical and magneto-optical properties of the $\mathrm{Fe} / \mathrm{Cu}$ system in the spectral range that we investigated. Figure 8 presents the values of the equatorial Kerr effect and the effective optical conductivity $\sigma_{\text {eff }}$ as a function of the modulation period $D$ for two wavelengths. The figure also presents $\delta_{p}(D)$ curves calculated from Eq. (7) using the bulk values of $\varepsilon_{\mathrm{Cu}}, \varepsilon_{\mathrm{Fe}}$, and $Q_{\mathrm{Fe}}$. An analysis of the results obtained reveals that the experimental $\delta_{p}(D)$ curves differ significantly from the theoretical curves and have a sharply nonmonotonic (oscillating) form in the wavelength range $0.3-1$ $\mu \mathrm{m}$ (Fig. 8a). At $\lambda>1 \mu \mathrm{~m}$ the oscillations are smoothed, and the dependence of the equatorial Kerr effect on $D$ takes on a monotonically decreasing character (Fig. 8b). We have al-
ready noted above that an investigation of $\mathrm{Fe} 6 \AA / \mathrm{X} / \mathrm{Fe} 6 \AA$ sandwiches $(\mathrm{X}=\mathrm{Au}, \mathrm{Ag})$ revealed oscillations of the polar Kerr effect with variation of the thickness of the X layer in the spectral ranges $E=2.5-3.8 \mathrm{eV}$ and $E=2.8-4.5 \mathrm{eV}$, respectively. ${ }^{7}$ A similar thickness dependence of the polar Kerr effect was observed by Bennett et al. ${ }^{15}$ in a $\gamma-\mathrm{Fe} / \mathrm{Cu} /$ $\gamma$-Fe sandwich at $\lambda=0.628 \mu \mathrm{~m}$. The anomalous behavior of the magneto-optical effect in iron sandwiches with noble metals has recently been attributed to the formation of quantum-well states in the band spectrum of ultrathin films. ${ }^{7,32}$ The influence of the latter on the total density of states and the oscillating dependence of the magnetic moment in the paramagnetic space of copper in the $\mathrm{Fe} / \mathrm{Cu} / \mathrm{Fe}$ system was considered in Ref. 32 on the basis of firstprinciples calculations. This approach to the interpretation of magneto-optical data is probably the most preferable. The results of the present work show that in the $\mathrm{Fe} / \mathrm{Cu}$ system the oscillatory thickness dependence is also characteristic of the optical parameters (Fig. 8, curve 2). Since the values of the equatorial Kerr effect were measured at magnetic saturation, it can be theorized that the thickness dependence of the $\delta_{p}$ effect reflects (at least partially) the nonmonotonic dependence of the optical properties of the $\mathrm{Fe} / \mathrm{Cu}$ structure on the modulation period. To test this hypothesis, we calculated the equatorial Kerr effect of $\mathrm{Fe} / \mathrm{Cu}$ using the formula for a monolithic sample,

$$
\begin{equation*}
\delta_{p}=-4 \operatorname{Im} \frac{\varepsilon_{\mathrm{eff}} Q_{\mathrm{Fe}} \tan \varphi}{\left(\varepsilon_{\mathrm{eff}}-1\right)\left(\varepsilon_{\mathrm{eff}}-\tan ^{2} \varphi\right)} \frac{d_{\mathrm{Fe}}}{D} \tag{12}
\end{equation*}
$$

where $Q_{\mathrm{Fe}}$ is the bulk magneto-optical parameter of $\alpha$-iron. The results of the calculation (Fig. 8, curve 4) confirm the validity of the hypothesis. A more general conclusion is that the nonmonotonic character of the thickness dependence of magneto-optical effects is clearly related to the variation of the entire dielectric tensor of the layered system.

## 4. CONCLUSIONS

A combined analysis of the experimental $\sigma_{\text {eff }}(D, \lambda)$ and $\delta_{p}(D, \lambda)$ curves for $\mathrm{Fe} / \mathrm{Cu}$ samples and a comparison with the results of calculations within a phenomenological theory for metallic superlattices imply that the entire dielectric tensor (the diagonal component $\varepsilon_{x x}$ and the off-diagonal component $\varepsilon_{x y}$ ) of a layered system varies as the modulation period decreases. This variation is associated both with the presence of fractions of iron in the fcc phase in samples with $D<25 \AA$ and with a general reorganization of the electronic structure of the metallic layers as a consequence of the lowering of their dimensionality and the influence of quantum size effects.

Let us enumerate the main results of this work.

1. No decrease in the magnitude of the equatorial Kerr effect in short-period $\mathrm{Fe} / \mathrm{Cu}$ structures has been noted in connection with the bcc-fcc phase transition in iron layers, which implies that the fcc-Fe fraction obtained has ferromagnetic ordering.
2. The plasma frequency $\omega_{p}$ of the conduction electrons depends weakly on the modulation period and the structural state of iron. In short-period multilayered structures ( $D<37.5 \AA$ ) there is an increase in the relaxation frequency $\gamma_{0}$, which indicates enhancement of the scattering of the conduction electrons on the interlayer and intergrain boundaries.
3. Nonmonotonic (oscillating) dependences of both the magneto-optical (the $\delta_{p}$ effect) and optical ( $\sigma_{\text {eff }}$ ) properties of $\mathrm{Fe} / \mathrm{Cu}$ on the period $D$ have been discovered for the first time in the broad spectral range $\lambda=0.3-1.5 \mu \mathrm{~m}$. The analysis of the magneto-optical data that we performed in the freeelectron model did not support the conception of uniform "magnetizing'" of the copper layers in these objects. The nature of the enhancement of the magneto-optical activity in $\mathrm{Fe} / \mathrm{Cu}$ with ultrathin layers and the oscillating $\sigma_{\text {eff }}(D)$ and $\delta_{p}(D)$ curves requires further investigation.
4. We have interpreted the special form of the field dependence of the equatorial Kerr effect for the (Fe $5 \AA / \mathrm{Cu} 7.5 \AA)_{80}$ sample as a manifestation of an indirect exchange interaction, which leads to noncollinear ordering of the magnetic moments $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ in neighboring iron layers. The initial misalignment angle of these magnetic moments $\theta_{0}=120^{\circ}$ has been determined on the basis of the proposed model of the magnetic structure of the sample.
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The behavior of the electrical conductivity tensor in strong magnetic fields in the presence of unclosed quasiclassical electron trajectories of complex form near the Fermi surface is considered. It is shown that the asymptotic behavior of the conductivity tensor in the limit $B \rightarrow \infty$ differs in this case from the picture previously described for trajectories of simpler form. The possibility of blocking the longitudinal conductivity in strong magnetic fields at low temperatures in the case of a Fermi surface of special form is also treated theoretically.
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## 1. INTRODUCTION

This paper is a continuation of Refs. 1 and 2 and is devoted to the galvanomagnetic phenomena in metals with complicated Fermi surfaces. The study of the galvanomagnetic phenomena in metals with a complex Fermi surface was begun in Refs. 3-5, in which the influence of unclosed quasiclassical electron trajectories lying at the Fermi surface on the electrical conductivity tensor in strong magnetic fields was studied. In particular, Refs. 4 and 5 presented calculations of the contribution to the conductivity tensor that does not vanish in the limit $B \rightarrow \infty$ from an unclosed electron trajectory which lies in a band of finite width in a plane $\Pi(\mathbf{B})$ perpendicular to the magnetic field and passes completely through it. It was shown that the contribution of such trajectories to $\sigma_{\alpha \beta}$ in the limit $\beta \rightarrow \infty$ is a degenerate tensor with a kernel coinciding with the mean direction of the trajectory. This situation was subsequently utilized to experimentally investigate complicated Fermi surfaces of metals. ${ }^{6-9}$ A detailed presentation of the theoretical and experimental results previously obtained in this area can be found in Refs. 10-13. The topological problem of classifying unclosed electron trajectories in a strong uniform magnetic field for an arbitrary Fermi surface was then posed in Refs. 14-17 and investigated in Refs. 18-24. The topological theorems obtained in those papers provide a complete picture of the various situations that arise for an arbitrary direction of $\mathbf{B}$ on an arbitrary level surface $\epsilon(\mathbf{p})=$ const, where $\epsilon(\mathbf{p})$ is the dispersion law. We shall describe this picture here.

## 2. FORMULATION OF TOPOLOGICAL THEOREMS

The presence of a periodic potential causes the state of an electron in a single crystal to be characterized by the number $s$ of the allowed energy band and the value of the quasimomentum $\mathbf{p}$ determined to within the reciprocal lattice vectors. The value of the electron energy $\boldsymbol{\epsilon}_{s}(\mathbf{p})$ is then a periodic function in quasimomentum space with periods equal to the reciprocal lattice vectors. Thus, from the topological standpoint, $\boldsymbol{\epsilon}_{s}(\mathbf{p})$ is a function on a three-torus $\mathscr{T}^{3}$ (which we shall identify with the first Brillouin zone) obtained from the Euclidean space $\mathscr{R}^{3}$ by factorization with respect to the reciprocal lattice vectors.

In the presence of a strong uniform magnetic field $\mathbf{B}$, quasiclassical electron trajectories are described as a function of time by the solutions of the system of equations

$$
\begin{align*}
& \frac{d x^{i}}{d t}=\partial_{i} \epsilon_{s}(\mathbf{p}),  \tag{1}\\
& \frac{d p_{i}}{d t}=\frac{e}{c}\left[\nabla \epsilon_{s}(\mathbf{p}) \mathbf{B}\right]^{i} . \tag{2}
\end{align*}
$$

The system of equations (1) and (2) is a Hamiltonian system relative to the Poisson brackets $\left\{x^{i}, x^{j}\right\}=0,\left\{x^{i}, p_{j}\right\}=\delta_{j}^{i}$, and $\left\{p_{i}, p_{j}\right\}=e B_{i j} / c$, where $B_{23}=B^{1}, B_{31}=B^{2}$, etc., with the Hamiltonian $H=\boldsymbol{\epsilon}_{s}(\mathbf{p})$.

The electron trajectories in quasimomentum space that are specified by the solutions of system (2) are given by the intersections of the 3-period level surfaces $\epsilon_{s}=$ const with planes that are orthogonal to the magnetic field B. In the three-torus $\mathscr{T}^{3}$ obtained from the Euclidean space $\mathscr{R}^{3}$ by factorization with respect to the reciprocal lattice vectors, the electron trajectories on the level surface $\epsilon_{s}(\mathbf{p})=$ const are given by the level lines of the 1 -form $\omega=B^{1} d p_{1}+B^{2} d p_{2}+B^{3} d p_{3}$ confined to that surface. Below, following Ref. 21, for the set of points $A$ in $\mathscr{T}^{3}$ [for example, trajectories or parts of the level surface $\epsilon(\mathbf{p})=$ const] we shall use $\hat{A}$ to denote its complete progenitor in $\mathscr{P}^{3}$ under the mapping $\mathscr{R}^{3} \rightarrow \mathscr{T}^{3}$ and thus establish the correspondence between these objects.

Here we shall presume that the magnetic field $\mathbf{B}$ has a direction of irrationality 3 , i.e., $\Pi(\mathbf{B})$ does not contain reciprocal lattice vectors. In this case for closed and open trajectories in the three-torus $\mathscr{T}^{3}$ there will be corresponding periodic sets of closed and open trajectories, respectively, in $\mathscr{R}^{3}$. It is easy to see that any closed trajectory in $\mathscr{T}^{3}$ can be pasted over by a disk perpendicular to the magnetic field in this case, i.e., it is homologous to zero in $\mathscr{T}^{3}$. In the general case we shall assume that the restriction of the form $\omega$ to the energy levels $\epsilon_{s}(\mathbf{p})=$ const has a Morse character, i.e., we shall assume that after restriction, all of its critical points [the points at which the tangent plane to the surface coincides with $\Pi(\mathbf{B})]$ are nondegenerate. The critical points of $\omega$ are then trajectories of system (2). We shall call these trajectories, as well as the trajectories directly adjacent to them in the case of the saddle points (see Fig. 1), singular trajecto-


FIG. 1. Singular trajectories.
ries. The remaining trajectories, which do not pass through singular points of $\omega$, will be called nonsingular or regular trajectories.

Each constant-energy surface $\boldsymbol{\epsilon}_{s}(\mathbf{p})=$ const can now be divided into connected components, each of which consists entirely of closed or open trajectories. The components bound one another along singular cycles (see Ref. 21). The images of these components will consist entirely of closed or open trajectories, respectively, and will bound one another along closed singular trajectories (see Fig. 2).

Next, together with the energy surfaces $\mathscr{F}_{\epsilon}: \epsilon(\mathbf{p})=$ const, for the fields $\mathbf{B}$ having a direction of irrationality 3 we shall also consider the reduced surfaces $\mathscr{F}_{\epsilon}^{\dagger}$ in the torus $\mathscr{T}^{3}$, which are obtained from $\mathscr{F}_{\epsilon}$ by removing components consisting of closed trajectories and pasting by disks that are perpendicular to the magnetic field $\mathbf{B}$ over the resulting openings. Thus, an arbitrary $\mathscr{F}_{\epsilon}^{\dagger}$ is a piecewise smooth, generally unconnected, non-self-intersecting [see Ref. 21) surface, which depends on the direction of the magnetic field $\mathbf{B}$.

The open trajectories in $\mathscr{R}^{3}$ will now be prescribed by the intersection of the image $\mathscr{F}_{\epsilon}^{\dagger}, \hat{\mathscr{F}}_{\epsilon}^{\dagger}$ with planes that are orthogonal to $\mathbf{B}$ (the disks pasted on lie in such planes). Each of the connected components of $\mathscr{F}_{\epsilon}^{\dagger}$ in the torus $\mathscr{T}^{3}$ is a compact two-dimensional oriented surface and thus has the form of a sphere with $g$ arms pasted on it ( $g$ is the kind of the surface) enclosed (see Ref. 21) in $\mathscr{T}^{3}$. We note that $g$


FIG. 2. Portion of a Fermi surface containing closed and open trajectories separated by singular cycles.
cannot be equal to zero (the case corresponding to a sphere), since in that case the corresponding image surface would consist of compact components and would therefore be able to contain only closed trajectories.

Let us now formulate the topological theorems (see Refs. 18-24) which describe families of the surfaces $\mathscr{F}_{\epsilon}^{\dagger}$ for different directions of the magnetic field.

Let there be an arbitrary 3-period function $\epsilon_{s}(\mathbf{p})$ with periods equal to reciprocal lattice vectors, which takes values in the range $\epsilon_{\text {min }} \leqslant \epsilon(\mathbf{p}) \leqslant \epsilon_{\text {max }}$. Then

1) For any direction of the magnetic field unclosed trajectories exist either at all the energy levels belonging to a certain connected interval $\epsilon_{1}(\mathbf{B}) \leqslant \epsilon(\mathbf{p}) \leqslant \epsilon_{2}(\mathbf{B})$, where $\epsilon_{1}(\mathbf{B})>\epsilon_{\min }$ and $\epsilon_{2}(\mathbf{B})<\epsilon_{\max }$, or at a single energy level corresponding to a certain value $\epsilon_{0}(\mathbf{B})$. (In particular, it cannot happen that there are no unclosed trajectories at any of the levels.)
2) In the former case the set $\mathscr{F}_{\epsilon}^{\dagger}$ for any value of $\epsilon$, $\epsilon_{1}(\mathbf{B}) \leqslant \epsilon \leqslant \epsilon_{2}(\mathbf{B})$, is an unconnected union of nonintersecting two-tori $\mathscr{T}^{2}$, which are nonhomologous to zero in $\mathscr{T}^{3}$ [for fields $\mathbf{B}$ having a direction of irrationality 3, so that $\Pi(\mathbf{B})$ does not contain reciprocal lattice vectors], i.e., $g=1$ for any connected component of $\mathscr{F}_{\epsilon}^{\dagger}$. Two-tori lying at different energy levels likewise do not intersect one another. In $\mathscr{R}^{3}$ the map of such components is a family of parallel, periodically deformed integer (i.e., generated by two reciprocal lattice vectors) surfaces. All the open trajectories lie in bands of finite width, whose direction is assigned by the intersection of $\Pi(\mathbf{B})$ with the planes described above, and pass completely through them (see Ref. 21). In addition, there is a stability zone near the direction of $\mathbf{B}$ in the form of a region of finite size with a piecewise smooth boundary on the unit sphere $\mathscr{S}^{2}$, which is such that the same situation is observed from this zone for a direction of $\mathbf{B}$ of irrationality 3. The homology class of each of the two-tori remains unchanged, although the values of $\epsilon_{1}(\mathbf{B})$ and $\epsilon_{2}(\mathbf{B})$, as well as the measure of the open trajectories at each energy level generally vary. On the boundaries of the stability zone the values of $\epsilon_{1}(\mathbf{B})$ and $\epsilon_{2}(\mathbf{B})$ coincide; however, $\mathscr{F}_{\epsilon_{1}}^{\dagger}\left(\epsilon_{1}=\epsilon_{2}\right)$ consists, as previously, of two-tori with the same homology class. The physical effects associated with the situation considered above were described in Refs. 1 and 2.

However, generally speaking, in the other case, i.e., when open trajectories exist at a single energy level, they may also not lie in a band of finite width ${ }^{22-25}$ (then the direction of the magnetic field does not lie on the boundary of any of the stability zones), and, in addition, for directions of B of irrationality 3 (see Refs. 22-24) they will then not have an asymptotic direction. This situation corresponds to the case where all the connected components of $\mathscr{F}_{\epsilon_{0}}^{\dagger}$ are of a kind greater than or equal to 3 (see Refs. 21 and 24). Here we are interested in physical effects associated specifically with such a situation.

We note here that the unit sphere $\mathscr{S}^{2}$ (see Ref. 22), which parametrizes the directions of the magnetic field $\mathbf{B}$, can either consist entirely of one stability zone or contain an infinite number of such zones and that in the latter case any two stability zones can have no more than one common boundary point. The picture then appearing is quite non-


FIG. 3. Arrangement of the stability zones corresponding to the case of trajectories which lie in straight bands of finite width and pass completely through them on a two-sphere.
trivial. More specifically, on the unit sphere $\mathscr{S}^{2}$ there is an infinite number of stability zones with piecewise smooth boundaries, which tightly fill $\mathscr{S}^{2}$ everywhere, and an infinite number of smaller zones adjoin the boundary of each zone at an infinite number of points (Ref. 22, see Fig. 3). The union of all the zones densely fills $\mathscr{S}^{2}$, but it is still not known whether their total measure is equal to the measure of $\mathscr{S}^{2}$. The addition to the union of zones on the sphere has the form of an everywhere dense set of continual capacity, whose measure has not yet been established. In addition, there is a theorem (see Refs. 22-24), which states that each of the directions of $\mathbf{B}$ on the unit sphere at which the situation of interest to us is observed (open trajectories existing at a single energy level and not lying in bands of finite width) is a point for the accumulation of directions having this same property. In addition, all such directions near the original direction under consideration have the property that open trajectories exist at the same energy level $\epsilon_{0}$ as for the original direction and lie on a certain smooth curve on $\mathscr{S}^{2}$, which passes through the original direction $\mathbf{B}_{0}$. [This is due to the need for the special topological characteristic to vanish when the situation of interest to us is observed (see Refs. $22-24)$ and thus locally specifies a one-submanifold at a fixed energy level (near the Fermi level in the present case). We note that this condition is not sufficient and directions of interest to us do not lie at all points on the curve described].

The situation described thus allows us to state that in the case of fairly complicated Fermi surfaces it is possible, in principle, to observe the second of these situations, which corresponds to high genera for the associated components of $\mathscr{F}_{\epsilon_{F}}^{\dagger}$ and will also be of interest to us, by specially selecting the magnetic field $\mathbf{B}$.

As we have already noted above, in the case just indicated there are unclosed trajectories at only one energy level (we shall assume that the direction of $\mathbf{B}$ has been selected such that this level would coincide with the Fermi level $\epsilon_{F}$ or lie very close to it). Each of these open trajectories lacks an asymptotic direction and fills the entire plane corresponding to it, which is orthogonal to the magnetic field, so that the motion of an electron in that plane is reminiscent of ordinary diffusion (see Fig. 4). The existing analytical examples of such trajectories (see Ref. 22), however, allow us to state that in the general case the laws of ordinary diffusion are re-


FIG. 4. Trajectory of the 'diffusion' type that we considered. The plus and minus signs denote regions of relatively large and small energy values.
placed by more general behavior, i.e., there are two directions (they can be considered orthogonal) in $\Pi(\mathbf{P})$ such that the mean (in absolute value) deviations from the initial position over the course of time along each of these directions are proportional to $p_{F}\left(l / p_{F}\right)^{\alpha}$ and $p_{F}\left(l / p_{F}\right)^{\beta}$, respectively (in all planes perpendicular to $\mathbf{B}$ ), where $l$ is the length of the portion of the trajectory traversed, $p_{F}$ is the Fermi momentum, and $0 \leqslant \alpha, \beta \leqslant 1$. From the condition that the area covered by the trajectory increases linearly with time, it can then be concluded that

$$
\begin{equation*}
\alpha+\beta=1 \tag{3}
\end{equation*}
$$

In the subsequent treatment we shall start out from this general assumption and retain the term diffusion for the trajectories just described. The value $\alpha=\beta=1 / 2$ corresponds to the case of ordinary diffusion, while in the general case the region in $\Pi(\mathbf{B})$ covered by a diffusion trajectory becomes increasingly more extended in one direction with the passage of time.

At energy levels not coinciding with the Fermi level there are only closed trajectories. The mean length of the trajectories that lie near the Fermi level and are obtained from open trajectories on the Fermi surface as a result of the rearrangements of the latter shown in Fig. 5 (see Ref. 21) in planes perpendicular to $\mathbf{B}$ upon departure from the Fermi surface can be estimated as

$$
\begin{equation*}
L_{\epsilon} \sim p_{F} \frac{\epsilon_{F}}{\left|\epsilon-\epsilon_{F}\right|}, \tag{4}
\end{equation*}
$$

where $\epsilon$ is the energy of the level. The mean length of such trajectories corresponding to the temperature spreading $T$ can accordingly be estimated as $p_{F}\left(\epsilon_{F} / T\right)$, where $\epsilon_{F} / T \sim 10^{4}$ for ordinary metals. Thus, for magnetic fields $B$ that are considered strong in the theory of galvanomagnetic phenomena (the condition for this is $\omega_{B} \tau \gtrdot>1$, where $\tau$ is the electron


FIG. 5. Rearrangement of trajectories near saddle points when the energy level or the direction of the magnetic field is varied.
mean free transit time), which, however, satisfy the condition $\omega_{B} \tau \ll \epsilon_{F} / T$, trajectories of the type just described behave as open trajectories, since the transit time along such a trajectory significantly exceeds the electron mean free transit time. The contribution of such trajectories to the conductivity tensor differs significantly from the contribution of the previously known trajectories which lie in bands of finite width and pass completely through them (Refs. 4 and 5; see also Ref. 1). We shall now proceed to an investigation of this contribution.

## 3. PROPERTIES OF A SINGLE-PARTICLE DISTRIBUTION FUNCTION AS A FUNCTION OF THE TOPOLOGY OF THE OPEN TRAJECTORIES

Let us briefly describe the physical assumptions which we shall use below. We shall assume that the state of electrons is described well within the quasiclassical approximation by a single-particle distribution function $f(\mathbf{x}, \mathbf{p}, t)$, which satisfies the Boltzmann equation ${ }^{1)}$

$$
\begin{equation*}
f_{t}+v_{\mathrm{gr}}^{i}(\mathbf{p}) \frac{\partial f}{\partial x^{i}}+F_{\mathrm{ext}}^{i} \frac{\partial f}{\partial p_{i}}=I[f](\mathbf{x}, \mathbf{p}, t) \tag{5}
\end{equation*}
$$

where $\mathbf{v}_{\mathrm{gr}}(\mathbf{p})=\nabla \epsilon_{s}(\mathbf{p})$ is the value of the electron group velocity, $\mathbf{F}_{\text {ext }}$ is the external force, and $I[f]$ is the collision integral. In a state of thermodynamic equilibrium the electron distribution function is given by the expression

$$
\begin{equation*}
f_{0}(\mathbf{p})=\frac{1}{\exp \left[\left(\epsilon_{s}(\mathbf{p})-\epsilon_{F}\right) / T\right]+1} \tag{6}
\end{equation*}
$$

As can easily be seen, the application of a uniform magnetic field $\mathbf{B}$ does not alter the distribution function (6), since it generates a flux in quasimomentum space which maintains a volume element $d^{3} p$ and does not alter the electron energies.

We are interested in the properties of the stationary, spatially homogeneous distributions that appear in such a situation when a weak electric field is applied, i.e., we are interested here in the conductivity tensor in strong magnetic fields. We assume, as is usually done in such cases, that to first order in $E$

$$
\begin{equation*}
f(\mathbf{p}, \mathbf{E})=f_{0}(\boldsymbol{\epsilon})-\frac{\partial f_{0}}{\partial \boldsymbol{\epsilon}} F^{i} \psi^{i}(\mathbf{p}) \tag{7}
\end{equation*}
$$

and take the collision integral $I[f](\mathbf{p})$ (in the case of elastic scattering on impurities) in the form

$$
\begin{align*}
I[f](\mathbf{p})= & \frac{2 \pi n_{\text {imp }}}{\hbar} \int\left|w_{\mathbf{p p}^{\prime}}\right|^{2}\left[f\left(\mathbf{p}^{\prime}\right)(1-f(\mathbf{p}))-f(\mathbf{p})\right. \\
& \left.\times\left(1-f\left(\mathbf{p}^{\prime}\right)\right)\right] \delta\left(\epsilon_{s}(\mathbf{p})-\epsilon_{s}\left(\mathbf{p}^{\prime}\right)\right) \frac{d^{3} p^{\prime}}{(2 \pi \hbar)^{3}} V \\
= & \frac{2 \pi n_{\text {imp }}}{\hbar} \int\left|w_{\mathbf{p}^{\prime}}\right|^{2}\left[f\left(\mathbf{p}^{\prime}\right)-f(\mathbf{p})\right] \delta\left(\boldsymbol{\epsilon}_{s}(\mathbf{p})\right. \\
& \left.-\epsilon_{s}\left(\mathbf{p}^{\prime}\right)\right) \frac{d^{3} p^{\prime}}{(2 \pi \hbar)^{3}} V \tag{8}
\end{align*}
$$

where $n_{\text {imp }}$ is the concentration of impurities and $w_{\mathbf{p p}}{ }^{\prime}$ is the scattering amplitude on an isolated impurity center. It is not difficult to obtain the following relation for $\psi(\mathbf{p})$ :

$$
\begin{align*}
& -\frac{e}{c}\left[\mathbf{v}_{\mathrm{gr}}(\mathbf{p}) \mathbf{B}\right]^{k} \frac{\partial \psi^{i}}{\partial p^{k}}+e v_{\mathrm{gr}}^{i}(\mathbf{p}) \\
& = \\
& =\frac{2 \pi n_{\mathrm{imp}}}{\hbar} \int\left|w_{\mathbf{p}^{\prime}}\right|^{2}\left[\psi^{i}(\mathbf{p})-\psi^{i}\left(\mathbf{p}^{\prime}\right)\right] \delta\left(\epsilon_{s}(\mathbf{p})\right.  \tag{9}\\
& \left.\quad-\epsilon_{s}\left(\mathbf{p}^{\prime}\right)\right) \frac{d^{3} p^{\prime}}{(2 \pi \hbar)^{3}} V
\end{align*}
$$

In the case of strong magnetic fields (see Refs. 4 and 5) it is usually assumed (we shall now consider the case of closed trajectories only) that

$$
\begin{equation*}
\psi^{i}(\mathbf{p}, \mathbf{B})=\sum_{k=0}^{\infty} \psi_{(k)}^{i}(\mathbf{p}) B^{-k} \tag{10}
\end{equation*}
$$

Assuming that the collision integral does not depend on the magnetic field in the quasiclassical approximation, for the functions $\psi_{(0)}^{i}(\mathbf{p})$ we obtain

$$
\begin{equation*}
\left[\mathbf{v}_{\mathrm{gr}}(\mathbf{p}) \mathbf{B}\right]^{k} \frac{\partial \psi_{(0)}^{i}(\mathbf{p})}{\partial p^{k}}=0 \tag{11}
\end{equation*}
$$

i.e., the $\psi^{i}(\mathbf{p})$ are constant on the trajectories of the system (2). For the next terms in the series (10) we obtain (see Refs. 4 and 5) the relations

$$
\begin{align*}
- & \frac{e}{B c}\left[\mathbf{v}_{\mathrm{gr}}(\mathbf{p}) \mathbf{B}\right]^{k} \frac{\partial \psi_{(1)}^{i}(\mathbf{p})}{\partial p^{k}}+e v_{\mathrm{gr}}^{i}(\mathbf{p}) \\
= & \frac{2 \pi n_{\mathrm{imp}}}{\hbar} \int\left|w_{\mathbf{p p}^{\prime}}\right|^{2}\left[\psi_{(0)}^{i}\left(\mathbf{p}^{\prime}\right)-\psi_{(0)}^{i}(\mathbf{p})\right] \delta\left(\boldsymbol{\epsilon}_{s}(\mathbf{p})\right. \\
& \left.\quad-\epsilon_{s}\left(\mathbf{p}^{\prime}\right)\right) \frac{d^{3} p^{\prime}}{(2 \pi \hbar)^{3}} V,  \tag{12}\\
- & \frac{e}{B c}\left[\mathbf{v}_{\mathrm{gr}}(\mathbf{p}) \mathbf{B}\right]^{k} \frac{\partial \psi_{(m)}^{i}(\mathbf{p})}{\partial p^{k}} \\
\quad= & \frac{2 \pi n_{\mathrm{imp}}}{\hbar} \int\left|w_{\mathbf{p p}}\right|^{2}\left[\psi_{(m-1)}^{i}\left(\mathbf{p}^{\prime}\right)\right. \\
& \left.-\psi_{(m-1)}^{i}(\mathbf{p})\right] \delta\left(\boldsymbol{\epsilon}_{s}(\mathbf{p})-\epsilon_{s}\left(\mathbf{p}^{\prime}\right)\right) \frac{d^{3} p^{\prime}}{(2 \pi \hbar)^{3}} V, \quad m>1 . \tag{13}
\end{align*}
$$

Averaging Eqs. (12) and (13) over the action of the oneparameter group generated by system (2), we obtain

$$
\begin{align*}
& e\left\langle v_{\mathrm{gr}}^{i}(\mathbf{p})\right\rangle= \\
& \left.\frac{2 \pi n_{\mathrm{imp}}}{\hbar}\left\langle\int\right| w_{\mathbf{p p}^{\prime}}\right|^{2}\left[\psi_{(0)}^{i}\left(\mathbf{p}^{\prime}\right)\right.  \tag{14}\\
& \\
& \left.\left.-\psi_{(0)}^{i}(\mathbf{p})\right] \delta\left(\epsilon_{s}(\mathbf{p})-\boldsymbol{\epsilon}_{s}\left(\mathbf{p}^{\prime}\right)\right) \frac{d^{3} p^{\prime}}{(2 \pi \hbar)^{3}} V\right\rangle,  \tag{15}\\
& \left.\left\langle\int\right| w_{\mathbf{p p}}\right|^{2}\left[\psi_{(m)}^{i}\left(\mathbf{p}^{\prime}\right)-\psi_{(m)}^{i}(\mathbf{p})\right] \delta\left(\boldsymbol{\epsilon}_{s}(\mathbf{p})\right. \\
& \left.\left.\quad-\boldsymbol{\epsilon}_{s}\left(\mathbf{p}^{\prime}\right)\right) \frac{d^{3} p^{\prime}}{(2 \pi \hbar)^{3}} V\right\rangle=0, \quad m>0 .
\end{align*}
$$

where $\langle\ldots\rangle$ denotes an averaged quantity, which is constant on the trajectories of system (2).

Equation (14) permits the determination of $\psi_{(0)}^{i}(\mathbf{p})$ [which is constant on the trajectories of system (2)] as the solution of a linear inhomogeneous integral equation (see Refs. 4 and 5), and afterwards the functions $\psi_{(m)}^{i}(\mathbf{p})$, $m \geqslant 1$, can be found [with consideration of (14) and (15)] from the differential equations (12) and (13) to within functions that are constant on the trajectories of system (2) and can be found from Eq. (15) (we recall that we are considering the case of closed trajectories). Thus, Eqs. (12)-(15) enable us to find the functions $\psi^{i}(\mathbf{p}, \mathbf{B})$ defined by the series (10).

As is easily seen, the functions $\psi_{(m)}^{i}(\mathbf{p})$ are determined from (12)-(15) to within functions which depend only on the energy. This is a property of the model of elastic scattering on impurity centers we have adopted and is, generally speaking, not observed for collision integrals of a more general form. Since such additions do not influence the value of the electric current $\mathbf{j}$, here we shall construe $\psi_{(m)}^{i}(\mathbf{p})$ as the difference between the function and its mean value at the respective energy level. As is easily seen, this does not alter the system of equations (12)-(15) except for imposing a normalization condition on $\psi_{(m)}^{i}(\mathbf{p})$. Henceforth we shall not use a specific form of the collision integral and shall estimate only its order of magnitude.

On the basis of Eqs. (13), the ratio of the $(m+1)$ th term of the series (10) to the $m$ th term can be estimated as

$$
\begin{equation*}
\frac{1}{B} \frac{\psi_{(m+1)}}{\psi_{(m)}} \sim \frac{L}{(e / c) v_{F} B \tau} \tag{16}
\end{equation*}
$$

where $L$ is the length of the closed trajectories in quasimomentum space, and $\tau$ is the previously introduced electron mean free transit time. Setting $L \sim p_{F}$ for 'short" closed trajectories (i.e., which have dimensions of the order of the dimensions of the first Brillouin zone), we obtain

$$
\begin{equation*}
\frac{\psi_{(m+1)}}{B \psi_{(m)}} \sim\left(\omega_{B} \tau\right)^{-1} \tag{17}
\end{equation*}
$$

and, thus, $\left(\omega_{B} \tau\right)^{-1}$ plays the role of a small expansion parameter. The asymptotic behavior of the conductivity tensor in the limit $B \rightarrow \infty$ can now be written (see Refs. 4 and 5) as

$$
\sigma^{i k} \sim\left(\begin{array}{ccc}
\left(\omega_{B} \tau\right)^{-2} & \left(\omega_{B} \tau\right)^{-1} & \left(\omega_{B} \tau\right)^{-1}  \tag{18}\\
\left(\omega_{B} \tau\right)^{-1} & \left(\omega_{B} \tau\right)^{-2} & \left(\omega_{B} \tau\right)^{-1} \\
\left(\omega_{B} \tau\right)^{-1} & \left(\omega_{B} \tau\right)^{-1} & 1
\end{array}\right)
$$

and, accordingly, the resistivity tensor is

$$
\rho_{i k} \sim\left(\begin{array}{ccc}
1 & \omega_{B} \tau & 1  \tag{19}\\
\omega_{B} \tau & 1 & 1 \\
1 & 1 & 1
\end{array}\right)
$$

(see also Ref. 13).

In the case of open trajectories which lie in bands with a width of order $p_{F}$ and pass completely through them (see Refs. 4 and 5), the same treatment ${ }^{2)}$ gives

$$
\begin{align*}
& \sigma^{i k} \sim\left(\begin{array}{ccc}
\left(\omega_{B} \tau\right)^{-2} & \left(\omega_{B} \tau\right)^{-1} & \left(\omega_{B} \tau\right)^{-1} \\
\left(\omega_{B} \tau\right)^{-1} & 1 & 1 \\
\left(\omega_{B} \tau\right)^{-1} & 1 & 1
\end{array}\right)  \tag{20}\\
& \rho_{i k} \sim\left(\begin{array}{ccc}
\left(\omega_{B} \tau\right)^{2} & \omega_{B} \tau & \omega_{B} \tau \\
\omega_{B} \tau & 1 & 1 \\
\omega_{B} \tau & 1 & 1
\end{array}\right) . \tag{21}
\end{align*}
$$

As can be seen from (19) and (21), the resistivity in a plane perpendicular to $\mathbf{B}$ reaches saturation in the limit $\omega_{B} \tau \gtrdot 1$ and $B \rightarrow \infty$, if there are only closed short trajectories, and it obeys the law $\rho \sim B^{2} \cos ^{2} \varphi$, where $\varphi$ is the angle between the direction of the current and the $x$ axis, in the presence of open trajectories lying in narrow (of width $\sim p_{F}$ ) bands parallel to $p_{x}$.

In our case, however, as we have already indicated, $L \sim p_{F} \epsilon_{F} /\left|\epsilon_{F}-\epsilon\right|$, and the estimate (17) is thus inapplicable. Setting $\left|\epsilon_{F}-\epsilon\right| \sim T$, from (16) we obtain

$$
\psi_{(m+1)} / B \psi_{(m)} \sim\left(\epsilon_{F} / T\right)\left(\omega_{B} \tau\right)^{-1}
$$

and, thus, the range of magnetic fields satisfying the condition

$$
\begin{equation*}
\tau^{-1} \ll \omega_{B} \ll \frac{\epsilon_{F}}{T} \tau^{-1}, \tag{22}
\end{equation*}
$$

requires a separate treatment in our case. For example, from (14) we obtain

$$
\psi_{(0)}^{x}(\mathbf{p})=\psi_{(0)}^{y}(\mathbf{p}) \equiv 0,
$$

after which, taking into account Eq. (2), from (12) we can easily find that

$$
\begin{aligned}
\max \left|\psi_{(1)}^{x}(\mathbf{p})-\psi_{(1)}^{x}\left(\mathbf{p}^{\prime}\right)\right| & =c \max \left|p_{y}-p_{y}^{\prime}\right| \sim c p_{F}\left(L / p_{F}\right)^{\beta} \\
& \sim c p_{F}\left(\epsilon_{F} / T\right)^{\beta} \\
\max \left|\psi_{(1)}^{y}(\mathbf{p})-\psi_{(1)}^{y}\left(\mathbf{p}^{\prime}\right)\right| & =c \max \left|p_{x}-p_{x}^{\prime}\right| \\
& \sim c p_{F}\left(\epsilon_{F} / T\right)^{\alpha} .
\end{aligned}
$$

We shall henceforth use the so-called mean free path concept (see Refs. 12 and 13). More specifically, neglecting the dependence of the mean free path on the quasimomentum, we assume that the fraction of electrons which undergo their first scattering act after the beginning of observation in the time interval $(t, t+d t)$ equals

$$
\begin{equation*}
\nu=\frac{1}{\tau} e^{-t / \tau} \tag{23}
\end{equation*}
$$

We use $\mathbf{v}(t, \mathbf{p})$ to denote the value of the group velocity at the point obtained from $\mathbf{p}$ by shifting system (2) by the time $(-t)$ along the trajectory, and we introduce the quantity

$$
\begin{equation*}
\mathbf{S}(t, \mathbf{p})=\int_{0}^{t} \mathbf{v}\left(t^{\prime}, \mathbf{p}\right) d t^{\prime} \tag{24}
\end{equation*}
$$

which is equal to the integral of $\mathbf{v}(t, \mathbf{p})$ over the corresponding portion of the trajectory ending at the point $\mathbf{p}$. The quantity

$$
\begin{equation*}
W(t, \mathbf{p})=e \mathbf{E S}(t, \mathbf{p}) \tag{25}
\end{equation*}
$$

will then characterize the energy (to first order in $\mathbf{E}$ ) gained by an electron as it moves during the time $t$ along the portion of the trajectory ending at the point $\mathbf{p}$. Now, assuming that the election moves along a trajectory of system (2) between two scattering acts, acquiring or losing energy in the electric field and thereby escaping to higher or lower energy levels, while electrons from more filled lower levels or less filled higher levels arrive in its place, and that scattering subsequently occurs in some other element of quasimomentum space, we can write a correction to the distribution function that is linear in $\mathbf{E}$ in the form

$$
\begin{equation*}
f_{1}(\mathbf{p})=-\frac{\partial f_{0}(\boldsymbol{\epsilon})}{\partial \epsilon} \frac{1}{\tau} \int_{0}^{\infty} e^{-t / \tau} W(t, \mathbf{p}) d t \tag{26}
\end{equation*}
$$

and, accordingly, the value of the current density $\mathbf{j}$ equals

$$
\begin{align*}
\mathbf{j}= & -e^{2} \int \mathbf{v}_{\mathrm{gr}}(\mathbf{p}) \frac{\partial f_{0}(\boldsymbol{\epsilon})}{\partial \boldsymbol{\epsilon}} \\
& \times\left[\frac{1}{\tau} \int_{0}^{\infty} e^{-t / \tau} \int_{0}^{t} \mathbf{E v}\left(t^{\prime}, \mathbf{p}\right) d t^{\prime} d t\right] \frac{d^{3} p}{(2 \pi \hbar)^{3}} \\
= & -e^{2} \int \mathbf{v}_{\mathrm{gr}}(\mathbf{p}) \frac{\partial f_{0}(\boldsymbol{\epsilon})}{\partial \boldsymbol{\epsilon}} \\
& \times \int_{0}^{\infty} e^{-t^{\prime} / \tau}\left(\mathbf{E v}\left(t^{\prime}, \mathbf{p}\right)\right) d t^{\prime} \frac{d^{3} p}{(2 \pi \hbar)^{3}} . \tag{27}
\end{align*}
$$

With no loss of generality, we shall next assume that the $z$ axis coincides with the direction of the magnetic field $\mathbf{B}$. In this case, following Refs. 4 and 5, it will be convenient for us to introduce new coordinates at each of the energy levels near the Fermi level. More specifically, since there are only closed trajectories at each of the levels with $\epsilon \neq \epsilon_{F}$, singular closed trajectories cut each of the levels into cylinders of height $h_{i}$, which consist of nonsingular closed trajectories (here we consider only essentially different cylinders, which are not obtained from one another by displacement by a reciprocal lattice vector). The bases of some of the cylinders can then be constricted into a point (see Fig. 6).

We take the values of $p_{z}$ and $s=t e B / c$, where $t$ is the transit time along the trajectory of system (2), as the coordinates in each such cylinder. The sum of the heights of the cylinders consisting of trajectories obtained by rearranging open trajectories lying on the Fermi surface (apart from them, in the general case there are also 'short'" trajectories, which were previously excluded from the treatment) then tends to zero as $\boldsymbol{\epsilon} \rightarrow \boldsymbol{\epsilon}_{F}$ and can be estimated in order of magnitude as

$$
H=\sum^{\prime} h_{i} \sim p_{F} \frac{\left|\epsilon_{F}-\epsilon\right|}{\epsilon_{F}},
$$



FIG. 6. Portion of a Fermi surface separated by singular cycles into cylinders of closed trajectories.
while the mean length along $s$ of such trajectories is of order

$$
\frac{p_{F}}{v_{F}} \frac{\left|\epsilon_{F}-\epsilon\right|}{\epsilon_{F}} \sim m^{*} \frac{\left|\epsilon_{F}-\epsilon\right|}{\epsilon_{F}},
$$

where $m^{*}$ is the electron effective mass. Taking into account the fact that the Jacobian for passing from the coordinates $\left(p_{x}, p_{y}, p_{z}\right)$ to ( $\left.\epsilon, p_{z}, s\right)$ equals unity (see Refs. 4 and 5), the contribution of such trajectories to the conductivity tensor can be written, using (27), in the form

$$
\begin{align*}
\sigma^{i k}= & -e^{2}\left(\frac{c}{e B}\right) \int^{\prime} \frac{\partial f_{0}(\epsilon)}{\partial \epsilon}\left[\int_{0}^{\infty} v_{\mathrm{gr}}^{i}\left(\epsilon, p_{z}, s\right)\right. \\
& \left.\times \exp \left(-\frac{c s^{\prime}}{e B \tau}\right) v_{\mathrm{gr}}^{k}\left(\epsilon, p_{z}, s-s^{\prime}\right) d s^{\prime}\right] \frac{d \epsilon d p_{z} d s}{(2 \pi \hbar)^{3}} \tag{28}
\end{align*}
$$

where the prime on the integral sign means that for each energy value the integration is performed along the cylinders described above of long trajectories obtained from open trajectories lying on the Fermi surface. We note that after the replacement of $\mathbf{B}$ by $-\mathbf{B}$, which entails the replacement $s \rightarrow-s$, it is not difficult to obtain the relation $\sigma^{i k}(\mathbf{B})=\sigma^{k i}(-\mathbf{B})$ in accordance with the Onsager principle from Eq. (28).

Expanding the functions $\mathbf{v}_{\mathrm{gr}}\left(\epsilon, p_{z}, s\right)$, which are periodic in $s$, into a Fourier series

$$
\begin{equation*}
\mathbf{v}_{\mathrm{gr}}\left(\epsilon, p_{z}, s\right)=\sum_{n=-\infty}^{\infty} \mathbf{v}_{\mathrm{gr}}\left(\epsilon, p_{z}, n\right) \exp \left(i \frac{2 \pi n}{S_{0}} s\right), \tag{29}
\end{equation*}
$$

where $S_{0}=S_{0}\left(\epsilon, p_{z}\right)$ is the length (along $s$ ) of the respective closed trajectory, we can rewrite Eq. (28) in the form

$$
\begin{aligned}
\sigma^{i k}= & -e^{2}\left(\frac{c}{e B}\right) \int^{\prime} \frac{\partial f_{0}(\boldsymbol{\epsilon})}{\partial \epsilon} \\
& \times\left[\sum_{n=-\infty}^{\infty} \frac{v_{\mathrm{gr}}^{i}\left(\epsilon, p_{z}, n\right) v_{\mathrm{gr}}^{k}\left(\epsilon, p_{z},-n\right)}{c / e B \tau+i 2 \pi n / S_{0}}\right] \frac{d \epsilon d p_{z}}{(2 \pi h)^{3}},
\end{aligned}
$$

where the components $\mathbf{v}_{\mathrm{gr}}\left(\epsilon, p_{z}, n\right)$ are of the same order of magnitude up to $n_{0} \sim S_{0} / m^{*}$ (note that $s$ has the dimensions of mass and that $m^{*}$ corresponds to the size of the Brillouin zone), after which they begin to decrease. From (22) we now have $S_{0} / m^{*} \gg c S_{0} / e B \tau \gg 1$.

To evaluate the integrals (28), we replace the quantity

$$
\int_{0}^{\infty} e^{-c s^{\prime} l e B \tau} v_{\mathrm{gr}}^{k}\left(\epsilon, p_{z}, s-s^{\prime}\right) d s^{\prime}
$$

by

$$
\begin{equation*}
\int_{0}^{e B \tau / c} v_{\mathrm{gr}}^{k}\left(\epsilon, p_{z}, s-s^{\prime}\right) d s^{\prime} \tag{31}
\end{equation*}
$$

and we replace $v_{\mathrm{gr}}^{i}\left(\epsilon, p_{z}, s\right)$ by the quantity averaged over the interval $e B \tau / c$ [in order to discard the higher harmonics that are orthogonal to (31)]:

$$
\begin{equation*}
v_{\mathrm{gr}}^{i}\left(\epsilon, p_{z}, s\right) \rightarrow \frac{c}{e B \tau} \int_{0}^{e B \tau / c} v_{\mathrm{gr}}^{i}\left(\epsilon, p_{z}, s-s^{\prime}\right) d s^{\prime} \tag{32}
\end{equation*}
$$

We now note that for $i, k=1,2$ the quantities (31) and (32) can be expressed by virtue of (2) in terms of the differences between $p_{x}$ and $p_{y}$ at the ends of a trajectory segment of length $e B \tau / c$, which, in turn, can (when the $p_{x}$ and $p_{y}$ axes are appropriately selected) be estimated in order of magnitude according to the foregoing as $p_{F}\left(e B \tau / m^{*} c\right)^{\alpha}$ and $p_{F}\left(e B \tau / m^{*} c\right)^{\beta}$. For the corresponding components $\sigma^{i k}$ we thus have the estimates

$$
\begin{align*}
\sigma^{x x} & \sim e^{2}\left(\frac{c}{e B}\right)^{2} \frac{1}{\tau} p_{F}^{2}\left(\omega_{B} \tau\right)^{2 \beta} \frac{p_{F} m^{*}}{(2 \pi \hbar)^{3}} \frac{\epsilon_{F}}{\left|\epsilon_{F}-\epsilon\right|} \frac{\left|\epsilon_{F}-\epsilon\right|}{\epsilon_{F}} \\
& \sim \frac{n e^{2} \tau}{m^{*}} \frac{1}{\left(\omega_{B} \tau\right)^{2-2 \beta}}, \tag{33}
\end{align*}
$$

where $n \sim p_{F}^{3} /(2 \pi \hbar)^{3}$ is the electron density. Similarly,

$$
\begin{align*}
& \sigma^{y y} \sim \frac{n e^{2} \tau}{m^{*}} \frac{1}{\left(\omega_{B} \tau\right)^{2-2 \alpha}},  \tag{34}\\
& \sigma^{x y} \sim \sigma^{y x} \sim \frac{n e^{2} \tau}{m^{*}} \frac{1}{\left(\omega_{B} \tau\right)^{2-\alpha-\beta}}=\frac{n e^{2} \tau}{m^{*}} \frac{1}{\left(\omega_{B} \tau\right)} \tag{35}
\end{align*}
$$

(so that $\alpha+\beta=1$ ).
Let us now consider the values for $v_{\mathrm{gr}}^{z}$ corresponding to (31) and (32). We assume that the set $F_{\epsilon_{F}}^{\dagger}$ described above consists in our case of one connected component (otherwise, the Fermi surface must be of genus no less than 6). In this case the part of $F_{\epsilon_{F}}^{\dagger}$ covered by open trajectories is a connected surface that is invariant to the replacement $p \rightarrow-p$, and, thus, the mean value of $v_{\mathrm{gr}}^{z}(\mathbf{p})$ on any open nonsingular trajectory on the Fermi surface is equal to zero. As we move away from the Fermi surface, however, the mean value of $v_{\mathrm{gr}}^{z}$ on the closed trajectories obtained from open trajectories, unlike $v_{\mathrm{gr}}^{x}$ and $v_{\mathrm{gr}}^{y}$, is, generally speaking, not equal to zero and can be estimated in order of magnitude as $v_{F}\left|\epsilon_{F}-\epsilon\right| / \epsilon_{F}$. For the quantity $v_{\mathrm{gr}}^{z}\left(\epsilon, p_{z}, s\right)-\left\langle v_{\mathrm{gr}}^{z}\right\rangle\left(\epsilon, p_{z}\right)$ on each of the tra-
jectories it is then natural to use relations that are analogous to the corresponding $v_{\mathrm{gr}}^{x}$ and $v_{\mathrm{gr}}^{y}$ and to write within an order of magnitude

$$
\begin{equation*}
\int_{0}^{e B \pi / c}\left(v_{\mathrm{gr}}^{z}\left(\epsilon, p_{z}, s\right)-\left\langle v_{\mathrm{gr}}^{z}\right\rangle\left(\epsilon, p_{z}\right)\right) d s^{\prime} \sim v_{F}\left(\frac{e B \tau}{m^{*} c}\right)^{\gamma}, \tag{36}
\end{equation*}
$$

where $0<\gamma<1$.
After the assumptions made, the remaining components of the conductivity tensor can be estimated from Eq. (28) as

$$
\begin{align*}
& \sigma^{z z} \sim e^{2}\left(\frac{c}{e B}\right) \int^{\prime} \frac{1}{4 T \cosh ^{2}\left(\epsilon-\epsilon_{F}\right) / 2 T} \\
& \times \frac{e B \tau}{c} v_{F}^{2} \frac{\left(\epsilon-\epsilon_{F}\right)^{2}}{\epsilon_{F}^{2}} \frac{d \epsilon d p_{z} d s}{(2 \pi \hbar)^{3}} \\
&+e^{2}\left(\frac{c}{e B}\right) \frac{1}{\tau} \int^{\prime} \frac{\partial f_{0}(\epsilon)}{\partial \epsilon} p_{F}^{2} \\
& \times\left(\frac{e B \tau}{m^{*} c}\right)^{2 \gamma} \frac{d \epsilon d p_{z} d s}{(2 \pi \hbar)^{3}} \\
& \sim e^{2} \tau \frac{T^{2}}{\epsilon_{F}^{2}} v_{F}^{2} \frac{p_{F} m^{*}}{(2 \pi \hbar)^{3}} \\
&+e^{2}\left(\frac{c}{e B}\right)^{2} \frac{1}{\tau} p_{F}^{2}\left(\omega_{B} \tau\right)^{2 \gamma} \frac{p_{F} m^{*}}{(2 \pi \hbar)^{3}} \\
& \sim \frac{n e^{2} \tau}{m^{*}} \frac{T^{2}}{\epsilon_{F}^{2}}+\frac{n e^{2} \tau}{m^{*}} \frac{1}{\left(\omega_{B} \tau\right)^{2-2 \gamma}} \tag{37}
\end{align*}
$$

[Formula (37), like (33)-(35), can be regarded only as an estimate, in which we have distinguished the two principal terms, one of which corresponds to nonzero values of $v_{\mathrm{gr}}^{z}$ near the Fermi surface and decreases with decreasing $T$, while the other corresponds to diffusive motion and decreases with increasing $B]$ :

$$
\begin{align*}
& \sigma^{x z} \sim \sigma^{z x} \sim \frac{n e^{2} \tau}{m^{*}} \frac{1}{\left(\omega_{B} \tau\right)^{2-\beta-\gamma}}  \tag{38}\\
& \sigma^{y z} \sim \sigma^{z y} \sim \frac{n e^{2} \tau}{m^{*}} \frac{1}{\left(\omega_{B} \tau\right)^{2-\alpha-\gamma}} \tag{39}
\end{align*}
$$

Equations (33)-(35) and (37)-(39) thus describe the contribution to the conductivity tensor of the long trajectories that we considered. Comparing it to the contribution (18) of ordinary trajectories, we readily see that because of the slower decay of $\sigma^{x x}$ and $\sigma^{y y}$, as well as, possibly (although not necessarily), $\sigma^{x z}, \sigma^{z x}, \sigma^{y z}$, and $\sigma^{z y}$, with increasing $B$ in the range (22) considered here in comparison to the usual case, the case considered here can be distinguished experimentally from other cases. For the resistivity tensor $\rho_{\alpha \beta}$, $\alpha, \beta=1,2$, in a plane perpendicular to $\mathbf{B}$ we can easily obtain (when there is also a contribution from short trajectories, so that $\sigma^{z z} \neq 0$ holds for $B \rightarrow \infty$ and $T \rightarrow 0$ ) the estimate

$$
\rho_{\alpha \beta} \sim\left(\begin{array}{cc}
\left(\omega_{B} \tau\right)^{2 \alpha} & \omega_{B} \tau  \tag{40}\\
\omega_{B} \tau & \left(\omega_{B} \tau\right)^{2 \beta}
\end{array}\right)
$$

in the range (22), and, thus, the resistivity in a plane orthogonal to the magnetic field increases in the principal term proportionally to $\rho \sim B^{n} \cos ^{2} \varphi, 1<n<2$ (here $n=2 \max \{\alpha, \beta\}$, and $\varphi$ is the angle between the direction of the current and the direction of maximum resistivity).

We now note that formulas (33)-(35) and (37)-(39), which follow from the general formula (28) after the assumptions which we made, can also be used in the range (22) and in the previously described cases ${ }^{4,5}$ of short (with length $\sim p_{F}$ ) closed trajectories and open trajectories which lie in bands of finite width (also of order $p_{F}$ ) in $\Pi(\mathbf{B})$ and pass completely through them. In the former case, as is easily seen, we must set $\alpha=\beta=0$ and $\gamma=1$ (the integrals of $v_{\mathrm{gr}}^{x}$ and $v_{\mathrm{gr}}^{y}$ are constrained during motion along a trajectory, while the integral of $v_{\mathrm{gr}}^{z}$ increases linearly with the distance traversed), and in the latter case we must set $\beta=0$ and $\alpha=\gamma=1$ (assuming that motion in quasimomentum space occurs along the $p_{x}$ axis). As for the case where the lengths $L$ of the closed trajectories or the minimum width $a$ of the band containing the open trajectories satisfy the condition

$$
\begin{equation*}
p_{F}<L, \quad a<p_{F}\left(\epsilon_{F} / T\right) \tag{41}
\end{equation*}
$$

the motion of an electron along trajectories in quasimomentum space in the range of magnetic fields (22) can be regarded in such a situation as diffusive motion only for $1 \ll \omega_{B} \tau \ll L / p_{F}$, while the expansion (10) can be used for $\omega_{B} \tau \gtrdot L / p_{F}$. Thus, a more general dependence of $\sigma^{i k}$ on $B$ will be observed in the range (22), so that the $B d\left(\ln \sigma^{i k}\right) / d B$ [which play the role of the exponents in formulas (33)-(35), and (37)-(39)] will vary smoothly from the values corresponding to the case of electron diffusion in $p$-space to the case in which Eq. (18) or (20) holds. Formulas (33)-(35) and (37)-(39) can be considered valid in this more general case, if we assume that $\alpha, \beta$, and $\gamma$ are already arbitrary [not related by Eq. (3)] functions of $B$ that vary slowly in range (22). This argument is important, since the treatments presented above, unlike the previously mentioned general cases (see Refs. 1 and 2), which correspond to stability zones of directions of $\mathbf{B}$, correspond to the situation observed when the direction of the magnetic field is fixed. In this case the maximum angle of deviation allowing the trajectories described above to be rearranged so that the mean length of the trajectory segment in which rearrangements do not occur (see Fig. 5) is equal to $L$ can be estimated as $\sim\left(p_{F} / L\right)^{1+\max \{\alpha, \beta\}}$ and is thus very small under the condition that the regime described is maintained with the same $\alpha$, $\beta$, and $\gamma$ in the range (22) [this requires fulfillment of the condition $\left.L \sim p_{F}\left(\epsilon_{F} / T\right)\right]$. Let us now consider the situation corresponding to the physical case in which because of the nonuniformity of $\mathbf{B}$ the measured value of the conductivity tensor $\sigma^{i k}$ (or $\rho_{i k}$, depending on the conditions of the experiment) is averaged over a certain neighborhood $O_{\delta}$ near the direction of the field under consideration $\mathbf{B}_{0}$, the dimensions of $O_{\delta}$ exceeding the value indicated above for the angle of deviation. As was noted above, the addition to the set of directions of $\mathbf{B}$ in which the situation that we described
is observed (not necessarily at the Fermi level) is the union of the stability zones in which open trajectories exist in an energy interval $\left[\epsilon_{1}, \epsilon_{2}\right]$ of nonzero length and lie in bands of finite width in planes perpendicular to the magnetic field $\mathbf{B}$, passing completely through them. The union of stability zones densely fills the unit sphere $\mathscr{S}^{2}$ everywhere, and, thus, the neighborhood $O_{\delta}$ will be tightly filled by such zones everywhere. The dimensions of the zones converging toward $\mathbf{B}_{0}$ tend to zero, and the values of the limits of the energy ranges corresponding to them $\epsilon_{1}$ and $\epsilon_{2}$ converge toward the value of $\epsilon_{0}$, at which there are open trajectories for the direction of $\mathbf{B}_{0}$. The width $a$ of the bands in which open trajectories lie tends to infinity. The situation that we described will be observed for directions of $\mathbf{B}$ from $O_{\delta}$ that do not lie in any of the stability zones, the energy values at which there are open trajectories also tending to $\epsilon_{0}$ as $\mathbf{B} \rightarrow \mathbf{B}_{0}$ (we note that we assume that the direction of $\mathbf{B}_{0}$ was selected such that $\left.\epsilon_{0}-\epsilon_{F}<T\right)$. Thus, if $\mathbf{B}$ belongs to $O_{\delta}$, the trajectories lying near the Fermi surface can be either closed or open. In addition, if the maximum angle of deviation from $\mathbf{B}_{0}$ (because of nonuniformity of the field, crystal defects, etc.) is equal to $\delta \theta$, the lengths of the segments of the original trajectories in which intersections did not occur are

$$
L \sim p_{F} /(\delta \theta)^{1 /(1+\max \{\alpha, \beta\})}
$$

The value of $L$ thus determined is a lower estimate either for the lengths of the closed trajectories obtained or for the widths of the bands of open trajectories and, on the basis of reasonable experimental estimates for $\delta \theta$, satisfy (41). On the basis of the foregoing it can thus be expected that, if the magnetic field in a metal with a complicated Fermi surface is specially selected (so that the diffusive motion of electrons takes place on the Fermi surface in $p$-space in the magnetic field), the behavior of $\sigma^{i k}$ described by (33)-(35) and (37)(39) can be observed with a priori unknown values of $\alpha, \beta$, and $\gamma$ [which, generally speaking, are not related by (3) due to averaging over $O_{\delta}$, if $\delta \theta$ is not so small that the regime observed for $\mathbf{B}=\mathbf{B}_{0}$ is maintained]. The behavior of the resistivity in a plane perpendicular to the magnetic field is then described by Eq. (40).

Here we note that a description of such behavior was given in a report of experimental work, ${ }^{9}$ in which the dependence of the resistivity $\rho$ in a plane perpendicular to a magnetic field $\mathbf{B}$ on its direction was investigated in a gold single crystal. More specifically, the measurements revealed pronounced anisotropy (as a function of the direction of $\mathbf{B}$ ) of the resistivity, and maximum points were discovered, at which the resistivity increases with $B$ according to the law $\rho \sim B^{n}$, where $n$ varies from 1 to 1.8 . In addition, it can be seen from an angular diagram that groups of such maxima lie on one-dimensional curves on the unit sphere $\mathscr{S}^{2}$ in accordance with our previous statements (see Sec. 2), allowing us to state that the situation which we described is probably observed on the Fermi surface in a gold single crystal for these directions of the magnetic field.

As we have already mentioned, mathematical theorems allow us to state that the situation described can be observed for a fairly extensive list of metals with complicated Fermi surfaces when the direction of $\mathbf{B}$ is specially selected.

We now note that, according to Eqs. (33)-(35) and (37)-(39), the contribution of the diffusion trajectories described here to the longitudinal conductivity $\sigma^{z z}$ (in the case of a Fermi surface of a low genus, so that $\mathscr{F}_{\epsilon_{F}}^{\dagger}$ consists of one connected component in our situation) vanishes when $T \rightarrow 0$ and $B \rightarrow \infty$. Moreover, if the Fermi surface is of genus 3 and has a negative (more precisely, nonpositive) Gaussian curvature at all of its points, there cannot be any closed trajectories on it in our situation. In fact, in this case there cannot be any closed trajectories demarcating a twodimensional disk $\mathscr{D}^{2}$ on the Fermi surface, since there must be a singularity of the pole type within such a disk in this case, in contradiction to the nonpositive Gaussian curvature of the surface. As for closed trajectories of any other type, as is easily seen, after they are removed and the openings formed are pasted over by disks perpendicular to the magnetic field, the Fermi surface breaks up into components of a lower genus, and the previously described surface $\mathscr{F}_{\epsilon}^{\dagger}$ will thus not contain components of genus 3, in contradiction to our original assumptions regarding the situation. In this case Eqs. (33)-(35) and (37)-(39) will describe the complete conductivity tensor, and when $T \rightarrow 0$ and $B \rightarrow \infty$, the conductivity tensor (including $\sigma^{z z}$ ) becomes equal to zero, i.e., the substance will behave as an insulator in the limit $T \rightarrow 0$ in strong magnetic fields for special directions of $\mathbf{B}$. It should, however, be noted that the condition described for a Fermi surface (which must be unique) is quite strong, so that the known metals with complicated Fermi surfaces (for example, Au ), which are such that there is a possibility of observing the contribution of (33)-(35) and (37)-(39) described in them for special directions of the magnetic field, will not satisfy it, and contribution (18) will always be present in them in addition to (33)-(35) and (37)-(39). It is possible, however, to observe a sharp decrease in $\sigma^{z z}$ for special directions of the magnetic field in metals with complicated Fermi surfaces, if the area covered by closed trajectories (of length $\sim p_{F}$ ) on the Fermi surface is small compared with the total area of the Fermi surface.
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#### Abstract

Resonant absorption of microwaves in $\mathrm{CuGeO}_{3}$ single crystals in a frequency band of 40 to 120 GHz , in magnetic field $B \leqslant 15 \mathrm{~T}$, at temperatures ranging between 0.5 and 300 K , and in the configuration $\mathbf{B} \| \mathbf{a}$ has been investigated. Several absorption lines ( $S_{0}, S_{a}$, and $S_{b}$ ) whose parameters strongly depend on temperature have been detected close to ESR. The temperature dependence of the total absorption in the main line $S_{0}$ with the Lande $g$-factor $g_{0}=2.154$ at temperatures above the spin-Peierls transition temperature is in good agreement with Bonner and Fisher's theoretical prediction for a one-dimensional Heisenberg spin chain. In addition to the main resonance, a resonance of smaller amplitude, $S_{a}$, with the $g$-factor $g_{a}=2.72$ has been detected at temperatures ranging down to a characteristic temperature $T \simeq 1 \mathrm{~K}$, below which the amplitude of this feature drops to zero. A radical restructuring of the magnetoabsorption spectrum occurs at the temperature of the spin-Peierls transition $T_{\mathrm{SP}} \approx 14 \mathrm{~K}$. At $T<12 \mathrm{~K}$ new features emerge in the spectrum, namely, a broad absorption line overlapping with the narrow lines $S_{0}$ and $S_{a}$, and a line $S_{b}$ with $g_{b}=1.83$, which is not detected at temperatures above $T_{\mathrm{SP}}$. An analysis of amplitudes and total absorption of ESR lines as functions of temperature has shown that the temperature range below 1 K is anomalous, which may be caused by an additional ordering in the $\mathrm{CuGeO}_{3}$ magnetic subsystem at low temperatures. © 1997 American Institute of Physics. [S1063-7761(97)01411-X]


## 1. INTRODUCTION

Since the pioneering research by Hase et al., ${ }^{1}$ the lowdimensional magnet $\mathrm{CuGeO}_{3}$ has attracted considerable attention from investigators as a sample of nonorganic material with a spin-Peierls instability. The common viewpoint is that $\mathrm{Cu}^{2+}$ ions ( $S=1 / 2$ ) arranged along the $\mathbf{c}$ axis form antiferromagnetic Heisenberg chains, which are known to be unstable against dimerization. ${ }^{1}$ At temperatures below the spin-Peierls transition, $T_{\mathrm{SP}}$, the spectrum of magnetic excitations of a one-dimensional Heisenberg chain is significantly changed, namely, the singlet ground state is separated from the excited triplet state by an energy gap. ${ }^{2}$ As a result, one should expect an abrupt drop in the magnetic susceptibility in the temperature range below the spin-Peierls transition.

An abrupt drop in the magnetic susceptibility of $\mathrm{CuGeO}_{3}$ (by almost an order of magnitude) was detected for $T<T_{\mathrm{SP}} \approx 14 \mathrm{~K}$, and X-ray diffraction measurements produced evidence in favor of dimerization. ${ }^{3}$ Neutron diffraction measurements demonstrated, however, that the nature of the magnetic interactions in $\mathrm{CuGeO}_{3}$ is more complicated. ${ }^{4,5}$ First, in addition to the antiferromagnetic exchange along the chains characterized by an exchange integral $J_{c}=61.5 \mathrm{~K}$, there is a fairly strong antiferromagnetic coupling between chains in the be plane with $J_{b}=6.8 \mathrm{~K} .{ }^{5}$ Second, the anisotropic antiferromagnetic interaction in the be plane occurs alongside an antiferromagnetic interaction between planes along the a-axis with an exchange integral $J_{a}=0.7 \mathrm{~K} .{ }^{5}$

Since the $\mathrm{CuGeO}_{3}$ magnetic susceptibility is relatively low, ${ }^{1}$ the ESR technique is the most efficient tool in studies of magnetic ordering. In the general case, formation of a collective spin mode or antiferromagnetic order, when individual spins are frozen, should lead to a decrease in the ESR signal, which is due to uncoupled spins. Several publications ${ }^{6-11}$ were dedicated to ESR studies of $\mathrm{CuGeO}_{3}$. It has been established that the ESR line amplitude drops with the temperature above $T_{\mathrm{SP}}$ in qualitative agreement with the behavior of the magnetic susceptibility. On the other hand, it is noteworthy that the susceptibility and ESR amplitude cannot be described using the theoretical formulas for a Heisenberg chain (see, for example, Ref. 1). Below the spinPeierls transition, the ESR line amplitude drops rapidly with decreasing temperature in the range between $T_{\mathrm{SP}} \approx 14 \mathrm{~K}$ and $T \approx 6 \mathrm{~K} .{ }^{6-11}$

The published data on the ESR line width for $T<T_{\mathrm{SP}}$ are very controversial. Some authors have observed a tendency toward linewidth saturation as the temperature decreased, ${ }^{6,8,9}$ whereas others ${ }^{10}$ detected a nonmonotonic dependence with a maximum about 6 K in the case when the magnetic field was aligned with the $\mathbf{c}$-axis $(\mathbf{B} \| \mathbf{c})$. Note that, even in the case of the $\mathbf{B} \| \mathbf{c}$ configuration, which has been studied more thoroughly, the fine structure of the ESR absorption in the range $T<T_{\text {SP }}$ has not been interpreted. Honda et al. ${ }^{10}$ detected narrow lines of small amplitude which were resolved in spectra at temperatures $T<6 \mathrm{~K}$ and arranged symmetrically about the main resonance, whose amplitude was more
than ten times the amplitude of the weaker lines. Smirnov et al., ${ }^{11}$ on the contrary, for $T<T_{\mathrm{SP}}$ recorded a wide absorption line overlapping with up to four spectral components, and two lines of comparable amplitudes were located about the main resonance. Neither group of researchers ${ }^{10,11}$ measured in detail the parameters of the spectral components, except the main resonance corresponding to $g \approx 2$.

The substantial ESR signal for $T<T_{\mathrm{SP}}$ indicates that the spin-Peierls phase cannot include $100 \%$ of the spins, which is, naturally, ascribed to defects in the $\mathrm{CuGeO}_{3}$ crystalline structure and/or internal disruptions of the magnetic order of the spin-Peierls state. The subsystem of uncoupled spins, which are not included in the collective mode, can also be ordered; in particular, experimental data of Ref. 11 provide evidence in favor of antiferromagnetic order coexisting with the spin-Peierls dimerization at low temperatures. Thus, the magnetic order in real $\mathrm{CuGeO}_{3}$ crystals is fairly complicated, and new effects can be expected in the temperature range below 1 K , where the temperature is comparable to the third exchange integral. This temperature range, however, has been little investigated.

The aim of the present work derives directly from the above discussion of available experimental results. Significant changes in ESR parameters at temperatures above the spin-Peierls transition and tentative changes in the ESR absorption spectrum below the transition require a detailed quantitative analysis of ESR line shapes as functions of temperature. It is obvious that the most interesting temperature range is below 1 K , in which new effects of magnetic ordering could be expected.

Note that most of the earlier measurements were performed at frequencies $\nu<35 \mathrm{GHz}$, ${ }^{6,10}$ i.e., in the conventional ESR band, or at frequencies ranging between 90 and $1600 \mathrm{GHz} .{ }^{7-9}$ But the magnetic ordering can be destroyed at frequencies $\nu>200-300 \mathrm{GHz}$, because the resonant magnetic field is too high. ${ }^{7-9}$ The importance of experiments in the intermediate band was demonstrated in a recent publication ${ }^{11}$ reporting on an anomalous low-temperature behavior of ESR absorption at frequencies $\nu=22-75 \mathrm{GHz}$ and $\mathbf{B} \| \mathbf{c}$. Note that this is the configuration that has been studied most comprehensively, unlike, for example, the case of $\mathbf{B} \| \mathbf{a}$. For this reason, we have undertaken an experimental study of resonant microwave absorption near the ESR line in $\mathrm{CuGeO}_{3}$ single crystals at temperatures $T=0.5-300 \mathrm{~K}$, in a frequency band of 40 to 120 GHz , and in the $\mathbf{B} \|$ a configuration.

## 2. EXPERIMENTAL TECHNIQUES

$\mathrm{CuGeO}_{3}$ single crystals were synthesized at $\mathrm{M} . \mathrm{V}$. Lomonosov Moscow State University. Their quality was checked using X-ray diffraction, and the absence of technological impurities in the prepared crystals was checked by chemical analysis. A detailed description of the sample synthesis technique is given elsewhere. ${ }^{12}$

Microwave absorption in a magnetic field of up to 15 T in the frequency band of 40 to 120 GHz was measured using two techniques. The first was direct measurement of absorption in the magnetic field. Millimeter waves were generated
by a set of sources built around backward-wave oscillators (BWO) and conducted via a waveguide into the cryostat with a superconducting magnet generating a field of up to 7 T . A single crystal with typical dimensions of $3 \times 3 \times 0.1 \mathrm{~mm}$ was set on a copper diaphragm, whose temperature could be varied between 1.8 and 4.2 K with a stability within 0.05 K . The microwave radiation transmitted through the sample was detected by a carbon bolometer. This facility was used in detailed measurements of resonant features of spectra at different frequencies at temperatures below the spin-Peierls transition. A detailed description of this facility can be found in an earlier publication. ${ }^{13}$

A second facility was employed in studies of the ESR spectrum as a function of temperature. A sample was placed in a tunable cavity with $Q=8 \cdot 10^{3}$, and the signal transmitted through the cavity was recorded as a function of magnetic field. A special device allowed us to shift the cavity bottom inside the bore of the superconducting solenoid generating a field of up to 15 T and thus roughly tune the resonant frequency between 50 and 75 GHz . Fine tuning to the resonance was performed by varying the microwave frequency. The loaded cavity transmission was measured by a millimeter-wave vector network analyzer (MNVA) manufactured by ABmm (France) and using solid-state generators and detectors. ${ }^{14}$ Measurements in the $1.5-300-\mathrm{K}$ temperature range were performed in a cryostat with a continuous flow of a cooling agent, and for $T<1.5 \mathrm{~K}$ in a ${ }^{3} \mathrm{He}$ cryostat.

At temperatures below the spin-Peierls transition, namely in the range of 1.8 K to 4.2 K , the two experimental facilities recorded similar spectra of resonant absorption in a magnetic field. In magnetic fields of up to 15 T , only features near the ESR with $g \approx 2$ were detected in all samples, and no additional resonances whatever were recorded. The resonant frequencies of all detected features in absorption spectra were linear in the magnetic field within the experimental error.

Since defects in $\mathrm{CuGeO}_{3}$ crystals could affect shapes of ESR spectra, we checked spectra of the samples cleaved from different parts of the ingot. Samples cleaved from the central part, in which minimal impurity contents were detected by chemical analysis, produced a single main ESR line alongside weaker spectral components both above and below the spin-Peierls transition temperature, and the spectrum shapes were reproducible from sample to sample. The spectra of the samples from the ends of the bar, where the impurity content was higher, contained a doublet in the region of the main resonance and satellites of smaller amplitudes. As an additional check of the sample quality, we recorded ESR spectra of samples fabricated at Université de Paris Sud by G. Dhalenne and A. Revcolevschi. They were identical to spectra of single crystals cleaved from the central section of the bar. In this paper we specifically discuss measurements of samples of the highest quality.

## 3. EXPERIMENTAL RESULTS

### 3.1. Resonant magnetoabsorption of $\mathrm{CuGeO}_{3}$

Typical normalized transmission spectra $\operatorname{Tr}(B)$ at $\nu=66.3 \mathrm{GHz}$ are given in Fig. 1. They are normalized so that $\operatorname{Tr}(B)=1$ holds far from resonances.


FIG. 1. Normalized transmission spectra around ESR in $\mathrm{CuGeO}_{3}$ at $\nu=66.3 \mathrm{GHz}$ and various temperatures: (1) $T=256 \mathrm{~K}$; (2) $T=78 \mathrm{~K}$; (3) $T=4.2 \mathrm{~K}$.

At temperatures above that of the spin-Peierls transition, the ESR spectrum consists of two components, namely, the main line $S_{0}$ with a Lorentzian shape and the weaker line $S_{a}$. The amplitude and width of the $S_{0}$ line strongly depend on temperature. As the temperature is lowered to the transition temperature, its amplitude increases, while its width drops (Fig. 1, curves $l$ and 2). In this temperature range the parameters of the $S_{a}$ line are almost constant with temperature.

For $T<T_{\mathrm{SP}} \approx 14 \mathrm{~K}$ the $S_{0}$ line amplitude drops abruptly (Fig. 1, curve 3), and the shape of the magnetoabsorption spectrum near the ESR changes radically. In contrast to the range $T>T_{\mathrm{SP}}$, the lines $S_{0}$ and $S_{a}$ at temperatures $T<12 \mathrm{~K}$ are superposed on a new broad absorption line (see also Fig. 2, where details of the transmission spectrum are plotted on an enhanced scale). Moreover, the spectrum contains a new narrow line (Fig. 2). The broad line was first reported in Ref. 11 for the configuration $\mathbf{B} \| \mathbf{c}$, but our absorption spectra, unlike those in Ref. 11, do not have an asymmetric pattern of narrow ESR lines. With the exception of the broad line, the recorded spectra (Figs. 1 and 2) are similar to those in Ref. 10 for the configuration $\mathbf{B} \| \mathbf{c}$, where two weaker lines were also detected around the central absorption peak. It is remarkable that in the low-temperature range the main $S_{0}$ absorption line is accompanied by two weak satellites $\alpha$ and $\beta$, which are clearly seen for $T<1.5 \mathrm{~K}$ (Fig. 2).

All the components detected at temperatures both above and below the spin-Peierls transition, namely $S_{0}, S_{a}$, and $S_{b}$, and the broad line, depend sensitively on temperature. A detailed description of this dependence will be given in the following sections.

### 3.2. Positions and amplitudes of resonances

Positions of different resonances expressed in terms of $g$-factors are plotted in Fig. 3. One sees that the $g$-factors of $S_{0}, S_{a}$, and $S_{b}$ lines are constant with temperature. The


FIG. 2. Fine structure of $\mathrm{CuGeO}_{3}$ transmission spectra around ESR at $\nu=66.3 \mathrm{GHz}$ and below the spin-Peierls transition: (1) $T=12 \mathrm{~K}$; (2) $T=1.35 \mathrm{~K}$; (3) $T=0.53$.
main resonance corresponds to $g_{0}=2.154 \pm 0.002$, in agreement with the published data for the configuration $\mathbf{B} \| \mathbf{a} .{ }^{6}$ The $g$-factors of the $S_{a}$ and $S_{b}$ lines reported for the first time in this paper are $g_{a}=2.72 \pm 0.01$ and $g_{b}=1.83 \pm 0.01$ (Fig. 3).

The standard procedure of ESR spectrum analysis includes calculation of the total absorption, which is proportional to the susceptibility of the free spins: ${ }^{15}$

$$
\begin{equation*}
I(T)=\int_{0}^{\infty}[1-\operatorname{Tr}(B)] d B \propto \chi_{0}(T) . \tag{1}
\end{equation*}
$$

In the case of $\mathrm{CuGeO}_{3}, I(T)$ can be calculated for $S_{0}$ and the broad line, whereas the uncertainty in this integral for the weak $S_{a}$ and $S_{b}$ lines is too large. Therefore, let us first


FIG. 3. $g$-factors of $\mathrm{CuGeO}_{3}$ resonances versus temperature. The notations for the resonances in Figs. 1-5 are identical. The vertical dashed line in Figs. 3-5 shows the temperature of the spin-Peierls transition.


FIG. 4. Amplitudes of $\mathrm{CuGeO}_{3}$ absorption lines as functions of temperature.
consider the amplitudes of the absorption maxima versus temperature, which can be measured for all components of the ESR spectra.

Unlike the resonance positions, their amplitudes strongly depend on temperature (Fig. 4). The amplitude of the $S_{0}$ line monotonically increases as the temperature drops, then drops abruptly by a factor of about 13 around $T_{\mathrm{SP}} \approx 14 \mathrm{~K}$ (a detailed description of this region will be given in the next section, in which we will discuss the total absorption as a function of temperature).

In the temperature range below the spin-Peierls transition, the $S_{0}$ line amplitude increases by a factor of about two as the temperature drops from 4.2 to 1.3 K , and then at $T \approx 0.5 \mathrm{~K}$ it decreases by about $30 \%$ with respect to the local maximum (Fig. 4). A similar nonmonotonic behavior is displayed by the $S_{b}$ line and the broad line, whose amplitudes have maxima around 1.3 K (Fig. 4).

It is remarkable that the relative change in the amplitude due to the temperature drop to $T \approx 0.5 \mathrm{~K}$ is larger for the broad line than for the $S_{0}$ line and $S_{b}$ line. Figures 2 and 4 clearly demonstrate that the broad line amplitude decreases substantially (by a factor of almost three) as the temperature drops from 1.3 to 0.5 K .

The $S_{a}$ line amplitude has a different temperature dependence (Fig. 4). This parameter gradually decreases in the range $T<100 \mathrm{~K}$, and near $T_{\mathrm{SP}}$ it is about 2.5 times smaller (recall that the $S_{0}$ line amplitude varies in this range by more than an order of magnitude). In the temperature range down to 1 K the $S_{a}$ line amplitude decreases further, and at lower temperatures this feature is not detected in the magnetoabsorption spectra (see also Fig. 2).

### 3.3. Total absorption and line widths

The total absorption $I(T)$ was calculated by numerically integrating the transmission curves (Figs. 1 and 2). One can see in Fig. 2 that the broad line and $S_{0}$ line can be resolved below the spin-Peierls transition temperature, so for $T<T_{\mathrm{SP}}$

$$
\begin{equation*}
I(T)=I_{0}(T)+I_{1}(T), \tag{2}
\end{equation*}
$$



FIG. 5. Integral absorption $I$ and line widths $\gamma$ for features of ESR absorption spectra of $\mathrm{CuGeO}_{3}$ versus temperature. Solid lines 1 and 2 for $I(T)$ show calculations by different models: (1) Bonner-Fisher model; (2) Bulaevskii model. The rest of the lines are plotted in accordance with experimental data.
where $I_{0}(T)$ and $I_{1}(T)$ are the total absorptions in the main $S_{0}$ line and broad line, respectively. The processing of these lines is illustrated by the middle graph in Fig. 2, where the dashed line shows the suggested contour of the broad line.

Calculations of the total absorption are plotted in Fig. 5. For $T>T_{\text {SP }}$ the experimental curves of $I(T)=a \chi_{0}(T)$ should, obviously, be compared with the magnetic susceptibility of a one-dimensional Heisenberg spin chain calculated by Bonner and Fisher. ${ }^{16}$ The feature of the Bonner-Fisher model is that the exchange integral along the chain and the $g$-factor unambiguously determine both the temperature scale and amplitude of the effect, i.e., the model is free from adjustable parameters. In our calculations, we have used $J_{c}=61.5 \mathrm{~K}^{5}$ and the $g$-factor of the main resonance (Fig. 3).

Theoretical calculations using this model are shown in Fig. 5 (curve 1). It is clear that for $T>T_{\mathrm{SP}}$ measurement data for $I(T)$ are approximated by the theoretical curve to within $\simeq 5 \%$ for an ideal one-dimensional spin chain. The model adequately describes the drop in the total absorption by about $25 \%$ at $T=T_{\mathrm{SP}}$ as compared to its peak value corresponding to $T \simeq 80 \mathrm{~K}$. Note that measurements of $I(T)$ by Ohta et al., ${ }^{8}$ who also studied the configuration $\mathbf{B} \| \mathbf{a}$, had an uncertainty of $30-40 \%$ for $T>T_{\mathrm{SP}}$, and the uncertainty of measurements in the configuration $\mathbf{B} \| \mathbf{c}$ in Ref. 10 was about $20 \%$, i.e., the accuracy of those measurements ${ }^{8,10}$ was insufficient for checking theoretical predictions. To the best of our knowledge, the data in Fig. 5 illustrate the first-ever successful application of the Bonner-Fisher model to properties of $\mathrm{CuGeO}_{3}$, since all previously reported measurements of magnetic susceptibility differed considerably from theoretical calculations ${ }^{1,17}$ in both the effect amplitude and shape of the $\chi(T)$ curve. Possible reasons for such discrepancies will be discussed in the next section.

Bonner and Fisher did not take into account the spinPeierls instability in their calculations. In accordance with Refs. 6 and 10, the total absorption versus temperature below $T_{\mathrm{SP}}$ is well described by the Bulaevskii formula ${ }^{18}$

$$
\begin{equation*}
I(T) \propto \frac{1}{T} e^{-m / T}, \tag{3}
\end{equation*}
$$

where $m=46 \mathrm{~K}$ [calculations made with Eq. (3) are shown by curve 2 in Fig. 5].

The total absorption $I(T)$ has a minimum at $T \sim 4 \mathrm{~K}$. A further decrease in the temperature leads to an increase in $I(T)$, and the curves of $I_{0}(T)$ and $I_{1}(T)$ are similar (Fig. 5). Such behavior should be expected if most spins in chains are assumed to be dimerized, and the remaining uncoupled spins due to defects in the crystal lattice or irregularities in the spin-Peierls phase, which are not included in onedimensional ordered structures, have a magnetic susceptibility described by the Curie law. A similar behavior of $I(T)$ for $\mathbf{B} \| \mathbf{c}$ was qualitatively described earlier, ${ }^{11}$ but without distinguishing contributions from the broad and narrow features of the ESR spectrum. Measurements by Honda et al. ${ }^{10}$ for the same configuration produced a different result: in the range $T<6 \mathrm{~K}$ the susceptibility $\chi(T)$ increased with decreasing temperature, while the total absorption was constant.

Below $T=1 \mathrm{~K}$ the total absorption drops (Fig. 5) largely due to a large drop in the contribution from the broad line, $I_{1}(T)$, and $I_{0}(T)$ changes similarly, although the amplitude of its change is considerably smaller.

Given the measured values of the total absorption and amplitudes, we can calculate line widths. Assuming that all lines have Lorentzian shapes, we can derive the Lorentzian width $\gamma$ in units of magnetic field from the formula

$$
\begin{equation*}
\gamma=\frac{I(T)}{\pi A(T)} \tag{4}
\end{equation*}
$$

where $A(T)=1-\min \{\operatorname{Tr}(B, T)\}$ is the amplitude of an absorption line with total intensity $I(T)$. This approximation is perfectly suitable for the $S_{0}$ line, whereas it yields a reasonable estimate for the broad line.

Calculated line widths are plotted in Fig. 5. Note that the gradual decrease in $\gamma$ for the main line $S_{0}$ is in agreement with previously reported results. ${ }^{6,8,9}$ The width of the broad line as a function of temperature is nonmonotonic, and a broad minimum can be seen on $\gamma(T)$ curve around $T \simeq 1 \mathrm{~K}$.

### 3.4. Low-temperature anomaly in $\mathrm{CuGeO}_{3}$

Experimental data described in the previous sections indicate a low-temperature anomaly in $\mathrm{CuGeO}_{3}$. As can be seen in Figs. 1-5, the amplitude and total absorption of both the broad line and $S_{0}$ line drop considerably below 1 K . Moreover, the $S_{a}$ line amplitude vanishes in this temperature range.

These qualitative and quantitative changes in ESR absorption spectra allow us to suggest that additional magnetic ordering occurs in $\mathrm{CuGeO}_{3}$ at temperatures $T<1 \mathrm{~K}$, since in this case the susceptibility of uncoupled spins should decrease. Note also that these changes in the ESR spectrum occur in the region where the temperature is comparable to
the third exchange integral, $T \sim J_{a} \approx 0.7 \mathrm{~K},{ }^{5}$ so changes in the magnetic subsystem of spins not included in the spinPeierls phase can be expected, namely, these spins can be ordered at lower temperatures or "frozen" by forming a spin-glass phase.

A comprehensive study and interpretation of the possible low-temperature anomaly in $\mathrm{CuGeO}_{3}$ is beyond the scope of this publication. Here we only make several remarks. First, in our opinion, the formation of the broad line below the spin-Peierls transition should be taken into account. One can see in Figs. 4 and 5 that this feature is most susceptible to changes in temperature around $T \simeq 1 \mathrm{~K}$. Usually broadening of an absorption line can be attributed to disorder, in this specific case, in the spin subsystem, so, the drop in the amplitude of this feature (Figs. 4 and 5) can be interpreted as additional ordering of spins in $\mathrm{CuGeO}_{3}$ at $T \simeq 1 \mathrm{~K}$.

Second, in addition to the possible order-disorder transition, the condition $T \sim J_{a}$ may be important. Since the exchange interaction along the a-axis is ferromagnetic, and a purely ferromagnetic interaction cannot decrease the susceptibility, it is likely that an additional interaction should lead to some change in the magnetic ordering, while the antiferromagnetic spin alignment should largely persist. As a result of the change in the magnetic structure, a fraction of spins, for example, can be redistributed between the spin-Peierls phase and the phase of free spins, and the number of the latter can decrease.

Third, we can see that measured total ESR absorption and static magnetic susceptibility in $\mathrm{CuGeO}_{3}$ diverge. It seems likely that only free spins contribute to ESR, $I \sim \chi_{0}$, whereas the magnetic susceptibility measured by a magnetometer also includes a contribution $\chi_{c}$ of the collective mode, so that $\chi(T)=\chi_{0}(T)+\chi_{c}(T)$. As a result, on one hand the ESR technique can be more susceptible to changes in the magnetic ordering of a sample (especially in the subsystem of free spins), and on the other hand, ESR measurements are difficult to check independently. For this reason, more experiments on the magnetic susceptibility and ESR spectra are required for elucidating the nature of the suspected magnetic anomaly in $\mathrm{CuGeO}_{3}$ indicated by our measurements, and this will be the subject of our future research.

## 4. CONCLUSIONS

The main results of our research in resonant microwave absorption around ESR in $\mathrm{CuGeO}_{3}$ single crystals in the configuration $\mathbf{B} \| \mathbf{a}$ can be summarized as follows.
(1) The temperature dependence of the total absorption in the main resonance with $g_{0}=2.154$ in the temperature range above the spin-Peierls transition is in a good agreement with Bonner and Fisher's calculations for a onedimensional Heisenberg chain.
(2) In addition to the main resonance, a new line of a smaller amplitude and with $g_{a}=2.72$ has been detected throughout the temperature range above the point $T \simeq 1 \mathrm{~K}$, below which its amplitude is zero.
(3) When the temperature drops below that of the spinPeierls transition, $T_{\mathrm{SP}} \approx 14 \mathrm{~K}$, the shape of the magnetoabsorption spectrum in a magnetic field changes radically. A
new broad feature emerges in the magnetoabsorption spectrum with narrow lines superposed on it, including a new line with $g_{b}=1.83$ not observed above $T_{\text {SP }}$.
(4) The quantitative analysis of ESR spectrum parameters indicates that the region below 1 K is anomalous, which may be caused by additional magnetic ordering in the magnetic subsystems of $\mathrm{CuGeO}_{3}$.

The character of the ESR spectrum restructuring due to the transition through $T_{\mathrm{SP}}$ for the $\mathbf{B} \| \mathbf{a}$ configuration is different from those described in Refs. 10 and 11 for $\mathbf{B} \| \mathbf{c}$, and our picture is intermediate between those reported in these two publications. As in Ref. 11, we have observed a broad feature in the ESR absorption spectrum, but the pattern of narrow resonances is closer to that in Ref. 10. The causes of such discrepancies remain unclear, although differences in the defect structures of samples investigated by different groups should be taken into account.

It also seems interesting to clarify the nature of the weak $S_{a}$ line detected at temperatures both above and below the spin-Peierls transition. Our data do not allow us to ascribe this line to a chemical impurity, because it is highly unlikely that an impurity contributing to the ESR spectrum in a temperature range of 1 to 300 K could lose its ESR activity for $T<1 \mathrm{~K}$. Given the strong temperature dependence of this line and the section with the abrupt change in its amplitude near $T_{\mathrm{SP}}$, the $S_{a}$ line can be tentatively attributed to intrinsic structural irregularities in the copper chains. An additional ordering in the subsystem of free spins for $T<1 \mathrm{~K}$ can "heal" defects of the spin-Peierls phase and thus suppress the corresponding feature in ESR spectra (Fig. 4). Unfortunately, the problem of defects in $\mathrm{CuGeO}_{3}$ is far from its ultimate solution at present as regards both technology and structural research, on one hand, and models of electronic structure, on the other. The results of our research indicate that defects of different nature determine the complicated structure and fine features of low-temperature ESR absorption, so studies of structural irregularities in undoped $\mathrm{CuGeO}_{3}$ single crystals assume primary importance.
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The molecular dynamics method is used to study ordering processes in a two-component twodimensional Coulomb gas consisting of equal numbers of positively and negatively charged particles, a gas that models the behavior of a system of interacting vortices. It is found that as the system temperature decreases, starting from the well-known Kosterlitz-Thouless transition point the system exhibits additional vortex-chain ordering. This process is found to stimulate the production of vortex chains, which can be observed in real superfluids, magnetic materials, and superconducting systems. The results are compared with those obtained by modeling the kinetics in similar systems via the time-dependent continuum Heisenberg-Landau model. © 1997 American Institute of Physics. [S1063-7761(97)01511-4]

## 1. INTRODUCTION

In recent decades the dynamics of the ordering of spatially inhomogeneous structures and phase separation have attracted the attention of researchers. During this time the development of computational techniques refined the approximations needed to solve the problem. As a rule, such approximations of the problem amounted to transforming it into one that originated in the multiparticle dynamical problem of the motion of an ensemble of interacting subsystems, i.e., a continuum description on the base of collective fields (densities). The current level of computational techniques makes possible direct numerical modeling of fairly complicated systems with long-range interaction. On the one hand, this method makes it possible to verify the result of continuum theories, and on the other, to detect the structural features of the system that are sure to be lost in the approximation process.

Many publications (see, e.g., Refs. 1-12) give examples of both directions of research. For instance, computer simulation of phase separation and spinodal decay in simple and binary liquids ${ }^{1-3}$ is to great extent aimed at reproducing the results of the analytical theory, ${ }^{4}$ while the tangled dipole chains obtained by numerical methods ${ }^{5-7}$ are extremely difficult objects for detection via analytical methods. By varying the dynamical scenarios it is possible to predict not only the structures proper but also ways of attaining them through experiments. Here the model incorporates fairly realistic potentials, as is the case, say, with modeling the crystallization of molecular liquids. ${ }^{8,9}$

In turn, the nontrivial results of modeling by the molecular dynamics method stimulates the search for similar structures by using methods based on the analysis of continuum fields and through experiments. For instance, proof of formation of orientation-ordered structures in liquids obtained by the molecular dynamics method for a system of dipoles with a hard spherical core ${ }^{5,6}$ facilitated studies of long-range order in dipole liquids based on the idea of the density functional. ${ }^{10}$ The numerical experiments in the quasicrystallization of vortices in two-dimensional turbulence ${ }^{10,11}$ have
been followed by experiments in observing the relaxation of the chaotic motion of magnetized electrons, which reproduce an almost ideal two-dimensional liquid, to a vortex crystal. ${ }^{12}$

## 2. DIPOLE AND VORTEX CHAINS

In this paper we give some results of modeling the dynamics of a two-dimensional electron gas as applied to the description of a system of vortices. Starting with the wellknown papers of Berezinskiî ${ }^{13}$ and Kosterlitz and Thouless, ${ }^{14,15}$ the model of a two-dimensional Coulomb gas has been widely used to describe the thermodynamics of various systems (see Ref. 16). Under certain assumptions, the description of superfluids, the melting of crystals, and the two-dimensional $x-y$ model for spin lattices can be reduced to this model. This has made it possible to define the idea of topological order for two-dimensional systems, for which in accordance with the Mermin-Wagner-Hohenberg theorem ${ }^{17,18}$ an ordered state in the ordinary sense of the word is impossible. A phase transition in such systems was compared to a dissociation of vortex pairs in which the average vortex-antivortex distance in an emerging fluctuation pair of excitations grows without limit. Bearing in mind the spatial dependence of the interaction between vortices, we use the model Hamiltonian

$$
\mathbf{H}=\sum_{i \neq j} U\left(\mathbf{r}_{i j}\right) S_{i} S_{j},
$$

where $S_{i}$ are Coulomb charges and the potential $U\left(\mathbf{r}_{i j}\right)$ is defined as

$$
U\left(\mathbf{r}_{i j}\right)=\int d \mathbf{r}^{\prime} d \mathbf{r}^{\prime \prime} f\left(\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right) V\left(\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right) f\left(\left|\mathbf{r}^{\prime \prime}\right|\right)
$$

with $f\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)$ the normalized density of the spatial distribution of charge, and has the following limits:

$$
\begin{aligned}
& U(\mathbf{r}) \simeq \ln \frac{\lambda}{\zeta} \text { for } r \ll \zeta \ll \lambda, \\
& U(\mathbf{r}) \simeq-\ln \frac{r}{\lambda} \quad \text { for } \zeta \ll r \ll \lambda,
\end{aligned}
$$



FIG. 1. Fragments of two characteristic structures (containing $N=10^{3}$ particles each) that occur for $T \ll T_{K T}$ and have a chaotic initial distribution of vortices: (a) chains consisting of vortex pairs ( $r_{0} \ll a$ ), and (b) a quasicrystalline vortex structure $\left(r_{0} \simeq a\right)$. Particles belonging to different species (vortices and antivortices) are depicted by dots of different sizes. The inset shows the distribution of the maxima of the Fourier transform of the correlation function.

$$
U(\mathbf{r}) \sim r^{-1 / 2} \exp \left(-\frac{r}{\lambda}\right) \quad \text { for } \lambda \ll r
$$

which ensures the proper UV and IR cutoff. ${ }^{16}$ A similar cutoff procedure can be used in numerical experiments.

The corresponding dynamical equation for such systems can be derived from the description of the motion of a superfluid (superconducting) liquid. ${ }^{19,20}$ In the lowest kinetic approximation (in particular, in the approximation that ignores the electrostatic contribution to energy), vortices are inertialess. ${ }^{16}$ In this approximation the vortex motion is determined by the condition that the total force acting on a vortex (and consisting of $-\partial U\left(\mathbf{r}_{i j}\right) / \partial \mathbf{r}_{i}$, noise, and relaxation) vanishes, so that the equation of motion has the Langevin form ${ }^{16}$

$$
\begin{equation*}
\frac{d \mathbf{r}_{i}}{d t}=-\gamma \frac{\partial U\left(\mathbf{r}_{i j}\right)}{\partial \mathbf{r}_{i}}+\xi\left(\mathbf{r}_{i}, t\right) \tag{1}
\end{equation*}
$$

with delta-correlated noise $\xi$

$$
\begin{align*}
& \langle\xi(\mathbf{r}, t)\rangle=0 \\
& \left\langle\xi(\mathbf{r}, t) \xi\left(\mathbf{r}^{\prime}, t\right)\right\rangle=2 D \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{2}
\end{align*}
$$

In the general case the equation also contains $d^{2} \mathbf{r}_{i} / d t^{2}$ :

$$
\begin{equation*}
\frac{d^{2} \mathbf{r}_{i}}{d t^{2}}=-\gamma \frac{d \mathbf{r}_{i}}{d t}-\frac{\partial U\left(\mathbf{r}_{i j}\right)}{\partial \mathbf{r}_{i}}+\xi\left(\mathbf{r}_{i}, t\right) \tag{3}
\end{equation*}
$$

In this form the model can be applied to a much broader class of objects. For instance, we can expect that by combining into pairs the charged particles form a dipole molecular liquid with properties similar to those discussed in Refs. 5-7 and yet retain all degrees of freedom (rotational, vibrational, ability to dissociate and recombine, etc.) inherent in real molecules. The last feature opens broader possibilities than does the traditional modeling of long-range orientational order in dipole systems that is based on a combination of Lennard-Jones potentials, ${ }^{5-7,21}$

$$
\begin{equation*}
\mathbf{w}_{L J}(r)=4 \varepsilon\left[\left(\frac{\sigma}{r}\right)^{12}-\left(\frac{\sigma}{r}\right)^{6}\right] \tag{4}
\end{equation*}
$$

which is used to simulate spherical particles (molecules carrying a dipole), and the dipole potential

$$
\begin{equation*}
\mathbf{w}_{\mathrm{dip}}(r)=-\frac{3\left(\mu_{2} \mathbf{r}\right) \cdot\left(\mu_{1} \mathbf{r}\right)}{r^{5}}+\frac{\mu_{2} \mu_{1}}{r^{3}} \tag{5}
\end{equation*}
$$

where $\mu$ is the dipole moment.
Moreover, the equations in which the elementary interactions have the simplest structure can be solved much faster, so that all process can be observed on a display in 'real time" for fairly large data arrays (about $10^{3}$ particles moving in three or two dimensions).

In modeling dipole moments, the repulsive core at small distances must be modeled by an appropriate short-range correction to the potential, $\Delta U\left(\mathbf{r}_{i j}\right)$. However, at room temperature $(D \neq 0)$, because of the Coulomb contribution to the energy,

$$
\begin{equation*}
\Delta U\left(\mathbf{r}_{i j}\right) \sim 1 / r_{i j}^{2} \tag{6}
\end{equation*}
$$

which sets the average scale of the energy minimum at $r_{0} \sim D$, this effect appears even in a purely Coulomb problem with the an initial potential $U(\mathbf{r}) \simeq-\ln (r / \lambda)$. For the given number density of particles (vortices) $\rho \sim 1 / a^{2}$, the $r_{0}$-to- $a$ ratio determines the type of the emerging structure.

Direct experiments make it possible to verify that when the noise is intense (i.e., exceeds the temperature $T \sim D=T_{K T} \approx \min \left[U\left(\mathbf{r}_{i j}\right)+\Delta U\left(\mathbf{r}_{i j}\right)\right]$ ), all vortices move independently; they form stable pairs only when the temperature is below $T_{K T}$, so that the model reproduces in a stable manner the well-known topological transition. Below we discuss only the new results related to the formation of fine structure in the system when the molecular dynamics method is employed, results absent from an approximate theory.

Figure 1 depicts fragments of two characteristic structures (containing $N=10^{3}$ particles each) that occur for $T \ll T_{K T}$ and have a chaotic initial distribution of vortices for, respectively, $r_{0} \ll a$ and $r_{0} \simeq a$. The directly observable chains consisting of vortex pairs can be described by the parameter


FIG. 2. The temporal evolution of the parameters $A=\left\{\Sigma_{j}\left[1 /\left|\mathbf{r}_{j j^{\prime}}\right|\right]+\Sigma_{i}\left[1 /\left|\mathbf{r}_{i i^{\prime}}\right|\right]\right\} / 2$ $-\Sigma_{i j}\left[1 /\left|\mathbf{r}_{i j}\right|\right]$ and $B=\Sigma_{k}\left[1 /\left|\mathbf{r}_{k k^{\prime}}\right|\right]$. The inset depicts the same curves plotted on the $\log -\log$ scale.

$$
\begin{equation*}
A=\frac{1}{2}\left\{\sum_{j}\left[\frac{1}{\left|\mathbf{r}_{j j^{\prime}}\right|}\right]+\sum_{i}\left[\frac{1}{\left|\mathbf{r}_{i i^{\prime}}\right|}\right]\right\}-\sum_{i j}\left[\frac{1}{\left|\mathbf{r}_{i j}\right|}\right] \tag{7}
\end{equation*}
$$

which characterizes the difference in the average distances within the vortex subsystem $\left(\mathbf{r}_{i i^{\prime}} \in \mathbf{R}^{(+)}\right)$and the antivortex subsystem ( $\mathbf{r}_{j j^{\prime}} \in \mathbf{R}^{(-)}$) and between the two subsystems ( $\mathbf{r}_{i j}=\mathbf{r}_{i}-\mathbf{r}_{j}$ ) on the small scale.

The curve representing the parameter $A$ in Fig. 2 shows that $A$ rapidly increases in the early stages of the evolution of the system (randomly distributed at time $t=0$ ), when pairing leads to rapid screening of the Coulomb interaction. Later the system is slowly attracted to the attractor, at which the correlation of the pairs in the chains increases and the chains combine. The structures related to this transformation lead to temporary bursts in the value of $A$, which are especially evident in systems with a relatively small number of particles (to make the pattern more dramatic, the curves in Fig. 2 correspond to the case $N=10^{2}$ ). Here the parameter characterizing the distance between vortices of the two signs,

$$
\begin{equation*}
B=\sum_{k}\left[\frac{1}{\left|\mathbf{r}_{k k^{\prime}}\right|}\right] \tag{8}
\end{equation*}
$$

where $\mathbf{r}_{k k^{\prime}} \in \mathbf{R}^{(+)} \oplus \mathbf{R}^{(-)}$, changes more smoothly and tends to the equilibrium value according to the power law $\left|B-B_{0}\right| \propto t^{1 / 3}$ (see the inset in Fig. 2, where the same curves are plotted on the $\log -\log$ scale).

At $r_{0} \simeq a$ the system forms a vortex (quasi)crystal (see the second structure in Fig. 1), whose periodic structure is reflected in the maxima of the Fourier transform of the correlation function,

$$
\begin{equation*}
G(\mathbf{q})=\int d \mathbf{r} d \mathbf{r}^{\prime} \exp (i \mathbf{r} \cdot \mathbf{q})\left\langle\rho(\mathbf{r}) \rho\left(\mathbf{r}+\mathbf{r}^{\prime}\right)\right\rangle \tag{9}
\end{equation*}
$$

for finite wave vectors, $\mathbf{q}_{j} \neq 0$. These nontrivial maxima are clearly seen in Fig. 3 both in the total function $G(\mathbf{q})$, calculated by summing the discrete density over both subsystems,

$$
\begin{equation*}
\rho(\mathbf{r})=\rho_{1}(\mathbf{r})+\rho_{2}(\mathbf{r})=\sum_{k} \delta\left(\mathbf{r}-\mathbf{r}_{k}\right), \quad \mathbf{r}_{k} \in \mathbf{R}^{(+)} \oplus \mathbf{R}^{(-)}, \tag{10}
\end{equation*}
$$

and in the partial form factors

$$
\begin{align*}
S_{1,2}(\mathbf{q})= & \int d \mathbf{r} d \mathbf{r}^{\prime} \exp (i \mathbf{r} \cdot \mathbf{q})\left[\left\langle\rho_{1,2}(\mathbf{r}) \rho_{1,2}\left(\mathbf{r}+\mathbf{r}^{\prime}\right)\right\rangle\right. \\
& \left.-\left|\left\langle\rho_{1,2}(\mathbf{r})\right\rangle\right|^{2}\right] \tag{11}
\end{align*}
$$

calculated for each subsystem separately. By way of an example, Fig. 3 depicts the section of one of the form factors, $S_{1}(\mathbf{q})$, along the direction $q_{y}=0$ normalized to the same value as $G(\mathbf{q})$, so it is convenient to compare the two.

Visually, the distribution of vortices in the $x y$ plane resembles a sixth-order lattice, but the typical distribution of the maxima of $G(\mathbf{q})$ in the $q_{x} q_{y}$ plane depicted in the inset to Fig. 1 has a symmetry that is closer to rhombic. Periodicity occurs only on the average. The distribution of the maxima of the functions $G(\mathbf{q})$ and $S_{1,2}(\mathbf{q})$ resembles a fractal, so that the periods are pronounced only for averaged values of $G(\mathbf{q})$ and $S_{1,2}(\mathbf{q})$ (the heavy curves in Fig. 3).

The structure that develops in time usually consists of several rhombuses rotated relative to one another. Visually one can detect sixth-, fifth-, and fourth-order local axes in such a structure, which makes the structure look more like a two-dimensional quasicrystal ${ }^{22-24}$ than like a "slightly melted' crystal. This can be confirmed if we construct the distribution function in angle for pairs of vectors that connect each site of the structure with its two nearest neighbors. The distribution has pronounced maxima at certain values of the angles (instead of a single smooth maximum at $\pi / 6$ ).

In free space, a finite number of particles (vortices) of the same sign, being stabilized by the total field of the particles of the opposite sign, form a spot consisting of fragments of a rhombic lattice and the chains correlated with the fragments. The pattern that develops in time is close to the



FIG. 3. (a) The Fourier transforms (light curves) of (a) the total correlation function, $\quad G(\mathbf{q})=\int d \mathbf{r} d \mathbf{r}^{\prime} \exp [i(\mathbf{r} \cdot \mathbf{q})]$ $\times\left\langle\rho(\mathbf{r}) \rho\left(\mathbf{r}+\mathbf{r}^{\prime}\right)\right\rangle \neq 0, \quad$ calculated by summing the discrete density over the two subsystems, $\rho(\mathbf{r})=\rho_{1}(\mathbf{r})+\rho_{2}(\mathbf{r})$ $=\Sigma_{k} \delta\left(\mathbf{r}-\mathbf{r}_{k}\right)$, and (b) the partial form factor, $\quad S_{1}(\mathbf{q})=\int d \mathbf{r} d \mathbf{r}^{\prime} \exp [i(\mathbf{r} \cdot \mathbf{q})]$ $\times\left[\left\langle\rho_{1}(\mathbf{r}) \rho_{1}\left(\mathbf{r}+\mathbf{r}^{\prime}\right)\right\rangle-\left|\left\langle\rho_{1}(\mathbf{r})\right\rangle\right|^{2}\right]$, calculated for one subsystem (the first). The heavy curves depict the same quantities averaged over ten neighboring wave vectors.
recently discovered ordered structure that emerges in the positive column of a glow discharge in Ne (see Ref. 25). Here the Coulomb quasicrystal was formed by spherical glass particles under conditions close to those of the described numerical experiments. To model the process the experiment can be simplified somewhat by replacing the collective field of one subsystem with an external potential.

By itself, the appearance of vortex chains in an ordered state constitutes nothing new. For instance, vortex chains have been studied by Grishin et al., ${ }^{26}$ who investigated the magnetic structure of vortices in superconductors with single-axis anisotropy. They described the phenomenon of magnetic field inversion, related to the fact that in certain directions inside the anisotropic crystal the magnetic field is directed opposite to the total magnetic flux of the vortices. Because of this the vortices attract each other and form chains oriented along the crystal symmetry axis. This phenomenon became especially important when highly anisotropic high $-T_{c}$ superconductors were discovered ${ }^{27,28}$ and chains were actually observed.

Note that the multicomponent nature of the order parameter in the new superconductors, systems with heavy fermions, and other superfluid systems can in itself be the reason for the emergence of vortex chains. ${ }^{29-32}$ In this case lowdimensional regions (channels) with a reduced total magnitude are formed in the order parameter. Singular vortices (containing a puncture of the modulus of the order parameter to zero) is attracted to these regions and become ordered vortex chains inside the regions. Lately it has been established that this phenomenon occurs in superfluid systems ${ }^{29-31}$ and in superconducting systems. ${ }^{32}$

The molecular dynamics method has certain limitations that may become important when it is used to describe real systems. The phenomena detected within this approach can be related, in principle, to such features of the method as the fixing of the number of vortices or the specific type of interaction. At present there is no way in which these difficulties can be resolved. Yet we can try to obtain similar effects within other approaches and interpret them as indirect verification of the results of molecular dynamics.

Ordinarily (and this is also true of Refs. 29-32), the evolution of structures formed by interacting vortices is studied within the framework of the kinetic theory based on the
time-dependent Ginzburg-Landau model (TDGLM). ${ }^{33}$ In its gauge-invariant form this model is based on the analysis of a system of several interacting, fluctuating fields (the components $\varphi_{j}$ of the order parameter and the vector potential $\mathbf{A}$ ), with noise and relaxation taken into account. ${ }^{34-37}$ The gradient expansion within this approach reduces the problem to a system of local equations, which can be written in terms of the real-valued components of the complex-valued order parameter $\Psi=\left[\varphi_{1}, i \varphi_{2}\right]$ as follows:

$$
\begin{align*}
\frac{1}{\gamma_{1}} \frac{\partial \varphi_{1}}{\partial t}= & \Delta \varphi_{1}+g\left(2 \mathbf{A} \cdot \nabla \varphi_{2}+\varphi_{2} \nabla \mathbf{A}\right)-\varphi_{1}\left[\left(\tau+g^{2} A^{2}\right)\right. \\
& \left.+\beta\left(\varphi_{1}^{2}+\varphi_{2}^{2}\right)\right]+\xi_{1}(\mathbf{r}, t) \\
\frac{1}{\gamma_{2}} \frac{\partial \varphi_{2}}{\partial t}= & \Delta \varphi_{2}-g\left(2 \mathbf{A} \cdot \nabla \varphi_{1}+\varphi_{1} \nabla \mathbf{A}\right)-\varphi_{2}\left[\left(\tau+g^{2} A^{2}\right)\right. \\
& \left.+\beta\left(\varphi_{1}^{2}+\varphi_{2}^{2}\right)\right]+\xi_{2}(\mathbf{r}, t) \\
\frac{1}{\gamma_{3}} \frac{\partial \mathbf{A}}{\partial t}= & \theta[\Delta \mathbf{A}-\mathbf{A} \nabla \mathbf{A}]-g\left(\varphi_{1} \nabla \varphi_{2}-\varphi_{2} \nabla \varphi_{1}\right) \\
& -g^{2} \mathbf{A}\left(\varphi_{1}^{2}+\varphi_{2}^{2}\right)+\xi_{3}(\mathbf{r}, t) \tag{12}
\end{align*}
$$

It is assumed that all field fluctuate independently, so that

$$
\begin{equation*}
\left\langle\xi_{j}(\mathbf{r}, t)\right\rangle=0, \quad\left\langle\xi_{j}(\mathbf{r}, t) \xi_{k}\left(\mathbf{r}^{\prime}, t\right)\right\rangle=\delta_{j k} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{13}
\end{equation*}
$$

In the discrete version of the TDGLM equations the interactions between only a few nearest neighbors are taken into account. This coarsening of the description reduces the number of necessary computational operations (makes it proportional to the number of array elements) and allows one to reproduce the ordering of a system with a large number of vortices fairly rapidly. At the same time the coarsening wipes out all information about long-range interaction in the system, which if taken into account leads, at the least, to an essentially nonlocal addition to the quadratic part of the generating TDGLM functional,

$$
\begin{equation*}
\delta \mathscr{F}[\varphi]=\sum_{j} \int d \mathbf{r}^{\prime} d \mathbf{r}^{\prime \prime} \varphi_{j}\left(\mathbf{r}^{\prime}\right) \Lambda\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) \varphi_{j}\left(\mathbf{r}^{\prime \prime}\right) \tag{14}
\end{equation*}
$$

with the logarithmic kernel


FIG. 4. Vortex structure in TDGLM. The current density distribution (18) is indicated by different shades of gray for a typical stage in the evolution of a fluctuating two-component system.

$$
\begin{equation*}
\Lambda\left(\mathbf{r}^{\prime}-\mathbf{r}\right) \propto \ln \left|\mathbf{r}^{\prime}-\mathbf{r}\right| \tag{15}
\end{equation*}
$$

If this additional term is taken into account, we must allow for the interaction of all points of the array with each other, which makes all the computational merits of the method worthless.

However, if one has in mind a comparison of the results obtained by the methods of molecular dynamics and molecular kinetics, it would be interesting to find some proof of the existence of the chains mentioned earlier at least within the local approach. As noted in Refs. 36, 38, and 39, the simplest topological reason for such vortices to emerge within TDGLM is the intersection of the zero curves for different components of the order parameter. The generation of a gauge magnetic field by the current

$$
\frac{1}{\gamma_{3}} \frac{\partial \mathbf{A}}{\partial t}=-g\left(\varphi_{1} \nabla \varphi_{2}-\varphi_{2} \nabla \varphi_{1}\right)+\ldots
$$

manifests itself only at the later stages in the kinetics as a contribution to the vortex interaction. This means that in the kinetic approach the vortex chains must appear even in the simplest nontrivial version of the model:

$$
\begin{align*}
& \frac{1}{\gamma_{1}} \frac{\partial \varphi_{1}}{\partial t}=\Delta \varphi_{1}-\varphi_{1}\left[\tau+\beta\left(\varphi_{1}^{2}+\varphi_{2}^{2}\right)\right]+\xi_{1}(\mathbf{r}, t) \\
& \frac{1}{\gamma_{2}} \frac{\partial \varphi_{2}}{\partial t}=\Delta \varphi_{2}-\varphi_{2}\left[\tau+\beta\left(\varphi_{1}^{2}+\varphi_{2}^{2}\right)\right]+\xi_{2}(\mathbf{r}, t) \tag{16}
\end{align*}
$$

Formally we are dealing with two order parameters, whose interaction

$$
\begin{equation*}
\delta \mathscr{F}_{\text {int }}[\varphi]=\beta \int d \mathbf{r} \frac{\varphi_{1}^{2}(\mathbf{r}) \varphi_{2}^{2}(\mathbf{r})}{2} \tag{17}
\end{equation*}
$$

is such that a large fluctuation of one of the fields at the given point in space interferes with the ordering of the other field. Their ordered domains grow along the boundary separating them, and the smallest (fluctuation) local symmetry breaking in the given mesoscopic region is enough to form a chain of domains of one field along the long boundary of the other field.

The vortex structure of such ordering can be described by the curl of the current $\mathbf{J}=g\left(\varphi_{1} \nabla \varphi_{2}-\varphi_{2} \nabla \varphi_{1}\right)$, which in the two-dimensional case amounts to the following combination of components of the order parameter:

$$
\begin{equation*}
\operatorname{curl} \mathbf{J}=2 g\left(\frac{\partial \varphi_{1}}{\partial y} \frac{\partial \varphi_{2}}{\partial x}-\frac{\partial \varphi_{2}}{\partial y} \frac{\partial \varphi_{1}}{\partial x}\right) . \tag{18}
\end{equation*}
$$

In Fig. 4 this combination is indicated by different shades of gray for a typical stage in the evolution of a fluctuating twocomponent system. One can clearly see chains of vortices and antivortices.

Figure 5 shows how the vortex chains of Fig. 4 are related to the quantity $M=\left|\varphi_{2} \varphi_{1}\right|$, which is a reflection of both the intersection of the zero curves and the localization of the regions where these components are both nonzero and hence where their contribution to the current is not small.


FIG. 5. Relationship between the $M=\left|\varphi_{2} \varphi_{1}\right|$ and the vortex chains in Fig. 4.

## 3. CHAIN MEMORIZING IN PHASE SEPARATION

Mathematically, the above problem is a particular case of phase separation. Its subsequent kinetic scenario consists of the growth of large domains and disappearance of small domains. ${ }^{34,35}$ This process is accompanied by a merger of the points of intersection of zero curves. Vortices and antivortices 'attract" and annihilate each other. If the net curl is nonzero, the fluctuation-generated 'antivortices' are suppressed and there remains a system of vortices of a given density and of the same sign. This, in particular, is the case with a superconductor in an external magnetic field. ${ }^{38}$ When there is pinning, the vortices remain localized near the points where they form in the chains.

Actually we are dealing with the mutual overlap of the large-scale properties of fluctuating fields, ${ }^{37}$ which generate low-dimensional structures from density folds, and localized topological excitations in multicomponent system of various nature (see Ref. 40 and the literature cited therein). Hence, the kinetic memory of low-dimensional structures, including vortex chains, is a fairly universal feature of systems of this kind. For instance, recently Bogdanov and Hubert ${ }^{40,41}$ found that, in addition to one-dimensional order-parameter structures, two-dimensional vortices can form in systems with the Dzyaloshinskiĭ-Morya interaction

$$
\begin{equation*}
W_{D}=\mathbf{J}_{j} \cdot \frac{\partial \mathbf{J}_{k}}{\partial \mathbf{r}}-\mathbf{J}_{k} \cdot \frac{\partial \mathbf{J}_{j}}{\partial \mathbf{r}} \tag{19}
\end{equation*}
$$

However, Bogdanov and Hubert ${ }^{40,41}$ assumed that the magnetic vortices form a regular hexagonal lattice. In Ref. 42 it
was shown that such a structure does not emerge spontaneously from the paraphase; rather, its formation can be stimulated by a specially organized kinetic scenario. Here the continuum can be described in terms of the equation

$$
\begin{equation*}
\frac{\partial \mathbf{m}}{\partial t}=\alpha \Delta \mathbf{m}-\beta \operatorname{curl} \mathbf{m}+\mathbf{h}-\frac{\delta \Phi[\mathbf{m}]}{\delta \mathbf{m}}+\xi(\mathbf{r}, t) \tag{20}
\end{equation*}
$$

where the three-component vector $\mathbf{m}=\left\{m_{x}, m_{y}, m_{z}\right\}$ can assume arbitrary values in the ordering process, and the fixation of the absolute value at $m^{2}=1$ is guaranteed by the appropriate choice of the local part of the free-energy functional, $\delta \Phi[\mathbf{m}]$. In numerical experiments involving such a system it is indeed possible to obtain fragments of a closepacked hexagonal vortex structure and a correlation function with a sixth-order axis. ${ }^{42}$ However, the large-scale structure that is formed by the system usually contains a large number of chains. Figure 6 depicts a fragment of a typical vortex structure that the mechanism described in Ref. 42 is able to produce. Clearly visible are fragments of a compact structure close to the hexagonal one and many vortex chains separated by voids that emerge as a result of 'memorizing'' the kinetic stage in the evolution. Several stages of the memorizing process are depicted in Fig. 7. It is evident that at the fluctuation stage (when the energy regions with opposite values of $m_{z}$ are close to each other) the regions with positive $m_{z}$, which precede cylindrical vortices of the given sign, are captured along the domain boundaries of the space with negative $m_{z}$. The energy of the vortex structure that emerges later differs


FIG. 6. Fragment of a typical vortex structure obtained by the method described in Ref. 42 on the basis of the equation $\partial \mathbf{m} / \partial t=\alpha \Delta \mathbf{m}$ $-\beta$ curl $\mathbf{m}+\mathbf{h}-\delta \Phi[\mathbf{m}] / \delta \mathbf{m}+\xi(\mathbf{r}, t)$.
little from the energy of the regular lattice, while adding new topological excitations requires surmounting a high barrier.

This scenario of chain freezing coincides with the mechanism of virtual-phase formation described in Refs. 43 and 44 . At an early stage the system rapidly equalizes the various nonlocal contributions to the energy. Here the timeincreasing correlation radius, $\zeta(t) \rightarrow \infty$, successively reaches the scales at which each interaction drops off, and this determines the spatial structures. In the given case these scales are the domain surface energy $\Xi=\alpha(\nabla \cdot \mathbf{m})^{2} / 2$ and the longrange Dzyaloshinskiĭ-Morya energy $W_{D}=\beta \mathbf{m} \cdot$ curl $\mathbf{m}$. The subsequent process is logarithmically slow and is terminated by any manifestation of nonideal behavior (in numerical calculations the boundary conditions are sufficient).

The competition of interactions with different radii may be enough to generate an effectively multicomponent structure (as, for instance, in a system of competing ferro- and antiferromagnetic interactions ${ }^{45}$ ), so that chains of one type of domains at the boundaries of domains of another type can be observed for any number of fluctuating fields, even for a single scalar field. For the scalar density $\phi(\mathbf{r})$ the essence of the process manifests itself in a purer form. As an example, Figs. 8a and b depict two stages of memorizing such structures in a scalar magnetic field, with the nonlocal part

$$
\begin{align*}
\delta \mathscr{T}[\phi(\mathbf{r})]= & \int d \mathbf{r} \int d \mathbf{r}^{\prime} \frac{\phi(\mathbf{r}) \Lambda\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) \phi\left(\mathbf{r}^{\prime}\right)}{2} \\
= & \int d \mathbf{r} \int d \mathbf{r}^{\prime} \frac{\phi(\mathbf{r}) \Lambda_{a}\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) \phi\left(\mathbf{r}^{\prime}\right)}{2} \\
& +\int d \mathbf{r} \frac{(\nabla \phi(\mathbf{r}))^{2}}{2} \tag{21}
\end{align*}
$$

of the free-energy functional


FIG. 7. Generation of a vortex chain in the structure depicted in Fig. 6.

$$
\begin{align*}
\mathscr{F}[\phi(\mathbf{r})]= & \int d \mathbf{r}\left[\int d \mathbf{r}^{\prime} \frac{\phi(\mathbf{r}) \Lambda\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) \phi\left(\mathbf{r}^{\prime}\right)}{2}\right. \\
& \left.+\frac{\tau \phi^{2}(\mathbf{r})}{2}+\frac{b \phi^{4}(\mathbf{r})}{4}\right] \tag{22}
\end{align*}
$$

containing ferromagnetic,


FIG. 8. (a) First stage in memorizing a virtual phase in a scalar system. (b) Second stage in memorizing a virtual phase in a scalar system.



FIG. 9. Intermediate stage of phase separation in molecular dynamics. Particles belonging to different species are depicted by dots of different sizes.

$$
\delta \mathscr{F}_{\text {ferro }}[\phi(\mathbf{r})]=\int d \mathbf{r} \frac{(\nabla \phi(\mathbf{r}))^{2}}{2}
$$

and antiferromagnetic,

$$
\delta \mathscr{F}_{\text {antil }}[\phi(\mathbf{r})]=\int d \mathbf{r} \int d \mathbf{r}^{\prime} \frac{\phi(\mathbf{r}) \Lambda_{a}\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) \phi\left(\mathbf{r}^{\prime}\right)}{2}
$$

contributions $\left(\delta \mathscr{F}_{\text {ferro }}[\phi(\mathbf{r})] \geqslant \delta \mathscr{F}_{\text {anti }}[\phi(\mathbf{r})]\right)$. As $\zeta(t) \rightarrow \infty$, antiferromagnetic domains appear earlier in the kinetics and localize the more advantageous homogeneous domains at the boundaries. When $\delta \mathscr{F}_{\text {ferro }}[\phi(\mathbf{r})] \simeq \delta \mathscr{F}$ antiL $\left.\phi(\mathbf{r})\right]$ (the case depicted in Figs. 8a and b), this virtual phase ${ }^{43,44}$ becomes stable.

Similar processes have been observed in molecular dynamics in the presence of phase separation. ${ }^{1-3}$ This approach is even more suitable when the average densities are conserved, since it does not require special measures to ensure flux balancing. The main goal of these researchers was to reproduce the scaling (known from analytical approaches) of the growth of the average radius $(\langle R(t)\rangle \rightarrow \infty$ as $t \rightarrow \infty)$ of the domains during phase separation. At the same time, the method made it possible to detect more subtle effects.

Here we will mention only one such effect that is of interest in the context of the present study, i.e., the ordering of subsystems in each others' self-consistent field, accompanied by formation of a crystal lattice. Figure 9 depicts the intermediate stage in phase separation (for more details see Refs. 1-3). Clearly visible are the "whiskers'" that connect domains of one type near the boundaries of the domains of the other subsystem. Also clearly visible inside such domains are lattice fragments that have already formed. The inset to Fig. 9 depicts the Fourier transforms of the total correlation function calculated over all particles, $G_{\text {tot }}(\mathbf{q})=\int d \mathbf{r} d \mathbf{r}^{\prime}$ $\times \exp (i \mathbf{r} \cdot \mathbf{q})\left\langle\rho(\mathbf{r}) \rho\left(\mathbf{r}+\mathbf{r}^{\prime}\right)\right\rangle$, and of the correlation function of one of the subsystems, $G_{1}(\mathbf{q})$ (the light and heavy curves, respectively). In addition to the maxima at small $\mathbf{q}=\mathbf{q}_{0 j}$ $\neq 0$, which are the same for both functions and correspond to large-scale domains in real space, the curve representing $G_{1}(\mathbf{q})$ also exhibits peaks at large $\mathbf{q}=\mathbf{q}_{1 j} \neq 0$, which correspond to the fine structure forming inside the domains. With a short-range interaction, the two subsystems can be interpreted as boundary conditions imposed on each other. Strictly speaking, however, the crystallization of each sub-
system takes place in the mean field of the other subsystem, as it does in the ordering of the (anti)vortex system described above.

One promising application of direct modeling of phase separation in dynamical systems is the effect of giant magnetoresistance in lanthanum manganites and other magnetic conductors, an effect that is being actively discussed by the scientific community. Experimental data ${ }^{46}$ suggest that the state of these materials with an unsaturated spontaneous magnetic moment is of the two-phase ferroantiferromagnetic type, and the possible phase-separation mechanism is of the electron type. The more advantageous ferromagnetic state is realized only when the carrier concentration becomes high. If the concentration is insufficient, all carriers may coalesce into localized 'ferromagnetic drops." A magnetic field facilitates the transition of the entire crystal into a ferromagnetic state, so that percolation of regions with such ordering becomes possible. Nagaev ${ }^{46}$ believes that giant magnetoresistance is responsible for this process.

In 1996 Krivoruchko ${ }^{47}$ discussed a phenomenological model of a magnetic non-single-phase state and found, among other things, that a macroscopic description can be used if the fraction of the ferromagnetic phase in the antiferromagnetic matrix is small. In the general case there is no way in which one can obtain an expression for the conductivity, although the physics of the phenomenon is retained and hence the effect of electron flow in a magnetic field can be reproduced by direct numerical modeling.
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# Scattering of electrons by a potential step in a magnetic field 

V. M. Zhilin and S. V. Iordanskiĭ<br>Institute of Solid State Physics, Russian National Academy of Sciences, 142432 Chernogolovka, Moscow Region, Russia<br>(Submitted 24 April 1997)<br>Zh. Éksp. Teor. Fiz. 112, 1756-1762 (November 1997)<br>The scattering of two-dimensional electrons drifting in crossed electric and magnetic fields by an abrupt step in the external potential is discussed. The problem is reduced to solving a system of ordinary differential equations. It is shown that for moderate electric fields scattering with a change of Landau level numbers becomes appreciable. © 1997 American Institute of Physics. [S1063-7761(97)01611-9]

## 1. INTRODUCTION

Two-dimensional electrons in a strong magnetic field have been the subject of a multitude of theoretical and experimental studies. Due to the discreteness of the spectrum and macroscopic degeneracy of the Landau levels, the actual physical properties of these systems are determined by the mechanism that lifts the degeneracy, because otherwise the electron velocity vanishes and charge transport is impossible. In particular, the quantum Hall effect is closely related to the existence of a random potential caused by impurities.

For the same reason, the problem of electron scattering also cannot be formulated for free electrons, because the velocity of the electrons again equals zero. However, in the presence of an external potential a drift velocity of the electrons appears in crossed electric and magnetic fields, and a scattering problem can be formulated. The most studied problem is one in which electrons are scattered by a saddle point potential (near the intersection of two potential contours), which can be solved exactly in the quadratic approximation. ${ }^{1}$

In this paper we investigate scattering of electrons by an abrupt step in the external potential of the form

$$
U=-U_{0} \theta(y), \quad \theta(y)= \begin{cases}1, & y>0  \tag{1}\\ 0, & y<0\end{cases}
$$

which is an idealization of the edge of an abrupt nonuniformity with dimensions that greatly exceed the magnetic length $l_{H}^{2}=c \hbar / e H$, where $H$ is the external magnetic field directed along the normal to the two-dimensional $x y$ plane.

Such a nonuniformity can be created artificially by applying control electrodes, or it can arise for internal reasons that cause an abrupt varying distribution of localized electrons, as is postulated in a number of explanations for the destruction of the dissipationless state in the quantum Hall effect. ${ }^{2,3}$ Far from the step we will assume that a uniform electric field exists along the $x$ direction, which leads to a finite velocity $v_{y}>0$ for electron drift in the direction towards the step. This field can either be an idealization of a smooth random potential or may be created intentionally. Then the problem that arises is one where an electron in a magnetic field is scattered by the potential

$$
\begin{equation*}
U=-\epsilon x-U_{0} \theta(y) \tag{2}
\end{equation*}
$$

where $\epsilon<0$ is the electric field.
Note that all the electrons, both incident and scattered, move in the same direction $\left(v_{y}>0\right)$, which is provided by the corresponding direction of the magnetic field. The scattering results in a change of the Landau level number and a shift of the position of the wave along the $x$ axis subject to the law of conservation of energy (elastic scattering), as shown schematically in Fig. 1. This type of scattering can be of interest as a way to create nonequilibrium populations of Landau levels and generate monochromatic cyclotron radiation.

In what follows we will use a system of units where $l_{H}=1, \hbar \omega_{c}=e \hbar H / m c=1$.

## 2. REDUCTION OF THE PROBLEM TO A SYSTEM OF ORDINARY DIFFERENTIAL EQUATIONS

The Schrödinger equation for this problem takes the form
$\left\{\frac{1}{2}\left(i \frac{\partial}{\partial x}\right)^{2}+\frac{1}{2}\left(i \frac{\partial}{\partial y}+x\right)^{2}+\left[-\epsilon x-U_{0} \theta(y)\right]\right\} \psi=E \psi$,
where $\psi$ is the wave function of an electron and the Landau gauge is chosen. The energy of the electron $E$ is determined by the incident wave as $y \rightarrow-\infty$, where

$$
\begin{align*}
& \psi \approx A_{s} e^{i k_{s} y} \Phi_{s}\left(x-k_{s}-\epsilon\right), \\
& E=s+\frac{1}{2}-k_{s} \epsilon-\frac{\epsilon^{2}}{2}, \tag{4}
\end{align*}
$$

$s$ labels the Landau level, and $\Phi_{s}(x)$ are normalized oscillator functions. Here we have used the solution to Eq. (3) for $U_{0}=0$; the quantities $k_{s}, A_{s}$ are given by the incident wave.

Without loss of generality we can set $k_{s}=0, A_{s}=1$. The case $k_{s} \neq 0$ is reduced to the case $k_{s}=0$ by a corresponding shift along the $x$ axis. We limit ourselves to the case $s=0$, where the incident wave is in the lowest Landau level, although the problem can be solved without any particular changes for any $s$.

Equation (3) does not allow separation of variables. In order to solve it we Fourier-transform Eq. (3) with respect to the variable $y$ :


FIG. 1. Schematic illustration of the scattering process. The arrows show the positions of waves with different Landau numbers, accurate to within a magnetic length. The direction of the arrows corresponds to the direction of motion at the waves. The scattering zone is cross hatched.

$$
\begin{equation*}
\left(i \frac{\partial}{\partial x}\right)^{2} \psi_{k}+(x-k)^{2} \psi_{k}-2 \epsilon x \psi_{k}-2 E \psi_{k}=2 U_{0} \psi_{k}^{-}, \tag{5}
\end{equation*}
$$

where $\psi_{k}=\psi_{k}^{+}+\psi_{k}^{-}$and

$$
\psi_{k}^{-}=\int_{0}^{\infty} e^{-i k y} \psi(x, y) d y, \quad \psi_{k}^{+}=\int_{-\infty}^{0} e^{-i k y} \psi(x, y) d y
$$

According to the well-known properties of the Fourier transform, the function $\psi_{k}^{-}$is an analytic function in the lower half of the complex $k$ plane, and can be written as the integral

$$
\begin{equation*}
\psi_{k}^{-}=-\frac{1}{2 \pi i} \int \frac{1}{k^{\prime}-k+i \delta} \psi_{k^{\prime}} d k^{\prime} \tag{6}
\end{equation*}
$$

where the integral runs along the real axis, and $\delta \rightarrow+0$. The left side of Eq. (5) can be transformed using the Green's function for the oscillator equation:

$$
\begin{equation*}
G_{k}\left(x, x^{\prime}\right)=\sum_{s} \frac{1}{E_{s}(k)-E} \Phi_{s}(x-k-\epsilon) \Phi_{s}\left(x^{\prime}-k-\epsilon\right), \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{s}(x)=e^{-x^{2} / 2} H_{s}(x) \frac{1}{\sqrt{\sqrt{\pi} 2^{s} s!}} \tag{8}
\end{equation*}
$$

and $H_{s}$ is a Hermite polynomial:

$$
\begin{equation*}
H_{s}(x)=e^{x^{2}}\left(-\frac{d}{d x}\right)^{s} e^{-x^{2}} \tag{9}
\end{equation*}
$$

The energy $E$ contains a positive and small imaginary part in accordance with the Sommerfeld conditions.

As a result we obtain an integral equation for the function $\psi_{k}(x)$ :
$\psi_{k}(x)=-\frac{U_{0}}{2 \pi i} \int G_{k}\left(x, x^{\prime}\right) \frac{1}{k^{\prime}-k+i \delta} \psi_{k^{\prime}}\left(x^{\prime}\right) d x^{\prime} d k^{\prime}+\psi_{0}$,
where $\psi_{0}$ describes the incident wave. If we use the expansion

$$
\psi_{k}(x)=\sum_{s} c_{s}(k) \Phi_{s}(x-k-\epsilon)
$$

which follows from the completeness of the system of functions $\Phi_{s}$, then Eq. (10) is converted to a system of equations for the coefficients $c_{s}(k)$ :

$$
\begin{equation*}
\left[E_{s}(k)-E\right] c_{s}(k)=-\frac{U_{0}}{2 \pi i} \int \frac{\Gamma_{s s^{\prime}}\left(k-k^{\prime}\right)}{k^{\prime}-k+i \delta} c_{s^{\prime}}\left(k^{\prime}\right) d k^{\prime} \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{s s^{\prime}}(k)=\int \Phi_{s}(x-k) \Phi_{s^{\prime}}(x) d x \tag{12}
\end{equation*}
$$

Because according to Eq. (4) $E_{s}(k)$ is a linear function of $k$, these equations can be converted to a system of differential equations for the quantities

$$
\begin{equation*}
\phi_{s}(y)=\int c_{s}(k) e^{i k y} \frac{d k}{2 \pi} \tag{13}
\end{equation*}
$$

which have the form

$$
\begin{equation*}
\left(i \epsilon \frac{\partial}{\partial y}+s+\frac{1}{2}-E\right) \phi_{s}(y)=\sum_{s^{\prime}} V_{s s^{\prime}}(y) \phi_{s^{\prime}}(y) . \tag{14}
\end{equation*}
$$

The coefficients $V_{s s^{\prime}}$ are determined by the functions $\Gamma_{s s^{\prime}}(k)$ :

$$
\begin{equation*}
V_{s s^{\prime}}(y)=U_{0} \int_{-\infty}^{y} d y \int \Gamma_{s s^{\prime}}(k) e^{i k y} \frac{d k}{2 \pi} . \tag{15}
\end{equation*}
$$

In what follows we will assume that $U_{0}>0$. The incident wave should correspond to a current of electrons from $y \rightarrow-\infty$ up to the step at $y=0$. The magnitude of this current

$$
j_{y}=\int e^{-i k y}\left(-i \frac{\partial}{\partial y}-x\right) e^{i k y} \Phi_{s}^{2}(x-k-\epsilon) d x=-\epsilon>0
$$

requires that $\epsilon<0$. This result can be obtained from the Sommerfeld condition as well.

The behavior of $\phi_{s}(y)$ as $y \rightarrow-\infty$ is determined by prescribing the incident wave in the form $\phi_{s}=\exp \left(i k_{s} y\right) \delta_{s, s_{0}}$, while the asymptotic behavior as $y \rightarrow+\infty$ gives the amplitude of the scattered wave:

$$
\left.\phi_{s}\right|_{y \rightarrow+\infty}=A_{s s_{0}} e^{i k_{s} y}
$$

where $A_{s, s_{0}}$ is the scattering amplitude for a transition $s \rightarrow s_{0}$. As for the oscillator functions, they enter as factors into the asymptotic behavior of the total wave function

$$
\psi(x, y \rightarrow+\infty)=\sum_{s} A_{s s_{0}} e^{i k_{s} y} \Phi_{s}\left(x-k_{s}-\epsilon\right),
$$

and also, according to Eqs. (12)-(15) determine the coefficients $V_{s s^{\prime}}(y)$.

The integral (15) can be expressed in terms of Hermite polynomials, because

$$
\int e^{i k y} \Phi_{s}(x-k) \Phi_{s^{\prime}}(x) d x d k=\frac{1}{2 \pi} \widetilde{\Phi}_{s}^{*}(y) \widetilde{\Phi}_{s^{\prime}}(y)
$$

where $\widetilde{\Phi}_{s}^{*}(y)=\sqrt{2 \pi} i^{-s} \Phi_{s}(y)$ and $\widetilde{\Phi}_{s^{\prime}}(y)=\sqrt{2 \pi} i^{s^{\prime}} \Phi_{s}(y)$. Thus, we obtain according to Eq. (15)

$$
\begin{equation*}
V_{s s^{\prime}}(y)=U_{0} i^{s^{\prime}-s} \int_{-\infty}^{y} \Phi_{s}(y) \Phi_{s^{\prime}}(y) d y . \tag{16}
\end{equation*}
$$

This expression for $s=s^{\prime}$ has the form


FIG. 2. Level lines for the probability $\left|\phi_{0}\right|^{2}$ of a transition without change in the Landau level for $s_{0}=0$ in the $\left(\epsilon, U_{0}\right)$ plane.

$$
\begin{align*}
V_{s s^{\prime}}= & U_{0}\left[\sum_{l=0}^{l=s-1} \frac{e^{-y^{2}}}{2^{s} s!\sqrt{\pi}} H_{s-l}(y)\left(\frac{d}{d y}\right)^{l} H_{s}(y)\right. \\
& \left.+\frac{1}{\sqrt{\pi}} \int_{-\infty}^{y} e^{-y^{2}} d y\right] \tag{17}
\end{align*}
$$

while for $s>s^{\prime}$

$$
\begin{align*}
V_{s s^{\prime}}= & U_{0} \frac{i^{s^{\prime}-s}}{\sqrt{2^{s} s!2^{s^{\prime}} s^{\prime}!\pi}} \sum_{l=0}^{l=s^{\prime}} e^{-y^{2}} H_{s-l-1}(y) \\
& \times\left(\frac{d}{d y}\right)^{l} H_{s^{\prime}}(y) . \tag{18}
\end{align*}
$$

For $s<s^{\prime}$,

$$
\begin{equation*}
V_{s s^{\prime}}=V_{s^{\prime} s}^{*} . \tag{19}
\end{equation*}
$$

Equations (14) combined with Eqs. (17)-(19) give an infinite system of ordinary differential equations for the functions $\phi_{s}(y)$ in accordance with the specified asymptotic behavior as $y \rightarrow-\infty$. By finding these functions we solve the scattering problem.


FIG. 3. Amplitude for a transition $\left|\phi_{s}(y)\right|$ for five values $s=1,2,3,4,5$ as a function of $y$ when $U_{0}=1$ and $\epsilon=0.4$.

## 3. DETERMINING THE SCATTERING AMPLITUDE

Equations (14) contain the electric field $\epsilon$ as a coefficient in front of the derivatives. Therefore, in the case of small electric fields and finite $U_{0}$ the quasiclassical approximation can be used. We can show that the matrix of coefficients does not have multiple roots. Therefore, in this case there is only the diagonal scattering $s_{0} \rightarrow s_{0}$ to exponential accuracy with respect to $1 / \epsilon$, and the probability of other processes is small, which corresponds to above-barrier reflection or the adiabatic approximation. Electrons sense this step at large distances from it and are slowly turned in the direction of the step, gradually intersecting it. In the opposite limiting case $U_{0}<\epsilon$, the step may be treated as a perturbation, and the principal term in the scattering amplitude corresponds to the diagonal process $s_{0} \rightarrow s_{0}$. Between these two limiting cases there is a maximum for nondiagonal scattering. The corresponding scattering amplitude can be determined numerically by finding the solution $\phi_{s}(y)$ to the system (14). It is found that the amplitudes $A_{s s_{0}}$ fall off rapidly as $s$ deviates from $s_{0}$, which allows us to replace the infinite system of equations by a finite system with high accuracy.

The system of differential equations was solved numerically by the Runge-Kutta and Berlitz-Steuner methods. Subprograms from the 'Numerical Recipes" package were used. The maximum number of waves was chosen to equal five, which is enough to ensure sufficient accuracy. A length

TABLE I. Probabilitv for scattering of various waves for $U_{n}=1$.

| $U_{0}$ | $\epsilon$ | $\left\|\phi_{0}\right\|^{2}$ | $\left\|\phi_{1}\right\|^{2}$ | $\left\|\phi_{2}\right\|^{2}$ | $\left\|\phi_{3}\right\|^{2}$ | $\left\|\phi_{4}\right\|^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0000 | 0.1000 | 0.9997 | 0.0003 | 0.0000 | 0.0000 | 0.0000 |
| 1.0000 | 0.2000 | 0.9844 | 0.0154 | 0.0002 | 0.0000 | 0.0000 |
| 1.0000 | 0.3000 | 0.9397 | 0.0572 | 0.0030 | 0.0001 | 0.0000 |
| 1.0000 | 0.4000 | 0.8823 | 0.1039 | 0.0127 | 0.0010 | 0.0001 |
| 1.0000 | 0.5000 | 0.7922 | 0.1790 | 0.0241 | 0.0044 | 0.0004 |
| 1.0000 | 0.6000 | 0.7199 | 0.2297 | 0.0406 | 0.0083 | 0.0015 |
| 1.0000 | 0.7000 | 0.6789 | 0.2360 | 0.0696 | 0.0124 | 0.0031 |
| 1.0000 | 0.8000 | 0.6621 | 0.2163 | 0.0943 | 0.0230 | 0.0043 |
| 1.0000 | 0.9000 | 0.6617 | 0.1892 | 0.1036 | 0.0400 | 0.0056 |
| 1.0000 | 1.0000 | 0.6718 | 0.1637 | 0.0997 | 0.0550 | 0.0097 |

of 10 for the $y$ interval on which the system of equations was solved ensured a good approximation. The scattering amplitude was calculated for an incident wave with $s_{0}=0$ as a function of electric field $\epsilon$ and height of the step $U_{0}$. Figure 2 shows contours for the probability of diagonal scattering in the $\left(\epsilon, U_{0}\right)$ plane. Figure 3 shows the magnitude of $\phi_{s}(y)$ for various $s$ when $U_{0}=1, \epsilon=0.4$. The good convergence with respect to $s$ is evident. In these tables we show the probability of scattering for various waves when $U_{0}=1$ and for different $\epsilon$. We see that the diagonal amplitude $A_{00}$ and the amplitude $A_{01}$ have the largest values; the others are much smaller. The transition probability $\left|A_{01}\right|$ for a moderate field $\epsilon=0.4$ and $U_{0}=1$ is quite appreciable, and comes to around 0.1 of the probability for the diagonal transition. This implies a fairly high efficiency for obtaining population inversion
after scattering. Possibly this mechanism can explain the appearance of cylotron radiation when the dissipationless regime of the quantum Hall effect is disrupted. ${ }^{4}$
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We solve the problem of the effect of strong electron correlations on the homogeneous spin susceptibility of current carriers in $\mathrm{CuO}_{2}$ planes. We show that the dependence of the spin susceptibility $\chi(T)$ of high- $T_{c}$ superconductors of the $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ type on temperature and the doping index $x$ can be explained fairly well by the two-band model suggested earlier (the singlet-correlated oxygen band plus the lower Hubbard band of copper). The model has features in common with the phenomenological $t-J$ model but cannot be reduced to the latter completely. In contrast to the $t-J$ model, the density of states of the oxygen holes has a peak near the bottom of the band. It is the presence of this peak together with the non-Fermiliquid properties that explain the unusual behavior of the spin susceptibility of $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$. © 1997 American Institute of Physics. [S1063-7761(97)01711-3]

## 1. INTRODUCTION

The temperature dependence of the spin susceptibility of $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ has been analyzed by a number of researchers (see, e.g., Refs. 1-7). The interest in this dependence is great because it carries information about the specific features of the spectrum of elementary excitations in the superconducting $\mathrm{CuO}_{2}$ planes. Immediately after the first studies it became evident that the strong dependence of the spin susceptibility of $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ on temperature and composition can be explained by the ordinary Fermi-liquid theory, provided that the following assumption is true: the energy spectrum of elementary excitations of the $\mathrm{CuO}_{2}$ plane has a peak in the density of states of an unknown origin, with the chemical potential being, for some reason, independent of temperature. ${ }^{8}$ Generally speaking, geometry considerations for two-dimensional systems lead quite naturally to the following dispersion law for the quasiparticles: $\varepsilon_{k}=2 t\left[\cos \left(k_{x} a\right)+\cos \left(k_{y} a\right)\right]$, which has a peak in the density of states (the Van Hove peak) at the center of the energy band. Some researchers ${ }^{9-11}$ who adopted this hypothesis calculated the magnetic susceptibility and found that it explains many magnetic properties of the normal phase of cuprates. However, this scenario (the Van Hove scenario; a detailed review can be found in Ref. 12) meets with serious problems in the ordinary Fermi-liquid theory: (1) for a half-filled band the number of current carriers per copper site must be of order unity $(x \approx 1)$, which completely disagrees with the chemical composition of $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$; (2) it is not known why the chemical potential close to the extremely sharp peak in the density of states is independent or almost independent of temperature, although by rights this dependence should be exponential; (3) the scenario is unable to describe a metalinsulator transition at low doping levels; and other problems.

According to photoemission data, ${ }^{13,14}$ the Fermi level in $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4+\delta}$ with $0<x<0.3$ is at the bottom of the band rather than at its center. In this connection, to explain the behavior of spin susceptibility, Ruvalds et al. ${ }^{15,16}$ phenomenologically introduced a peak in the density of states precisely near the bottom of the hole band of $\mathrm{CuO}_{2}$. To get rid
of the strong temperature dependence of the chemical potential, the existence of another broad band near the Fermi level, in addition to the $\mathrm{CuO}_{2}$ band, is allowed. The assumption that such an additional band can exist seems to be quite natural, since the $\mathrm{CuO}_{2}$ plane is not the only fragment of the unit cell of $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$. Levin and Quader ${ }^{17,18}$ used a similar phenomenological model of a step in the density of states near the Fermi level to explain the scaling of the temperature dependence of the magnetic susceptibility, the specific heat, the Hall coefficient, and other characteristics of double-layer cuprates.

The goal of the present research is to show that many problems of the above Fermi-liquid description of the magnetic susceptibility in the normal phase of $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ are solved if we allow for strong electron correlations. In a brief communication (Ref. 19) we remarked that the peak in the density of states near the bottom of the conduction band of $\mathrm{CuO}_{2}$ can appear quite naturally as a result of hybridization of singlet-correlated oxygen holes and copper states. As noted in Ref. 19, this hybridization peak will be the first to be populated by holes in $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$. The numerical calculations in Ref. 19 were done with the four-band approximation (the lower Hubbard copper band, two oxygen bands, and the copper-oxygen singlet band). Since the occurrence of a hybridization peak is due primarily to the mixing of only the two lowest bands, in this paper we develop and augment the more simple (but still equivalent to that used in Ref. 19) two-band model proposed in Ref. 20 and independently in Ref. 21. As in Ref. 20, we describe the singlet state by a linear combination of Zhang-Rice singlets, neutral oxygen, and $\mathrm{Cu}^{3+}(S=0)$ states. To make the calculation model as close to reality as possible, we allow for hole hopping from copper to oxygen and in the oxygen sublattices. In Ref. 21, the $\mathrm{Cu}^{3+}(S=0)$ states and the holes hopping between positions in the oxygen sublattice were not taken into account. In contrast to Ref. 20, however, we employ a variant of the method used in decoupling the equations that is better than the Hubbard-I variant, as was done in Ref. 21 (see a similar method of decoupling equations in the Hubbard model in Refs. 22 and 23).

We relate the results of our calculations to the data on real $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ by comparing calculated and measured homogeneous spin susceptibilities for different temperatures and doping indices $x$. As in Ref. 24, we calculate the effect of strong electron correlations (non-Fermi-liquid effects) on the spin susceptibility in the rapid spin fluctuation mode, i.e., when the average value of the spin projection on a copper site, $\left\langle S_{z}\right\rangle$, is much smaller than $1 / 2$.

## 2. THE MODEL HAMILTONIAN

To describe the electronic structure of the $\mathrm{CuO}_{2}$ plane we use the hole representation. In $\mathrm{La}_{2} \mathrm{CuO}_{4}$ there is one hole to each copper ion. In $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ there are additional holes in the oxygen positions. We select the hole state within a single unit cell of $\mathrm{CuO}_{2}$ in the form

$$
\begin{align*}
& \left|\sigma_{d}\right\rangle=d_{\sigma}^{\dagger}|0\rangle, \quad|d d\rangle=d_{\uparrow}^{\dagger} d_{\downarrow}^{\dagger}|0\rangle, \\
& \left|\sigma_{p}\right\rangle=p_{\sigma}^{\dagger}|0\rangle, \quad|p p\rangle=p_{\uparrow}^{\dagger} p_{\downarrow}^{\dagger}|0\rangle, \\
& |p d\rangle=\frac{1}{\sqrt{2}}\left(p_{\uparrow}^{\dagger} d_{\downarrow}^{\dagger}-p_{\downarrow}^{\dagger} d_{\uparrow}^{\dagger}\right)|0\rangle, \tag{1}
\end{align*}
$$

where $|0\rangle$ is the vacuum state, which corresponds to $\mathrm{Cu}^{+}\left(d^{10}\right)$, and $d_{\sigma}^{\dagger}$ and $p_{\sigma}^{\dagger}$ are the creation operators for holes in the copper and oxygen positions, respectively. As in Ref. 25 , from the atomic $\sigma$-orbitals of oxygen holes we construct the Wannier functions

$$
\begin{equation*}
\left|p_{i \sigma}\right\rangle=\frac{1}{N} \sum_{k, j} \beta_{k} P_{j \sigma}^{s} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i j}\right) \tag{2}
\end{equation*}
$$

where $P_{j \sigma}^{s}$ is an antisymmetric combination of oxygen $\sigma$-orbitals. ${ }^{25}$ In the Zhang-Rice approximation we have

$$
\beta_{k}=\left\{1-0.5\left[\cos \left(k_{x} a\right)+\cos \left(k_{y} a\right)\right]\right\}^{-1 / 2} .
$$

The Hamiltonian for a separate plane has the form

$$
\begin{equation*}
H=\sum_{i} H_{0 i}+H_{1} \tag{3}
\end{equation*}
$$

where the operator

$$
\begin{align*}
H_{0 i}= & \varepsilon_{d} \sum_{\sigma} d_{i \sigma}^{\dagger} d_{i \sigma}+\varepsilon_{p} \sum_{\sigma} p_{i \sigma}^{\dagger} p_{i \sigma} \\
& +\frac{I_{d d}}{2} \sum_{\sigma} d_{i \sigma}^{\dagger} d_{i \sigma}^{\dagger} d_{i \sigma} d_{i \sigma}+\frac{I_{p p}}{2} \sum_{\sigma} p_{i \sigma}^{\dagger} p_{i \sigma}^{\dagger} p_{i \sigma} p_{i \sigma} \\
& +V_{p d} \sum_{\sigma \sigma^{\prime}} d_{i \sigma}^{\dagger} d_{i \sigma} p_{i \sigma^{\prime}}^{\dagger} p_{i \sigma^{\prime}}+t_{0} \sum_{\sigma}\left(d_{i \sigma}^{\dagger} p_{i \sigma}+p_{i \sigma}^{\dagger} d_{i \sigma}\right) \tag{4}
\end{align*}
$$

refers to one cell in the $\mathrm{CuO}_{2}$ plane, and the operator $H_{1}$ in (3) describes the hopping of holes in the plane. In accordance with the data from the literature, we select a standard set of parameters. The energy difference between the states $\left|d_{i \sigma}\right\rangle$ and $\left|p_{i \sigma}\right\rangle$ is $\varepsilon_{p}-\varepsilon_{d}=1 \mathrm{eV}$. The Coulomb repulsions of holes in copper and oxygen positions are, respectively, $I_{d d}=5 \mathrm{eV}$ and $I_{p p}=1 \mathrm{eV}$. The parameter $V_{p d}$ of the Coulomb repulsion of copper and oxygen holes is zero. The hopping integrals
are $t_{p d}=1 \mathrm{eV}, t^{(x x)}=t^{(y y)}=0.1 \mathrm{eV}$, and $t^{(x y)}=0.25 \mathrm{eV}$. The hopping parameter $t_{0}$ is expressed in terms of the hybridization parameter $t_{p d}$ by $t_{0}=1.9164 t_{p d}$.

Using the well-known expansion

$$
\begin{equation*}
f=\sum_{p, q}\langle p| f|q\rangle X^{p, q} \tag{5}
\end{equation*}
$$

where $X^{p, q}$ are Hubbard operators constructed using the basis functions (1), and $f$ is an arbitrary operator, we find that

$$
\begin{align*}
& d_{\sigma}^{\dagger}=X^{\sigma_{d}, 0}+(-1)^{1 / 2-\sigma_{d}}\left(X^{d d, \bar{\sigma}_{d}}+\frac{1}{\sqrt{2}} X^{p d, \bar{\sigma}_{p}}\right) \\
& p_{\sigma}^{\dagger}=X^{\sigma_{p}, 0}+(-1)^{1 / 2-\sigma_{p}}\left(X^{p p, \bar{\sigma}_{p}}+\frac{1}{\sqrt{2}} X^{p d, \bar{\sigma}_{d}}\right), \tag{6}
\end{align*}
$$

with the result that the Hamiltonian $H_{0 i}$ can be written as follows:

$$
\begin{align*}
H_{0 i}= & \varepsilon_{d} \sum X_{i}^{\sigma_{d}, \sigma_{d}}+\varepsilon_{p} \sum X_{i}^{\sigma_{p}, \sigma_{p}}+\left(I_{d d}+2 \varepsilon_{d}\right) X_{i}^{d d, d d} \\
& +\left(I_{p p}+2 \varepsilon_{p}\right) X_{i}^{p p, p p}+\left(V_{p d}+\varepsilon_{d}+\varepsilon_{p}\right) X_{i}^{p d, p d} \\
& +H_{\mathrm{hop}} \tag{7}
\end{align*}
$$

Let us now study the structure of $H_{\text {hop }}$ within one cell. After carrying out the transformations (6), we get

$$
\begin{align*}
H_{\mathrm{hop}}= & t_{0} \sum\left(d_{\sigma}^{\dagger} p_{\sigma}+p_{\sigma}^{\dagger} d_{\sigma}\right)=t_{0} \sum\left(X^{\sigma_{d}, 0} X^{0, \sigma_{p}}\right. \\
& \left.+X^{\sigma_{p}, 0} X^{0, \sigma_{d}}\right)+\sqrt{2} t_{0}\left(X^{p d, p p}+X^{d d, p d}+X^{p d, d d}\right. \\
& \left.+X^{p p, p d}\right) \tag{8}
\end{align*}
$$

The right-hand side of this equation shows that there is hybridization of both one- and two-particle states. To diagonalize the Hamiltonian within a single cell we must do one more canonical transformation of the form

$$
\begin{align*}
& \psi^{\sigma_{d}, 0}=c_{d} X^{\sigma_{d}, 0}+c_{p} X^{\sigma_{p}, 0} \\
& \psi^{p d, 0}=c_{d d} X^{d d, 0}+c_{p p} X^{p p, 0}+c_{p d} X^{p d, 0} \tag{9}
\end{align*}
$$

Here the relationship between the operators $d_{\sigma}^{\dagger}$ and $p_{\sigma}^{\dagger}$ and the operators $\psi^{p, q}$ is determined by expansions of the form

$$
\begin{align*}
d_{\sigma}^{\dagger}= & c_{1 d} \psi^{\sigma_{d}, 0}+c_{2 d} \psi^{\sigma_{p}, 0}+(-1)^{1 / 2-\sigma}\left(c_{3 d} \psi^{d d, \bar{\sigma}_{d}}\right. \\
& +c_{4 d} \psi^{p p, \bar{\sigma}_{d}}+c_{5 d} \psi^{p d, \bar{\sigma}_{d}}+c_{6 d} \psi^{d d, \bar{\sigma}_{p}}+c_{7 d} \psi^{p p, \bar{\sigma}_{p}} \\
& \left.+c_{8 d} \psi^{p d, \bar{\sigma}_{p}}\right)  \tag{10}\\
p_{\sigma}^{\dagger}= & c_{1 p} \psi^{\sigma_{d}, 0}+c_{2 p} \psi^{\sigma_{p}, 0}+(-1)^{1 / 2-\sigma}\left(c_{3 p} \psi^{d d, \bar{\sigma}_{d}}\right. \\
& +c_{4 p} \psi^{p p, \bar{\sigma}_{d}}+c_{5 p} \psi^{p d, \bar{\sigma}_{d}}+c_{6 p} \psi^{d d, \bar{\sigma}_{p}}+c_{7 p} \psi^{p p, \bar{\sigma}_{p}} \\
& \left.+c_{8 p} \psi^{p d, \bar{\sigma}_{p}}\right)
\end{align*}
$$

The Hamiltonian (7) diagonalized in this way becomes

$$
\begin{align*}
H_{0 i}= & E_{d} \sum \psi_{i}^{\sigma_{d}, \sigma_{d}}+E_{p} \sum \psi_{i}^{\sigma_{p}, \sigma_{p}}+E_{d d} \psi_{i}^{d d, d d} \\
& +E_{p p} \psi_{i}^{p p, p p}+E_{p d} \psi_{i}^{p d, p d} \tag{11}
\end{align*}
$$

and has eigenvalues

$$
\begin{align*}
& E_{d}=\frac{\varepsilon_{d}+\varepsilon_{p}}{2}-\frac{1}{2} \sqrt{\left(\varepsilon_{p}-\varepsilon_{d}\right)^{2}+4 t_{0}^{2}}, \\
& E_{p}=\frac{\varepsilon_{d}+\varepsilon_{p}}{2}+\frac{1}{2} \sqrt{\left(\varepsilon_{p}-\varepsilon_{d}\right)^{2}+4 t_{0}^{2}}, \tag{12}
\end{align*}
$$

while $E_{d d}, E_{p p}$, and $E_{p d}$ can be found by solving the equation

$$
\operatorname{det}\left|\begin{array}{ccc}
I_{d d}+2 \varepsilon_{d}-E & 0 & \sqrt{2} t_{0}  \tag{13}\\
0 & I_{p p}+2 \varepsilon_{p}-E & \sqrt{2} t_{0} \\
\sqrt{2} t_{0} & \sqrt{2} t_{0} & V_{p d}+\varepsilon_{d}+\varepsilon_{p}-E
\end{array}\right|=0
$$

From (11)-(13) we see that the lowest quasiparticle excitation energies are $E_{p d}-E_{p}, \varepsilon_{d}=E_{d}$, and $\varepsilon_{p d}=E_{p d}-E_{d}$. The energy $\varepsilon_{d}$ corresponds to the lower Hubbard band of copper, while $\varepsilon_{p d}$ corresponds to the singlet-correlated oxygen band filled in the process of doping. The quasiparticle band with the energy $E_{p d}-E_{p}$ lies below $\varepsilon_{d}$. It is always filled and is not considered in our discussion.

In our treatment the singlet states of the hole band $\varepsilon_{p d}$ are linear combinations of the Zhang-Rice singlet, the $\mathrm{Cu}^{3+}$ $(S=0)$ state, and the neutral-oxygen state. These states are mixed, and the proper combination is determined by the secular equation (13). In particular, with the above choice of the set of parameters we arrive at an expression for the singlet creation operator:

$$
\begin{equation*}
\psi^{p d, 0}=0.9 X^{p d, 0}+0.35 X^{p p, 0}+0.28 X^{d d, 0} . \tag{14}
\end{equation*}
$$

Clearly, the ground singlet state is $80 \%$ Zhang-Rice singlet, $12 \%$ neutral oxygen, and $8 \% \mathrm{Cu}^{3+}(S=0)$. At first glance the fraction of the $\mathrm{Cu}^{3+}(S=0)$ state seems to be much smaller than the value found from cluster calculations. ${ }^{26}$ The explanation lies in the different definitions of the $\mathrm{Cu}^{3+}$ state. To be able to compare our results with those of Moskvin et al., ${ }^{26}$ we must transform the basis (1) and write the state (14) as a molecular-orbital (MO) expansion. The procedure of such a transformation has been discussed by Martin. ${ }^{27}$ With it we can easily see that the MO method ${ }^{26}$ is equivalent to the above description.

The adopted model with two bands near the Fermi surface has much in common with the well-known Hubbard model. ${ }^{28}$ In particular, the equation for the number of holes per cell can be written as

$$
\begin{equation*}
n=1+\delta=\sum d_{\sigma}^{\dagger} d_{\sigma}+\sum p_{\sigma}^{\dagger} p_{\sigma}=\sum \psi^{\sigma_{d}, \sigma_{d}+2 \psi^{p d, p d}, ~} \tag{15}
\end{equation*}
$$

where $\delta$ is the number of additional holes. The anticommutator relations are similar to the Hubbard relations:

$$
\begin{align*}
& \left\{\psi^{p d, \sigma_{p}}, \psi^{\sigma_{p}, p d}\right\}=\psi^{p d, p d} \\
& \left\{\psi^{p d, \sigma_{d}}, \psi^{\sigma_{d}, p d}\right\}=\psi^{p d, p d}+\psi^{\sigma_{d}, \sigma_{d}}=\frac{1}{2}+\frac{\delta}{2}=P_{p d} \\
& \left\{\psi^{\sigma_{d}, 0}, \psi^{0, \sigma_{d}}\right\}=\psi^{00}+\psi^{\sigma_{d}, \sigma_{d}}=P_{d} \tag{16}
\end{align*}
$$

If we take into account the completeness condition

$$
\begin{equation*}
\psi^{00}+\psi^{\uparrow, \uparrow}+\psi^{\downarrow, \downarrow}+\psi^{p d, p d}=1 \tag{17}
\end{equation*}
$$

(for now this condition is approximate), we find that

$$
\begin{equation*}
P_{d}=\frac{1}{2}-\frac{\delta}{2} \tag{18}
\end{equation*}
$$

in the absence of magnetization. At $\delta=0$ we have an insulator state (just as we do in the Hubbard theory). The singlet correlated band is similar to the upper Hubbard band. For instance, with an increasing hole concentration $\delta$ the statistical weight of the band grows as $2 \delta /(1+\delta)$. But there is also an important difference. The subband splitting energy is roughly ten times smaller than it is in the Hubbard model. In the two-band representation of the Hubbard model there is no spin-spin coupling of the form $J_{i j}\left[2\left(S_{i} S_{j}\right)-n_{i} n_{j} / 2\right]$. Such coupling appears only in the one-band representation as a result of allowing for the effect of the upper subband (in our case the $E_{p d}$ subband) in second-order perturbation theory. In our case the superexchange interaction of copper spins is present in the two-band variant, too. It allows for the effect of the high-lying singlet states $E_{d d}$ and $E_{p p}$ on the lower subbands $\varepsilon_{d}$ and $\varepsilon_{p d}$, resulting from the virtual hopping of holes to neighboring lattice sites. However, we will see that the effect is much weaker than in the one-band variant. This fact is important to the theory because it becomes possible to properly account for the superexchange interaction of copper spins even at low doping levels, when the width of the singlet band $E_{p d}$ is relatively small.

## 3. THE HOPPING OPERATOR AND THE SUPEREXCHANGE INTERACTION

The operator representing the hopping of holes from site to site in the $\mathrm{CuO}_{2}$ plane in the representation of the Wannier functions $p_{j \sigma}$ is

$$
\begin{align*}
H_{1}= & -t^{(p d)} \sum_{i \neq j} C_{i j}\left(d_{i \sigma}^{\dagger} p_{j \sigma}+p_{j \sigma}^{\dagger} d_{i \sigma}\right)+\sum_{i \neq j}\left(t^{(x y)} S_{i j}\right. \\
& \left.-t^{(x x)} D_{i j}\right) p_{i \sigma}^{\dagger} p_{j \sigma} \tag{19}
\end{align*}
$$

where the coefficients $C_{i j}, S_{i j}$, and $D_{i j}$ are given by the expressions

$$
\begin{align*}
C_{i j}= & \frac{2}{N} \sum \beta_{k}^{-1} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i j}\right) \\
S_{i j}= & \frac{1}{N} \sum\left[\cos \left(k_{x} a\right)+\cos \left(k_{y} a\right)\right. \\
& \left.-2 \cos \left(k_{x} a\right) \cos \left(k_{y} a\right)\right] \beta_{k}^{2} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i j}\right) \\
D_{i j}= & \frac{1}{2 N} \sum\left[\cos \left(k_{x} a\right)+\cos \left(k_{y} a\right)\right. \\
& \left.-\cos \left(2 k_{x} a\right)-\cos \left(2 k_{y} a\right)\right] \beta_{k}^{2} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i j}\right) \tag{20}
\end{align*}
$$

The calculated values of these coefficients are listed in Table I. Substituting (10) in (19) and leaving only the operators of the two bands closest to the Fermi level, we get

TABLE I. The values of the coefficients $C_{i j}, S_{i j}$, and $D_{i j}$ calculated via (20).

| $i \backslash j$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $C_{i j}$ |  |  |
| 0 | 0 |  |  |  |  |
| 1 | -0.2747 | -0.0461 |  |  |  |
| 2 | -0.0269 | -0.0134 | -0.0064 |  |  |
| 3 | -0.0069 | -0.0051 | -0.0032 | -0.0020 |  |
| 4 | -0.0027 | -0.0023 | -0.0017 | -0.0012 | -0.0008 |
|  |  |  | $S_{i j}$ |  |  |
| 0 | 0 |  |  |  |  |
| 1 | 0.5357 | -0.2393 |  |  |  |
| 2 | 0.1252 | -0.0341 | -0.0206 |  |  |
| 3 | 0.0331 | -0.0015 | -0.0072 | -0.0048 |  |
| 4 | 0.0103 | 0.0022 | -0.0019 | -0.0023 | $-0.0016$ |
|  |  |  | $D_{i j}$ |  |  |
| 0 | 0 |  |  |  |  |
| 1 | 0.4446 | 0.2393 |  |  |  |
| 2 | -0.1252 | 0.0340 | 0.0206 |  |  |
| 3 | -0.0332 | 0.0014 | 0.0071 | 0.0047 |  |
| 4 | -0.0104 | -0.0022 | 0.0018 | 0.0023 | 0.0016 |

$$
\begin{align*}
H_{1}= & \sum_{i \neq j} t_{i j}^{(1)} \psi_{i}^{p d, \bar{\sigma}} \psi_{j}^{\bar{\sigma}, p d}+\sum_{i \neq j} t_{i}^{(2)} \psi_{i}^{\sigma, 0} \psi_{j}^{0, \sigma} \\
& +\sum_{i \neq j} t_{i j}^{(12)}(-1)^{s-\sigma}\left(\psi_{i}^{\sigma, 0} \psi_{j}^{\bar{\sigma}, p d}+\psi_{j}^{p d, \bar{\sigma}} \psi_{i}^{0, \sigma}\right) \\
& -\sum_{i>j} J_{i j}(-1)^{1-\sigma-\sigma^{\prime}} \psi_{i}^{\sigma, \sigma^{\prime}} \psi_{j}^{\bar{\sigma}, \bar{\sigma}^{\prime}} \tag{21}
\end{align*}
$$

Here and in what follows $\sigma$ has the meaning of the symbol $\sigma_{d}$. The effective hopping integrals in (21) are related to the copper-oxygen hopping integral $t^{(p d)}$ and the oxygenoxygen hopping integrals $t^{(x y)}$ and $t^{(x x)}$, as follows:

$$
\begin{align*}
t_{i j}^{(1)}= & 2 c_{5 d} c_{5 p}\left(-t^{(p d)} C_{i j}\right)+c_{5 p}^{2}\left(t^{(x y)} S_{i j}-t^{(x x)} D_{i j}\right), \\
t_{i j}^{(2)}= & 2 c_{1 d} c_{1 p}\left(-t^{(p d)} C_{i j}\right)+c_{1 p}^{2}\left(t^{(x y)} S_{i j}-t^{(x x)} D_{i j}\right), \\
t_{i j}^{(12)}= & \left(c_{1 d} c_{5 p}+c_{1 p} c_{5 d}\right)\left(-t^{(p d)} C_{i j}\right) \\
& +c_{1 p} c_{5 p}\left(t^{(x y)} S_{i j}-t^{(x x)} D_{i j}\right) . \tag{22}
\end{align*}
$$

Note that in contrast to the well-known $t-J$ model, the hops between second and third neighbors are effective. The importance of taking into account the hops between second and
third neighbors when analyzing the band structure near the Fermi surface has recently been stressed by a number of investigators. ${ }^{29-31}$ The reason is that the ratio of the corresponding hopping integrals affects the shape and position of the peak in the density of states that is near the Fermi level. Nevertheless, all calculated values must be interpreted as estimates. The point is that singlet copper-oxygen states are coupled with vibrational modes even more strongly than copper states. ${ }^{32}$ This fact must lead to the appearance of polaron factors of the form ${ }^{33}$

$$
\begin{equation*}
\exp \left(-\gamma \frac{E_{\mathrm{pol}}}{\hbar \omega}\right), \tag{23}
\end{equation*}
$$

which may be several times smaller than unity. Since this problem has yet to be studied, in what follows we use only the relative values of the hopping integrals (22), while the absolute values are chosen in accordance with photoemission data, ${ }^{34}$ i.e., the width of the band. The factor (23) estimated in this way is set equal to $1 / 3$.

The last sum on the right-hand side of Eq. (21) represents the superexchange interaction of copper spins. It is obtained in second-order perturbation theory, as it is in the Anderson theory, ${ }^{35}$ via the excited singlets $E_{d d}$ and $E_{p p}$. The expression for $J_{i j}$ is

$$
\begin{align*}
J_{i j}= & 2\left\{\frac{\left[-\left(c_{1 d} c_{3 p}+c_{1 p} c_{3 d}\right) t^{(p d)} C_{i j}+c_{1 p} c_{3 p}\left(t^{(x y)} S_{i j}-t^{(x x)} D_{i j}\right)\right]^{2}}{E_{d d}-2 E_{d}}\right. \\
& \left.+\frac{\left[-\left(c_{1 d} c_{7 p}+c_{1 p} c_{7 d}\right) t^{(p d)} C_{i j}+c_{1 p} c_{7 p}\left(t^{(x y)} S_{i j}-t^{(x x)} D_{i j}\right)\right]^{2}}{E_{p p}-2 E_{d}}\right\} . \tag{24}
\end{align*}
$$

Numerical estimates for the nearest copper sites show that $J=2 J_{i, i+1} \approx 0.03 \mathrm{eV}$. Note that in the one-band representation the expression (24) would have an additional term of the form

$$
\begin{equation*}
\frac{2\left(t_{i, i+1}^{(12)}\right)^{2}}{E_{p d}-2 E_{d}} \approx 0.05 \mathrm{eV} \tag{25}
\end{equation*}
$$

The sum of the contributions (24) and (25) must be compared with the value of the superexchange integral, $2 J_{i, i+1}=0.13 \mathrm{eV}$, determined from neutron-scattering experiments. ${ }^{36}$

## 4. SPIN SUSCEPTIBILITY

The energy operator of the spin system in an external magnetic field directed along the $z$ axis is

$$
\begin{align*}
H_{z}= & -g_{d} \beta H \sum d_{i \sigma}^{\dagger}\langle\sigma| S_{d}^{z}|\sigma\rangle d_{i \sigma} \\
& -g_{p} \beta H \sum p_{i \sigma}^{\dagger}\langle\sigma| S_{p}^{z}|\sigma\rangle p_{i \sigma} \tag{26}
\end{align*}
$$

where $S_{d}^{z}$ and $S_{p}^{z}$ are spin operators of holes distributed over copper and oxygen positions, respectively. Using (10), we obtain

$$
\begin{equation*}
H_{z}=-g \beta H \sum S_{z i} \tag{27}
\end{equation*}
$$

Here the $g$ factor is given by the expression

$$
\begin{equation*}
g=g_{d}\left|c_{1 d}\right|^{2}+g_{p}\left|c_{1 p}\right|^{2} \tag{28}
\end{equation*}
$$

and we have introduced the notation

$$
\begin{equation*}
S_{z i}=\frac{1}{2}\left(\psi_{i}^{\uparrow, \uparrow}-\psi_{i}^{\downarrow, \downarrow}\right) . \tag{29}
\end{equation*}
$$

The value of the $g$ factor does not depend on the doping level. Hence we can assume $g_{\|}=2.3 \pm 0.1$ and $g_{\perp}=2.1 \pm 0.05$, as in the case of lightly doped cuprates. To calculate the average value $\left\langle S_{z i}\right\rangle$ we use a method proposed in Ref. 24. However, in contrast to Ref. 24, we employ a variant of the method for the decoupling of Green's equations that is better than the Hubbard-I variant, as was done in Refs. 21-23.

The elementary excitations spectrum with allowance for the energy of spins in an external field has the form

$$
\begin{align*}
\varepsilon_{1 k \uparrow, 2 k \uparrow}= & \frac{E_{k \uparrow}^{(d d)}+E_{k \downarrow}^{(p p)}}{2} \\
& \pm \frac{1}{2} \sqrt{\left(E_{k \uparrow}^{(d d)}-E_{k \downarrow}^{(p p)}\right)^{2}+4 E_{k \downarrow}^{(d p)} E_{k \uparrow}^{(p d)}}, \tag{30}
\end{align*}
$$

where $E_{k \uparrow}^{(d d)}, E_{k \downarrow}^{(p p)}, E_{k \uparrow}^{(p d)}$ and $E_{k \downarrow}^{(d p)}$ are the Fourier transforms of the corresponding coefficients $E_{i j \uparrow}^{(d d)}, E_{i j \downarrow}^{(p p)}, E_{i j \uparrow}^{(p d)}$, and $E_{i j \downarrow}^{(d p)}$ determined by the equations

$$
\begin{aligned}
& \left\langle\psi_{j}^{0,0}+\psi_{j}^{\uparrow, \uparrow}\right\rangle E_{i j \uparrow}^{(d d)}=\left\langle\left\{\left[\psi_{i}^{0, \uparrow}, H\right], \psi_{j}^{\uparrow, 0}\right\}\right\rangle, \\
& \left\langle\psi_{j}^{\downarrow, \downarrow}+\psi_{j}^{p d, p d}\right\rangle E_{i j \downarrow}^{(p p)}=\left\langle\left\{\left[\psi_{i}^{\downarrow, p d}, H\right], \psi_{j}^{p d, \downarrow}\right\}\right\rangle, \\
& \left\langle\psi_{j}^{0,0}+\psi_{j}^{\uparrow, \uparrow}\right\rangle E_{i j \uparrow}^{(p d)}=\left\langle\left\{\left[\psi_{i}^{\downarrow, p d}, H\right], \psi_{j}^{\uparrow, 0}\right\}\right\rangle,
\end{aligned}
$$

$$
\begin{equation*}
\left\langle\psi_{j}^{\downarrow, \downarrow}+\psi_{j}^{p d, p d}\right\rangle E_{i j \downarrow}^{(d p)}=\left\langle\left\{\left[\psi_{i}^{0, \uparrow}, H\right], \psi_{j}^{p d, \downarrow}\right\}\right\rangle . \tag{31}
\end{equation*}
$$

The square brackets on the right-hand sides of (31) denote commutators with the Hamiltonian

$$
\begin{equation*}
H=H_{0}+H_{1}+H_{z} \tag{32}
\end{equation*}
$$

(see (11), (21), and (27)), and the braces denote anticommutators.

Using the equation for the chemical potential (15), the completeness condition (17), and the definition of $\left\langle S_{z i}\right\rangle$, for the site averages we have

$$
\begin{align*}
& \left\langle\psi_{i}^{p d, p d}+\psi_{i}^{\uparrow, \uparrow}\right\rangle=\frac{1+\delta}{2}+\left\langle S_{z i}\right\rangle, \\
& \left\langle\psi_{i}^{p d, p d}+\psi_{i}^{\downarrow} \downarrow\right\rangle=\frac{1+\delta}{2}-\left\langle S_{z i}\right\rangle, \\
& \left\langle\psi_{i}^{\uparrow, \uparrow}+\psi_{i}^{0,0}\right\rangle=\frac{1-\delta}{2}+\left\langle S_{z i}\right\rangle \\
& \left\langle\psi_{i}^{\downarrow, \downarrow}+\psi_{i}^{0,0}\right\rangle=\frac{1-\delta}{2}-\left\langle S_{z i}\right\rangle \tag{33}
\end{align*}
$$

The interstitial averages on the right-hand sides of (31) can easily be expressed in terms of the number of doped holes, $\delta$, the average value $\left\langle S_{z i}\right\rangle$, and the spin correlation functions $\left\langle S_{i} S_{j}\right\rangle$; in particular,

$$
\begin{align*}
& \left\langle\left(\psi_{i}^{\downarrow, \downarrow}+\psi_{i}^{p d, p d}\right)\left(\psi_{j}^{\downarrow, \downarrow}+\psi_{j}^{p d, p d}\right)+\psi_{i}^{\downarrow, \uparrow} \psi_{j}^{\uparrow, \downarrow}\right\rangle=\left(\frac{1+\delta}{2}\right)^{2} \\
& \quad+\left\langle S_{i} S_{j}\right\rangle-\left(\frac{1+\delta}{2}\right)\left(\left\langle S_{z i}\right\rangle+\left\langle S_{z j}\right\rangle\right) \tag{34}
\end{align*}
$$

etc. Substituting (33) and (34) in (31) and (30), we see that the quasiparticle excitation energies depend on the average values $\left\langle S_{z i}\right\rangle$. In the rapid spin fluctuations mode, i.e., when $\left\langle S_{z i}\right\rangle$ is independent of $i$ and is much smaller than $1 / 2$, we have

$$
\begin{align*}
& \varepsilon_{1 k \uparrow}=\varepsilon_{k}^{(1)}-\frac{1}{2} g \beta H-F_{1 k} \frac{\left\langle S_{z}\right\rangle}{2}, \\
& \varepsilon_{2 k \uparrow}=\varepsilon_{k}^{(2)}-\frac{1}{2} g \beta H-F_{2 k} \frac{\left\langle S_{z}\right\rangle}{2}, \tag{35}
\end{align*}
$$

where $\varepsilon_{1 k}$ and $\varepsilon_{2 k}$ are the quasiparticle energies in the absence of a magnetic field:

$$
\begin{align*}
\varepsilon_{1 k, 2 k}= & \frac{E_{k}^{(d d)}+E_{k}^{(p p)}}{2} \\
& \pm \frac{1}{2} \sqrt{\left(E_{k}^{(d d)}-E_{k}^{(p p)}\right)^{2}+4 E_{k}^{(d p)} E_{k}^{(p d)}} \tag{36}
\end{align*}
$$

Here we have used the following notation:

$$
\begin{aligned}
& E_{k}^{(d d)}=\varepsilon_{d}+t_{k}^{d d}+\frac{2 J_{k}^{d d}}{1-\delta}, \quad E_{k}^{(p p)}=\varepsilon_{p d}+t_{k}^{p p}+\frac{2 J_{k}^{p p}}{1+\delta}, \\
& E_{k}^{(p d)}=\sum_{l}\left[\frac{1-\delta}{2}-\frac{2}{1+\delta}\left\langle S_{i} S_{l}\right\rangle\right] t_{i l}^{(12)} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i l}\right),
\end{aligned}
$$

$$
\begin{align*}
E_{k}^{(d p)}= & \sum_{l}\left[\frac{1+\delta}{2}-\frac{2}{1-\delta}\left\langle S_{i} S_{l}\right\rangle\right] t_{i l}^{(12)} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i l}\right), \\
t_{k}^{d d}= & \sum_{l}\left[\frac{1-\delta}{2}+\frac{2}{1-\delta}\left\langle S_{i} S_{l}\right\rangle\right] t_{i l}^{(2)} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i l}\right), \\
t_{k}^{p p}= & \sum_{l}\left[\frac{1+\delta}{2}+\frac{2}{1+\delta}\left\langle S_{i} S_{l}\right\rangle\right] t_{i l}^{(1)} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i l}\right), \\
J_{k}^{d d}= & \frac{1}{2} J\left[4\left\langle S_{i} S_{j}\right\rangle^{(1)}-1\right]-J\left\langle\psi_{i}^{\downarrow, 0} \psi_{i+1}^{0, \downarrow}\right\rangle\left[\cos \left(k_{x} a\right)\right. \\
& \left.+\cos \left(k_{y} a\right)\right], \\
J_{k}^{p p}= & \frac{1}{2} J\left[1+2 \delta-4\left\langle S_{i} S_{j}\right\rangle^{(1)}\right]-J\left\langle\psi_{i}^{p d, \uparrow} \psi_{i+1}^{\uparrow, p d}\right\rangle\left[\cos \left(k_{x} a\right)\right. \\
& \left.+\cos \left(k_{y} a\right)\right], \tag{37}
\end{align*}
$$

with $\left\langle S_{i} S_{j}\right\rangle^{(1)}$ the spin correlation function for the nearest copper spins. The functions $F_{1 k}$ and $F_{2 k}$ are given by the expressions

$$
\begin{align*}
\frac{1}{2} F_{1 k, 2 k}= & t_{k}^{p}-t_{k}^{d}-T_{k}^{p}+T_{k}^{d} \\
& \pm \frac{1}{\varepsilon_{1 k}-\varepsilon_{2 k}}\left\{\left(E_{k}^{(p p)}-E_{k}^{(d d)}\right)\left[t_{k}^{p}+t_{k}^{d}-T_{k}^{p}-T_{k}^{d}\right]\right. \\
& \left.-2 \delta \frac{E_{k}^{(p d)} E_{k}^{(d p)}}{1-\delta^{2}}\right\} \tag{38}
\end{align*}
$$

where

$$
\begin{align*}
& T_{k}^{p}=\frac{E_{k}^{p p}+2 \delta J-\varepsilon_{p d}}{1+\delta}, \quad T_{k}^{d}=\frac{E_{k}^{d d}-\varepsilon_{d}}{1-\delta} \\
& t_{k}^{p}=\sum_{l} t_{i l}^{(1)} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i l}\right), \quad t_{k}^{d}=\sum_{l} t_{i l}^{(2)} \exp \left(i \mathbf{k} \cdot \mathbf{R}_{i l}\right) \tag{39}
\end{align*}
$$

Equations (35) show that the energy of quasiparticles in a magnetic field differs considerably from the Fermi energy, at which both $F_{1 k}$ and $F_{2 k}$ would vanish. This is one of the most important reasons for the non-Fermi-liquid nature of the spin susceptibility. Each quasiparticle is in a kind of effective magnetic field generated by the other particles, and this field does not vanish when spin-spin coupling is switched off, i.e., when $J=0$. Another reason for the non-Fermi-liquid behavior is related to the special behavior of the spectral weight. For instance, the spectral weight of the singlet band varies under doping not as $\delta$ (the case of a Fermi liquid) but as $2 \delta /(1+\delta)$, i.e., the band is completely filled at $\delta=1$ and is half-filled already at $\delta=1 / 3$.

There are different calculational techniques that lead to the same self-consistent equation for $\left\langle S_{z}\right\rangle$. Since from the viewpoint of applications the most interesting case is $\delta>0$, i.e., when the chemical potential is in the band $\varepsilon_{1 k}$, it is convenient to use the following chain of equalities:

$$
\begin{align*}
\delta= & \frac{1}{N} \sum\left\langle\psi_{k}^{p d, \uparrow} \psi_{k}^{\uparrow, p d}\right\rangle \\
= & \frac{1}{N} \sum\left\langle\psi_{k}^{p d, \downarrow} \psi_{k}^{\downarrow, p d}\right\rangle=\frac{1}{N}\left(\frac{1+\delta}{2}-\left\langle S_{z}\right\rangle\right) \\
& \times \sum_{k}\left[\frac{\varepsilon_{1 k \uparrow}-E_{k \uparrow}^{(d d)}}{\varepsilon_{1 k \uparrow}-\varepsilon_{2 k \uparrow}} f\left(\varepsilon_{1 k \uparrow}-\mu\right)\right. \\
& \left.+\frac{E_{k \uparrow}^{d d}-\varepsilon_{2 k \uparrow}}{\varepsilon_{1 k \uparrow}-\varepsilon_{2 k \uparrow}} f\left(\varepsilon_{2 k \uparrow}-\mu\right)\right] \tag{40}
\end{align*}
$$

where

$$
f\left(\varepsilon_{1 k \uparrow}-\mu\right)=\left[1+\exp \frac{\varepsilon_{1 k \uparrow}-\mu}{\Theta}\right]^{-1}
$$

is the Fermi function, $\mu$ is the chemical potential, and $\Theta=k T$.

Expanding the right-hand side of Eq. (40) in $\left\langle S_{z}\right\rangle$ and allowing for (35), we arrive at an expression for $\left\langle S_{z}\right\rangle$ as a function of the magnetic field and hence at an expression for the magnetic susceptibility $\chi(\Theta, \delta)$ per copper site:

$$
\begin{equation*}
\chi(\Theta, \delta)=\frac{(1+\delta)^{2}}{[4 \delta+\Lambda(\Theta, \delta)+Z(\Theta, \delta)]} \chi_{p}(\Theta, \delta) \tag{41}
\end{equation*}
$$

This is the typical expression for the Pauli-Lindhard susceptibility in the two-band model:

$$
\begin{align*}
\chi_{p}(\Theta, \delta)= & -\frac{1}{2 N}(g \beta)^{2} \sum_{k}\left[\frac{\varepsilon_{1 k}-E_{k}^{(d d)}}{\varepsilon_{1 k}-\varepsilon_{2 k}} \frac{\partial f\left(\varepsilon_{1 k}\right)}{\partial \varepsilon_{1 k}}\right. \\
& \left.+\frac{E_{k}^{(d d)}-\varepsilon_{2 k}}{\varepsilon_{1 k}-\varepsilon_{2 k}} \frac{\partial f\left(\varepsilon_{2 k}\right)}{\partial \varepsilon_{2 k}}\right] \tag{42}
\end{align*}
$$

The functions $Z(\Theta, \delta)$ and $\Lambda(\Theta, \delta)$ are

$$
\begin{align*}
& Z(\Theta, \delta)= \frac{(1+\delta)^{2}}{2 N} \sum\left[\frac{\varepsilon_{1 k}-E_{k}^{(d d)}}{\varepsilon_{1 k}-\varepsilon_{2 k}} F_{1 k} \frac{\partial f\left(\varepsilon_{1 k}\right)}{\partial \varepsilon_{1 k}}\right. \\
&\left.+\frac{E_{k}^{(d d)}-\varepsilon_{2 k}}{\varepsilon_{1 k}-\varepsilon_{2 k}} F_{2 k} \frac{\partial f\left(\varepsilon_{2 k}\right)}{\partial \varepsilon_{2 k}}\right] \\
& \Lambda(\Theta, \delta)=\frac{(1+\delta)^{2}}{2 N} \sum \Phi_{k}\left[f\left(\varepsilon_{1 k}\right)-f\left(\varepsilon_{2 k}\right)\right] \tag{43}
\end{align*}
$$

The origin of the function $\Phi_{k}$ is related to the dependence of the coefficients of the Fermi functions in (40) on the spin direction. This function is given by the formula

$$
\begin{align*}
\Phi_{k}= & \frac{2}{\varepsilon_{1 k}-\varepsilon_{2 k}}\left(t_{k}^{p}+t_{k}^{d}-T_{k}^{p}-T_{k}^{d}\right) \\
& +\frac{2\left(E_{k}^{(p p)}-E_{k}^{(d d)}\right)}{\left(\varepsilon_{1 k}-\varepsilon_{2 k}\right)^{3}}\left[\frac{4 \delta E_{k}^{(d p)} E_{k}^{(p d)}}{1-\delta^{2}}-\left(E_{k}^{(p p)}-E_{k}^{(d d)}\right)\right. \\
& \left.\times\left(t_{k}^{p}+t_{k}^{d}-T_{k}^{p}-T_{k}^{d}\right)\right] \tag{44}
\end{align*}
$$

Since both (43) and (44) contain the difference in energies and the difference in the Fermi functions of different bands, the contribution to susceptibility represented in (41) by the


FIG. 1. Density of states at $T=300 \mathrm{~K}$ : (a) at $x=0.15$, and (b) at $x=0.25$. The vertical dashed lines indicate the position of the chemical potential.
function $\Lambda(\Theta, \delta)$ resembles the mixed susceptibility in Fermi -liquid theory. Thus, the occurance of such a correction is quite natural. Our numerical estimates show that the function $\Lambda(\Theta, \delta)$ is relatively unimportant and that for a detailed comparison with the mixed susceptibility it is sufficient to write this correction to susceptibility in additive form after expanding the denominator in (41) in a Taylor series. We also note that at $t_{k}^{(12)}=0$ the function $\Lambda(\Theta, \delta)$ vanishes.

As noted in the Introduction, the behavior of $\chi_{p}(\Theta, \delta)$ has been thoroughly studied for different variants of the density of states (see, e.g., Refs. 8, 16, and 17). The implicit dependence of this function on the degree of doping $\delta$ is related to the different density of states on the Fermi level for different values of $\delta$.

The denominator in (41) shares features with the well known Stoner factor in Fermi-liquid theory. In particular, if we temporarily drop the second band and put $\left\langle S_{i} S_{j}\right\rangle^{(1)}=-3 / 4$ (the maximum value of antiferromagnetic correlations) in (37), we find that

$$
\begin{equation*}
Z(\Theta, \delta)=2(1+\delta)^{2}\left[-t_{k}^{p}(\mu)+4 J\right] \chi_{p}(\Theta, \delta) \tag{45}
\end{equation*}
$$

where $t_{k}^{p}(\mu)$ is the value of $t_{k}^{p}$ at the Fermi level. Depending on the nature of band filling, $t_{k}^{p}(\mu)$ can be either positive or negative. Generally, the temperature dependences $Z(\Theta, \delta)$ and $\chi_{p}(\Theta, \delta)$ are the same when $F_{1 k}(\mu)$ is negative and are opposite when $F_{1 k}(\mu)$ is positive. The latter case is realized in the limit of strong doping, since $t_{k}^{p}(\mu)>0$. Here, however, the denominator in (41) does not change its sign, always remaining positive. The function $\chi(\Theta, \delta)$ is the paramagnetic spin susceptibility (for all positive values of $\delta$ ).

## 5. NUMERICAL RESULTS AND DISCUSSION

The density of states of the bands $\varepsilon_{1 k}$ and $\varepsilon_{2 k}$ is depicted in Fig. 1 for two values of $x, 0.15$ and 0.25 (at $T=300 \mathrm{~K}$ this corresponds to $\delta=0.02$ and 0.09 , respectively). The position of the chemical potential at $T=300 \mathrm{~K}$ is depicted by a dashed vertical line. The lower Hubbard copper band corresponds to the $\varepsilon_{1 k}$ band (in the range from -1.0 to -0.5 eV ). It is completely filled. The holes that form as a result of doping populate the singlet band $\varepsilon_{2 k}$ (in the range from -0.15 to 0.3 eV$)$. Since the unit cell of $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ does not only contain a $\mathrm{CuO}_{2}$ fragment, as in Refs. 15-18, we allow also for the existence of an additional relatively broad band near the Fermi level. This band is introduced phenomenologically in the form of a background band about 1.25 eV wide. As Fig. 1b shows, there are two peaks in the density of
states of the singlet band. The peak at the bottom of the band is due to the hybridization of the states $\varepsilon_{d}$ and $\varepsilon_{p d}$, and for $0.15<x<0.25$ the chemical potential is near this peak. The second peak in the high-energy region is due to the geometrical features of the two-dimensional lattice. This is the Van Hove peak, which at $t^{(12)}=0$ (see (21)) is approximately at the band's center. The dependence of the spin correlation functions $\left\langle S_{i} S_{j}\right\rangle$ on the doping index was specified in the same way as in Ref. 21. At $\delta=0,0.2$, and 0.4 the functions for the first neighbors were $\left\langle S_{i} S_{j}\right\rangle^{(1)}=-0.25,-0.10$, and 0 , respectively; for the second neighbors they were $\left\langle S_{i} S_{j}\right\rangle^{(2)}=0.15,0.06$, and 0 . Note that at $\delta=0$ the factors that determine the dependence of the effective hopping integrals on the spin correlation functions $\left\langle S_{i} S_{j}\right\rangle$ in the expressions for $t_{k}^{d d}$ and $t_{k}^{p p}$ can be reduced to the form $\frac{1}{2}+2\left\langle S_{i} S_{j}\right\rangle$, found in Ref. 37, via an exact calculation of the spectrum of one-particle excitations of a hole in the Ising lattice. At $\left\langle S_{i} S_{j}\right\rangle=-0.25$ the widths of the bands vanish, which is known (see, e.g., Ref. 28) to be needed for a meaningful description of the boundary region in insulator-metal transitions. In this sense our variant of describing a singlet band is equivalent to the variant in Ref. 38 but does not require auxiliary bosons.

The temperature curves of the spin susceptibility calculated via formula (41) for $x=0.15,0.18,0.22$, and 0.25 are depicted in Fig. 2. The corresponding values of $\delta$ were calculated in accordance with the density-of-states pattern (Fig.


FIG. 2. The temperature curves of the spin susceptibility calculated via formula (41): filled square $\square$ correspond to the experimental data of Ref. 39. Curve 1 corresponds to $x=0.25$, curve 2 to $x=0.22$, curve 3 to $x=0.18$, and curve 4 to $x=0.15$.
1), and at $T=300 \mathrm{~K}$ were found to be $\delta=0.02,0.04,0.06$, and 0.09 . Figure 2 shows that formula (41) is a good representation of the strong dependence of the spin susceptibility on temperature and doping level observed in experiments. ${ }^{1-6,39}$ The spin susceptibility of the broad background band, as suggested by the density of states, is low and depends neither on $T$ nor on $\delta$. At low doping levels the chemical potential is just in front of the hybridization peak in the density of states of the singlet band (Fig. 1a). The energy interval between the chemical potential and the position of the peak in the density of states acts as a "pseudogap." As the temperature increases, the quasiparticles are "flung'" into the region of high densities of states, with the result that susceptibility increases. As the degree of doping $\delta$ increases, the Fermi level enters the peak in the density of states, the pseudogap narrows, and spin susceptibility increases. Finally, as the chemical potential passes the peak in the density of states, the system finds itself in the narrow-band mode or in the local-level mode, which naturally leads to a decrease in spin susceptibility with increasing temperature, which resembles the Curie law.

The denominator in (41) plays an interesting role. At small values of $\delta$ the function $Z(T, \delta)$ decreases both as a function of $\delta$ and as a function of temperature. As a result, this denominator facilitates a better description of absolute values and the asymptotic behavior of spin susceptibility at high temperatures than the classical Pauli-Lindhard theory with the same density-of-states pattern. ${ }^{40}$

In conclusion, here is one more argument in favor of the density-of-states pattern used in this paper. From neutron scattering studies it is known (see, e.g., Ref. 41) that the $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ compounds have spatial dynamic spin correlations that are incommensurable with the lattice period. This is quite natural from the viewpoint of the density-of-states pattern of Fig. 1, since the chemical potential is near the peak in the density of states, which means that the system is indeed unstable with respect to formation of charge- and spindensity waves. In this connection the results of our calculations exceed the limits of this paper and, in particular, may serve as a real basis for studies of the instability and fluctuations in such (and related) compounds.
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#### Abstract

We study a new class of nonlinear cooperative phenomena that occur when light propagates in direct-gap semiconductors. The nonlinearity here is due to a process, first discussed by A. L. Ivanov, L. V. Keldysh, and V. V. Panashchenko, in which two excitons are bound into a biexciton by virtue of their Coulomb interaction. For the geometry of a ring cavity, we derive a system of nonlinear differential equations describing the dynamical evolution of coherent excitons, photons, and biexcitons. For the time-independent case we arrive at the equation of state of optical bistability theory, and this equation is found to differ considerably from the equations of state in the two-level atom model and in the exciton region of the spectrum. We examine the stability of the steady states and determine the switchover times between the optical bistability branches. We also show that in the unstable sections of the equation of state, nonlinear periodic and chaotic self-pulsations may arise, with limit cycles and strange attractors being created in the phase space of the system. The scenario for the transition to the dynamical chaos mode is found. A computer experiment is used to study the dynamic optical bistability. Finally, we discuss the possibility of detecting these phenomena in experiments. © 1997 American Institute of Physics. [S1063-7761(97)01811-8]


## 1. INTRODUCTION

The paper written by Elesin and Kopaev, ${ }^{1}$ on the optical hysteresis of excitons was followed by numerous theoretical and experimental investigations. ${ }^{2-9}$

The interest in optical bistability caused by excitons and biexcitons in condensed media is due the interest in the giant optical nonlinearities at the long-wave intrinsic absorption edge of the crystal spectrum, short relaxation times, and low switchover energies and short switchover times between the optical bistability branches.

More than that, in the unstable sections of the optical bistability curve, regular and chaotic self-pulsations may arise in the system of excitons, photons and biexcitons. All of this opens possibilities for studying essentially new optical phenomena that involve excitons and biexcitons and in using these phenomena for practical purposes, primarily for optical processing of data and for building new-generation computers with optical logical circuits.

In Refs. 10-22 we constructed a theory of optical bistability, optical switchover, and regular and stochastic oscillations accompanied by the formation of classical and strange attractors in the phase space of excitons, photons, and biexcitons.

The possibility of optical multistability in a system of coherent excitons and biexcitons being induced by noise was predicted in Refs. 23 and 24.

It must be noted, however, that in Refs. 5, 6, 18 and 19 optical bistability was studied only with allowance for the huge oscillator strength of the exciton-biexciton transition, ${ }^{25-27}$ i.e., only the process of creation of a biexci-
ton $\mathbf{p}$ through the absorption by an exciton $\mathbf{q}$ of a photon $\mathbf{p}-\mathbf{q}$ was taken into account. Ivanov et al. ${ }^{28,29}$ were the first to show that there is also another process, determined by the term

$$
\frac{1}{\sqrt{V}} M(p, q) b_{p}^{\dagger} a_{\mathbf{q}} a_{\mathbf{p}-\mathbf{q}},
$$

which describes direct binding of two excitons, $\mathbf{p}-\mathbf{q}$ and $\mathbf{q}$, into a biexciton by virtue of the Coulomb attraction of the excitons. Actually, in Refs. 28 and 29 an essentially new mechanism of the exciton-biexciton transformation of the semiconductor spectrum was proposed, i.e., the formation of a biexciton through direct Coulomb binding of two excitons. In particular, it was found that this mechanism effectively shifts both exciton and biexciton levels toward the longwave part of the spectrum.

The present paper studies time-independent and timedependent optical bistability, the phenomena of optical selfoscillations and switchover when the exciton-photon interaction and the Coulomb binding of two excitons into a single biexciton introduced in Refs. 28 and 29 are taken into account. The Heisenberg equations of motion for excitons and biexcitons and a wave equation for the field are used to derive a system of nonlinear differential equations describing the dynamical evolution of the system. In the timeindependent (stationary) case we derive an equation of state of the optical bistability theory. We also study the stability of time-independent solutions and predict the formation of regular and chaotic self-pulsations. The scenario of the transition to dynamic optical chaos is established, and we discuss
the possibility of optical turbulence. Finally, we examine the switchover times between the optical bistability branches and the phenomenon of dynamic optical bistability for the case where external pumping is a function of time having parabolic form.

## 2. THE HAMILTONIAN AND THE BASIC EQUATIONS OF THE PROBLEM

A distinctive feature of the present stage in studying optical bistability is that the geometry of the experiment is a decisive factor. Suppose that a monochromatic coherent electromagnetic wave is incident on a ring cavity with a semiconductor specimen of length $L$ and that the wave generates excitons that are Bogolyubov-coherent. Owing to the Coulomb interaction, ${ }^{28,29}$ the excitons may form biexcitons. This process, which ensures that the problem is nonlinear, is determined by the term $(1 / \sqrt{V}) D b^{\dagger} a a$.

The system Hamiltonian is the sum of three Hamiltonians (the Hamiltonian of the free excitons, the Hamiltonian of the free biexcitons, and the field Hamiltonian) and the interaction Hamiltonian, which consists of a term responsible for the interaction of coherent excitons and the electromagnetic field and a term responsible for the interaction of coherent excitons and coherent biexcitons. In our model the interaction Hamiltonian can be written as follows:

$$
\begin{equation*}
H_{\mathrm{int}}=i \hbar g\left(a E^{+}-a^{\dagger} E\right)+i \hbar D\left(b a^{\dagger} a^{\dagger}-b^{\dagger} a a\right), \tag{1}
\end{equation*}
$$

where $a^{\dagger}$ and $b^{\dagger}$ are the exciton and biexciton creation operators, $g$ is the exciton-photon coupling constant, $D$ is the constant of direct binding of two excitons into a biexciton, and $E^{+}$is the positive-frequency part of the electric field in the electromagnetic wave. Here and in what follows we assume that the system has unit volume and drop the wave vector labels.

The equations of motion for the exciton amplitude $a$ and the biexciton amplitude $b$ are

$$
\begin{align*}
& \frac{d a}{d t}=-i \omega_{\mathrm{ex}} a-g E+2 D b a^{\dagger}-\gamma_{\mathrm{ex}} a,  \tag{2}\\
& \frac{d b}{d t}=-i \omega_{\mathrm{biex}} b-D a a-\gamma_{\mathrm{biex}} b, \tag{3}
\end{align*}
$$

where $\hbar \omega_{\text {ex }}$ and $\hbar \omega_{\text {biex }}$ are the energy of exciton and biexciton formation, and $\gamma_{\mathrm{ex}}$ and $\gamma_{\text {biex }}$ are the decay constants for excitons and biexcitons, respectively, which determine the rate at which the quasiparticles leave the coherent modes for the incoherent. These constants were introduced into the equations phenomenologically. Note that the equations were obtained strictly within the quantum theory of fluctuations and dissipation from the flux part of the respective FokkerPlanck equation. ${ }^{30}$

The equation of motion of the component $E$ of the electromagnetic field is equivalent to the wave equation

$$
\begin{equation*}
c_{1}^{2} \frac{\partial^{2} E}{\partial z^{2}}-\frac{\partial^{2} E}{\partial t^{2}}=-4 i \pi \hbar g \frac{\partial^{2} a}{\partial t^{2}}, \tag{4}
\end{equation*}
$$

where $c_{1}$ is the speed with which the field propagates in the semiconductor.


FIG. 1. Ring cavity diagram: $E_{I}, E_{R}$, and $E_{T}$ are the amplitudes of the incident, reflected, and transmitted fields, respectively; and $T$ is the transmission coefficient of the cavity mirrors.

We write the exciton, biexciton, and field amplitudes in the form of modulated plane waves:

$$
\begin{align*}
& a(z, t)=A^{\prime}(z, t) e^{i(k z-\omega t)}, \\
& b(z, t)=B^{\prime}(z, t) e^{2 i(k z-\omega t)}  \tag{5}\\
& E(z, t)=E^{\prime}(z, t) e^{i(k z-\omega t)},
\end{align*}
$$

where $\omega$ and $k$ are the carrier frequency and the wave vector, and $A^{\prime}(z, t), B^{\prime}(z, t)$, and $E^{\prime}(z, t)$ are slowly varying amplitudes.

Below in our calculations we use the truncated equation approximation, which is valid if

$$
\left|\frac{\partial E^{\prime}}{\partial t}\right| \ll \omega\left|E^{\prime}\right|, \quad\left|\frac{\partial E^{\prime}}{\partial z}\right| \ll k\left|E^{\prime}\right|, \ldots .
$$

Substituting (5) in (2)-(4), using the approximation of slowly varying amplitudes, and ignoring the effects of spatial dispersion of excitons and biexcitons (which are unimportant in the region of the spectrum of interested to us), we get

$$
\begin{align*}
& \frac{d A^{\prime}}{d t}=i\left(\omega-\omega_{\mathrm{ex}}\right) A^{\prime}-g E^{\prime}+2 D B^{\prime} A^{\prime \dagger}-\gamma_{\mathrm{ex}} A^{\prime},  \tag{6}\\
& \frac{d B^{\prime}}{d t}=i\left(2 \omega-\omega_{\text {biex }}\right) B^{\prime}-D A^{\prime} A^{\prime}-\gamma_{\mathrm{biex}} B^{\prime},  \tag{7}\\
& \frac{\partial E^{\prime}}{\partial t}+\frac{k c_{1}^{2}}{\omega} \frac{\partial E^{\prime}}{\partial z}=2 \pi \hbar \omega g A^{\prime}+\frac{\omega^{2}-c_{1}^{2} k^{2}}{2 \omega} E^{\prime} . \tag{8}
\end{align*}
$$

In what follows it is convenient to introduce dimensionless variables:

$$
\begin{aligned}
& X=\frac{E^{\prime}}{E_{s}}, \quad B=\frac{B^{\prime}}{B_{s}}, \quad A=\frac{A^{\prime}}{A_{s}}, \\
& E_{s}=\frac{\gamma_{\text {biex }}^{2}}{g D}, \quad A_{s}=B_{s}=\frac{\gamma_{\text {biex }}}{D},
\end{aligned}
$$

and $C=\alpha L / 4 T$ is the optical bistability constant, with

$$
\alpha=\frac{4 \pi \hbar g^{2} \omega^{2}}{c_{1} k \gamma_{\mathrm{ex}}},
$$

and $T$ the transmission coefficient of the cavity mirrors (Fig. $1) ; d=\gamma_{\mathrm{ex}} / \gamma_{\text {biex }}$ is the relative decay of an exciton in comparison to a biexciton; $\delta_{0}=\left(2 \omega_{\text {ex }}-\omega_{\text {biex }}\right) / \gamma_{\text {biex }}$ is the reduced biexciton energy; $\delta_{1}=\left(\omega-\omega_{\text {ex }}\right) / \gamma_{\text {biex }}$ is the dimensionless detuning from an exciton level; $\sigma=C_{1}^{2} k T / K \gamma_{\text {biex }} \omega$
is the damping of the electric field amplitude in the cavity (the cavity's $Q$-factor); $\tau=\gamma_{\text {biex }} t$ is the dimensionless time variable; and

$$
\Delta_{1}=\frac{\omega^{2}-c_{1}^{2} k^{2}}{2 \omega \gamma_{\text {biex }}}
$$

With allowance for the normalized quantities, the system of equations (6)-(8) becomes

$$
\begin{align*}
& \frac{d X}{d \tau}=i \Delta_{1} X-\frac{\sigma L}{T} \frac{\partial X}{\partial z}+2 C \sigma A  \tag{9}\\
& \frac{d A}{d \tau}=i \delta_{1} A+i X-2 i B A^{*}-d A  \tag{10}\\
& \frac{d B}{d \tau}=i\left(2 \delta_{1}+\delta_{0}\right) B-i A A-B \tag{11}
\end{align*}
$$

As noted earlier, the semiconductor is placed inside a ring cavity between two mirrors with a transmission coefficient $T$. The other two mirrors are assumed ideal. The boundary conditions for the ring cavity are

$$
\begin{aligned}
& E(0, t)=\sqrt{T} E_{I}+R E(L, t-\Delta t) e^{i F}, \\
& E_{T}=\sqrt{T} E(L, t)
\end{aligned}
$$

where $E_{I}$ is the amplitude of the pump field (at the entrance to the cavity), $E_{T}$ is the field amplitude at the the cavity's exit, $R=1-T$ is the reflection coefficient of the cavity mirrors, $\Delta t=(L+2 l) / c_{0}$ is the time lag introduced by feedback, with $c_{0}$ the speed of light in vacuum, and $F=k L$ $+k_{0}(2 l+L)$ is the phase increment of the field in the cavity, with $k_{0}$ the wave vector of the field in vacuum.

Introducing the dimensionless input and output field amplitudes,

$$
E_{I}=\frac{Y}{E_{s}} \sqrt{T}, \quad E_{T}=\frac{X}{E_{s}} \sqrt{T}
$$

we arrive at the boundary conditions for the normalized amplitudes:

$$
\begin{align*}
& T Y+R\left[X_{1}(L, \tau-\Delta \tau)\right. \\
& \left.\quad \times \cos F-X_{2}(L, \tau-\Delta \tau) \sin F\right]=X_{1}(0, \tau) \\
& R\left[X_{1}(L, \tau-\Delta \tau) \sin F+X_{2}(L, \tau-\Delta \tau) \cos F\right]=X_{2}(0, \tau) \tag{12}
\end{align*}
$$

where $X_{1}$ and $X_{2}$ are the real and imaginary parts of the field strength.

Below we employ the widely used mean-field approximation. ${ }^{2}$ Meystre was the first to propose this model ${ }^{31}$ in studying optical bistability in a system of twolevel atoms inside a ring cavity. We assume that all functions describing optical bistability are weakly dependent on the spatial variable, so that for the entire space within the cavity they are assumed constant, i.e., independent of position. The validity of the mean-field approximation for a Fabry-Perot cavity was discussed by Bischoferger and Shen. ${ }^{32}$ In particular, it was found that at large values of the optical bistability constant and small values of the transmission coefficient the results of the mean field theory are equivalent to the exact
numerical solution of the Maxwell-Bloch equations. The mean-field method was employed in Refs. 5, 6, and 15-19 to study optical bistability in a system of excitons and biexcitons.

Using the mean-field approximation

$$
\begin{equation*}
\int_{0}^{L} E^{\prime}(z) d z \approx\left[E^{\prime}(L)-E^{\prime}(0)\right] L \tag{13}
\end{equation*}
$$

and the boundary conditions (12), from Eqs. (9)-(11) we obtain a system of nonlinear differential equations describing the temporal evolution of coherent photons, excitons, and biexcitons:

$$
\begin{align*}
\frac{d X_{1}}{d \tau}= & -\Delta_{1} X_{2}-\frac{\sigma(1-R \cos F)}{T} X_{1}-\frac{\sigma R \sin F}{T} X_{2} \\
& +2 C \sigma A_{1}+\sigma Y,  \tag{14}\\
\frac{d X_{2}}{d \tau}= & \Delta_{1} X_{1}-\frac{\sigma(1-R \cos F)}{T} X_{2}+\frac{\sigma R \sin F}{T} X_{1} \\
& +2 C \sigma A_{2},  \tag{15}\\
\frac{d A_{1}}{d \tau}= & -d A_{1}-\delta_{1} A_{2}-X_{1}+2\left(B_{1} A_{1}+B_{2} A_{2}\right),  \tag{16}\\
\frac{d A_{2}}{d \tau}= & -d A_{2}+\delta_{1} A_{1}+X_{2}+2\left(B_{2} A_{1}-B_{1} A_{2}\right),  \tag{17}\\
\frac{d B_{1}}{d \tau}= & -\left(2 \delta_{1}+\delta_{0}\right) B_{2}-B_{1}-A_{1}^{2}+A_{2}^{2},  \tag{18}\\
\frac{d B_{2}}{d \tau}= & \left(2 \delta_{1}+\delta_{0}\right) B_{1}-B_{2}-2 A_{1} A_{2}, \tag{19}
\end{align*}
$$

where we have allowed for the fact that $X, A$, and $B$ are complex-valued quantities: $X_{1}=\operatorname{Re} X, X_{2}=\operatorname{Im} X, A_{1}=\operatorname{Re} A$, $A_{2}=\operatorname{Im} A, B_{1}=\operatorname{Re} B$, and $B_{2}=\operatorname{Im} B$.

At present there is no standard algorithm for solving general nonlinear differential equations, so that obtaining analytic solutions of the system of equations (14)-(19) is an extremely difficult (if not impossible) problem. In this connection we did a numerical experiment and analyzed the stability of time-independent states.

Note that our system of equations (14)-(19) is a particular case of the theory of evolution of a system of type $\dot{\mathbf{X}}=\mathbf{F}(\mathbf{X})$, where $\mathbf{X}$ is a vector in the $R^{n}$ space ( $n>1$ ), with each component of $\mathbf{X}$ describing a single mode, and $\mathbf{F}(\mathbf{X})$ is the vector field of the system.

For dissipative systems the volume of the phase space decreases, since the divergence of $\dot{\mathbf{X}}$ is negative:

$$
\operatorname{div} \dot{\mathbf{X}}=\operatorname{div} \mathbf{F}=\sum_{i=1}^{n} \frac{\partial \mathbf{F}_{i}}{\partial \mathbf{X}_{i}}<0
$$

The evolution of the system of equations (14)-(19) largely depends on the evolution of a small volume of the phase space of this system. If we consider the motion of points in the phase space as that of a liquid with a divergence

$$
\frac{\partial \dot{X}_{1}}{\partial X_{1}}+\frac{\partial \dot{X}_{2}}{\partial X_{2}}+\frac{\partial \dot{A}_{1}}{\partial A_{1}}+\frac{\partial \dot{A}_{2}}{\partial A_{2}}+\frac{\partial \dot{B}_{1}}{\partial B_{1}}+\frac{\partial \dot{B}_{2}}{\partial B_{2}}
$$

$$
=-2\left[1+d+\frac{\sigma(1-R \cos F)}{T}\right],
$$

we conclude that any small volume of the phase space of the system of equations (14)-(19) tends to zero as $\tau \rightarrow \infty$ at a rate equal to $[2+2 d+2 \sigma(1-R \cos F) / T]^{-1}$. If the stationary states of the system are unstable, the attractors in the phase space can be a limit cycle, a torus, and a strange attractor. They correspond, respectively, to nonlinear periodic, quasiperiodic, and stochastic self-oscillations in the system.

In the stationary case, from Eqs. (14)-(19) we obtain equations that relate the densities of the coherent excitons and biexcitons to the field intensity,

$$
\begin{align*}
& Z_{e}\left[\left(d+\frac{2 Z_{e}}{1+\delta_{2}^{2}}\right)^{2}+\left(\frac{2 \delta_{2} Z_{e}}{1+\delta_{2}^{2}}-\delta_{1}\right)^{2}\right]=X_{s t}^{2}  \tag{20}\\
& Z_{b}=\frac{Z_{e}^{2}}{1+\delta_{2}^{2}} \tag{21}
\end{align*}
$$

and the equation of state of optical bistability theory, which relates the field intensities at the entrance to, and exit from, the cavity,

$$
\begin{align*}
Y_{s t}^{2}= & X_{s t}^{2}\left\{\left[\frac{1-R \cos F}{T}+\frac{2 C Q_{1}}{Q}\right]^{2}\right. \\
& \left.+\left[\frac{\Delta_{1}}{\sigma}+\frac{R}{T} \sin F-\frac{2 C Q_{2}}{Q}\right]^{2}\right\}, \tag{22}
\end{align*}
$$

where $Z_{e}=A_{1}^{2}+A_{2}^{2}$ is the exciton density, $Z_{b}=B_{1}^{2}+B_{2}^{2}$ is the biexciton density, $X_{s t}=\sqrt{X_{1}^{2}+X_{2}^{2}}$ is the field amplitude inside the crystal, $\delta_{2}=2 \delta_{1}+\delta_{0}$, and

$$
Q_{1}=d+\frac{2 Z_{e}}{1+\delta_{2}^{2}}, \quad Q_{2}=\delta_{1}-\frac{2 \delta_{2} Z_{e}}{1+\delta_{2}^{2}}, \quad Q^{2}=Q_{1}^{2}+Q_{2}^{2}
$$

Equation (22) is the equation of state of optical bistability theory in a system of coherent excitons and biexcitons with paired excitons bound into biexcitons due to the Coulomb interaction. It is an analog of the equations of state in the theory of two-level media and the exciton region of the spectrum, ${ }^{6,15,33}$ but differs considerably from the latter. In contrast to Eqs. (20) and (21), which determine the nonlinear dependence between the densities of coherent excitons and excitons and the electromagnetic field and lead to bistabilities of the density-light type, Eq. (22) describes the dependence of the light intensity at the exit from the cavity on the light intensity and the entrance. Under certain conditions this equation leads to a bistability of the light-light type.

## 3. COMPUTER EXPERIMENT: STATIONARY AND NONSTATIONARY OPTICAL BISTABILITY AND SELFPULSATIONS

It is interesting to study the stability of stationary states in connection with the possibility of optical nonlinear selfpulsations emerging in a system of coherent quasiparticles.

The characteristic equation for the Jacobian of the system is

$$
|\lambda E-J|=\left|\begin{array}{cccccc}
-\lambda-P_{1} & -P_{2} & 2 C \sigma & 0 & 0 & 0 \\
P_{2} & -\lambda-P_{1} & 0 & 2 C \sigma & 0 & 0 \\
-1 & 0 & -\lambda-d+2 B_{1} & -\delta_{1}+2 B_{2} & 2 A_{1} & 2 A_{2} \\
0 & -1 & \delta_{1}+2 B_{2} & -\lambda-d-2 B_{1} & -2 A_{2} & 2 A_{1} \\
0 & 0 & -2 A_{1} & 2 A_{2} & -\lambda-1 & -\delta_{2} \\
0 & 0 & -2 A_{2} & 2 A_{1} & \delta_{2} & -\lambda-1
\end{array}\right|
$$

where

$$
P_{1}=\frac{\sigma(1-R \cos F)}{T}, \quad P_{2}=\Delta_{1}+\frac{\sigma R \sin F}{T}
$$

and $E$ is the identity matrix. If the real parts of all the roots of the characteristic equation are negative, the corresponding stationary states are stable with respect to small perturbations. If we use the Routh-Hurwitz criterion, we can show that a section of the $X_{s t}$ vs. $Y_{s t}$ curve is unstable. Figure 2 depicts the stationary nonlinear dependence of the amplitude $X_{s t}$ of the transmitted field on the amplitude $Y_{s t}$ of the incident field at $\delta_{0}=5, C=5, F=2 \pi n, \Delta_{1}=0$, and $\delta_{1}=10$. The figure shows that at such values of the parameters there is no optical bistability of the light-light type. The resulting instability window is depicted by a dashed curve. At point $A$, corresponding to the beginning of the instability region in a system of coherent quasiparticles, periodic self-pulsations emerge, and the phase trajectory becomes a limit cycle (Fig.


FIG. 2. Stationary dependence of the amplitude $X_{s t}$ of the transmitted field on the amplitude $Y_{s t}$ of the incident field for the following values of the parameters: $\delta_{0}=5, C=5, F=2 \pi n, \Delta_{1}=0$, and $\delta_{1}=10$ (both $X_{s t}$ and $Y_{s t}$ are measured in volts per centimeter).


FIG. 3. Oscillations in a ring cavity (left) and their phase portraits in the $X-Z_{e}$ plane(right) at $\delta_{0}=5, C=5$, $F=2 \pi n, \Delta_{1}=0, \delta_{1}=10, \sigma=1, d=0.1, T=0.01$ for different values of the pump field: (a) $Y=82.5$, (b) $Y=83$, and (c) $Y=85$ ( $X$ is measured in volts per centimeter, $\tau$ in $10^{-12} \mathrm{~s}$, and $Z_{e}$ in $10^{14} \mathrm{~cm}^{-3}$.

3a). As the representative point moves closer to the center, the oscillation instability windows become more complicated. One can observe a cascade of bifurcations of oscillation-period doubling (Fig. 3b), as a result of which a stochastic self-oscillation mode emerges in the middle section of the instability window. This leads to optical turbulence in the system of coherent excitons, photons, and biexcitons. Figure 3c depicts a stochastic self-modulating process and the corresponding projections of the phase trajectories onto the $X-Z_{e}$ plane at a pump amplitude $Y=85$. The surface in the phase space to which the phase trajectories converge varies with pump intensity. In contrast to the famous Lorentz dynamic chaos, where stochastic oscillations and the creation of a strange attractor are related to hops between the corresponding equilibrium states, in the present case the stochasticity is related to the creation of a strange attractor in a six-dimensional phase space, which is filled in a complicated manner by nonintersecting phase trajectories.

As the pump intensity is increased, the strange attractor finally becomes unstable and transforms into a stable limit cycle, with nonlinear regular periodic self-pulsations setting in in the system.

As the detuning $\delta_{1}$ from resonance between the frequency of the external electromagnetic field and the exciton frequency increases, the stationary dependence between the amplitude of the transmitted field on the amplitude of the incident (pump) field, $X_{s t}\left(Y_{s t}\right)$, changes substantially. For small values of $Y_{s t}$ the dependence is linear and unique. As
$Y_{s t}$ grows, the dependence becomes nonlinear and at certain values of the parameters, multivalued.

Figure 4 a depicts the stationary dependence of the amplitude $X_{s t}$ of the transmitted field on the amplitude $Y_{s t}$ of the incident field at $\cos F=1, C=5, \Delta_{1}=0, \delta_{1}=30, \delta_{0}=5$, and $\sigma=10$. Clearly, at such values of the parameters a threevalued region develops, in which for one value of $Y_{s t}$ there are three values of $X_{s t}$. When $Y_{s t}$ is low, the amplitude if the transmitted field increases with $Y_{s t}$ along the upper branch of the hysteresis curve. At a certain value of $Y_{s t}$ the systems jumps to the lower branch of the curve along which $X_{s t}$ increases with $Y_{s t}$. If we decrease the amplitude of the incident field, the representative point moves along the lower branch of the hysteresis curve and then jumps to the upper branch, along which $X_{s t}$ decreases further as $Y_{s t}$ decreases. The dashed section of the curve depicts the unstable part of the $X_{s t}$ vs. $Y_{s t}$ dependence. Thus, stationary optical bistability emerges in the system of coherent excitons, photons, and biexcitons. In contrast to the model of two-level atoms, where optical bistability is realized in counterclockwise movement, here optical bistability is realized in clockwise movement. Research has shown that at such values of the parameters both optical bistability branches are stable. Hence it is interesting to study the switchover time between the two branches. Such a study is based on the system of equations (14)-(19). We have done a computer experiment in which the initial conditions are chosen so that they correspond to the value of the pump field amplitude $Y_{s t}$ near the downward



FIG. 4. (a) Stationary dependence of the amplitude $X_{s t}$ of the transmitted field on the amplitude $Y_{s t}$ of the incident field at $\delta_{0}=5, C=5, F=2 \pi n$, $\Delta_{1}=0, \delta_{1}=30, \sigma=1, d=0.1$, and $T=0.01$; (b) shape of incident pulse; (c) dynamic optical bistability; and (d) shape of pulse at the exit from the cavity.
bistability mechanism for designing high-speed optical memory cells.

When the $Q$-factor of the cavity is lowered, switchover becomes accompanied by oscillations, which reduces the effectiveness of operation of the bistable element.

At $F=\pi / 2+2 \pi n, C=5, \Delta_{1}=0, \delta_{1}=-30, \delta_{0}=5$, and $\sigma=1$, a hysteresis in the form a figure-eight develops in the system (Fig. 6a). For this to happen the strength of the incident field must be high.

In optical bistability experiments one often observes not stationary optical bistability but dynamic optical bistability,
switchover threshold. At time $\tau=0$ we specify the jump in $Y_{s t}$ so that $Y_{s t}+\Delta Y$ decreases on the other side of the corresponding switchover threshold. Figure 5 depicts both switchover modes: (a) from the upper branch of the optical bistability curve to the lower, and (b) from the lower branch to the upper. We see that the switchover times are of the same order of magnitude and amount to $4 \gamma_{\text {biex }}$. Since the relaxation times $t$ of excitons and biexcitons are approximately $10^{-10}-10^{-12} \mathrm{~s}$, optical switchover times in the system of coherent excitons and biexcitons are in the picosecond range, which makes it possible to use this optical


FIG. 5. Optical switchover from the upper branch of the optical bistability curve to the lower branch (a), and vice versa (b).


FIG. 6. (a) Stationary dependence of the amplitude $X_{s t}$ of the transmitted field on the amplitude $Y_{s t}$ of the incident field at $\delta_{0}=5$, $C=5, \quad F=\pi / 2+2 n \pi, \quad \Delta_{1}=0, \quad \delta_{1}=-30$, $\sigma=1, d=0.1$, and $T=0.01$; (b) shape of incident pulse; (c) dynamic optical bistability; and (d) shape of pulse at the exit from the cavity.
obtained as a result of comparing the time-dependent pump field with the corresponding response of the system. Bischoferger and Shen ${ }^{32}$ were the first to study optical bistability of this type. They studied both theoretically and experimentally the behavior of a nonlinear Fabry-Perot interferometer filled with a Kerr medium to which pulses of different shape were applied. The agreement between theoretical and experimental data was perfect.

We solved the system of nonlinear differential equations (14)-(19) numerically with allowance for the boundary conditions for a ring cavity where $Y(\tau)$ is parabolic function of time. The results of the computer experiment are depicted in Figs. $4 \mathrm{~b}-4 \mathrm{~d}$ for $F=2 \pi n, C=5, \Delta_{1}=0, \delta_{1}=30, \delta_{0}=5$, $\sigma=10, d=0.1$, and $T=0.01$ and in Figs. $6 b-6 d$ for $F=\pi / 2+2 n \pi, \quad C=5, \quad \Delta_{1}=0, \quad \delta_{1}=-30, \quad \delta_{0}=5, \quad \sigma=1$, $d=0.1$, and $T=0.01$. Figures 4 b and 6 d display, respectively, the temporal shape of the incident and transmitted electromagnetic fields, with the pulse length $\tau$ being equal to $100\left(t=100 \times 10^{-12} \mathrm{~s}\right)$. Figure 4 d shows that the pulse is deformed after it has travelled through the cavity. Figure 4c displays the dependence of the amplitude of the transmitted field on the amplitude of the incident field. We see that in this case dynamic optical bistability emerges in the system of coherent excitons, photons, and biexcitons, with the direction of bistability being clockwise. If the pulses are made shorter, the system is unable to react to their passage, with the result that they are not deformed.

In conclusion we discuss the possibility of observing these effects in experiments. Here are numerical estimates of
crystals of the CdS type, in which $\hbar D=10^{-9} \mathrm{eV} \mathrm{cm}^{3 / 2}$, $\hbar g=0.1 \mathrm{eV} \mathrm{cm}^{-1 / 2} \mathrm{~V}^{-1}, \hbar \omega=2 \mathrm{eV}, \hbar c_{0} k_{0} \approx 2 \mathrm{eV}$, $\hbar \gamma_{\mathrm{ex}}=10^{-5} \mathrm{eV}, \hbar \gamma_{\text {biex }}=10^{-4} \mathrm{eV}, T=0.01, L=10^{-6} \mathrm{~m}$, and $\hbar\left(2 \omega-\omega_{\text {biex }}\right)=-0.0 .4 \mathrm{eV}$. The critical power at which it is possible to observe these nonlinear phenomena is $P \sim 40 \times 10^{3} \mathrm{~W} \mathrm{~cm}^{-2}$. Here the exciton and biexciton densities are of order $10^{16} \mathrm{~cm}^{-3}$ and $10^{14} \mathrm{~cm}^{-3}$, respectively. The upward switchover time $t_{\uparrow}$ is approximately $2 \times 10^{-12} \mathrm{~s}$, the downward switchover time $t_{\downarrow}$ is approximately $4 \times 10^{-12} \mathrm{~s}$, and the switchover energy is of order $50 \times 10^{-12} \mathrm{~J}$.

Thus, our numerical estimates suggest that optical hysteresis loops, switchover, and self-pulsations in the system of excitons and biexcitons in semiconductors with paired excitons bound into biexcitons can indeed be observed.

Note that these chaotic self-oscillations, which occur because of the instability of the stationary states, are one more example of the formation of temporal structures in nonlinear dynamical systems. At the same time, the initial equations are nonlinear partial differential equations describing the space-time evolution of coherent quasiparticles in condensed media. As is known, equations of this type allow for the development of spatial turbulence. ${ }^{34}$ Aranson et al. ${ }^{34}$ discovered a new class of transitions of the "order-chaos'" type in the form of moving transition fronts. Similar phenomena can occur in a system of coherent excitons, photons, and biexcitons. In addition to dynamic optical turbulence, spatial turbulence can develop and 'order-chaos'" and 'chaosorder'" structures can emerge.
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A Mott exciton in coupled quantum wells in a transverse magnetic field $H$ is considered. An expression for the exciton spectrum in an arbitrary magnetic field for large separations $D$ between quantum wells containing an electron $(e)$ and a hole $(h)$ is given. The exciton spectrum in a strong magnetic field for different Landau levels at arbitrary $D$ has been calculated.
Changes in the parameter $D / l$, where $l=\sqrt{\hbar c / e H}$ is the magnetic length, cause rearrangement of the magnetoexciton dispersion curves $\mathscr{E}(P)$, where $\mathbf{P}$ is the conserved 'magnetic'" momentum, which is a function of the separation between the electron and hole in the plane of the quantum wells. Off-center ('roton'') extrema occur only for $D / l<(D / l)_{\text {cr }}$, where $(D / l)_{\mathrm{cr}}$ is a function of the exciton quantum numbers $n$ and $m$. The magnetoexciton effective mass in states with magnetic quantum number $m=0$ monotonically increases with $H$ and $D$, while in states with $m \neq 0$ it is a nonmonotonic function of $D / l$. The probability of generating an exciton in coupled quantum wells increases with $H$. Absorption of electromagnetic radiation due to transitions between excitonic levels in coupled quantum wells is discussed. For an exciton containing a heavy hole the oscillator strengths $f_{n_{1} m}^{n_{2} m+1}$ increase with $H$ and the oscillator strengths $f_{n_{1} m}^{n_{2} m-1}$ decrease. © 1997 American Institute of Physics.
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## 1. INTRODUCTION

Exciton systems containing electrons (e) and holes (h) in different quantum wells in a structure with coupled wells have attracted considerable attention recently, ${ }^{1-7}$ in particular, owing to predictions of superfluidity of $e-h$ pairs that should manifest itself as persistent electric currents. ${ }^{8-10}$ Interesting Josephson-like effects have also been predicted (see Refs. 11-14 and references therein).

Very interesting properties have been displayed by twodimensional exciton systems in strong magnetic fields. ${ }^{15-21}$ Theoretical studies ${ }^{15,17-20}$ have shown, in particular, that the ground state of such systems is an ideal gas of excitons at any density. This result is in good agreement with experimental data (see Refs. 22 and 23 and references therein). Moreover, exact solutions for the ground state (which corresponds to a Bose condensate of nonbosons) and for some excited states of planar $e-h$ systems on one Landau level ${ }^{17}$ have been obtained using the supersymmetry of the studied system. ${ }^{17,19,20}$ In the case of spatially separated $e-h$ systems, the supersymmetry is broken, and an interesting question of the system phase diagram arises (see Refs. 10, 24-27 and references therein).

Pairs composed of spatially separated electrons and holes (indirect excitons) can condense in a liquid phase and for other phases, ${ }^{10,24-27}$ some of which are similar to phases of three-dimensional exciton systems. ${ }^{28-31}$ These phases can exists only under the condition that the exciton lifetime is much longer than the thermalization time. This condition can be satisfied in excitons containing electrons and holes in different quantum wells, since recombination of electrons and
holes is slower due to the small overlap of the electron and hole wave functions. An electric field perpendicular to the semiconducting layers also leads to a smaller overlap between electron and hole wave functions, and hence a slower recombination rate. Recent experimental studies of exciton spectra in double and coupled quantum wells ${ }^{6,7}$ have also stimulated investigation of properties of an isolated exciton composed of spatially separated electron and hole as a first step in developing the theory of such systems.

In Sec. 2 an exciton spectrum in an arbitrary magnetic field at large separations between quantum wells (when the size of the $e-h$ bound state in the quantum well plane is smaller than the separation $D$ between the wells) is derived analytically. The exciton energy in a strong magnetic field at arbitrary $D$ as a function of the magnetic momentum, $\mathscr{E}(P)$, is also calculated. It turns out that sideband ('roton'') minima at nonzero momenta, $P \neq 0$, previously detected in the case of a two-dimensional magnetoexciton, ${ }^{16}$ occur only at separations between quantum wells smaller than a critical value. The critical parameters $(D / l)_{\mathrm{cr}}$, where $l=\sqrt{\hbar c / e H}$ is the magnetic length, are calculated. In Sec. 3 the exciton spectrum in degenerate states is calculated. A change in $D$ leads to a similar rearrangement of dispersion curves. The effect of the quantum well width on the magnetoexciton spectrum is also discussed (Sec. 4). In Sec. 5 the probabilities of magnetoexciton creation and transitions between magnetoexciton levels with absorption (or emission) of a photon are discussed. The results of our work and proposed experiments for studying the magnetoexciton dispersion are discussed in the Conclusion.

## 2. TWO-DIMENSIONAL EXCITON COMPOSED OF A SPATIALLY SEPARATED ELECTRON AND HOLE IN MAGNETIC FIELD

Consider an exciton containing a spatially separated electron and hole in coupled quantum wells in transverse magnetic fields. Suppose that the separation between exciton levels is considerably smaller than the characteristic energy of size quantization $\left(\sim \pi^{2} \hbar^{2} / 2 m_{e, h}^{\perp} d_{e, h}^{2}\right)$ in the quantum well, where $m_{e, h}^{\perp}$ are the electron and hole effective masses in the magnetic field direction and $d_{e, h}$ is the quantum well width. Then we can take into account only the motion of the electron and hole in the plane of the quantum wells:

$$
\begin{align*}
\hat{H}= & \frac{1}{2 m_{e}}\left(\frac{\hbar}{i} \boldsymbol{\nabla}_{e}+\frac{e}{c} \mathbf{A}_{e}\right)^{2}+\frac{1}{2 m_{h}}\left(\frac{\hbar}{i} \boldsymbol{\nabla}_{h}-\frac{e}{c} \mathbf{A}_{h}\right)^{2} \\
& -\frac{e^{2}}{\boldsymbol{\epsilon} \sqrt{D^{2}+\left(\mathbf{r}_{e}-\mathbf{r}_{h}\right)^{2}}}, \tag{1}
\end{align*}
$$

where $\mathbf{r}_{e, h}$ are the two-dimensional vectors of the electron and hole positions in the well plane, $m_{e, h}$ are the electron and hole effective masses in the plane of the wells, and $\epsilon=\left(\epsilon_{1}+\epsilon_{2}\right) / 2$, and $\epsilon_{1,2}$ are background permittivities of materials surrounding the quantum wells.

The Schrödinger equation for an exciton in a magnetic field $\mathbf{H}$ is invariant with respect to a translation of the electron and hole through the same vector in the plane of the wells and a simultaneous gauge transformation of $\mathbf{A}(\mathbf{r})$. This invariance leads to conservation of the exciton magnetic momentum $\mathbf{P}$, which is identical to the usual center-of-mass momentum at $H=0$. The existence of an integral of motion in a magnetic field makes the theoretical analysis of three-- ${ }^{32}$ and two-dimensional ${ }^{16}$ magnetoexcitons considerably easier. Below we use magnetic momentum conservation in calculating the spectrum of an indirect two-dimensional magnetoexciton.

The operator of the exciton magnetic momentum is expressed as

$$
\begin{equation*}
\hat{\mathbf{P}}=\frac{\hbar}{i} \boldsymbol{\nabla}_{e}+\frac{e}{c} \mathbf{A}_{e}+\frac{\hbar}{i} \boldsymbol{\nabla}_{h}-\frac{e}{c} \mathbf{A}_{h}-\frac{e}{c} \mathbf{H} \times\left(\mathbf{r}_{e}-\mathbf{r}_{h}\right) . \tag{2}
\end{equation*}
$$

Here we use the symmetrical gauge of the vector potential: $\mathbf{A}=(1 / 2) \mathbf{H} \times \mathbf{r}$.

Using the commutative property $[\hat{H}, \hat{\mathbf{P}}]=0$, we seek the exciton wave functions in the form of eigenfunctions of the operator $\hat{\mathbf{P}}$ :

$$
\begin{equation*}
\Psi\left(\mathbf{r}_{e}, \mathbf{r}_{h}\right)=\exp \left\{i \frac{\mathbf{R}}{\hbar} \cdot\left(\mathbf{P}+\frac{e}{2 c} \mathbf{H} \times \mathbf{r}\right)\right\} \Phi_{p}(\mathbf{r}) \tag{3}
\end{equation*}
$$

where $\mathbf{P}$ is an eigenvalue of $\hat{\mathbf{P}}, \mathbf{R}=\left(m_{e} \mathbf{r}_{e}+m_{h} \mathbf{r}_{h}\right) / M$, $M=m_{e}+m_{h}$, and $\mathbf{r}=\mathbf{r}_{e}-\mathbf{r}_{h}$.

The wave functions $\Phi_{p}(\mathbf{r})$ of the relative motion are solutions of the equation
$\left(-\frac{\hbar^{2}}{2 \mu} \Delta+\frac{e \hbar}{2 i \mu c} \gamma \mathbf{H} \times \mathbf{r} \cdot \boldsymbol{\nabla}+\frac{e^{2}}{8 \mu c^{2}} H^{2} r^{2}+\frac{e}{c M} \mathbf{H} \times \mathbf{r} \cdot \mathbf{P}\right.$
$\left.+\frac{P^{2}}{2 M}-\frac{e^{2}}{\epsilon \sqrt{D^{2}+r^{2}}}\right) \Phi_{p}(\mathbf{r})=E \Phi_{p}(\mathbf{r})$,
where $\mu=m_{e} m_{h} / M$ is the exciton reduced mass in the plane of the quantum wells and $l=\sqrt{\hbar c / e H}$ is the magnetic length.

1. First let us consider the case when the separation $D$ between the quantum wells is considerably larger than the exciton dimension $\left|\left\langle\mathbf{r}_{e}-\mathbf{r}_{h}\right\rangle\right|$ in the plane of the wells. Then the operator of the Coulomb interaction between the electron and hole can be approximately expressed by the formula

$$
\begin{equation*}
-\frac{e^{2}}{\epsilon D}+\frac{e^{2}\left(\mathbf{r}_{e}-\mathbf{r}_{h}\right)^{2}}{2 D^{3} \epsilon} . \tag{5}
\end{equation*}
$$

Let us seek the wave function $\Phi_{p}(\mathbf{r})$ in the form

$$
\begin{equation*}
\Phi_{p}(\mathbf{r})=\Phi\left(\mathbf{r}-\alpha \boldsymbol{\rho}_{0}\right) \exp \left(i \frac{\mathbf{r} \cdot \mathbf{P}}{2 \hbar} \gamma \alpha\right), \tag{6}
\end{equation*}
$$

where $\boldsymbol{\rho}_{0}=c \mathbf{H} \times \mathbf{P} / e H^{2}, \gamma=\left(m_{h}-m_{e}\right) / M$, and $\alpha$ is a function of $H$ and $D$ defined in order to eliminate the terms linear in $\mathbf{P} \times \mathbf{r}$ and containing $\mathbf{P} \cdot \nabla$ in Eq. (4) [with due account of Eq. (5)].

Using ansatz (6) and

$$
\begin{equation*}
\alpha(H, D)=\frac{4 \mu}{M} \frac{1}{\beta^{2}-\gamma^{2}} \tag{7}
\end{equation*}
$$

we transform Eq. (4) to
$\left(-\frac{\hbar^{2}}{2 \mu} \Delta+\frac{e \hbar}{2 i \mu c} \gamma \mathbf{H} \cdot \mathbf{r} \times \nabla\right.$
$\left.+\frac{e^{2}}{8 \mu c^{2}} H^{2} r^{2} \beta^{2}\right) \Phi(\mathbf{r})=\mathscr{E} \Phi(\mathbf{r})$,
where

$$
\begin{equation*}
E=\mathscr{E}+\frac{P^{2}}{2 M}(1-\alpha)-\frac{e^{2}}{\epsilon D}, \tag{9}
\end{equation*}
$$

$\beta=\sqrt{1+l^{4} / a D^{3}}$, and $a=\epsilon \hbar^{2} / e^{2} \mu$ is the effective Bohr radius of the exciton. Thus, we obtain for $\Phi(\mathbf{r})$

$$
\begin{align*}
\Phi_{n m}(\mathbf{r})= & \sqrt{\frac{n!\beta}{2 \pi(n+|m|)!}} \frac{\exp (\operatorname{im} \phi)}{l} \\
& \times\left(\sqrt{\frac{\beta}{2}} \frac{r}{l}\right)^{|m|} L_{n}^{|m|}\left(\frac{\beta r^{2}}{2 l^{2}}\right) \exp \left(-\frac{\beta r^{2}}{4 l^{2}}\right), \tag{10}
\end{align*}
$$

where $L_{n}^{m}$ are Laguerre polynomials. The spectrum of Eq. (8) is fully quantized:

$$
\begin{equation*}
\mathscr{E}_{n m}=\hbar \omega_{c} \beta\left[n+\frac{1}{2}(|m|+1)\right]+\frac{m}{2} \gamma \hbar \omega_{c}, \tag{11}
\end{equation*}
$$

where $\omega_{c}=e H / \mu c$ is the cyclotron frequency.
For $\gamma=0$ the levels defined by Eq. (11) are degenerate in the quantum number $N=2 n+|m|$. Each state except $(0,0)$ is $(N+1)$-fold degenerate. The states $(n \neq 0,0)$ and $(0, m \neq 0)$, in which $\gamma / \beta=(2 n-|m|) / m$, are also degenerate.

The approximate expression (5) applies in the limit $D^{2} \geqslant\left\langle\left(\mathbf{r}+\alpha \boldsymbol{\rho}_{0}\right)^{2}\right\rangle$, i.e., when

$$
\begin{align*}
& \left(\frac{D}{l}\right)^{4}+4 \frac{D}{a} \gg 1,  \tag{12}\\
& \frac{D}{l}+\frac{l^{3}}{a D^{2}} \frac{M}{\mu} \gg \frac{P l}{\hbar} \tag{13}
\end{align*}
$$

Condition (12) applies to the case of small and intermediate fields for $D \gg a$, and in the case of strong magnetic fields ( $l \ll a$ ) under the weaker condition $D \gg l$. Condition (13) holds for small magnetic momentum $P$.

At $H=0$ we derive from Eqs. (9) and (11)

$$
\begin{equation*}
E_{n m}=-\frac{e^{2}}{\epsilon D}\left[1-\sqrt{\frac{a}{D}}(2 n+|m|+1)\right]+\frac{P^{2}}{2 M} \tag{14}
\end{equation*}
$$

in accordance with the result of Ref. 33. In the case of a strong magnetic field, when $l^{4} \ll a D^{3}$ holds, we obtain the spectrum of an indirect magnetoexciton:

$$
\begin{align*}
E_{n m}= & \hbar \omega_{c}\left[n+\frac{1}{2}(|m|+\gamma m+1)\right]-\frac{e^{2}}{\epsilon D}\left[1-\frac{l^{2}}{D^{2}}(2 n\right. \\
& +|m|+1)]+\left(1-\frac{l^{4}}{a D^{3}} \frac{M}{\mu}\right) \frac{P^{2}}{2} \frac{c^{2}}{\epsilon D^{3} H^{2}} . \tag{15}
\end{align*}
$$

The spectrum (9) yields an exciton effective mass in the form

$$
\begin{equation*}
M_{\mathrm{exc}}=\left(\frac{\partial^{2} E_{n m}}{\partial P^{2}}\right)^{-1}=M+H^{2} \frac{\epsilon D^{3}}{c^{2}} \tag{16}
\end{equation*}
$$

2. Now let us consider a magnetoexciton composed of a spatially separated electron and hole in coupled quantum wells in strong magnetic fields at arbitrary $D$. We assume that the spacing $e H / \mu c$ between excitonic levels with adjacent Landau quantum numbers (see below) and between size-quantized levels are much larger than the mean energy of the Coulomb interaction between the electron and hole, i.e., the magnetoexciton energy. Then we will show that for $D \ll l$ the characteristic Coulomb energy of an $e-h$ pair (or the magnetoexciton band width) is $\sim e^{2} / l \epsilon$, and for $D \gg l$ it is $\sim e^{2} l^{2} / D^{3} \epsilon$. Hence, the conditions formulated above lead to the inequalities

$$
\begin{equation*}
l<a_{e, h}, \quad d_{e, h}^{2} \ll a_{e, h}^{\perp} l \tag{17}
\end{equation*}
$$

for the barrier width between the quantum wells with $D \ll l$ and

$$
\begin{equation*}
l^{4} \ll a_{e, h} D^{3}, \quad d_{e, h}^{2} l^{2} \ll a_{e, h}^{\perp} D^{3} \tag{18}
\end{equation*}
$$

for $D \gtrdot l$, where $a_{e, h}=\epsilon \hbar^{2} / m_{e, h} e^{2}$ are the effective Bohr radii for electrons and holes in the plane of the quantum wells and $a_{e, h}^{\perp}=\epsilon \hbar^{2} / m_{e, h}^{\perp} e^{2}$ are the effective Bohr radii in the magnetic field direction.

In this case, it is more convenient to seek exciton wave functions in the form

$$
\begin{align*}
\Psi\left(\mathbf{r}_{e}, \mathbf{r}_{h}\right)= & \exp \left\{\frac{i}{\hbar} \mathbf{R} \cdot\left(\mathbf{P}+\frac{e}{2 c} \mathbf{H} \times \mathbf{r}\right)\right\} \\
& \times \exp \left(\frac{1}{2} i \gamma \mathbf{r} \cdot \mathbf{P}\right) \Phi\left(\mathbf{r}-\boldsymbol{\rho}_{0}\right) \tag{19}
\end{align*}
$$

The wave functions of the relative motion, $\Phi\left(\mathbf{r}-\boldsymbol{\rho}_{0}\right)$, are solutions of the equation

$$
\begin{gather*}
\left(-\frac{\hbar^{2}}{2 \mu} \Delta+\frac{e \hbar}{2 i \mu c} \gamma \mathbf{H} \cdot \mathbf{r} \times \boldsymbol{\nabla}+\frac{e^{2}}{8 \mu c^{2}} H^{2} r^{2}\right. \\
\left.-\frac{e^{2}}{\epsilon \sqrt{D^{2}+\left(\mathbf{r}+\boldsymbol{\rho}_{0}\right)^{2}}}\right) \Phi(\mathbf{r})=E \Phi(\mathbf{r}) . \tag{20}
\end{gather*}
$$

In accordance with conditions (17) and (18), let us calculate the exciton energy by treating the Coulomb interaction as a perturbation. In the first order of perturbation theory in the parameter $l / a_{e, h}$ in the case of $D \ll l$ or the parameter $l^{4} / a_{e, h} D^{3}$ in the case of $D \gg l$, one can ignore transitions to other Landau levels. Thus, $\Phi(\mathbf{r})$ can be described by Eq. (10) at $\beta=1$. The spectrum unperturbed by the Coulomb interaction is independent of $P$ :

$$
\begin{equation*}
E_{n m}^{0}=\hbar \omega_{c}\left[n+\frac{1}{2}(|m|+\gamma m+1)\right], \tag{21}
\end{equation*}
$$

where $n=\min \left(n_{1}, n_{2}\right), m=\left|n_{1}-n_{2}\right|$, and $n_{1,2}$ are the electron and hole quantum numbers.

For $\gamma= \pm 1$ the spectrum is degenerate in the angular momentum $m<0(m>0)$. In real quantum wells, the quasiparticle effective masses are finite, so we have $|\gamma|<1$, and there is no degeneracy in the angular momentum of the relative motion.

For some values of the ratio $m_{e} / m_{h}$ the excitonic levels defined by Eq. (21) can also be degenerate. For example, if $m_{e}=m_{h}$, the levels with quantum numbers $n=0, m=1$ and $n=0, m=-1$ coincide. When $\gamma=(2-|m|) / m$, the level $n=1, m=0$ coincides with the levels $n=0,|m| \geqslant 2$ (we will discuss this case in detail in Sec. 3).

The unperturbed spectrum $E_{n m}^{0}$ is independent of the magnetic momentum $\mathbf{P}$. The operator of the $e-h$ interaction

$$
\begin{equation*}
\hat{V}(r)=-\frac{e^{2}}{\epsilon \sqrt{D^{2}+r^{2}}} \tag{22}
\end{equation*}
$$

commutes with $\hat{\mathbf{P}}$, so it can be made diagonal with respect to $\mathbf{P}$. Thus, in the nondegenerate case, the magnetoexciton spectrum $E_{n m}(P)$ can be expressed in the first order of perturbation theory as

$$
E_{n m}(P)=E_{n m}^{0}+\mathscr{E}_{n m}(P)
$$

where

$$
\begin{equation*}
\mathscr{E}_{n m}(P)=-\langle n m P| \frac{e^{2}}{\epsilon \sqrt{D^{2}+r^{2}}}|n m P\rangle, \tag{23}
\end{equation*}
$$

and $E_{n m}^{0}$ is the unperturbed spectrum given by Eq. (21).
The dispersion of a two-dimensional magnetoexciton at $D=0$ (i.e., the spectrum of a direct exciton) was analyzed in Ref. 16. Below we will show that the exciton spectrum consists of bands whose width monotonically decreases with $D$ (the bandwidth of the direct exciton is $\sim e^{2} / l$ ). At small $D$ (see below) the dispersion curves are nonmonotonic in all states except $n=m=0$. In states $(n, m)$ the dispersion curves have $n+1$ minima, and in the case $m=0$ the first and deep-
est minimum corresponds to zero momentum. In states with $m \neq 0$ the dispersion curves have a maximum at $P=0$.

Using the method of Ref. 16, we transform Eq. (23) to

$$
\begin{align*}
\mathscr{E}_{n m}(P, D)= & -\frac{e^{2}}{2 \pi l^{2}} \frac{n!}{(n+|m|)!} \\
& \times \int \Phi_{n m}^{*}\left(\mathbf{r}-\boldsymbol{\rho}_{0}\right) \Phi_{n m}\left(\mathbf{r}-\boldsymbol{\rho}_{0}\right) \frac{d^{2} \mathbf{r}}{\sqrt{D^{2}+r^{2}}} \\
= & - \text { const } \cdot \int N_{n m}(\mathbf{r}) \frac{d^{2} \mathbf{r}}{\sqrt{\left(\mathbf{r}+\boldsymbol{\rho}_{0}\right)^{2}+D^{2}}} \tag{24}
\end{align*}
$$

This expression can be interpreted as an energy of interaction between a two-dimensional charge distribution with density $-e N_{n m}(\mathbf{r})$ and a point charge $e$ with coordinates $\left(-\boldsymbol{\rho}_{0}, D\right)$. The function $N_{n m}(r)$ is symmetrical about the center and has $N_{\max }=n+1$ maxima with width $\sim l$ and $N_{\min }=n+1-\delta_{0, m}$ minima. The first maximum has the largest amplitude at arbitrary quantum numbers $n$ and $m$. There is a maximum of $N_{n m}(r)$ at the center $(0,0)$ for $m=0$ and a minimum for $m$ $\neq 0$. The main contribution to the integral in Eq. (24) is, obviously, due to the overlap region of the disk of radius $D$ (with the point charge at its center) and the rings corresponding to the maxima of the function $N_{n m}(r)$.

Using the electrostatic analogue described above, let us analyze qualitatively the dispersion of the magnetoexciton in states with quantum numbers $n=0$ and $m \neq 0$. The function $N_{0 m}(r)$ has the only maximum with the radius $r_{\text {max }}=\sqrt{2|m|} l$ and a minimum at $r_{\text {min }}=0$. By varying $\boldsymbol{\rho}_{0}$ we simultaneously move the point charge and change the overlap region of the disk and ring corresponding to the maximum in $N_{0 m}(r)$. When $P l \ll \hbar$ and $D \ll l$ hold, this region is small and, by virtue of the central symmetry of the charge distribution, the integral has a minimum at $P=0$. Therefore the momentum $P=0$ for $D \ll l$ corresponds to the maximum on the dispersion curve. The overlap region in largest for $P \approx r_{\max } \hbar / l^{2}$ and $D \ll l$ so the momentum $P=r_{\max } \hbar / l^{2}$ corresponds to a minimum on the dispersion curve (the 'roton'" minimum). Further increase in the momentum leads to a decrease in the overlap region, which means that the exciton energy drops.

Now let us consider the effect of changes in $D$ on $\mathscr{E}_{n m}(P, D)$. At $P=0$ the overlap region increases with $D$ from zero at $D=0$ to $S_{\mathrm{cr}}=2 \pi l r_{\max }$ for $D \geqslant r_{\max }+l / 2$, i.e., at $D_{\mathrm{cr}} \sim r_{\text {max }}$ the extremum type changes from a maximum to minimum, and the roton minimum disappears at the same time. A further increase in $D$ leads to a larger separation between the point-like charge and the ring center, hence a smaller minimum amplitude.

Similar considerations apply to a magnetoexciton in an arbitrary state $(n, m)$. The dispersion curves always have extrema at $P=0$ shaped as minima at arbitrary $D$ if $m=0$. For $m \neq 0$ the extremum at $P=0$ is a maximum in the case $D \ll l$ and a minimum for $D \gtrdot l$. For $D \ll l$ the dispersion curve has $n+1$ minima, and for $D \gg l$ [to be exact, for $D \gg r_{\max }^{n+1}$, where $r_{\text {max }}^{n+1}$ is the largest radius of the maximum of function $\left.N_{n m}(r)\right]$ the only minimum is located at $P=0$. There is a certain order in which roton extrema disappear, and this or-


FIG. 1. Dispersion curves $\mathscr{E}(\mathscr{P}, \mathscr{D})$ of a magnetoexciton: (a) in state $n=m=0$ at $\mathscr{D}=0,1$, and 5 (curves 1,2 , and 3, respectively); (b) in states $n=0, m= \pm 1$ at $\mathscr{D}=0,0.25,0.5$, and 1 (curves $1,2,3$, and 4 ); (c) in states $n=1, m=0$ at $\mathscr{O}=0,0.1,0.3,0.5$, and 1 (curves $1,2,3,4$, and 5 ).
der depends on their amplitudes and the separations between neighboring rings.

The dispersion of an indirect magnetoexciton is determined by the two dimensionless parameters $\mathscr{P}=P l / \hbar$ and $\mathscr{D}=D / l$. Our calculations indicate that the width of the indirect exciton bands $(\mathscr{D} \neq 0)$ decreases with $\mathscr{D}$ (Fig. 1). The


FIG. 2. Effective masses $M$ of a magnetoexciton in states $(n, m)=(0,0)$, $(0, \pm 1),(1,0)$ as functions of $\mathscr{D}$. The effective masses are measured in units of $M_{0}=2^{3 / 2} \hbar^{2} / e^{2} l \sqrt{\pi}$, which is the direct magnetoexciton mass on level $(0,0)$.
shapes of the extrema on the dispersion curves in the limit $\mathscr{D} \ll 1$ are the same as in the case of a direct exciton. One can derive from Eq. (24) expressions for the exciton energy with momentum $\mathscr{P}=0$ in an arbitrary state $(n, m)$, for example,

$$
\begin{align*}
\mathscr{E}_{00}(\mathscr{D})= & -E^{0} \exp \left(\frac{\mathscr{D}^{2}}{2}\right) \operatorname{erfc}\left(\frac{\mathscr{D}}{\sqrt{2}}\right), \\
\mathscr{E}_{0, \pm 1}(\mathscr{D})= & -E^{0}\left[\left(\frac{1}{2}-\frac{\mathscr{D}^{2}}{2}\right) \exp \left(\frac{\mathscr{D}^{2}}{2}\right)\right. \\
& \left.\times \operatorname{erfc}\left(\frac{\mathscr{D}}{\sqrt{2}}\right)+\frac{\mathscr{D}}{\sqrt{2 \pi}}\right], \\
\mathscr{E}_{10}(\mathscr{D})= & -E^{0}\left[\left(\frac{3}{4}+\frac{\mathscr{D}^{2}}{2}+\frac{\mathscr{D}^{4}}{4}\right) \exp \left(\frac{\mathscr{D}^{2}}{2}\right) \operatorname{erfc}\left(\frac{\mathscr{D}}{\sqrt{2}}\right)\right. \\
- & \left.\frac{\mathscr{D}}{2 \sqrt{2 \pi}}-\left(\frac{\mathscr{D}}{\sqrt{2}}\right)^{3} \frac{1}{\sqrt{\pi}}\right], \tag{25}
\end{align*}
$$

where $E^{0}=\left(e^{2} / \epsilon l\right) \sqrt{\pi / 2}$, and erfc is the complementary error function. The absolute values of the functions $\mathscr{E}_{00}(\mathscr{D})$, $\mathscr{E}_{0, \pm 1}(\mathscr{D})$, and $\mathscr{E}_{10}(\mathscr{D})$ decrease monotonically with $\mathscr{\mathscr { D }}$.

The dispersion curves always have extrema at $P=0$, so a magnetoexciton effective mass can be defined as usual:

$$
\frac{1}{M_{n m}}=\left.\frac{\partial^{2} \mathscr{E}_{n m}(P)}{\partial P^{2}}\right|_{P=0}
$$

For states with quantum numbers $(0,0),(0, \pm 1)$, and $(1,0)$ we obtain (Fig. 2)

$$
\begin{aligned}
M_{00}(\mathscr{D})= & M_{0}\left[\left(1+\mathscr{V}^{2}\right) \exp \left(\frac{\mathscr{D}^{2}}{2}\right) \operatorname{erfc}\left(\frac{\mathscr{D}}{\sqrt{2}}\right)\right. \\
& \left.-\mathscr{D} \sqrt{\frac{2}{\pi}}\right]^{-1}, \\
M_{0, \pm 1}(\mathscr{D})= & M_{0}\left[\left(3+\mathscr{D}^{2}\right) \frac{\mathscr{D}}{\sqrt{2 \pi}}-\left(\frac{1}{2}+2 \mathscr{V}^{2}\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.+\frac{\mathscr{D}^{4}}{2}\right) \exp \left(\frac{\mathscr{D}^{2}}{2}\right) \operatorname{erfc}\left(\frac{\mathscr{D}}{\sqrt{2}}\right)\right]^{-1}, \\
M_{10}(\mathscr{D})= & M_{0}\left[\left(\frac{7}{4}+\frac{25 \mathscr{D}^{2}}{4}+\frac{11 \mathscr{D}^{4}}{4}\right.\right. \\
& \left.+\frac{\mathscr{D}^{6}}{4}\right) \exp \left(\frac{\mathscr{D}^{2}}{2}\right) \operatorname{erfc}\left(\frac{\mathscr{D}}{\sqrt{2}}\right)-\left(\frac{17}{2}+5 \mathscr{Q}^{2}\right. \\
& \left.\left.+\frac{\mathscr{D}^{4}}{2}\right) \mathscr{D} \frac{1}{\sqrt{2 \pi}}\right]^{-1} . \tag{26}
\end{align*}
$$

Here $M_{0}=2^{3 / 2} \epsilon \hbar^{2} / e^{2} l \sqrt{\pi}$ is the direct exciton mass in the lowest level ( $n=m=0$ ). The magnetoexciton effective mass in high magnetic fields depends only on the magnetic field and parameter $D / l$ (it is independent of the bare effective masses of electrons and holes). Note also that the defined effective mass is determined by the effective interaction between electrons and holes, so that $M(H) \rightarrow \infty$ as $e / \epsilon \rightarrow 0$.

Below we will calculate the dispersion curves $\mathscr{E}_{n m}(\mathscr{P}, \mathscr{D})$ and effective masses $M_{n m}(\mathscr{D})$ of a magnetoexciton as functions of the parameter $\mathscr{\mathscr { O }}$. We will show that the magnetoexciton effective mass in the state $m=0$ increases with the magnetic field and separation $D$ between quantum wells, whereas in states with $m \neq 0$ the magnetoexciton effective mass (at the central minimum) is a nonmonotonic function of $\mathscr{D}$.

In the limit of small momenta, $\mathscr{P} \ll 1$, and $\mathscr{D} \ll 1$, the dispersion curves are described by the formula

$$
\begin{align*}
\mathscr{E}_{n|m| \geqslant 1}(\mathscr{P}, \mathscr{D})= & -\frac{e^{2}}{\epsilon}\left\langle\frac{1}{r}\right\rangle_{n,|m| \geqslant 1, P=0}+\frac{P^{2}}{2 M_{n|m| \geqslant 1}(\mathscr{D})} \\
& +E^{0} \frac{\mathscr{D}^{2}}{4 \sqrt{\pi}} \frac{(n+|m|)!}{n!} \\
& \times \sum_{s_{1} s_{2}=0}^{n} Q_{s_{1} s_{2}}^{n m} \Gamma\left(|m|+s_{1}+s_{2}-\frac{1}{2}\right), \tag{27}
\end{align*}
$$

where

$$
Q_{s_{1} s_{2}}^{n m}=\frac{C_{n}^{s_{1}} C_{n}^{s_{2}}(-1)^{s_{1}+s_{2}}}{\left(|m|+s_{1}\right)!\left(|m|+s_{2}\right)!}
$$

$C_{n}^{s}$ is the number of combinations of $n$ elements $s$ at a time, and $\left\langle r^{-1}\right\rangle_{n m, P=0}=\langle n m, 0| r^{-1}|n m, 0\rangle$.

It is remarkable that at $m=0$ the changes in all dispersion functions are linear in $\mathscr{D}$, i.e., they are not analytical functions of $\mathscr{D}^{2}$, which is included in the interaction Hamiltonian:

$$
\begin{align*}
\mathscr{E}_{n 0}(\mathscr{P}, \mathscr{D})= & -\frac{e^{2}}{\epsilon}\left\langle\frac{1}{r}\right\rangle_{n 0, P=0}+E^{0} \frac{2}{\sqrt{\pi}} \mathscr{D} \\
& +E^{0} \frac{\mathscr{D}^{2}}{4 \sqrt{\pi}} \sum_{s_{1} s_{2}=0}^{n} Q_{s_{1} s_{2}}^{n 0} \Gamma\left(s_{1}+s_{2}-\frac{1}{2}\right) \\
& +\frac{P^{2}}{2 M_{n 0}(\mathscr{D})} . \tag{28}
\end{align*}
$$

The effective mass of an indirect magnetoexciton in the limit $\mathscr{D} \ll 1$ increases with $\mathscr{D}$ in accordance with the formulas

$$
\begin{aligned}
& \frac{1}{M_{n m}(\mathscr{D})} \\
& =\left\{\begin{array}{l}
\frac{1}{M_{n 0}}-\mathscr{D} \frac{(2 n+1) 2^{3 / 2}}{\sqrt{\pi} M_{0}}+\frac{9}{8} \mathscr{V}^{2} \frac{1}{\sqrt{\pi} M_{0}} \\
\times \sum_{s_{1} s_{2}=0}^{n} Q_{s_{1} s_{2}}^{n 0} \Gamma\left(s_{1}+s_{2}-3 / 2\right), \quad m=0, \\
\frac{1}{M_{n, \pm 1}}+\mathscr{D} \frac{(n+1) 2^{3 / 2}}{\sqrt{\pi} M_{0}}+\frac{9}{8} \mathscr{V}^{2} \frac{(n+1)}{\sqrt{\pi} M_{0}} \\
\times \sum_{s_{1} s_{2}=0}^{n} Q_{s_{1} s_{2}}^{n 1} \Gamma\left(s_{1}+s_{2}-1 / 2\right), \quad|m|=1, \\
\frac{1}{M_{n|m| \geqslant 2}}+\frac{9}{8} \mathscr{D}^{2} \frac{1}{\sqrt{\pi} M_{0}} \frac{(n+|m|)!}{n!} \\
\times \sum_{s_{1} s_{2}=0}^{n} Q_{s_{1} s_{2}}^{n m} \Gamma\left(|m|+s_{1}+s_{2}-3 / 2\right), \quad|m| \geqslant 2,
\end{array}\right.
\end{aligned}
$$

where $M_{n m}$ is the direct magnetoexciton mass (when the electron and hole are in the same layer):

$$
\begin{align*}
\frac{1}{M_{n m}}= & -\frac{1}{2 \sqrt{\pi} M_{0}} \frac{(n+|m|)!}{n!} \\
& \times \sum_{s_{1} s_{2}=0}^{n} Q_{s_{1} s_{2}}^{n m} \Gamma\left(|m|+s_{1}+s_{2}-\frac{1}{2}\right) . \tag{29}
\end{align*}
$$

At $m=0$ and arbitrary $n$ the effective masses of direct and indirect excitons are positive (the dispersion curves have minima), and for $m \neq 0$ the effective masses are negative (correspond to dispersion maxima). The effective mass of an indirect exciton in the state $n=0,|m| \gg 1$ is expressed as

$$
M_{0 m}=-2 \sqrt{\pi} M_{0}\left(|m|-\frac{1}{2}\right)^{3 / 2}\left(1-\frac{9}{4} \frac{\mathscr{Q}^{2}}{|m|-1 / 2}\right)^{-1} .
$$

At small separations $\mathscr{D}$ between quantum wells containing electrons and holes, the dispersion curves (including those in the state $n=m=0$ ) are nonmonotonic and have $n+1$ minima. Our calculations indicate that all off-center roton minima on the dispersion curves $\mathscr{E}_{n m}(\mathscr{P}, \mathscr{D})$ gradually disappear as $\mathscr{D}$ increases, in conformity with the qualitative analysis given above (see Fig. 1a,b), and for $\mathscr{D}>\mathscr{D}_{\text {cr }}$ there is only one minimum at zero momentum. The type of extremum at $\mathscr{P}=0$ changes if $M_{n m}^{-1}\left(\mathscr{D}_{\text {cr }}\right) \rightarrow 0$. The electrostatic
analogue of our model clearly indicates that, for example, $\mathscr{D}_{\text {cr }} \sim r_{\text {max }}$ for $n=0$. At $m=1$ and $m=2$ we have $\mathscr{D}_{\text {cr }}^{01}=0.756$ and $\mathscr{D}_{\mathrm{cr}}^{02}=1.233$.

For $\mathscr{D} \gg 1$ and $\mathscr{P} \ll 1$ the dispersion is described by the formula

$$
\begin{equation*}
\mathscr{C}_{n m}(\mathscr{P}, \mathscr{D})=-\frac{e^{2}}{\mathscr{D} \epsilon}\left(1-\frac{\left\langle r^{2}\right\rangle_{n m, P=0}}{2 D^{2}}\right)+\frac{P^{2}}{2 M_{n m}(\mathscr{D})} . \tag{30}
\end{equation*}
$$

On the three lowest levels (at $P=0$ ) we have $\left\langle r^{2}\right\rangle_{00}=2 l^{2}$, $\left\langle r^{2}\right\rangle_{0, \pm 1}=4 l^{2}$, and $\left\langle r^{2}\right\rangle_{10}=6 l^{2}$.

The magnetoexciton effective mass increases in the range $\mathscr{D} \gg 1$ :

$$
M_{n m}(\mathscr{D})=\mathscr{D}^{3} \frac{\sqrt{\pi}}{2^{3 / 2}} M_{0}\left(1-\frac{3\left\langle r^{2}\right\rangle_{n m, P=0}}{2 D^{2}}\right)^{-1}
$$

For $n=0$ and $|m| \gg 1$ we derive from the latter expression

$$
M_{0 m}(\mathscr{D})=\mathscr{Q}^{3} \frac{\sqrt{\pi}}{2^{3 / 2}} M_{0}\left(1-\frac{3}{\mathscr{V}^{2}}(|m|+1)\right)^{-1}
$$

For $\mathscr{P} \gg 1$ and $\mathscr{P} \gg \mathscr{D}$ the dispersion functions have the following asymptotic forms:

$$
\begin{equation*}
\mathscr{E}_{n m}(\mathscr{P}, \mathscr{D})=-\frac{e^{2}}{\boldsymbol{\epsilon} \mathscr{P} l}\left(1-\frac{\mathscr{D}^{2}}{2 \mathscr{P}^{2}}+\frac{\left\langle r^{2}\right\rangle_{n m, P=0}}{4 \mathscr{P}^{2} l^{2}}\right) \tag{31}
\end{equation*}
$$

The mean separation between the electron and hole in the plane of the quantum wells, $\langle r\rangle_{n m P}=l^{2} \mathbf{H} \times \mathbf{P} / \hbar H$, increases with the magnetic momentum, and the energy of Coulomb interaction between electrons and holes, $\mathscr{E}_{n m}(\mathscr{P}, \mathscr{D})$, decreases. Therefore, at sufficiently large separations $\mathscr{O}$ between coupled quantum wells, the magnetoexcitonic effect can be suppressed owing to the strong interaction with impurities and terraces in quantum wells compared to the Coulomb interaction between electrons and holes. Interaction with a random field may cause localization of the magnetoexciton, ${ }^{34}$ and in highly disordered system disappearance of magnetoexcitonic effects.

## 3. SPECTRUM OF AN INDIRECT MAGNETOEXCITON: EFFECTS OF DEGENERACY

In some cases, the unperturbed spectrum is quasidegenerate, i.e., the spacing between unperturbed levels is smaller than the characteristic energy $\mathscr{E}_{n m}(P)$ of the interaction between electrons and holes. ${ }^{16}$ For example, in the case $\gamma=0$ the levels with quantum numbers $(n, m \neq 0)$ and $(n,-m)$ are degenerate. When $\gamma=(2 n-|m|) / m$ holds, the levels $(n \neq 0,0)$ and $(0, m)$ coincide if $|m|>n$. Hence, owing to the possible quasi-degeneracy, the applicability of the formulas derived in the previous section is limited by the conditions

$$
\gamma \gtrdot \frac{l}{a_{e, h}}, \quad\left|-\frac{\gamma m+|m|}{2}+n\right| \gtrdot \frac{l}{a_{e, h}}
$$

for $D / l \ll 1$ and

$$
\gamma \gtrdot \frac{l^{4}}{a_{e, h} D^{3}}, \quad\left|-\frac{\gamma m+|m|}{2}+n\right| \gtrdot \frac{l^{4}}{a_{e, h} D^{3}}
$$

for $D / l \gg 1$.


FIG. 3. Dispersion curves of a magnetoexciton in a degenerate state $N=1$; $N=2 \min \left(n_{1}, n_{2}\right)+\left|n_{1}-n_{2}\right|$, where $n_{1}$ and $n_{2}$ are Landau quantum numbers of electrons and holes: (a) $\mathscr{D}=0$, curve 2 has a roton minimum; (b) $\mathscr{D}=3$.

At $m_{e}=m_{h}$ the energy given by Eq. (21) is a function of the quantum number $N=2 n+|m|$, and all levels are $(N+1)$-fold degenerate (the ground state with $N=0$ is nondegenerate).

In the first order of perturbation theory, we have the dispersion functions of level $N=1$ :

$$
\begin{align*}
E_{1}^{1,2}(\mathbf{P}, \mathscr{D})= & \hbar \omega_{c}+\mathscr{E}_{01}(\mathscr{P}, \mathscr{D}) \\
& \left. \pm\left|\langle 0-1 P| \frac{e^{2}}{\epsilon \sqrt{D^{2}+r^{2}}}\right| 01 P\right\rangle \mid . \tag{32}
\end{align*}
$$

At $P=0$ the level is still degenerate since $\langle 0-10| e^{2} /\left(\epsilon \sqrt{D^{2}+r^{2}}\right)|010\rangle=0$. At $P \neq 0$ the magnetoexciton energy splits into two branches with effective masses (Fig. 3)

$$
\begin{align*}
\frac{1}{M_{1,2}(\mathscr{D})} & =\frac{1}{M_{01}(\mathscr{D})} \pm \alpha(\mathscr{D}),  \tag{33}\\
\frac{1}{\alpha(\mathscr{D})}= & M_{0}\left[-\left(5+\mathscr{D}^{2}\right) \frac{\mathscr{D}}{2} \frac{1}{\sqrt{2 \pi}}+\left(\frac{3}{4}+\frac{3}{2} \mathscr{\mathscr { D }}^{2}\right.\right. \\
& \left.\left.+\frac{\mathscr{D}^{4}}{4}\right) \exp \left(\frac{\mathscr{D}^{2}}{2}\right) \operatorname{erfc}\left(\frac{\mathscr{D}}{\sqrt{2}}\right)\right]^{-1} . \tag{34}
\end{align*}
$$

In the limit $\mathscr{D} \ll 1$ and $\mathscr{P} \ll 1$ we have

$$
\begin{equation*}
E_{1}^{1,2}(\mathscr{P}, \mathscr{D})=\hbar \omega_{c}-\frac{1}{2} E^{0}\left(1-\frac{\mathscr{D}^{2}}{2}\right)-\frac{P^{2}}{2 M_{1,2}(\mathscr{D})}, \tag{35}
\end{equation*}
$$

where

$$
\begin{aligned}
& M_{1}(\mathscr{D})=4 M_{0}\left(1+\frac{3}{2} \mathscr{D}^{2}\right), \\
& M_{2}(\mathscr{D})=-\frac{4}{5} M_{0}\left(1+\frac{16}{5} \sqrt{\frac{2}{\pi}} \mathscr{D}-\frac{33}{10} \mathscr{D}^{2}\right) .
\end{aligned}
$$

An increase in $\mathscr{D}$ results in the disappearance of the roton minimum in $E_{1}^{2}$. For $\mathscr{D} \gg 1$ we obtain

$$
\begin{equation*}
E_{1}^{1,2}(\mathscr{P}, \mathscr{D})=\hbar \omega_{c}-\frac{e^{2}}{D \epsilon}\left(1-\frac{2}{\mathscr{D}^{2}}\right)+\frac{P^{2}}{2 M_{1,2}(\mathscr{D})} \tag{36}
\end{equation*}
$$

and effective masses

$$
\begin{aligned}
& M_{1}(\mathscr{D})=\mathscr{Q}^{3} \sqrt{\frac{\pi}{2}} \frac{M_{0}}{2}\left(1-\frac{33}{8 \mathscr{D}^{2}}\right), \\
& M_{2}(\mathscr{D})=\mathscr{P}^{3} \sqrt{\frac{\pi}{2}} \frac{M_{0}}{2}\left(1+\frac{129}{8 \mathscr{D}^{2}}\right) .
\end{aligned}
$$

For $\mathscr{P} \gg 1$ we have

$$
E_{1}^{1,2}(\mathscr{P}, \mathscr{D}) \sim-E^{0} \sqrt{\frac{2}{\pi}} \frac{1}{\mathscr{P}} .
$$

Similarly, level $N=2$ splits into three branches with quantum numbers $n=1, m=0$, and $n=0, m= \pm 2$ :
$E_{2}^{1,2}(\mathscr{P}, \mathscr{D})$

$$
\begin{align*}
& =\frac{3}{2} \hbar \omega_{c}+\frac{1}{2}\left\{\mathscr{E}_{10}(\mathscr{P}, \mathscr{D})+\mathscr{E}_{02}(\mathscr{P}, \mathscr{D})+\Delta_{2}(\mathscr{P}, \mathscr{D})\right. \\
& \left. \pm \sqrt{\left[\mathscr{E}_{10}(\mathscr{P}, \mathscr{D})-\mathscr{C}_{02}(\mathscr{P}, \mathscr{D})-\Delta_{2}(\mathscr{P}, \mathscr{D})\right]^{2}+8 \Delta_{1}(\mathscr{P}, \mathscr{D})^{2}}\right\}, \tag{37}
\end{align*}
$$

$$
\begin{equation*}
E_{2}^{3}(\mathscr{P}, \mathscr{D})=\frac{3}{2} \hbar \omega_{c}+\mathscr{E}_{02}(\mathscr{P}, \mathscr{D})-\Delta_{2}(\mathscr{P}, \mathscr{D}) \tag{38}
\end{equation*}
$$

where

$$
\begin{align*}
& \langle 10| \frac{e^{2}}{\epsilon \sqrt{D^{2}+\left(\mathbf{r}+\boldsymbol{\rho}_{0}\right)^{2}}}|0 \pm 2\rangle=e^{ \pm 2 i \phi_{0}} \Delta_{1}(\mathscr{P}, \mathscr{D}), \\
& \langle 0-2| \frac{e^{2}}{\epsilon \sqrt{D^{2}+\left(\mathbf{r}+\boldsymbol{\rho}_{0}\right)^{2}}}|02\rangle=e^{4 i \phi_{0}} \Delta_{2}(\mathscr{P}, \mathscr{D}), \tag{39}
\end{align*}
$$

and $\phi_{0}$ is the polar angle of vector $\boldsymbol{\rho}_{0}$. At $\mathscr{P}=0$ we obtain $\Delta_{1}(0, \mathscr{D})=\Delta_{2}(0, \mathscr{D})=0$, so the levels $E_{2}^{2}$ and $E_{2}^{3}$ are still degenerate at $\mathscr{P}=0$. The off-center extrema gradually disappear as $\mathscr{D}$ increases, and for $\mathscr{D} \gg 1$ we only have the minimum at $\mathscr{P}=0$.

## 4. EFFECT OF QUANTUM WELL WIDTH

Now let us consider a more realistic model with a small but finite width of the quantum wells containing electrons and holes. We assume, as in the previous sections, that the well width is the smallest characteristic dimension of the system. Given the inequalities (17) and (18), we can apply the adiabatic approximation. The transverse motion in the quantum well is the fastest, so the electron-hole potential can be averaged over the wave functions

$$
\sqrt{\frac{2}{d}} \sin \left(\frac{\pi k_{1}}{d} z_{1}\right), \quad \sqrt{\frac{2}{d}} \sin \left[\frac{\pi k_{2}}{d}\left(z_{2}-d\right)\right]
$$

describing size quantization of electrons and holes in the quantum wells.

The resulting changes in the dispersion curves do not qualitatively modify the exciton spectrum. For $D \ll l$ and $\mathscr{P}=0$ we have

$$
\begin{align*}
\delta \mathscr{E}_{n|m|} & \geqslant 1(0, \mathscr{D}) \\
= & E^{0} \frac{1}{4 \sqrt{\pi}}\left[\mathscr{D}^{2}+2 \mathscr{D} \frac{d}{l}\right. \\
& \left.+\frac{7 d^{2}}{6 l^{2}}-\frac{d^{2}}{2 \pi^{2} l^{2}}\left(\frac{1}{k_{1}^{2}}+\frac{1}{k_{2}^{2}}\right)\right] \frac{(n+|m|)!}{n!} \\
& \times \sum_{s_{1} s_{2}=0}^{n} Q_{s_{1} s_{2}}^{n m} \Gamma\left(|m|+s_{1}+s_{2}-\frac{1}{2}\right) \tag{40}
\end{align*}
$$

( $k_{1}$ and $k_{2}$ are quantum numbers of quantization of electrons and holes) and

$$
\begin{aligned}
\delta \mathscr{E}_{n 0}(0, \mathscr{D})= & E^{0} \sqrt{\frac{2}{\pi}}\left(\mathscr{D}+\frac{d}{l}\right)+E^{0} \frac{1}{4 \sqrt{\pi}} \\
& \times\left[\mathscr{D}^{2}+2 \mathscr{D} \frac{d}{l}+\frac{7 d^{2}}{6 l^{2}}-\frac{d^{2}}{2 \pi^{2} l^{2}}\left(\frac{1}{k_{1}^{2}}+\frac{1}{k_{2}^{2}}\right)\right] \\
& \times \sum_{s_{1} s_{2}=0}^{n} Q_{s_{1} s_{2}}^{n 0} \Gamma\left(s_{1}+s_{2}-\frac{1}{2}\right)
\end{aligned}
$$

at $m=0$. In the case $\mathscr{D} \gg 1$ we obtain

$$
\delta \mathscr{E}_{n m}(0, \mathscr{D}) \sim E^{0} \frac{d l}{D^{2}} \frac{1}{\sqrt{2 \pi}}
$$

As an illustration, we have plotted dispersion curves of an exciton composed of an electron and a hole localized in neighboring quantum wells with a width of $d=0.5 l$ each. Figure 4 shows calculations for states ( 00 ), ( $0, \pm 1$ ), and (10) compared to the dispersion functions of magnetoexcitons composed of an electron and hole in two different planes at a distance $\mathscr{D}=0.5$ from one another. As can be seen in Fig. 4, the dispersion curves are different, but the difference is not great. The discrepancy between the dispersion curves corresponding to these two cases decreases with the exciton momentum. This is quite natural because the magnetoexciton momentum is proportional to the separation between electrons and holes measured in the plane of the quantum wells.


FIG. 4. Dispersion curves of magnetoexcitons in coupled quantum wells with widths $d_{e}=d_{h}=0.5 l$ (solid lines). The wells with electrons and holes have a common surface; for comparison the case of two separated quantum wells of small thickness at $D=0.5 l$ (dashed lines) is also presented.

## 5. MAGNETOEXCITON PHOTOABSORPTION AND TRANSITIONS BETWEEN EXCITONIC LEVELS

As is well known, ${ }^{35,32}$ the probability of generating an exciton is proportional to the factor $|\Psi(0)|^{2}$. In order to obtain simple analytical expressions we limit our analysis to the case of large $D$. According to Eqs. (3), (6), and (10), the probability of creating an exciton in coupled quantum wells in the state $n=m=0$ when Eqs. (12) and (13) hold is proportional to

$$
\begin{equation*}
|\Psi(0)|^{2}=\frac{\beta}{2 \pi l^{2}} \exp \left(-\frac{\beta \alpha^{2} \rho_{0}^{2}}{2 l^{2}}\right) . \tag{41}
\end{equation*}
$$

The probability of magnetoexciton generation increases with magnetic field $H$ in accordance with the formula

$$
\begin{align*}
|\Psi(0)|^{2}= & \frac{e}{2 \pi \hbar c} \sqrt{H^{2}+4 H_{0}^{2} \frac{\mu}{M}} \\
& \times \exp \left(-\frac{2 \pi^{2} \hbar c}{e \lambda^{2}} \frac{H^{2} \sqrt{H^{2}+4 H_{0}^{2} \mu / M}}{\left(H^{2}+H_{0}^{2}\right)^{2}}\right) \tag{42}
\end{align*}
$$

where $H_{0}=\sqrt{M c^{2} / \epsilon D^{3}}$, and $\lambda$ is the photon wavelength.
Now let us consider the problem of the long-wave photon absorption due to a transition between levels of an indirect magnetoexciton in coupled quantum wells. The probability of interexcitonic transitions with absorption (or emission) of a photon is

$$
\begin{equation*}
W=2 \pi|\langle 2| \hat{F}| 1\rangle\left.\right|^{2} \delta\left(E_{2}-E_{1} \mp \hbar \omega\right), \tag{43}
\end{equation*}
$$

where $E_{1,2}$ are excitonic levels determined by Eqs. (9) and (11),

$$
\begin{align*}
& \hat{F}=\frac{e}{c}\left[\widetilde{\mathbf{A}}\left(\mathbf{r}_{e}\right) \cdot \hat{\mathbf{v}}_{e}-\widetilde{\mathbf{A}}\left(\mathbf{r}_{h}\right) \cdot \hat{\mathbf{v}}_{h}\right],  \tag{44}\\
& \widetilde{\mathbf{A}}(\mathbf{r}, t)=\sum_{k \alpha} \sqrt{\frac{2 \pi \hbar c}{V k}} \mathbf{e}_{\alpha k \alpha} e^{i(\mathbf{k} \cdot \mathbf{r}-\omega t)}+\text { H.c. }
\end{align*}
$$

$\mathbf{e}_{\alpha}$ are vectors of the photon circular polarization in the plane of the quantum wells,

$$
\hat{\mathbf{v}}_{e, h}=\frac{1}{m_{e, h}}\left(\frac{\hbar}{i} \boldsymbol{\nabla}_{e, h} \pm \frac{e}{2 c} \mathbf{H} \times \mathbf{r}_{e, h}\right)
$$

are the operators of the electron and hole velocities in magnetic field. The matrix element of the transition operator $\hat{F}$ in terms of the center-of-mass coordinates $\mathbf{R}$ and relative electron-hole coordinates $\mathbf{r}$ has the form

$$
\begin{align*}
& \frac{e}{c}\left(n_{2} m_{2} \mathbf{P}_{2} ; 1 \left\lvert\, \frac{\widetilde{\mathbf{A}}_{e}-\widetilde{\mathbf{A}}_{h}}{M} \frac{\hbar}{i} \frac{\partial}{\partial \mathbf{R}}+\left(\frac{\widetilde{\mathbf{A}}_{e}}{m_{e}}+\frac{\widetilde{\mathbf{A}}_{h}}{m_{h}}\right)\left(\frac{\hbar}{i} \nabla_{r}\right.\right.\right. \\
& \left.+\frac{e}{2 c} \mathbf{H} \times \mathbf{R}\right)+\frac{e}{2 M c} \mathbf{H} \times \mathbf{r}\left(\frac{m_{h}}{m_{e}} \widetilde{\mathbf{A}}_{e}\right. \\
& \left.-\frac{m_{e}}{m_{h}} \widetilde{\mathbf{A}}_{h}\right)\left|0 ; n_{1} m_{1} \mathbf{P}_{1}\right\rangle, \tag{45}
\end{align*}
$$

where $|n m \mathbf{P}\rangle$ is the exciton state ket-vector, and $|l\rangle$ and $|0\rangle$ are the states of electromagnetic field with population numbers 1 and 0 . In what follows, we will discuss only direct transitions between magnetoexciton states with momentum $P=0$. After integration with respect to $\mathbf{R}$, we have

$$
\begin{align*}
\left\langle n_{2} m_{2} \mathbf{P} ; 1\right| \hat{F}\left|0 ; n_{1} m_{1} \mathbf{P}\right\rangle= & \left\langle n_{2} m_{2} ; 1\right| \frac{e}{\mu c} \widetilde{\mathbf{A}}(0)\left(\frac{e}{2 c} \gamma \mathbf{H}\right. \\
& \left.\times \mathbf{r}+\frac{\hbar}{i} \frac{\partial}{\partial \mathbf{r}}\right)\left|0 ; n_{1} m_{1}\right\rangle \tag{46}
\end{align*}
$$

Given this expression, we can calculate the oscillator strength of a transition between the levels determined by Eq. $(21)$, which is defined by the formula ${ }^{36}$

$$
\begin{equation*}
\left.f_{1 \rightarrow 2}=\frac{2 \mu}{\hbar^{2}}\left(E_{2}-E_{1}\right)\left|\langle 2| r_{ \pm}\right| 1\right\rangle\left.\right|^{2}, \tag{47}
\end{equation*}
$$

where $r_{ \pm}=(x \pm i y) / 2$. Integration of Eq. (47) over the angular variable yields the standard set of magnetic moment selection rules: $m \rightarrow m \pm 1$. The transition $m \rightarrow m+1$ corresponds to absorption of a photon with right-hand polarization $\left(\mathbf{e}^{+}=-i / \sqrt{2}\left(\mathbf{e}_{x}+i \mathbf{e}_{y}\right)\right)$, and the transition $m \rightarrow m-1$ corresponds to absorption of a photon with left-hand polarization $\left[\mathbf{e}^{-}=\left(\mathbf{e}^{+}\right)^{*}\right]$. The oscillator strength defined by Eq. (47) of the transition $\left(n_{1}, m\right) \rightarrow\left(n_{2}, m \pm 1\right)$ is expressed as

$$
\begin{equation*}
f_{n_{1} m}^{n_{2} m \pm 1}=\left(n_{2}-n_{1}+\frac{|m \pm 1|-|m|}{2} \pm \frac{\gamma}{2 \beta}\right)\left(D_{n_{1} m}^{n_{2} m \pm 1}\right)^{2}, \tag{48}
\end{equation*}
$$

where

$$
\begin{align*}
D_{n_{1} m}^{n_{2} m \pm 1}= & \sqrt{\frac{n_{1}!n_{2}!}{\left(n_{1}+|m|\right)!\left(n_{2}+|m \pm 1|\right)!}} \\
& \times \int e^{-x} x^{(|m|+|m \pm 1|+1) / 2} L_{n_{1}}^{|m|}(x) L_{n_{2}}^{|m \pm 1|}(x) d x . \tag{49}
\end{align*}
$$

For $m \geqslant 0, n_{1}=n_{2}=0$ the oscillator strength is

$$
\begin{equation*}
f_{0 m}^{0 m+1}=\frac{(m+1)}{2}\left(1+\frac{\gamma}{\beta}\right), \tag{50}
\end{equation*}
$$

and for $m \leqslant-1$ the transition $(0, m) \rightarrow(0, m-1)$ has the oscillator strength

$$
\begin{equation*}
f_{0 m}^{0 m-1}=\frac{(-m+1)}{2}\left(1-\frac{\gamma}{\beta}\right) \tag{51}
\end{equation*}
$$

Let us consider the transitions from the ground state $(0,0)$. The transitions $(0,0) \rightarrow(n \neq 0, \pm 1)$ are forbidden since $D_{00}^{n, \pm 1}=0$. The oscillator strengths of the transitions between the lowest levels are given below:

$$
\begin{align*}
& f_{00}^{01}=\frac{1}{2} f_{10}^{11}=\frac{1}{2}+\frac{\gamma}{2 \beta},  \tag{52}\\
& f_{00}^{0-1}=f_{01}^{10}=\frac{1}{2} f_{10}^{1-1}=\frac{1}{2}-\frac{\gamma}{2 \beta} . \tag{53}
\end{align*}
$$

The oscillator strength given by Eq. (48) is a monotonic function of $H$ :

$$
\begin{align*}
f_{n_{1} m}^{n_{2} m \pm 1}= & \left(D_{n_{1} m}^{n_{2} m \pm 1}\right)^{2}\left(n_{2}-n_{1}+\frac{|m \pm 1|-|m|}{2}\right. \\
& \left. \pm \frac{\gamma H}{2 \sqrt{H^{2}+4 H_{0}^{2} \mu / M}}\right), \tag{54}
\end{align*}
$$

$f_{n_{1} m}^{n_{2} m+1}$ increases (decreases) with $H$ for an exciton with a heavy (light) hole, and $f_{n_{1} m}^{n_{2}{ }^{m-1}}$ decreases (increases) in this case.

## 6. CONCLUSIONS

We have investigated the spectrum of a two-dimensional magnetoexciton in coupled quantum wells. The spectrum consists of separate bands, whose widths decrease when the separation $D$ between the quantum wells increases. The shapes of the dispersion curves $\mathscr{E}(\mathscr{P}, \mathscr{D})$, where $\mathscr{P}$ is the conserved magnetic momentum, proportional to the exciton size in the quantum well plane, depend sensitively on the separation $\mathscr{D}$ between the quantum wells. In the limit $\mathscr{D} \ll 1$ the dispersion curves are nonmonotonic in all nondegenerate states, except the ground state $(n=m=0)$. In states ( $n, m$ ) the dispersion curves have $n+1$ minima. At $m=0$ and all $n$, zero momentum $\mathscr{P}=0$ corresponds to a minimum in $\mathscr{E}_{n m}(\mathscr{P}, \mathscr{D})$, and for $m \neq 0$ to a maximum. Side-band extrema corresponding to momenta $\mathscr{P} \neq 0$ gradually disappear as $\mathscr{D}$ increases, and for $\mathscr{D}>\mathscr{D}_{\text {cr }}$ only one extremum (i.e., a minimum at $\mathscr{P}=0$ ) survives. For large $\mathscr{D}$ and small $\mathscr{P}$ dispersion functions have been calculated analytically in an arbitrary magnetic field.

The spectra of magnetoexcitons in degenerate states have been calculated. At $\gamma=0\left(m_{e}=m_{h}\right)$ the spectrum depends on the quantum number $N=2 n+|m|$, and each level is $(N+1)$-fold degenerate (the state $N=0$ is nondegenerate). Off-center extrema corresponding to momentum $\mathscr{P} \neq 0$ gradually disappear with an increase in $\mathscr{D}$, and for $\mathscr{D} \gg 1$ there is only one minimum at $\mathscr{P}=0$ in states with $N=1$ and $N=2$.

Note that it would interesting to detect roton exciton states with momenta $\mathscr{P} \neq 0$. They could be detected using layers with high Miller indices or artificial superlattices ap-
plied to the surface of samples with quantum wells by means of nanotechniques. Roton magnetoexcitons can also result from relaxation of a magnetoexciton from maxima with momentum $\mathscr{P}=0$ to an off-center minimum on a dispersion curve. Since the momentum of such a minimum satisfies $\mathscr{P}_{r} \propto \sqrt{H}$, this state can be metastable in strong magnetic fields. In this connection, it would be interesting to investigate collective properties of roton excitons.

We have also calculated the probability of magnetoexciton photogeneration in coupled quantum wells and the oscillator strengths of the transition between magnetoexciton levels in coupled quantum wells with absorption (or emission) of electromagnetic radiation.
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The galvanomagnetic properties of single crystals of the semimagnetic semiconductors $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with $0.01<y<0.1$ and $x=0.05$ and 0.14 in the temperature range $4.2-300$ K are investigated. The features of the temperature dependence of the Hall coefficient $R_{H}$ and the complicated behavior of $R_{H}$ in a magnetic field are attributed quantitatively to the existence of three groups of current carriers, viz., electrons and two types of holes, for which the temperature dependences of the densities and mobilities are obtained. A transition from $p$-type to $n$-type conductivity is observed as the Se content is increased, and the negative magnetoresistance simultaneously gives way to positive magnetoresistance. © 1997 American Institute of Physics. [S1063-7761(97)02011-8]

## 1. INTRODUCTION

Semimagnetic semiconductors, or magnetically dilute semiconductors, are solid solutions in which one of the components is replaced by an atom of a transition element $M$ with an uncompensated magnetic moment. Among the compounds $\mathrm{A}_{1-x}^{\mathrm{II}} \mathrm{M}_{x} \mathrm{~B}^{\mathrm{VI}}$ ( $\mathrm{A}^{\mathrm{II}}$ and $\mathrm{B}^{\mathrm{VI}}$ are group-II and group-VI elements, respectively, and M is a metal), the $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}$ and $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Se}$ semimagnetic semiconductors have been studied quite thoroughly. ${ }^{1-3}$ It has been established that $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}$ has $p$-type conduction, ${ }^{4}$ while $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Se}$ always has $n$-type conduction with a high electron density. ${ }^{5}$ The type of conduction is related to the appearance of charged defects in the crystals: in $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x}$ Te the acceptor defects are vacancies in the mercury sublattice, and in $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Se}$ the donors are mercury atoms in interstitial positions and vacancies in the selenium sublattice. It would be of interest to investigate $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ semimagnetic semiconductors. It can be theorized that specific compensation of the different defects occurs as the concentration is varied, making it possible to regulate the type and density of charge carriers in the quaternary compound. The galvanomagnetic properties of $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ were previously studied as a function of the Mn content in Refs. 6-8, and, in addition, transitions to a spin-glass state were investigated in Refs. 7 and 8.

In the present work the galvanomagnetic properties (in the temperature range $4.2-300 \mathrm{~K}$ ) of single crystals of the solid solutions $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with $x=0.05$ and 0.14

TABLE I. Parameters of the samples of $\mathrm{Hg}_{0.86} \mathrm{Mn}_{0.14} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ investigated at 4.2 K .

| $N$ | $y$ | $\begin{gathered} n, 10^{14} \\ \mathrm{~cm}^{-3} \end{gathered}$ | $\begin{aligned} & \mu_{e}, 10^{4} \\ & \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{~s} \end{aligned}$ | $\begin{gathered} p_{1}, 10^{17} \\ \mathrm{~cm}-3 \end{gathered}$ | $\begin{gathered} \mu_{p 1} \\ \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{~s} \end{gathered}$ | $\begin{gathered} p_{2}, 10^{15} \\ \mathrm{~cm}^{-3} \end{gathered}$ | $\begin{gathered} \mu_{p 2}, \\ \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{~s} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.01 | 0.3 | $-6.0$ | 2.7 | 820 | 9.0 | 3000 |
| 2 | 0.05 | 0.003 | -6.0 | 0.9 | 130 | 0.46 | 4800 |
| 3 | 0.075 | 2.5 | -3.0 | 7.8 | 850 | 25.0 | 5300 |
| 4 | 0.10 | 1.1 | -1.2 | 42.0 | 60 | 0.52 | 4100 |

are investigated as the selenium concentration is varied from $y=0.01$ to $y=0.10$.

## 2. SAMPLES

Single crystals of $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ were grown by the Bridgman method from chemically pure components. Samples with the characteristic dimensions $0.6 \times 0.6 \times 5 \mathrm{~mm}^{3}$ were cut from the ingots by electroerosion for the measurements. The manganese content was precisely determined using x-ray probe microanalysis and measurements of the absolute value of the magnetic susceptibility at room temperature, which gave identical results to within the measurement error. The Se content in the samples is indicated according to these data. The absence of inclusions of other phases in the samples and their homogeneity were established as a result of electron probe microanalysis and magnetic measurements. The homogeneity of the samples was also monitored by measuring the Hall coefficient $R_{H}$ at different points along the samples. (The differences between the values of $R_{H}$ was less than a few percent, attesting to the high homogeneity of the samples investigated.)

The electrical measurements were carried out on freshly prepared samples at a constant current by the four-point probe technique. Samples of $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with $x=0.05,0.14$ and $y=0.01,0.05,0.075,0.10$ were investigated. Several parameters of the single crystals investigated at $T=4.2 \mathrm{~K}$ are presented in Tables I and II. In the tables $n$, $p_{1}$, and $p_{2}$ are the electron and hole densities, respectively,

TABLE II. Parameters of the samples of $\mathrm{Hg}_{0.95} \mathrm{Mn}_{0.05} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ investigated at 4.2 K .

| $N$ | $y$ | $\begin{gathered} n, 10^{14} \\ \mathrm{~cm}^{-3} \end{gathered}$ | $\begin{aligned} & \mu_{e}, 10^{4} \\ & \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{~s} \end{aligned}$ | $\begin{gathered} p_{1}, 10^{17} \\ \mathrm{~cm}^{-3} \end{gathered}$ | $\begin{gathered} \mu_{p 1}, \\ \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{~s} \end{gathered}$ | $\begin{gathered} p_{2}, 10^{15} \\ \mathrm{~cm}^{-3} \end{gathered}$ | $\begin{gathered} \mu_{p 2}, \\ \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{~s} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.01 | 5.3 | $-1.5$ | 2.8 | 715 | 7.2 | 2000 |
| 2 | 0.10 | 72.0 | -0.56 | 8.2 | 80 | 4.8 | 5700 |



FIG. 1. Dependence of the resistivity on the reciprocal temperature for samples of $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with different Mn and Se contents: $\mathrm{a}-x=0.05, \quad 1-$ $y=0.01,2-y=0.10 ; \mathrm{b}-x=0.14,1-$ $y=0.01,2-y=0.05,3-y=0.075,4-$ $y=0.10$.
$\mu_{e}, \mu_{p 1}$, and $\mu_{p 2}$ are the electron and hole mobilities, and $y$ is the Se concentration in the samples.

It has been reported that the near-surface region has a significant influence on the electric and galvanomagnetic properties of semiconductor solid solutions based on mercury telluride. ${ }^{9}$ To eliminate this effect, the samples were etched immediately before the measurements. Special investigations showed that holding the etched samples in air for several days does not alter their electrophysical properties, particularly the complicated behavior of the Hall coefficient in a magnetic field at different temperatures, i.e., the nearsurface region does not influence the results obtained.

## 3. RESULTS OF MEASUREMENTS OF THE GALVANOMAGNETIC PROPERTIES AND DISCUSSION

As the temperature is lowered, the resistivity of all the samples increases, demonstrating activation behavior with an activation energy of about 30 meV at temperatures above $\simeq 100 \mathrm{~K}$ (Fig. 1). The samples with the smallest selenium content exhibit negative magnetoresistance at temperatures below $T=30 \mathrm{~K}$, which increases with decreasing temperature. As the selenium content increases, the negative magnetoresistance decreases, and at the Se concentration $y=0.10$ the magnetoresistance becomes positive even at liquidhelium temperatures. As an example, Fig. 2 presents the dependence $\rho(B)$ of the resistivity for samples of $\mathrm{Hg}_{0.95} \mathrm{Mn}_{0.05} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with $y=0.01$ (Fig. 2a) and $y=0.10$ (Fig. 2b). Figure 3 presents the relative variation of the re-
sistivity $[\rho(B)-\rho(0)] / \rho(0)$ in a magnetic field $B$ for the five samples investigated. The negative magnetoresistance in large magnetic fields can be attributed to the increase in conductivity within an impurity band, which is typical of $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te},{ }^{1-3}$ due to overlap of the wave functions on the acceptors in a magnetic field, i.e., the so-called magnetic boil-off of holes. ${ }^{10-14}$ As the Se concentration increases, the role of conduction within the acceptor impurity band decreases, and the samples even change their type of conduction from $p$ to $n$; therefore, the negative magnetoresistance gives way to positive magnetoresistance.

### 3.1. Determination of the mobilities of different groups of carriers from Hall measurements

The behavior of the Hall coefficient $R_{H}$ at different temperatures as a function of the magnetic field is very complicated (Fig. 4). The samples of $\mathrm{Hg}_{0.86} \mathrm{Mn}_{0.14} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with a direct band gap at 4.2 K have a positive Hall coefficient $R_{H}>0$ (see Figs. 4 a and 4 b ). As the temperature increases, the sign of $R_{H}$ in weak fields becomes negative. An increase in the selenium concentration leads to an increase in the electron density and to reversal of the sign of the Hall coefficient in weak magnetic fields. This effect is more pronounced in the gapless samples. As an example, Figs. 4c and 4d present plots of the dependence of $R_{H}$ on the magnetic field at different temperatures for the samples of $\mathrm{Hg}_{0.95} \mathrm{Mn}_{0.05} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with $y=0.01$ (c) and $y=0.10$ (d).

A satisfactory quantitative description of the $R_{H}(B)$



FIG. 2. Dependence of the resistivity on the magnetic field for the samples of $\mathrm{Hg}_{0.95} \mathrm{Mn}_{0.05} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with $y=0.01$ (a) and $y=0.10(\mathrm{~b})$ at various temperatures $T$, K: a) $1-83,2-40,3-16,4-4.2$; b) $1-88,2-61,3-42,4-21,5-4.2$.


FIG. 3. Relative magnetoresistance at $T=4.2 \mathrm{~K}$ in samples of $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with various compositions: $1-x=0.05, y=0.01,2-$ $x=0.05, \quad y=0.1 ; \quad 3-x=0.14, \quad y=0.01 ; \quad 4-x=0.14, \quad y=0.075 ; \quad 5-$ $x=0.14, y=0.10$.
curves in Fig. 4 can be obtained only if we take into account three types of carriers: band electrons and two types of holes with different densities and mobilities, of which some are intrinsic while others correspond to an acceptor impurity band. ${ }^{7,8}$ The Hall coefficient depends on the magnetic field in the following manner (the Hall factor for all the groups being equal to unity):

$$
\begin{equation*}
R_{H}(B)=N\left(A^{2}+N^{2} B^{2}\right)^{-1} \tag{1}
\end{equation*}
$$

where we have introduced the notation

$$
\begin{align*}
& N=\frac{e n \mu_{e}^{2}}{1+\mu_{e}^{2} B^{2}}+\frac{e p_{1} \mu_{p 1}^{2}}{1+\mu_{p 1}^{2} B^{2}}+\frac{e p_{2} \mu_{p 2}^{2}}{1+\mu_{p 2}^{2} B^{2}},  \tag{2}\\
& A=\frac{e n \mu_{e}}{1+\mu_{e}^{2} B^{2}}+\frac{e p_{1} \mu_{p 1}}{1+\mu_{p 1}^{2} B^{2}}+\frac{e p_{2} \mu_{p 2}}{1+\mu_{p 2}^{2} B^{2}} . \tag{3}
\end{align*}
$$

In Fig. 4 the lines are $R_{H}(B)$ curves calculated with consideration of the three groups of carriers cited. Tables I and II present the electron and hole densities and mobilities at 4.2 K obtained from fitting the $R_{H}(B)$ curves. Fitting the experimental $R_{H}(B)$ curves for different temperatures permitted the determination of the mobilities and densities of the three groups of carriers, which are presented in Tables I-III. All the mobilities decrease with increasing temperature. The values of the electron mobility are highest, as is typical of $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}$. In addition, the electron density increases as the selenium content in the samples is increased until the type of conduction changes from $p$ to $n$ (the samples with $x=0.05$ ). The mobilities increase with decreasing temperature in all three groups, while the carrier densities decrease.

### 3.2. Determination of the mobilities of different groups of carriers from the positive magnetoresistance

The classical magnetoresistance was also utilized to find the mobilities of the different groups of carriers in the samples investigated. Beck and Anderson ${ }^{15}$ proposed a method which transforms the dependence of the resistivity on the magnetic field into a so-called mobility spectrum,


TABLE III. Mobilities of the charge carriers in samples of $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ determined from mobility spectra (column 1) and from Hall measurements (column 2) at various temperatures.

| Sample | $T, \mathrm{~K}$ | $\mu_{e}, \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{s}$ |  | $\mu_{p 1}, \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{s}$ |  | $\mu_{p 2}, \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{s}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 1 | 2 | 1 | 2 |
| $\mathrm{Hg}_{0.86} \mathrm{Mn}_{0.14} \mathrm{Te}_{0.90} \mathrm{Se}_{0.10}$ | 79 | - 5700 | -6500 | 70 | 60 | 2400 | - |
| $\mathrm{Hg}_{0.86} \mathrm{Mn}_{0.14} \mathrm{Te}_{0.90} \mathrm{Se}_{0.10}$ | 42 | -6600 | - 5000 | 75 | 50 | - | 800 |
| $\mathrm{Hg}_{0.86} \mathrm{Mn}_{0.14} \mathrm{Te}_{0.90} \mathrm{Se}_{0.10}$ | 4.2 | -10000 | - 12000 | 50 | 60 | 3100 | 4100 |
| $\mathrm{Hg}_{0.95} \mathrm{Mn}_{0.05} \mathrm{Te}_{0.90} \mathrm{Se}_{0.10}$ | 4.2 | -4500 | -5700 | 60 | 80 | 3400 | 5700 |

which gives the maximum conductivity as a function of the mobility. It is assumed in this method that the carrier density $n$ is a continuous function $n(\mu)$ of the mobility $\mu$, so that the transverse conductivity tensor elements can be written in the form of integrals, which sum the contributions of each of the groups of carriers to the conductivity:

$$
\begin{align*}
& \sigma_{x x}(B)=\int_{-\infty}^{\infty} \frac{s(\mu) d \mu}{1+(\mu B)^{2}}, \\
& \sigma_{x y}(B)=\int_{-\infty}^{\infty} \frac{s(\mu) \mu B d \mu}{1+(\mu B)^{2}}, \tag{4}
\end{align*}
$$

where $s(\mu) d \mu=e n(\mu) d \mu$ is the contribution of the carriers having a mobility from $\mu$ to $\mu+d \mu$ to the mobility when $B=0$. It is assumed in these equations that the electrons have negative mobility and the holes have positive mobility. If there are $N$ types of carriers with discrete densities $n_{i}$ and mobilities $\mu_{i}(i=1, \ldots, N)$, the mobility spectrum will display $N$ peaks, whose centers are located at $\mu_{i}$ and whose amplitudes equal $e n_{i} \mu_{i}$. The mobility-spectrum method is applicable, if 1) there is no quantization of the energy spectrum in the magnetic fields, ${ }^{16}$ i.e., the magnetic fields are weak; 2) the magnetic fields do not significantly bend the trajectories of carriers in the region where they interact with scattering centers (vacancies in the mercury sublattice, interstitial mercury atoms, vacancies in the selenium sublattice, etc.).


FIG. 5. Mobility spectrum of $\mathrm{Hg}_{0.86} \mathrm{Mn}_{0.14} \mathrm{Te}_{0.90} \mathrm{Se}_{0.10}$ at 79 K . The three maxima correspond to three groups of carriers (the mobility is negative for electrons).

The values of the positive magnetoresistance in the range from 0.2 T to 5 T for different samples were transformed into mobility spectra. Figure 5 presents the mobility spectrum of $\mathrm{Hg}_{0.86} \mathrm{Mn}_{0.14} \mathrm{Te}_{0.90} \mathrm{Se}_{0.10}$ at 79 K . This figure shows that there are three groups of carriers with different mobilities: two groups of holes and a group of electrons. The mobility values obtained from the mobility spectra agree well with the values calculated from the magnetic-field dependences of the Hall coefficient in all the samples. The electron densities and mobilities determined from the maxima in the mobility spectrum are presented in Table III.

## 4. CONCLUSIONS

Thus, in $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ semimagnetic semiconductors the transport properties, reversal of the sign of the Hall coefficient as the temperature increases, and its complicated behavior in a magnetic field are determined by the electrons and two groups of holes. As the selenium concentration is increased, the electron density rises, and the type of conduction changes from $p$ to $n$. At 4.2 K the samples of $\mathrm{Hg}_{1-x} \mathrm{Mn}_{x} \mathrm{Te}_{1-y} \mathrm{Se}_{y}$ with $y<0.1$ exhibit negative magnetoresistance, which is attributed to alteration of the overlap of the wave functions of the acceptors in a magnetic field and goes over to positive magnetoresistance at a high Se content. The temperature dependence of the mobilities and densities as a function of the selenium content has been obtained for the three groups of carriers, viz., electrons and two types of holes.
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#### Abstract

A theory is proposed for kinetic effects in isotropic Heisenberg antiferromagnets at temperatures above the Néel point. The scaling behavior of the generalized coefficient of spin diffusion and relaxation constant in the paramagnetic phase is studied in terms of the approximation of interacting modes. It is shown that the kinetic coefficients in an antiferromagnetic system are singular in the fluctuation region. The corresponding critical indices for diffusion and relaxation processes are calculated. The scaling dimensionality of the kinetic coefficients agrees with the predictions of dynamic similarity theory and a renormalization group analysis. The proposed theory can be used to study the momentum and frequency dependence of the kinetic parameters, and to determine the form of the scaling functions. The role of nonlocal correlations and spin-fluid effects in magnetic systems is discussed. © 1997 American Institute of Physics. [S1063-7761(97)02111-2]


## 1. INTRODUCTION

Recent heightened interest in the critical dynamics of antiferromagnetic materials ${ }^{1-6}$ has been stimulated by active experimental and theoretical research on quasi-twodimensional magnetic correlations in high-temperature superconductors, and on the anomalous magnetic properties of heavy-fermion compounds. ${ }^{6-8}$ In particular, critical spin fluctuations have been invoked to explain the non-Fermi fluid behavior of the specific heat and resistance at low temperatures in the compounds ${ }^{7,8} \quad \mathrm{CeCu}_{6-x} \mathrm{Au}_{x}$ and $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{Ru}_{2} \mathrm{Si}_{2}$ near the concentration critical point. In addition, a proposed ${ }^{9}{ }^{910}$ spin-fluid approach to the Heisenberg model, based on introducing resonating valence bonds with Fermi statistics for excitations in the magnetic sublattice (spinons), may, in turn, also serve as a scenario for describing the behavior of cerium compounds with heavy fermions. ${ }^{11,12}$ Here it turns out that critical spin fluctuations play an important role in the formation mechanism of a spin fluid. The behavior of the kinetic coefficients in this case can deviate substantially from that predicted by dynamic similarity theory. ${ }^{13}$

In this paper we develop a microscopic approach for studying the scaling behavior of the spin diffusion coefficient and the relaxation constant of an isotropic Heisenberg antiferromagnet in the fluctuation region above the Néel temperature. The scaling dimensionality of the kinetic coefficients in magnets was predicted by Halperin and Hohenberg, ${ }^{14,15}$ who developed a hypothesis of scale invariance based on the idea that the values of the dynamic critical indices are conserved on both sides of the phase transition. Maleev then made a microscopic study of spin diffusion in the paramagnetic phase of ferromagnets. ${ }^{16,17} \mathrm{He}$, in particular, established the approximations required to satisfy the requirements of the hypothesis of scale invariance, and studied the momentum and frequency dependence of the spin
diffusion coefficient. The analogous problem for antiferromagnets will be examined in the present paper.

It is known ${ }^{14}$ that in the neighborhood of a phase transition, two regions can be distinguished in the momentumtemperature plane: a hydrodynamic region determined by long-wavelength fluctuations in the ordering parameter $\mathbf{N}=\mathbf{N}_{1}-\mathbf{N}_{2}$, the difference in the moments of the sublattices, with characteristic wave vectors $q \xi \ll 1$, where $q=|\mathbf{k}-\mathbf{Q}|$ describes the deviation of the moment from the antiferromagnetic vector $\mathbf{Q}$ and $\xi$ is the correlation length, and a critical region, with wave vectors $q \xi \gg 1$. Here the concept of a correlation length is related to the characteristic behavior of the ordering parameter $\mathbf{N}$. In an antiferromagnet, however, there is an additional conserved quantity, the vector $\mathbf{M}=\mathbf{M}_{1}+\mathbf{M}_{2}$, the sum of the moments of the sublattices. Nevertheless, we shall also refer to the long-wavelength fluctuation region for the vector $\mathbf{M}, k \xi \ll 1$, as hydrodynamic. In this paper we examine the behavior of the spin correlation functions in the paramagnetic phase and establish the relationship between the kinetic coefficients in the fluctuation region of the phase diagram.

In the hydrodynamic regime, the dynamics of the fluctuations in the magnetization have a diffusive character, i.e., the variation in the magnetic moment with time obeys the macroscopic van Hove diffusion equation:

$$
\begin{equation*}
\frac{\partial \mathbf{M}}{\partial t}=D_{0} \nabla^{2} \mathbf{M}, \tag{1}
\end{equation*}
$$

where $D_{0}$ is the spin diffusion coefficient. This behavior of the fluctuations is related to the conservation of the magnetic moment; the operator corresponding to it commutes with the Hamiltonian.

A different pattern is observed in the critical region. The nonconservation of the ordering parameter determines the
relaxation character of the time variation in the vector $\mathbf{N}$, i.e., the dynamics of this vector obey the relaxation equation:

$$
\begin{equation*}
\frac{\partial \mathbf{N}}{\partial t}=-\frac{\Gamma_{0}}{\chi} \mathbf{N} \tag{2}
\end{equation*}
$$

where $\chi$ is the susceptibility and the kinetic coefficient $\Gamma_{0}>0$. We note also that, in contrast to the diffusion equation (1), relaxation (2) can be uniform; the gradient corrections omitted from Eq. (2) are proportional to $q^{2}$ in this case. Although the average value of the magnetization vector $\mathbf{M}$ is zero on both sides of the phase transition point, fluctuations occur in the magnetization vector near the zero value. Unlike in a ferromagnet, however, the diffusion mode is not critical.

In the following we shall be interested in the dynamic susceptibility of a cubic Heisenberg antiferromagnet located in zero magnetic field above the Néel temperature:

$$
\begin{equation*}
H=-\sum_{\langle i, j\rangle} V_{i j} \mathbf{S}_{i} \cdot \mathbf{S}_{j} . \tag{3}
\end{equation*}
$$

We also neglect dipole forces. ${ }^{17}$
The susceptibility is known to be related to the retarded spin Green function by the equation

$$
\begin{equation*}
\lambda(\mathbf{k}, \omega)=\left(g \mu_{0}\right)^{2} K_{S S}^{R}(\mathbf{k}, \omega), \tag{4}
\end{equation*}
$$

where $g$ is the Lande $g$ factor, $\mu_{0}$ is the Bohr magneton, and

$$
\begin{align*}
& K_{S S}^{R}(\mathbf{k}, \omega)=i \int_{0}^{\infty} d t e^{i \omega t}\left\langle\left[S_{\mathbf{k}}^{z}(t), S_{-\mathbf{k}}^{z}(0)\right]\right\rangle, \\
& \mathbf{S}_{\mathbf{k}}=\frac{1}{\sqrt{N}} \sum_{i} e^{-i \mathbf{k} \cdot \mathbf{R}_{i} \mathbf{S}_{i}} \\
& \mathbf{M}=\left\langle\mathbf{S}_{0}\right\rangle, \quad \mathbf{N}=\left\langle\mathbf{S}_{\mathbf{Q}_{\mathbf{A F M}}}\right\rangle . \tag{5}
\end{align*}
$$

Proceeding from Eqs. (1) and (2), we can obtain the form of the correlation functions $K^{R}$ in the diffusion

$$
\begin{equation*}
K_{S S}^{R}(\mathbf{k} \rightarrow \mathbf{0}, \omega)=\mathscr{K}(\mathbf{k}, \omega)=G_{0}(k) \frac{i D k^{2}}{\omega+i D k^{2}} \tag{6}
\end{equation*}
$$

and relaxation regions

$$
\begin{equation*}
K_{S S}^{R}(\mathbf{q}=(\mathbf{k}-\mathbf{Q}) \rightarrow 0, \omega)=\mathscr{B}(\mathbf{q}, \omega)=\frac{1}{-i \omega / \Gamma+G_{0}^{-1}(q)} \tag{7}
\end{equation*}
$$

Here $G_{0}$ is the static susceptibility.
In the fluctuation region $\tau=\left|T-T_{c}\right| / T_{c} \ll G i$ ( $G i$ is the Ginzburg number, which characterizes the limits of applicability of the Landau theory), when the fluctuations become large, the fluctuation dynamics obey the HalperinHohenberg similarity law, according to which the dynamic susceptibility $\chi$ and, therefore, the function $K_{S S}^{R}$ can be expressed in terms of the scaling function $F$ :

$$
\begin{equation*}
K_{S S}^{R}(\mathbf{k}, \omega)=G_{0}(\mathbf{k}) F\left(k \xi, \frac{\omega}{T_{c} \tau^{\nu z}}\right), \tag{8}
\end{equation*}
$$

i.e., the dynamic index $z$ which characterizes the energy scale of the critical fluctuations, $\omega \propto k^{z}$, can be related to a static index $\nu \approx 2 / 3$ which determines the variation in the correlation length, $\xi \propto \tau^{-\nu}$. For small deviations from the an-
tiferromagnetic vector, the static susceptibility varies as $G_{0}(q) \propto \xi^{2-\eta}$. In the following discussion the Fisher index $\eta$, which characterizes the so-called anomalous dimensionality, ${ }^{18}$ will be set equal to zero. This approximation is valid for three-dimensional systems. ${ }^{18}$ It is necessary to introduce two scaling functions $\mathscr{F}_{1}$ and $\mathscr{F}_{2}$ to describe the fluctuation regions in an antiferromagnet:

$$
\begin{align*}
& \mathscr{K}(\mathbf{k}, \omega)=G_{0}(\mathbf{k}) \mathscr{F}_{1}\left(k \xi, \frac{\omega}{T_{c} \tau^{\nu z}}\right), \\
& \mathscr{B}(\mathbf{q}, \omega)=G_{0}(\mathbf{q}) \mathscr{F}_{2}\left(q \xi, \frac{\omega}{T_{c} \tau^{\nu z}}\right) . \tag{9}
\end{align*}
$$

Here, however, the kinetic coefficients $D_{0}$ and $\Gamma_{0}$ can, in turn, themselves be correlation lengths. Furthermore, as a renormalization group analysis shows, ${ }^{14,19}$ the kinetic coefficients are singular in the fluctuation region of an antiferromagnet.

The theory developed in this paper is a variant of the interacting mode theory of Kawasaki. ${ }^{20}$ We have tried to generalize the theory proposed by Maleev ${ }^{16}$ for spin diffusion in ferromagnets to antiferromagnetic systems. In many regards, we follow the style and spirit of that paper. As noted before, our problem involves a study of the form of the scaling function $F$ (see Eqs. (8) and (9)) and a determination of the frequency and momentum dependences of the kinetic coefficients in the fluctuation region, as well as establishing those approximations which must be made in a microscopic approach in order to satisfy the requirements of scaling invariance.

## 2. GENERALIZED KINETIC COEFFICIENTS

We therefore study the dynamic susceptibility of a cubic Heisenberg antiferromagnet located in zero magnetic field above the Néel temperature in the fluctuation region. Equations (6) and (7) can be rewritten in the more general form

$$
\begin{equation*}
K_{S S}^{R}(\mathbf{k}, \omega)=\frac{i \gamma(\mathbf{k}, \omega)}{\omega+i G_{0}^{-1}(\mathbf{k}) \gamma(\mathbf{k}, \omega)}, \tag{10}
\end{equation*}
$$

while in the diffusion region

$$
\begin{equation*}
D_{0}=\lim _{k \rightarrow 0 \omega \rightarrow 0} \lim ^{-2} \gamma(\mathbf{k}, \omega) G_{0}^{-1}(\mathbf{k}), \tag{11}
\end{equation*}
$$

and in the relaxation region the generalized kinetic coefficient $\gamma(\mathbf{k}, \omega)=\Gamma(\mathbf{k}, \omega)$. The limit of Eqs. (6) and (7) for $\mathbf{k} \rightarrow 0$ and $\omega \rightarrow 0$ depends strongly on the relationship between $k$ and $\omega$, similarly to the way it does in the theory of Fermi fluids. ${ }^{21}$ In the following we shall be interested in the quasistatic limit, i.e. $k \rightarrow 0$ and $|\omega| / k^{2} \rightarrow 0$.

As Maleev shows, ${ }^{16}$ it is possible to go beyond the linear response theory and express the kinetic coefficients in terms of the Kubo function ${ }^{22}$ of the operators $S$ and $\dot{S}$ (the dot denotes differentiation with respect to time):

$$
\begin{equation*}
\gamma(\mathbf{k}, \omega)=\frac{\Phi_{\dot{S} \dot{S}}(\mathbf{k}, \omega)}{1+G_{0}^{-1}(k) \Phi_{\dot{S} S}(\mathbf{k}, \omega)} \tag{12}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Phi_{A B}(\mathbf{k}, \omega)=\frac{1}{i \omega}\left[K_{A B}^{R}(\mathbf{k}, \omega)-K_{A B}^{R}(\mathbf{k}, 0)\right], \\
& K_{A B}^{R}(\mathbf{k}, \omega)=i \int_{0}^{\infty} d t e^{i \omega t}\left\langle\left[A_{\mathbf{k}}(t), B_{-\mathbf{k}}(0)\right]\right\rangle .
\end{aligned}
$$

Equation (12) is exact and accounts for the nonlinear nature of the relaxation forces. In the case of a purely exchange interaction in the long wavelength limit $\dot{S}_{\mathbf{k}} \sim k$, i.e., $\gamma=\Phi_{S S}(\mathbf{k}, \omega)$, the denominator equals unity and Eq. (11) is the same as the result from the linear response theory. Generally speaking, however, the functions in the denominator cannot be neglected in a study of the frequency and momentum dependence of the kinetic coefficients.

It is easy to show that the retarded Green functions $K_{S S}^{R}(\mathbf{k}, \omega), K_{\dot{S} S}^{R}(\mathbf{k}, \omega)$, and $K_{\dot{S} \dot{S}}^{R}(\mathbf{k}, \omega)$ are related in the paramagnetic phase by simple formulas which follow from the dispersion relations: ${ }^{23}$

$$
\begin{align*}
& K_{S S}^{R}(\mathbf{k}, \omega)=-i \omega K_{S S}^{R}(\mathbf{k}, \omega), \\
& K_{S \dot{S}}^{R}(\mathbf{k}, \omega)=-K_{S S}^{R}(\mathbf{k}, \omega)=i \omega K_{S S}^{R}(\mathbf{k}, \omega), \\
& \omega^{2} K_{S S}^{R}(\mathbf{k}, \omega)=\left[K_{\dot{S} \dot{S}}^{R}(\mathbf{k}, \omega)-K_{\dot{S} \dot{S}}^{R}(\mathbf{k}, 0)\right] . \tag{13}
\end{align*}
$$

It is clear from these relations, in particular, that $K_{\dot{S} S}^{R}(\mathbf{k}, \omega)$ is analogous to $K_{\dot{S} \dot{S}}^{R}(\mathbf{k}, \omega)$ in its properties and symmetry. ${ }^{16}$

Combining Eqs. (11) and (13) with the equation of motion for the spin operators,

$$
\begin{equation*}
\dot{S}_{\mathbf{k}}^{\alpha}=-\frac{1}{\sqrt{N}} \sum_{\mathbf{p}}[V(\mathbf{p}+\mathbf{k})-V(\mathbf{p})] \epsilon_{\alpha \beta \gamma} S_{\mathbf{p}+\mathbf{k}}^{\beta} S_{-\mathbf{p}}^{\gamma} \tag{14}
\end{equation*}
$$

(here $V(\mathbf{p})$ is the Fourier transform of the exchange integral) and transforming to 'imaginary" time, we can obtain the relation between the Kubo functions and the correlators of the spin currents at the Matsubara frequencies:

$$
\begin{align*}
K_{\dot{S} \dot{S}}\left(\mathbf{k}, \omega_{n}\right)= & \frac{\left(a^{2} T_{c} \alpha\right)^{2}}{6 N} \int_{0}^{1 / T} d \tau e^{i \omega_{n} \tau} \sum_{\mathbf{p}_{1}, \mathbf{p}_{2}}\left(\nabla V\left(\mathbf{p}_{1}\right) \mathbf{k}\right) \\
& \times\left(\nabla V\left(\mathbf{p}_{2}\right) \mathbf{k}\right) \\
& \times\left\langle T_{\tau}\left(S_{\mathbf{p}_{1}+\mathbf{k}}^{\mu} S_{-\mathbf{p}_{1}}^{\rho}\right)_{\tau}\left(S_{-\mathbf{p}_{2}-\mathbf{k}}^{\mu} S_{\mathbf{p}_{2}}^{\rho}\right)_{0}\right\rangle . \tag{15}
\end{align*}
$$

In retaining only the first gradients of the potentials, $\nabla V(\mathbf{p}) \approx \mathbf{p} T_{c} a^{2} \alpha$, we limit ourselves to the lowest order terms in an expansion in $k a$, where $a$ is the lattice constant; the constant $\alpha \approx 1$. It will be clear from the following analysis that the corrections to the kinetic coefficients will be expressed in the form of series in powers of $k \xi$ and, since $\xi \gg a$, it is valid to neglect the higher derivatives of the exchange integral. Therefore, the problem of finding the kinetic coefficients has been reduced to calculating four-spin correlators with a current vertex. This problem can be solved by analytic continuation of the temperature diagrams with an upper semiaxis into the complex $\omega$ plane. A graphical expression for the current correlator is shown in Fig. 1.

The "seed'" poles for the spin Green functions (6) and (7) lie on the imaginary axis, i.e., if we set up some fictitious quasiparticles to correspond to these poles, their energies will be purely imaginary. Introducing quasiparticles of this


FIG. 1. Diagram series for the current correlator.
sort, e.g., 'diffusons'" and 'relaxons', allows us to obtain closed expressions for the kinetic coefficients and to determine their scaling dimensionality.

For the static susceptibility in the critical region we use the Ornstein-Zernike law:

$$
\begin{equation*}
G_{0}(\mathbf{q})=K_{S S}^{R}(\mathbf{q}, 0)=\frac{A}{T_{c} \tau^{2 \nu}} \frac{1}{(q \xi)^{2}+1}, \tag{16}
\end{equation*}
$$

where $A$ is a constant $(A \sim 1)$ and $\tau \ll 1$. In the diffusion region the static susceptibility has no singularities and $G_{0} \approx A / 2 T_{c}$.

The following sections are devoted to analyzing the diagram series for the spin current correlator in the fluctuation regions, finding the dynamic critical indices for the kinetic coefficients, and determining the momentum and frequency dependence of the spin diffusion coefficient and relaxation constant.

## 3. RELATIONSHIPS AMONG THE KINETIC COEFFICIENTS

To analyze the diagram series we introduce the concept of an irreducible self-energy part as a diagram which is continuous along one interaction line. Using the definition of $\gamma$ and the properties of the functions $K$, we rewrite the expression for the generalized kinetic coefficient in terms of irreducible self-energy parts:

$$
\begin{align*}
\gamma(\mathbf{k}, \omega)= & \frac{1}{i \omega}\left[\Sigma_{\dot{S} S}^{R}(\mathbf{k}, \omega)-\Sigma_{\dot{S} \dot{S}}^{R}(\mathbf{k}, 0)\right. \\
& \left.+\frac{\mathscr{B}_{\dot{S} S}^{R}(\mathbf{k}, \omega) \gamma(\mathbf{k}, \omega) \mathscr{R}_{\dot{S}}^{R} \dot{\mathbf{k}, \omega)}}{-i \omega+G_{0}^{-1}(k) \gamma(\mathbf{k}, \omega)}\right] \\
& \times\left[1+G_{0}^{-1} \frac{\mathscr{R}_{\dot{S} S}^{R}(\mathbf{k}, \omega) \gamma(\mathbf{k}, \omega)}{i \omega\left(-i \omega+G_{0}^{-1}(k) \gamma(\mathbf{k}, \omega)\right)}\right]^{-1} . \tag{17}
\end{align*}
$$

Equation (17) can also be obtained by analyzing the diagram series for the spin current correlator, ${ }^{16}$ as well as directly from the Larkin equation. ${ }^{12,23}$ In the following we use the following notation:

$$
K_{\dot{S} S}^{R}(\mathbf{k}, \omega)=\mathscr{R}^{R}(\mathbf{k}, \omega) K_{S S}^{R}(\mathbf{k}, \omega)
$$

and $\Sigma_{A B}^{R}$ for the irreducible self-energy parts. The graphical expression for the irreducible part $\Sigma_{\dot{S} \dot{S}}^{R}$ corresponds to replacing a complete vertex in Fig. 1 by an irreducible vertex. Estimating $\mathscr{B}$ in self-consistent field theory ${ }^{16,24}$ yields

$$
\begin{equation*}
\mathscr{B} \sim(k \xi)(k a) \ll(k \xi)^{2} . \tag{18}
\end{equation*}
$$

In addition, its analytic properties imply that $\mathscr{R}^{R} \sim \omega$. We assume that the expression for $\mathscr{B}$ in the critical region also contains a term of order $a / \xi$ in smallness, and for small $\omega$ we neglect this contribution. Thus, the generalized kinetic coef-


FIG. 2. Diagrams for the kinetic coefficients when two-particle intermediate states are included. A wavy line corresponds to the diffusion mode, a dashed line, to the relaxation mode. A dot denotes the vertex part of the static similarity theory.
ficient $\gamma$ is defined only by the irreducible self-energy parts:

$$
\begin{equation*}
\gamma(\mathbf{k}, \omega)=\frac{1}{i \omega}\left(\Sigma_{\dot{s} \dot{S}}^{R}(\mathbf{k}, \omega)-\Sigma_{\dot{s} \dot{S}}^{R}(\mathbf{k}, 0)\right) . \tag{19}
\end{equation*}
$$

We now consider diagrams of a general form for the irreducible self-energy part $\Sigma_{S S}$ at imaginary frequencies. These diagrams, in turn, can be classified in terms of the number of intermediate states. To begin with, we limit ourselves to diagrams with two-frequency intermediate states (Fig. 2a and b):

$$
\begin{align*}
\Sigma_{\dot{S} \dot{S}}^{(2)}(\mathbf{k}, i \omega)= & \frac{\left(T_{c} a^{2} \alpha\right)^{2}}{\sqrt{N}} \\
& \times T \sum_{\epsilon} \sum_{\mathbf{p}}\left(\mathbf{k} \Lambda^{(2)}(\mathbf{p}, \mathbf{k}, i \omega, i \epsilon, i(\omega-\epsilon))\right) \\
& \times\left(\mathbf{k} \Lambda^{(2)^{\dagger}}(\mathbf{p}, \mathbf{k}, i \epsilon, i(\omega-\epsilon), i \omega)\right) \\
& \times K_{S S}(\mathbf{p}, i \epsilon) K_{S S}(\mathbf{k}-\mathbf{p}, i \omega-i \epsilon) \tag{20}
\end{align*}
$$

In replacing the sum over the vectors $\mathbf{p}$ by an integral, we use $p \sim \xi^{-1}$ as an upper bound. Here the functions are integrated near the singularities (small $\mathbf{p}$ and $\mathbf{p} \sim \mathbf{q}+\mathbf{Q}$ in the neighborhood of the antiferromagnetic vector $\mathbf{Q}$ ).

The vertex parts $\Lambda$ are analytic functions of all three frequencies, each of which has cuts along the real axis. ${ }^{25}$ Vertex parts of this type have no other singularities in the complex $\omega$ planes. ${ }^{25}$ Because of this property, the vertices can be resolved into a static part, which transforms into the vector vertex of static similarity theory, and a dynamic correction, which vanishes in the limit $\omega \rightarrow 0$. We now study the static part in more detail.

The static vertices in the diagrams (Fig. 2a) describe the long-wavelength processes of creating 'diffuson'"'diffuson'" and 'relaxon'"' 'relaxon'" pairs, i.e., identical modes interact. As we know, however, the static Green functions are independent of the direction of the momentum, i.e., diffuson and relaxon scattering processes contain the same vertex parts as do pair creation processes. This means that for these vertices, the Ward identity ${ }^{18,21}$ holds (Fig. 3):

$$
\begin{equation*}
\Lambda^{(2)}(\mathbf{p}, \mathbf{k}, 0) \sim \partial G_{0}^{-1} / \partial \mathbf{p} \tag{21}
\end{equation*}
$$




FIG. 3. The equations for a two-particle vertex part.

Here, in the second term the region of integration with respect to the momenta is concentrated near the points $\mathbf{p} \approx \mathbf{Q}$. The contribution of critical fluctuations to spin diffusion can be calculated by making the substitution $\mathbf{p}=\mathbf{q}+\mathbf{Q}$ and using the property $\partial G_{0}^{-1} / \partial \mathbf{p}=\partial G_{0}^{-1} / \partial \mathbf{q}$.

We now consider the diagram of Fig. 2b. Without loss of generality we can set the external momentum equal to the antiferromagnetic vector. In this case, we must consider two interacting modes of different kinds: a diffusion mode with short wave vectors and a relaxation mode with small deviations from the antiferromagnetism vector. Thus, the diagram of Fig. 2b describes 'diffuson'" -'relaxon'" pair production. Thus, we cannot use the Ward identities for this vertex. However, the seed vertex (Fig. 3) has the scaling dimensionality

$$
\Lambda_{0}^{(2)}(\mathbf{p}, \mathbf{Q}, 0) \sim \partial V / \partial \mathbf{p} \sim \mathbf{p}
$$

It is also known that in the antiferromagnetic phase there is a doubling of the lattice, and the Brillouin zone of the ordered phase equals half the Brillouin zone of the disordered phase. This means that the points 0 and $\mathbf{Q}$ become equivalent in the antiferromagnetic phase. Given this fact, as well as the lack of a dependence on the direction of the momentum for the interacting modes, we may assume that rescattering by the static field does not change the scaling dimensionality of the static vertex at the antiferromagnetic vector, which can also be written in the form (21). ${ }^{1)}$

Continuing the diagrams shown in Fig. 2 analytically, ${ }^{21}$ we obtain expressions for the kinetic coefficients:

$$
\begin{align*}
D_{0}^{(2)}= & \tilde{A} T_{c} \int_{-\infty}^{\infty} \frac{d \varepsilon}{2 \pi} \operatorname{coth}\left(\frac{\varepsilon}{2 T}\right) \sum_{\mathbf{p}}\left(\nabla G_{0}^{-1}(\mathbf{p})\right)^{2} \\
& \times\left[\operatorname{Im} \mathscr{H}(\mathbf{p}, \varepsilon) \frac{\partial}{\partial \varepsilon} \operatorname{Im} \mathscr{H}(\mathbf{p}-\mathbf{k}, \varepsilon)\right. \\
& \left.+\operatorname{Im} \mathscr{L}(\mathbf{p}, \varepsilon) \frac{\partial}{\partial \varepsilon} \operatorname{Im} \mathscr{L}(\mathbf{p}-\mathbf{k}, \varepsilon)\right] \tag{22}
\end{align*}
$$

and

$$
\begin{align*}
\Gamma_{0}^{(2)}= & \widetilde{B} \int_{-\infty}^{\infty} \frac{d \varepsilon}{2 \pi} \operatorname{coth}\left(\frac{\varepsilon}{2 T}\right) \sum_{\mathbf{p}}\left(\nabla G_{0}^{-1}(\mathbf{p}) \mathbf{Q}\right)^{2} \\
& \times\left[\operatorname{Im} \mathscr{K}(\mathbf{p}, \varepsilon) \frac{\partial}{\partial \varepsilon} \operatorname{Im} \mathscr{C}(\mathbf{p}-\mathbf{q}, \varepsilon)\right. \\
& \left.+\operatorname{Im} \mathscr{B}(\mathbf{p}, \varepsilon) \frac{\partial}{\partial \varepsilon} \operatorname{Im} \mathscr{H}(\mathbf{p}-\mathbf{q}, \varepsilon)\right] . \tag{23}
\end{align*}
$$

Here the index (2) indicates that only processes with twoparticle intermediate states have been taken into account. For a ferromagnet it is necessary to restrict ourselves to just the
first term in Eq. (22), since a single-mode regime is involved. Equations (22) and (23) can be rewritten in a somewhat different form. Setting $\mathbf{k}=0$ and $\mathbf{q}=0$ in the integrands and integrating by parts, we obtain

$$
\begin{align*}
D_{0}^{(2)}= & \frac{\tilde{A}}{4} \int_{-\infty}^{\infty} \frac{d \varepsilon}{2 \pi} \sinh ^{-2}\left(\frac{\varepsilon}{2 T}\right) \sum_{\mathbf{p}}\left(\nabla G_{0}^{-1}(\mathbf{p})\right)^{2} \\
& \times\left[(\operatorname{Im} \mathscr{K}(\mathbf{p}, \varepsilon))^{2}+(\operatorname{Im} \mathscr{C}(\mathbf{p}, \varepsilon))^{2}\right] \tag{24}
\end{align*}
$$

and

$$
\begin{align*}
\Gamma_{0}^{(2)}= & \frac{\widetilde{B}}{2 T_{c}} \int_{-\infty}^{\infty} \frac{d \varepsilon}{2 \pi} \sinh ^{-2}\left(\frac{\varepsilon}{2 T}\right) \sum_{\mathbf{p}}\left(\nabla G_{0}^{-1}(\mathbf{p}) \mathbf{Q}\right)^{2} \\
& \times \operatorname{Im} \mathscr{K}(\mathbf{p}, \varepsilon) \operatorname{Im} \mathscr{L}(\mathbf{p}, \varepsilon) \tag{25}
\end{align*}
$$

These expressions can be regarded as a generalization of the equations obtained by Maleev ${ }^{16}$ from the unitarity condition for the self-energy parts to the case of two interacting modes.

The region for integrating by parts is concentrated near the singular points of the scaling functions (9). Here because of the 'critical retardation'" in the neighborhood of the phase transition points, the characteristic energies of the fluctuations satisfy the condition $\omega^{*} \ll T_{c}$, which makes it possible to retain only the first term of the expansion of the hyperbolic tangent (Eqs. (22) and (23)) or hyperbolic sine (Eqs. (24) and (25)). Evaluating the integrals with respect to the frequencies and momenta in Eqs. (22) and (24) and separating out the scaling dimensionality, we obtain a relationship between the spin diffusion coefficient and the relaxation constant:

$$
\begin{equation*}
D_{0}=b_{1} T_{c}^{2} a^{4}\left(\frac{\xi}{a}\right)^{-3} \frac{1}{D_{0}}+b_{2} T_{c} a^{2}\left(\frac{\xi}{a}\right) \frac{1}{\Gamma_{0}} . \tag{26}
\end{equation*}
$$

Note that in order to obtain Eq. (26), it suffices to substitute the retarded Green spin functions in the form of Eqs. (6) and (7) into Eqs. (22) and (24). After integrating with respect to the frequency, the remaining integrals over the momenta contain only the static correlator $G_{0}$. The first term is determined by a two-diffuson intermediate state, and the second by a two-relaxon intermediate state.

The integrals in Eqs. (23) and (25) can be calculated in similar fashion. The relaxation constant $\Gamma_{0}$ and the spin diffusion coefficient are related by the equation

$$
\begin{equation*}
\Gamma_{0}=c_{1}\left(\frac{\xi}{a}\right) \frac{1}{\Gamma_{0}}+c_{2}\left(\frac{\xi}{a}\right) \frac{D_{0} / T_{c} a^{2}}{\Gamma_{0}^{2}} \tag{27}
\end{equation*}
$$

The coefficients $b_{1,2}, c_{1,2} \sim 1$ in Eqs. (26) and (27) depend on the form of the dynamic and static scaling functions, and in general cannot be calculated using this approach. Solving the closed system of algebraic equations (26) and (27) yields the following scaling dimensionality for the kinetic coefficients: ${ }^{2)}$

$$
\begin{equation*}
D_{0} / T_{c} a^{2} \propto \Gamma_{0} \propto(\xi / a)^{-1 / 2} \tag{28}
\end{equation*}
$$

This sort of behavior is entirely consistent with that predicted by the dynamic scaling invariance hypothesis ${ }^{14,15}$ and a renormalization group analysis. ${ }^{15,19}$ Therefore, first, the kinetic coefficients for an antiferromagnet are singular in the
fluctuation region, and second, spin diffusion is entirely determined by intermediate relaxation processes. The correction to the coefficient $D_{0}$ owing to self-diffusion is of smallness $\delta D_{0} / D_{0} \propto(\xi / a)^{-4} \propto \tau^{8 / 3} \ll 1$. That is, diffusion is not intrinsically a critical mode in an antiferromagnet. The dynamic critical index (see Eq. (8)) is $z=3 / 2$.

The simple physical considerations which will allow us to describe diffusion and relaxation in the fluctuation region are based on the idea that regions of size $\xi$ with near ordering will develop as $T \rightarrow T_{c}$. In these regions the excitations are antiferromagnetic magnons with an acoustic dispersion character. Estimating the spin diffusion coefficient as $D_{0} \sim \xi^{2} / t_{\text {diff }}$, where $t_{\text {diff }} \sim \xi / c$ is the characteristic diffusion time and $c \sim \xi^{-1 / 2}$ is the "sound"' speed, ${ }^{14}$ we obtain $D_{0} \sim \xi^{1 / 2}$. Given the dynamic similarity hypothesis, according to which the dynamic critical index $z$, which determines the scale of the characteristic fluctuation energies, is invariant, we obtain $\Gamma_{0} \sim \xi^{1 / 2}$.

Despite the singularity of the kinetic coefficients, the relaxation time for the ordering parameter approaches infinity, which ensures the existence of macroscopic states corresponding to incomplete equilibrium. ${ }^{27}$ The same applies to the characteristic spin diffusion times.

It should be noted that in introducing Eq. (26) we do not formally assume knowledge of the character of the excitations in the ordered phase. However, the conservation of the total moment and nonconservation of the ordering parameter actually determine the magnetic ordering properties in full.

## 4. FREQUENCY AND MOMENTUM DEPENDENCE OF THE KINETIC COEFFICIENTS

We shall now consider the generalized kinetic coefficients as functions of frequency and momentum. To do this we use the relationship between the retarded spin Green functions and the Kubo functions (see Eqs. (12) and (17)). Based on these equations, it is clear that the corrections associated with the frequency and momentum dependence of the kinetic coefficients are determined, first of all, by the frequency and momentum dependence of the irreducible self-energy parts, and second, by the nonlinear character of the relaxation forces. According to the estimate of Eq. (18), the momentum and frequency dependence of the kinetic coefficients can be studied in terms of the linear response theory, i.e., the nonlinearity of the relaxation forces can be neglected.

Let us first investigate the static renormalization of the kinetic coefficients. Equations (22) and (23) transform to the usual series expansion of the functions in the powers $(k \xi)^{2 n}$ and $(q \xi)^{2 n}$ from the static theory:

$$
\begin{aligned}
& D^{(2)}(\mathbf{k}, 0)=D_{0}(0,0)\left[1+\alpha^{\prime}(k \xi)^{2}+\ldots\right], \\
& \Gamma^{(2)}(\mathbf{q}, 0)=\Gamma_{0}(0,0)\left[1+\beta^{\prime}(q \xi)^{2}+\ldots\right] .
\end{aligned}
$$

This expansion is related to the existence of singularities in the correlators of the static theory at the points $k_{i}=-n^{2} \xi^{-2}$ (Ref. 26), where $n$ is an integer. The coefficients $\alpha^{\prime}$ and $\beta^{\prime}$ depend only on the form of the static correlation function.

We now proceed to analyze the energy dependence of the kinetic coefficients. Using Eq. (19), we obtain the following expressions for the real and imaginary parts of $\gamma(\mathbf{k}, \omega)$ :

$$
\begin{align*}
& \operatorname{Re} \gamma(\mathbf{k}, \omega)=\frac{\operatorname{Im} \Sigma_{\dot{s} \dot{S}}^{R}(\mathbf{k}, \omega)}{\omega} \\
& \operatorname{Im} \gamma(\mathbf{k}, \omega)=-\frac{\operatorname{Re} \Sigma_{\dot{s} \dot{s}}^{R}(\mathbf{k}, \omega)-\operatorname{Re} \Sigma_{\dot{s} \dot{s}}^{R}(\mathbf{k}, 0)}{\omega} \tag{29}
\end{align*}
$$

Since $\operatorname{Im} \gamma$ is an odd function of $\omega$ and $\operatorname{Re} \gamma$ is an even function of $\omega$, the regular expansion of the kinetic coefficients in powers of the frequency begins with $\omega^{2}$.

We introduce an effective generalized kinetic coefficient $\gamma^{*}$ according to the definition

$$
\gamma^{*}=\frac{\left.\frac{\partial}{\partial \omega} \operatorname{Im} \Sigma_{\dot{s} \dot{S}}^{R}(\mathbf{k}, \omega)\right|_{\omega=0}}{1+\left.G_{0}^{-1}(\mathbf{k}) \frac{\partial}{\partial \omega} \operatorname{Re} \Sigma_{\dot{s} \dot{S}}^{R}(\mathbf{k}, \omega)\right|_{\omega=0}} .
$$

This expression for the effective generalized kinetic coefficient is analogous to the definition of effective mass in the theory of quantum liquids. The role of the $Z$ factor is played by the renormalization constant on the mass shell:

$$
Z=\frac{1}{1+\left.G_{0}^{-1}(\mathbf{k}) \frac{\partial}{\partial \omega} \operatorname{Re} \Sigma_{\dot{s} \dot{S}}^{R}(\mathbf{k}, \omega)\right|_{\omega=0}} .
$$

Calculations of $Z$ in the hydrodynamic and critical regions yield the following expressions for the renormalization constant:

$$
\begin{align*}
& Z(k \rightarrow 0)=\frac{1}{1+\epsilon^{\prime}(k \xi)^{2}}, \\
& Z(q \rightarrow 0)=\frac{1}{1+\delta^{\prime}+\delta^{\prime \prime}(q \xi)^{2}}, \tag{31}
\end{align*}
$$

where the constants $\epsilon^{\prime}, \delta^{\prime} \ll 1$ can also be expressed in terms of integrals of the static correlator $G_{0}$.

Extending the definition (30) to small but nonzero $\omega$, we obtain an expansion for the real generalized spin diffusion coefficient $D^{*}$ and the relaxation constant $\Gamma^{*}:^{3)}$
$D^{(2)^{*}}(\mathbf{k}, \omega)=D_{0}(0,0)\left[1+\alpha^{\prime}(k \xi)^{2}+\alpha_{k \xi}^{\prime \prime}\left(\omega / \omega^{*}\right)^{2}+\ldots\right]$,
$\Gamma^{(2)} *(\mathbf{q}, \omega)=\Gamma_{0}(0,0)\left[\beta+\beta^{\prime}(q \xi)^{2}+\beta_{k \xi}^{\prime \prime}\left(\omega / \omega^{*}\right)^{2}+\ldots\right]$.

Here it must be noted that we do not claim to describe the behavior of the kinetic coefficients in the region $\omega \sim \omega^{*}$, $k, q \sim \xi^{-1}$. This range of frequencies and energies can scarcely be subject to detailed analysis at the present time. We therefore neglect the irregular corrections to the kinetic coefficients resulting from the generation in the higher orders of perturbation theory of an infinite sequence of poles in the retarded spin Green function, which contract to the real axis and cover the pole that produced them. We shall also not discuss the phenomena associated with the loss of a pole through a cut, etc. ${ }^{16,17}$ All these corrections are small in the region of $\mathbf{k}$ and $\omega$ of interest to us and can be discarded.

We now consider the effect of the diagrams with manyparticle ( $m>2$ ) intermediate states. As noted above, we are only interested in the regular contribution:

$$
\begin{align*}
& \frac{\operatorname{Im} \Sigma_{\dot{S} \dot{S}}^{R(m)}}{\omega} \sim(k a)^{2} \sum_{\mathbf{p}_{1}} \ldots \sum_{\mathbf{p}_{m}} \Lambda^{(m)}\left(\mathbf{k}, \mathbf{p}_{1}, \ldots, \mathbf{p}_{m}\right) \\
& \times \Lambda^{(m) \dagger}\left(\mathbf{k}, \mathbf{p}_{1}, \ldots, \mathbf{p}_{m}\right) \delta\left(\mathbf{p}_{1}+\ldots p_{m}-\mathbf{k}\right) \frac{1}{\pi^{m-1}} \\
& \times \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \frac{d \varepsilon_{1} \ldots d \varepsilon_{m} \operatorname{Im} K_{S S}^{R}\left(\mathbf{p}_{1}, \varepsilon_{1}\right) \ldots \operatorname{Im} K_{S S}^{R}\left(\mathbf{p}_{m}, \varepsilon_{m}\right)}{\varepsilon_{1} \ldots \varepsilon_{m}} \\
& \times \delta\left(\varepsilon_{1}+\ldots+\varepsilon_{m}-\omega\right) \tag{33}
\end{align*}
$$

where the functions $K$ describe both the "diffusons" and the 'relaxons," and the integrals with respect to frequency are taken near the singular points of the scaling function. For $m=2$, Eq. (33) transforms into Eqs. (24) and (25).

As $k \rightarrow 0$, there are generalizations of Ward's identity ${ }^{16}$ for the vertex parts $\Lambda^{(m)}$ analogous to Eq. (21), as a result of which the vertex can be expressed in terms of a sum of derivatives of the ordinary $m$-particle vertices of the static similarity theory. Using the 'dimensionality" estimate for static vertices, ${ }^{26}$ according to which $\Gamma_{m} \propto p^{3-m / 2}$, in the limit $k \rightarrow 0$ we see that replacing the diagrams with two-particle intermediate states in the creation channel for 'diffusons" and 'relaxons' by diagrams with $m$-particle intermediate states does not change the scaling dimensionality of the irreducible self-energy parts. As for the behavior of the vertex parts at the antiferromagnetic vector, here the arguments advanced for diagrams with two-particle intermediate states are also valid. Thus, considering intermediate states with more than two particles does not change the scaling dimensionality of the kinetic coefficients, but only affects the values of the constants, which in any event cannot be calculated using the approach described here. The same can be said of the corrections associated with the energy dependence of the vertex parts. ${ }^{16}$

In conclusion, we note that the corrections associated with the frequency and momentum dependence of the kinetic coefficients can be investigated experimentally using neutron scattering, for which the scattering cross section is determined by the quantity $\operatorname{Im} K_{S S}^{R}(\mathbf{k}, \omega) / \omega$, where the imaginary part of the retarded spin Green function satisfies Eqs. (6) and (7) with the coefficients (32).

## 5. CONCLUSION

In this paper we have studied the scaling behavior of the generalized kinetic coefficients in a three-dimensional Heisenberg antiferromagnet. By means of an analysis based on a modified version of the interacting mode theory, we have found approximations in a microscopic approach for satisfying the requirements of the scaling invariance hypothesis. Specifically, it has been shown that in order to determine the scaling dimensionality of the kinetic coefficients, is sufficient to limit ourselves to processes with two-particle intermediate states, with the vertex parts being given by static similarity theory.

The regular frequency and momentum dependence of the spin diffusion coefficient and relaxation constant have been determined in a pole approximation. We have introduced the concept of effective kinetic coefficients, analogous to the definition of effective mass in the theory of quantum liquids. Including the renormalizations associated with multiple scattering of "diffusons"' and 'relaxons"' has made it possible to write explicit series expressions for the scaling function in the frequency and momentum range $\omega \ll \omega^{*}$ and $k, q \ll \xi^{-1}$.

The static and dynamic similarity laws, as well as the assumed existence of just two modes (two singularities at low frequencies owing to the existence of the hydrodynamic and critical regimes), underlie the results obtained in this paper. The existence of diffusion and relaxation in an antiferromagnetic system is, in turn, related to the existence of a conserved quantity in the Heisenberg model and to the nonconservation of the ordering parameter in this model. Thus, all the formulas depend only to a small extent on the specific features of Heisenberg antiferromagnets and will be valid for any system with a nonconserved ordering parameter when an additional integral of the motion exists.

In more complicated physical systems, such as heavy Fermion compounds with integral filling of the $f$-shell (compounds based on Ce are an example of such materials) in the Kondo lattice model, for which the Heisenberg spin interaction is mediated by indirect exchange via conduction electrons, there may be a substantial deviation from the scaling behavior of Heisenberg magnets owing to the existence of additional modes that interact with paramagnons. Modes of this sort can develop, for example, as a result of spin-liquid correlations, which inhibit growth of the magnetic correlation length. In other words, a test for the existence of spinliquid correlations may be to measure the generalized kinetic coefficients by neutron scattering. Other objects to which the methods described in this paper may be applied include systems with nearly zero or even negative temperatures of antiferromagnetic ordering, ${ }^{6,28,29}$ anisotropic ferri-, and antiferrimagnets, and systems with dipole interactions.

The study of the kinetic coefficients near the Néel temperature carried out in this paper shows that diagram techniques for describing kinetic effects in antiferromagnets have many advantages over existing methods ${ }^{14,15,20}$ and can be used to analyze unrenormalizable Hamiltonians, as well as for problems with nonlocal interacting modes.
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