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#### Abstract

A brief survey of nuclear-physics aspects of the problems of controlled thermonuclear fusion is given. Attention is paid primarily to choosing and analyzing an optimal composition of a nuclear fuel, reliably extrapolating the cross sections for nuclear reactions to the region of low energies, and exploring gamma-ray methods (as a matter of fact, very promising methods indeed) for diagnostics of hot plasmas (three aspects that are often thought to be the most important ones). In particular, a comparative nuclear-physics analysis of hydrogen, DT , and DD thermonuclear fuels and of their alternatives in the form of $\mathrm{D}^{3} \mathrm{He}, \mathrm{D}^{6} \mathrm{Li}, \mathrm{DT}^{6} \mathrm{Li}, \mathrm{H}^{6} \mathrm{Li}, \mathrm{H}^{11} \mathrm{~B}$, and $\mathrm{H}^{9} \mathrm{Be}$ is performed. Their advantages and disadvantages are highlighted; a spin-polarized fuel is considered; and the current status of nuclear data on the processes of interest is analyzed. A procedure for determining cross sections for nuclear reactions in the deep-subbarrier region is discussed. By considering the example of low-energy $\mathrm{D}+{ }^{6} \mathrm{Li}$ interactions, it is shown that, at ion temperatures below 100 keV , the inclusion of nuclearstructure factors leads to an additional enhancement of the rate parameters $\langle\sigma v\rangle$ for the $(d, p t)$ and $(d, n \tau)$ channels by $10-40 \%$. The possibility of using nuclear reactions that lead to photon emission as a means for determining the ion temperature of a thermonuclear plasma is discussed. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Among important applications of nuclear physics, that which is dealing with the problem of controlled thermonuclear fusion stands out in many respects. One of the main problems to be solved here is to evolve and implement a large-scale thermonuclear reactor that would represent an economical source of energy and which would be safer than fission reactors. Searches for an optimum composition of a nuclear fuel have so far been one of the main lines in such investigations. Both one- and multicomponent mixtures of light elements have been considered. Despite many years of efforts in these realms, preference has not yet been given to a unique fuel cycle. Of factors that are of prime importance for this, we would like to mention knowledge of the properties of light isotopes and the possibilities for their production, understanding of mechanisms that govern nuclear reactions between light nuclei, and precise information about cross sections for such processes.

The present survey, which is based in part on previous studies of the present authors, is devoted to nuclearphysics aspects of controlled thermonuclear fusionnamely, to the role of nuclear-structure factors in reactions between light nuclei, to radiative-capture processes of the $A(B, \gamma) C$ type in the deep-subbarrier region of energies, and to the possibilities of using such

[^0]reactions for extracting required information about the dynamics of hot plasmas. In our opinion, attention given to these important problems in review articles on controlled thermonuclear fusion and in original investigations into the allied range of problems is insufficient. It is shown in the present study, however, that such issues are of nonnegligible importance for further advancements in the problem of controlled thermonuclear fusion and that they may even become crucial for solving some problems. We hope that the present survey, which is pioneering in these realms, will fill, at least partly, the gap between a vast body of currently available information about the structure of light nuclei and specific investigations into the problem of controlled thermonuclear fusion.

Bearing in mind the technological potential of the first experimental facilities of the tokamac type for heating and confining hot plasmas, researchers had focused, for a long time, on two types of hydrogen thermonuclear fuel, deuterium (DD) and deuterium-tritium (DT) fuels [1]. It should be recalled that large cross sections for the process $\mathrm{T}(d, n)^{4} \mathrm{He}$ at low energies ( $E \leq$ 100 keV ) and a considerable energy release in the reaction, $Q=17.6 \mathrm{MeV}$, seemed to give sufficient ground to hope for experimentally implementing the ignition of the reaction as early as the 1970s at plasma temperatures of a few keV , which were thought to be quite realistic at that time. These were the reasons why, despite serious drawbacks of a DT mixture-a low efficiency of the transformation of nuclear energy into electric
energy because of the generation of an extremely intense neutron radiation in the reaction being discussed and a need for producing and employing radioactive tritium, which is extremely hazardous-it was justifiably thought that there was no serious alternatives to DT fuels.

However, radical improvements of tokamacs, the advent of a new fusion reactor within the ITER international project, and a vigorous development of different reactor schemes (for example, open-type devices and a configuration featuring a so-called inverted magnetic field), as well as the emergence of the concept of inertial thermonuclear fusion, created preconditions for considering initial plasma heating to a few tens of keV followed by the working range of burning temperatures reaching a few hundred keV . This gave impetus to studying alternative, non-hydrogen, fuels like $\mathrm{D}^{3} \mathrm{He}$, $\mathrm{H}^{6} \mathrm{Li}, \mathrm{D}^{6} \mathrm{Li}$, and $\mathrm{H}^{11} \mathrm{~B}$, which require higher ignition temperatures (in relation to $\mathrm{D}+\mathrm{T}$ fusion), but which possess a number of important ecological and economical advantages. For example, burning in the $\mathrm{H}+{ }^{6} \mathrm{Li}$ and $\mathrm{H}+{ }^{11} \mathrm{~B}$ systems generates neutron fluxes and hazardous radionuclides only in negligible amounts. At the same time, such fuels are not expensive, since they consist of stable light-element isotopes abundant on the Earth.

At present, however, physical processes in the majority of non-hydrogen fuels have received much less study than analogous processes in DT or DD cycles. Even the first investigations revealed that a theoretical analysis of some alternative cycles is very involved because burning in hot plasmas is a highly ramified process involving a few tens of exothermic reactions proceeding simultaneously with commensurate probabilities. This type of process dynamics is markedly different from the character of the burning of a DT fuel, where the channel $\mathrm{T}(d, n)^{4} \mathrm{He}$ dominates over all possible reactions.

In studying thermonuclear fuels that show considerable promise, it is necessary to take into account two types of processes. Of these, the first is associated with first-generation reactions representing direct channels of the burning of a nuclear fuel in reactions between light elements originally present in the reactor region. As a rule, such processes provide a major part of the energy released in the fusion process. There are also, however, secondary phenomena that accompany the burning of any fuel and which play a very important role in some cases. We will break up secondary processes into two classes that differ in the physics underlying the phenomena that occur.

In the first class, we include processes that do not lead directly to nuclear transformations, but which appear to be a basic mechanism of fuel self-heating. Above all, this is the elastic Coulomb scattering of fast charged particles, products of nuclear reactions, on plasma ions and electrons. In addition to Coulomb scattering, there can occur the nuclear elastic scattering of
fast particles, both charged particles and neutrons, on the ions of the fuel. The latter process proceeds at small values of the impact parameter, but it involves high momentum transfers. In the literature, the above elas-tic-scattering processes are referred to as CES (Coulomb elastic scattering) and NES (nuclear elastic scattering) processes. Either leads to the heating of the plasma and to an increase in its reactivity. Ion scattering is a dominant mechanism of heating, but the role of neutron scattering is nonnegligible in severely compressed laser targets characterized by large values of the parameter $\rho R$, where $\rho$ and $R$ are, respectively, the density and the radius of the target.

The second class of secondary phenomena accompanying the burning of a thermonuclear fuel includes those that lead to nuclear transformations. These are, in particular, catalytic nuclear reactions between fuel ions and active isotopes produced in the plasma. Catalytic processes proceed on both thermalized and nonthermalized nuclei. In the latter case, the processes being discussed are in-flight reactions-that is, some fast particles enter into nuclear reactions prior to undergoing thermalization. It is necessary to take such phenomena into account because particles produced in a plasma have, on average, the mean energy of a few MeV , at which the cross sections for nuclear reactions are much larger than the corresponding cross sections at thermal energies ( $10-50 \mathrm{keV}$ ). The set of in-flight processes is not exhausted by reactions on the products of nuclear fusion-reactions between fast fuel ions accelerated in elastic collisions are also of importance. The above suprathermal fusion reactions produce charged particles and neutrons of energies as great as a few tens of MeV [2]. Among other secondary processes of nonnegligible importance, mention should be made of neu-tron-induced reactions leading to the production of active isotopes. The role of second-generation processes is greater in non-hydrogen fuels, where a large number of active-isotope species are produced owing to the occurrence of a wide variety of nuclear reactions (see, for example, [3]).

Inputs necessary for a realistic analysis of the kinetics of processes proceeding in thermonuclear-fusion reactors must include reliable data on the cross sections for many reactions in a broad range of energies. Above all, this concerns reactions involving light nuclei and proceeding in the low-energy region $E<500 \mathrm{keV}$, which is of prime importance for controlled thermonuclear fusion. An additional incentive to study the relevant cross sections at a high-precision level comes from nuclear astrophysics, where many fundamental problems cannot be solved without this. At present, experimentalists have accumulated a vast body of relevant data. Compilations of measured cross sections and computed reaction-rate parameters are presented in the well-known reference literature [4-8]. For example, the DATLIB database [8] contains 270 data files for 77 channels of nuclear reactions involving isotopes of light elements from hydrogen to boron. References to
other databases can be found in [8, 9]. We would also like to mention the Russian handbook [10] on nuclear processes and cross sections, which covers a very broad range of energies and which additionally presents a spline approximation of experimental data. A precision $R$-matrix parametrization of the cross sections for lowenergy $\mathrm{D}+\mathrm{T}, \mathrm{D}+\mathrm{D}$, and $\mathrm{D}+{ }^{3} \mathrm{He}$ interactions, as well as of their Maxwell reactivities, is given in [11].

In some cases, however, available experimental data are insufficient for a detailed analysis of fuel burning and of the possibility for monitoring this burning. Here, we only note the following. First, low-energy radiativecapture reactions like $\mathrm{T}(t, \gamma)^{6} \mathrm{He},{ }^{3} \mathrm{He}(\tau, \gamma)^{6} \mathrm{Be},{ }^{6} \mathrm{Li}(d$, $\gamma)^{8} \mathrm{Be},{ }^{6} \mathrm{Li}(\tau, \gamma)^{9} \mathrm{~B},{ }^{7} \mathrm{Li}(d, \gamma){ }^{9} \mathrm{Be}$, and ${ }^{7} \mathrm{Li}(t, \gamma)^{10} \mathrm{Be}$, which can be used to determine the ion temperature of a plasma or to monitor its dynamics, have not yet received adequate study. Moreover, there are no data on some of such processes whatsoever. Second, neither reliable measurements of some reactions involving light radionuclides and proceeding at subbarrier energies nor relevant theoretical investigations have been performed so far. For example, the interesting catalytic reaction ${ }^{7} \mathrm{Be}(d, p) 2^{4} \mathrm{He}$ in a $\mathrm{D}^{6} \mathrm{Li}$ fuel-this reaction, which is accompanied by a large heat release of $Q \sim$ 17 MeV , produces only charged particles-has been studied insufficiently. Third, the situation is not absolutely clear in what is concerned with cross sections for low-energy reactions on polarized nuclei. This is especially important since the use of spin-polarized fuels can increase the energy released by a thermonuclear plasma and suppress simultaneously the generation of neutron fluxes. By way of example, we indicate that, for the $\mathrm{D}+\mathrm{T}$ resonance process, the estimate of the nuclear-spin-polarization effect is known [12], but that, for the $\mathrm{D}+\mathrm{D}$ direct reaction, the situation is much more complicated [13]. For the majority of non-hydrogen thermonuclear fuels, no detailed investigations of polarization processes have been undertaken thus far.

One of the objectives of the present study is to analyze various thermonuclear cycles based on the use of hydrogen, helium, lithium, beryllium, and boron isotopes. We pay attention primarily to nuclear-physics aspects of the issue-in particular, to the nuclear-structure effect on the cross sections for fusion reactions and on the rates of these reactions.

The ensuing exposition is organized as follows. In Section 2, we consider DT, DD, ${ }^{3} \mathrm{He}, \mathrm{D}^{6} \mathrm{Li}, \mathrm{DT}^{6} \mathrm{Li}$, $\mathrm{H}^{6} \mathrm{Li}, \mathrm{H}^{11} \mathrm{~B}$, and $\mathrm{H}^{9} \mathrm{Be}$ fuel mixtures and analyze their advantages and disadvantages. The important case of spin-polarized fuels is also analyzed. It should be emphasized that difficulties encountered in simulating the burning of some alternative fuels are associated with uncertainties in the predicted cross sections for nuclear reactions in the deep-subbarrier energy region, where there are no experimental data. For this reason, we further discuss (in Section 3) extrapolation methods for determining cross sections in the region of low (thermonuclear) energies. By studying some important
examples, we demonstrate there, among other things, how the special features of the nuclear structure of ${ }^{6} \mathrm{Li}$ and ${ }^{7,9} \mathrm{Be}$ affect the behavior of the cross sections for low-energy thermonuclear reactions. In Section 4, we consider the possibility of determining the ion temperature of a fuel by measuring the fluxes of reactor photons. The basic results of our consideration are summarized in the Conclusion (Section 5).

## 2. THERMONUCLEAR FUELS

According to the classification of McNally [14], thermonuclear fuels can be broken down by convention into three groups: classical (DT), promising (DD, $\left.\mathrm{D}^{3} \mathrm{He}, \mathrm{D}^{6} \mathrm{Li}\right)$, and exotic ( $\left.{ }^{3} \mathrm{He}^{3} \mathrm{He}, \mathrm{H}^{6} \mathrm{Li}, \mathrm{H}^{11} \mathrm{~B}, \mathrm{H}^{9} \mathrm{Be}\right)$ fuels. We will consider them precisely in this order.

### 2.1. DT Fuels

A DT mixture of hydrogen isotopes is the most traditional form of fuel for nuclear reactors. The following processes are usually considered in studying the deute-rium-tritium cycle:
(i) the primary exothermic reactions

$$
\begin{gather*}
\mathrm{D}+\mathrm{T} \longrightarrow{ }^{4} \mathrm{He}+n+17.59 \mathrm{MeV}  \tag{1}\\
\mathrm{D}+\mathrm{D} \longrightarrow \mathrm{~T}+p+4.03 \mathrm{MeV},  \tag{2}\\
\mathrm{D}+\mathrm{D} \longrightarrow{ }^{3} \mathrm{He}+n+3.27 \mathrm{MeV}  \tag{3}\\
\mathrm{~T}+\mathrm{T} \longrightarrow{ }^{4} \mathrm{He}+2 n+11.33 \mathrm{MeV} \tag{4}
\end{gather*}
$$

(ii) the main secondary exothermic reaction

$$
\begin{equation*}
\mathrm{D}+{ }^{3} \mathrm{He} \longrightarrow{ }^{4} \mathrm{He}+p+18.34 \mathrm{MeV} ; \tag{5}
\end{equation*}
$$

(iii) the tritium production in a lithium blanket,

$$
\begin{equation*}
n+{ }^{6} \mathrm{Li} \longrightarrow \mathrm{~T}+{ }^{4} \mathrm{He}+4.78 \mathrm{MeV} \tag{6}
\end{equation*}
$$

(iv) the neutron-breeding processes

$$
\begin{gather*}
n+{ }^{9} \mathrm{Be} \longrightarrow 2 n+2^{4} \mathrm{He}-1.57 \mathrm{MeV},  \tag{7}\\
n+\mathrm{D} \longrightarrow 2 n+p-2.23 \mathrm{MeV} . \tag{8}
\end{gather*}
$$

Among all promising reactions, the $\mathrm{D}+\mathrm{T}$ process provides the highest energy release and is characterized by the largest value of the reaction-rate parameter (reactivity) $r=\langle\sigma v\rangle$, a quantity obtained by averaging the product of the nuclear cross section $\sigma(E)$ and the relative velocity v of the reacting particles over their Maxwell velocity distribution $f(\mathrm{v})$. That the reactivity is so high in this case is due to a manifestly resonance character of the $\mathrm{D}+\mathrm{T}$ reaction in the region of low subbarrier energies. It proceeds through the $J^{\pi} T=\left[(3 / 2)^{+}\right.$, $1 / 2$ ] level of the compound nucleus ${ }^{5} \mathrm{He}$ at the excitation energy of $E^{*}=16.76 \mathrm{MeV}$; this corresponds to an incident-deuteron kinetic energy of $E_{d} \sim 100 \mathrm{keV}$ [15]. In [16], it was shown that this "thermonuclear" resonance is a typical three-body near-threshold resonance of the $t+n+p$ structure and that the coupling of the input and output channels $(t d \rightleftarrows \alpha n)$ is due both to noncentral (tensor) and to central forces. Additional gain in the reactivity can be obtained owing to a spin
polarization of the fuel [12, 17]. In the presence of an external magnetic field $\mathbf{B}$, the cross section for the $\mathrm{D}+$ T interaction can be represented in the form

$$
\begin{equation*}
\sigma=\left(a+\frac{2}{3} b+\frac{1}{3} c\right) \sigma_{3 / 2}+\left(\frac{1}{3} b+\frac{2}{3} c\right) \sigma_{1 / 2}, \tag{9}
\end{equation*}
$$

where $a=d_{+} t_{+}+d_{-} t_{-}, b=d_{0}$, and $c=d_{+} t_{-}+d_{-} t_{+}, d_{+}\left(t_{+}\right)$, $d_{-}\left(t_{-}\right)$, and $d_{0}$ being the fraction of deuterons (tritons) oriented, respectively, parallelly, antiparallelly, and orthogonally to the field $\mathbf{B}$. Since the reaction being considered proceeds through the $J=3 / 2$ channel at low energies, a parallel orientation of the D and T spins increases the cross-section value by $50 \%$ in the resonance region [12]. However, the eventual estimate of the gain in the energy release is complicated by various depolarization effects associated with binary collisions, fluctuations, nonuniformities of magnetic fields, and other similar factors. In the literature, there are both optimistic and pessimistic estimates of the depolarization rate (see, for example, [12, 17-21]).

In contrast to the $\mathrm{D}+\mathrm{T}$ process (1), the $\mathrm{D}+\mathrm{D}$ processes (2) and (3) are not of a resonance character. These reaction channels have approximately identical probabilities and are both characterized by smaller energy-release values and considerably reduced (in relation to the $\mathrm{D}+\mathrm{T}$ process) cross sections at low energies. As a result, the above $\mathrm{D}+\mathrm{D}$ processes make a relatively small contribution to the energy released in the burning of DT fuels, and they are often referred to as a satellite component. There exists, however, a third possible channel of $\mathrm{D}+\mathrm{D}$ interactions, $\mathrm{D}(d, \gamma)^{4} \mathrm{He}$; this channel involves the production of high-energy photons and can have diagnostic applications-in particular, it can be used to determine the ion temperature of the fuel [22]. The $\mathrm{T}+\mathrm{T}$ process (4), which is the last in the list of primary processes, does not make a significant contribution to the reaction energy release either and appears to be a by-process. At actual temperatures, its rate is two orders of magnitude less than the rate of reaction (1).

A DT mixture possesses important advantages. First, the $n \tau$ value satisfying the Lawson criterion is much less for $\mathrm{D}+\mathrm{T}$ interactions than for other kinds of thermonuclear fuels. Second, the $\mathrm{D}+\mathrm{T}$ fusion reaction is triggered at relatively low temperatures. The ideal threshold temperature determined as the temperature at which the energy release is equal to the energy loss by bremsstrahlung in the case of a complete particle confinement is about 4 keV [23]; an optimum temperature of burning is estimated at 15 keV in [23] and at 20 keV in [1]. Finally, the specific-power release is at least two orders of magnitude greater than similar energy characteristics of other mixtures.

Nonetheless, the DT cycle has some serious drawbacks. First of all, the burning process is accompanied by intense neutron fluxes. High-energy neutrons carry about $80 \%$ of the energy released in the $\mathrm{D}+\mathrm{T}$ fusion process (about 14 MeV per reaction event). This entails
very serious technological problems of protecting structural reactor materials from formidable neutron fluxes. Moreover, the energy of neutrons escaping from the reactor can be utilized with an efficiency not exceeding $40 \%$-in other words, immense energy fluxes will circulate in the system at a typical thermo-nuclear-reactor power of $5 \times 10^{3}$ GW if energy converters are included in the reactor circuit. But this is not the whole story: tritium is radioactive; it must be produced artificially; and the extraction of tritium from a lithium blanket presents a nontrivial problem. To summarize, the presence of a source of high-energy and high-density neutron radiation, together with the use of a strongly radioactive material, imposes severe radiationsafety requirements on the implementation of a DT reactor.

### 2.2. DD Fuels

Primary D + D interactions have two almost equiprobable exothermic channels (2) and (3). They lead to the production of the active isotopes T and ${ }^{3} \mathrm{He}$ in the plasma. This in turn initiates the important secondary catalytic processes (1) and (5). Although the burning of a DD fuel is also accompanied by the generation of neutron fluxes, they are less intense than those in the $\mathrm{D}+\mathrm{T}$ process. The DD cycle does not require specially producing tritium; hence, the application of this cycle makes it possible to avoid using a lithium blanket and involved tritium technologies associated with this. It has already been indicated, however, that, at low energies, the $\mathrm{D}+\mathrm{D}$ cross sections are much smaller than the $\mathrm{D}+\mathrm{T}$ cross sections and that triggering the $\mathrm{D}+\mathrm{D}$ process requires much higher plasma temperatures. By way of example, we indicate that the ideal threshold temperature becomes as high as about 40 keV in this case [23].

## 2.3. $D^{3} \mathrm{He}$ Fuels

By convention, such fuels are categorized as neu-tron-free fuels. In such a helium-hydrogen mixture, the $\mathrm{D}+{ }^{3} \mathrm{He}$ process (5), the $\mathrm{D}+\mathrm{D}$ processes (2) and (3), and the reaction

$$
\begin{equation*}
{ }^{3} \mathrm{He}+{ }^{3} \mathrm{He} \longrightarrow{ }^{4} \mathrm{He}+2 p+12.86 \mathrm{MeV} \tag{10}
\end{equation*}
$$

appear to be primary reactions. Predominantly, useful energy is released in the $\mathrm{D}+{ }^{3} \mathrm{He}$ channel (5). This reaction, which has the greatest $Q$ value of 18.34 MeV , leads to the production of only charged particles, a circumstance that improves conditions for fuel self-heating. Of course, the neutron-free process (10), which is accompanied by a considerable energy release per fusion event, is also very appealing. The use of ${ }^{3} \mathrm{He}$ fuels as such seems tempting, but it is very difficult to implement reaction (10) in practice because of a high threshold for its ignition. At an operating ion temperature of the plasma about 100 keV , its rates are approximately two orders of magnitude less than the rates of
the $\mathrm{D}+{ }^{3} \mathrm{He}$ reaction; as a consequence, the contribution of reaction (10) to the burning of $\mathrm{D}^{3} \mathrm{He}$ fuels is negligibly small.

The group of secondary processes in the $\mathrm{D}^{3} \mathrm{He}$ cycle includes the catalytic reactions (1) and (4) ( $\mathrm{D}+\mathrm{T}$ and $\mathrm{T}+\mathrm{T}$, respectively), as well as two reactions involving fast protons,

$$
\begin{gather*}
\mathrm{D}+p \longrightarrow 2 p+n-2.23 \mathrm{MeV}  \tag{11}\\
\mathrm{~T}+p \longrightarrow{ }^{3} \mathrm{He}+n-0.76 \mathrm{MeV} \tag{12}
\end{gather*}
$$

Owing to dominance of the $\mathrm{D}+{ }^{3} \mathrm{He}$ channel (5), the fuel being discussed can be thought to be neutron-free by convention [24]. Here, the primary neutron channel (3) of D + D interactions and the D + T catalytic reaction (1) appear to be the sources of neutron contamination in the $\mathrm{D}^{3} \mathrm{He}$ cycle, the contribution of the latter often being dominant [25]. The fraction of the neutron component in the energy release is estimated at about $3 \%$ [26]. This is a serious advantage of reactors employing $\mathrm{D}^{3} \mathrm{He}$ mixtures, and the relevant possibility attracts much attention at present. ${ }^{2)}$ A detailed survey of the current status of the problem can be found in [29].

Some gain in the energy release can be achieved by burning a spin-polarized $\mathrm{D}^{3} \mathrm{He}$ fuel. It is difficult, however, to obtain an accurate estimate of the increase in the reactivity because, near the $d+\tau$ threshold, there are two (not one as in the case of $d+t$ ) excited states of the intermediate nucleus ${ }^{5} \mathrm{Li}$ at $E^{*} \sim 16.66 \mathrm{MeV}\left[J^{\pi} T=\right.$ $\left.(3 / 2)^{+}, 1 / 2\right]$ and $E^{*} \sim 18 \pm 1 \mathrm{MeV}\left[(1 / 2)^{+}, 1 / 2\right][15]$ that contribute to the $S=1 / 2$ and $3 / 2$ reaction channels (both channels of the reaction being considered). The cross-section-enhancement values adopted in the literature fall within the range 44-49\%. Another important objective pursued in using nuclear spin polarization is to suppress selectively the $\mathrm{D}+\mathrm{D}$ reactions and neutron yields associated with them [12, 30], but the degree of this suppression is still debated. Previously, it was shown in [31] that, for the low-energy D + D reactions, the contribution of the ${ }^{5} S_{2}$ input channel is small in relation to the contribution of the ${ }^{1} S_{0}$ channel, and this made it possible to consider the possibility of suppressing this reaction in the case of parallel deuteron spins. Later on, however, a pessimistic estimate of this suppression was obtained upon taking into account the $D$-wave state in ${ }^{3} \mathrm{He}$ [32], because an additional allowed contribution of central forces arises in this case. After a number of studies on the subject, the highly reliable analysis of Zhang et al. [13], who considered the D + D reactions in a polarized deuterium plasma, nonetheless revealed that the ratio $\eta=\sigma_{1,1} / \sigma_{0}$ (ratio of the cross sections for reactions involving spin-polarized and unpolarized nuclei) for deuteron energies between 30 and 90 keV decreases monotonically from 0.86 to 0.22 . The last

[^1]value corresponds to a 4.5 -fold suppression of the $\mathrm{D}+$ D process. That the neutron channels in a polarized $\mathrm{D}^{3} \mathrm{He}$ fuel can be suppressed so strongly gave incentive to developing a conceptual design of a $\mathrm{D}^{3} \mathrm{He}$ fusion reactor on the basis of a linear tandem device [33, 34].

Apart from a high ignition temperature, $\mathrm{D}^{3} \mathrm{He}$ fuels have yet another serious drawback: ${ }^{3} \mathrm{He}$ is a very rare isotope on the Earth; moreover, there are presently no efficient sources for its production. However, the possibility of delivering ${ }^{3} \mathrm{He}$ from the Moon's surface, which can contain, according to estimates based on studying Moon rocks, about $10^{6} \mathrm{t}$ of this isotope [35], is discussed in the literature.

## 2.4. $D^{6}$ Li and DT $^{6}$ Li Fuels

The presence of the ${ }^{6} \mathrm{Li}$ isotope in a hydrogen plasma complicates dramatically an analysis of thermonuclear fusion. Nuclear reactions in a $\mathrm{D}^{6} \mathrm{Li}$ mixture are multistep branched processes, a number of isotopes of light elements being produced in them with commensurate probabilities. In the first generation alone, the possible processes include the two $\mathrm{D}+\mathrm{D}$ channels (2) and (3) and the seven exothermic $\mathrm{D}+{ }^{6} \mathrm{Li}$ reactions

$$
\begin{gather*}
\mathrm{D}+{ }^{6} \mathrm{Li} \longrightarrow{ }^{4} \mathrm{He}+{ }^{4} \mathrm{He}+22.37 \mathrm{MeV},  \tag{13}\\
\mathrm{D}+{ }^{6} \mathrm{Li} \longrightarrow{ }^{7} \mathrm{Li}+p+5.03 \mathrm{MeV},  \tag{14}\\
\mathrm{D}+{ }^{6} \mathrm{Li} \longrightarrow{ }^{7} \mathrm{Li}{ }^{*}+p+4.55 \mathrm{MeV},  \tag{15}\\
\mathrm{D}+{ }^{6} \mathrm{Li} \longrightarrow{ }^{7} \mathrm{Be}+n+3.38 \mathrm{MeV},  \tag{16}\\
\mathrm{D}+{ }^{6} \mathrm{Li} \longrightarrow{ }^{7} \mathrm{Be}{ }^{*}+n+2.95 \mathrm{MeV},  \tag{17}\\
\mathrm{D}+{ }^{6} \mathrm{Li} \longrightarrow{ }^{4} \mathrm{He}+\mathrm{T}+p+2.56 \mathrm{MeV},  \tag{18}\\
\mathrm{D}+{ }^{6} \mathrm{Li} \longrightarrow{ }^{4} \mathrm{He}+{ }^{3} \mathrm{He}+n+1.80 \mathrm{MeV} . \tag{19}
\end{gather*}
$$

We do not present here other possible reactions in the ${ }^{6} \mathrm{Li}+{ }^{6} \mathrm{Li}$ system, which are characterized by very small cross sections and which do not therefore make a noticeable contribution against the background of reactions (13)-(19). Among secondary processes, whose number exceeds 80 , we only mention the strong reactions (1) and (5) between D and T and between D and ${ }^{3} \mathrm{He}$, respectively, and the high- $Q$ catalytic processes

$$
\begin{align*}
& \mathrm{D}+{ }^{7} \mathrm{Be} \longrightarrow 2^{4} \mathrm{He}+p+16.77 \mathrm{MeV},  \tag{20}\\
& \mathrm{D}+{ }^{7} \mathrm{Li} \longrightarrow 2^{4} \mathrm{He}+n+15.12 \mathrm{MeV} . \tag{21}
\end{align*}
$$

In studying prospects for a $\mathrm{D}^{6} \mathrm{Li}$ fuel, it is necessary to take into account its special features $[3,36]$.
(A) Branched character of burning. The reaction cross sections at low energies are small in relation to the $\mathrm{D}+\mathrm{T}$ cross sections, but the number of processes proceeding in the $\mathrm{D}^{6} \mathrm{Li}$ cycle is as large as a few tens. For this reason, the total contribution of a large number of channels-of these, some (for example, $\mathrm{D}+{ }^{7} \mathrm{Be}$ and $\mathrm{D}+{ }^{7} \mathrm{Li}$ ) have energy releases commensurate with the energy release in the $\mathrm{D}+\mathrm{T}$ processes-may prove to be significant.
(B) Relatively large yields of fast and slow charged particles. Slow charged particles can efficiently heat a fuel via elastic Coulomb collisions. As to fast charged particles, their presence enhances the role of other secondary phenomena like NES processes and in-flight reactions. By way of example, we indicate the following catalytic chain [37]:
the inelastic-scattering process

$$
{ }^{4} \mathrm{He} \text { (fast) }+{ }^{6} \mathrm{Li} \longrightarrow{ }^{6} \mathrm{Li} *(2.18 \mathrm{MeV})+{ }^{4} \mathrm{He} \text { (slow) },
$$

the decay process

$$
\begin{equation*}
{ }^{6} \mathrm{Li} *(2.18 \mathrm{MeV}) \longrightarrow{ }^{4} \mathrm{He} \text { (slow) }+\mathrm{D} \text { (fast) }, \tag{22}
\end{equation*}
$$

and the reaction

$$
\mathrm{D} \text { (fast) }+{ }^{6} \mathrm{Li} \longrightarrow 2^{4} \mathrm{He}(\text { fast })+22.37 \mathrm{MeV} .
$$

This chain results in the doubling of the number of fast alpha particles (they appear to be some kind of a catalyst for the process) and releases a large amount of energy.
(C) Monotonic energy dependence of the reaction cross sections. As was indicated above, the main reaction of thermonuclear fusion ( $\mathrm{D}+\mathrm{T}$ ) is of a resonance character. Accordingly, its cross sections are large in the region of subbarrier energies, but they begin to decrease upon achieving a maximum at $E_{d} \sim 100 \mathrm{keV}$. On the contrary, the cross sections for the $\mathrm{D}+\mathrm{D}$ and $\mathrm{D}+{ }^{6} \mathrm{Li}$ processes at low energies are much smaller than the $\mathrm{D}+\mathrm{T}$ cross section, but they increase monotonically (and quite sharply for $\mathrm{D}+{ }^{6} \mathrm{Li}$ ) as the deuteron energy increases up to $E_{d} \sim 1 \mathrm{MeV}$. This type of behavior is peculiar to many secondary reactions of the $\mathrm{D}^{6} \mathrm{Li}$ cycle as well. As a result, there can arise an additional positive feedback in the mechanism of plasma selfheating.
(D) Presence of the fluxes of neutrons having moderate energies. It should be recalled that $\mathrm{D}^{6} \mathrm{Li}$ is not a neutron-free fuel, but that its burning is accompanied primarily by the generation of neutrons with energies between 1 and 3 MeV (in contrast to $14-\mathrm{MeV}$ neutrons coming from the $\mathrm{D}+\mathrm{T}$ process), so that a major part of the energy release is associated with charged particles. Neutron radiation makes but a small contribution to the total energy release, but it leads to the additional production of tritium in the blanket reaction ${ }^{6} \mathrm{Li}(n, t){ }^{4} \mathrm{He}$, which proceeds in this case directly in the region of burning. We also note that neutrons from the $\mathrm{D}+{ }^{6} \mathrm{Li}$ processes can be used in mixed reactors of the breeder type [38].
(E) Uncertainties in the cross-section values. For the first-generation $\mathrm{D}+\mathrm{D}$ and $\mathrm{D}+{ }^{6} \mathrm{Li}$ processes, the situation around nuclear data on low-energy cross sections is quite clear. The $\mathrm{D}+\mathrm{D}$ processes were intensively investigated earlier-for example, reliable data on their cross sections in the region of thermonuclear energies and on the rate parameters $\langle\sigma v\rangle$ were published in [11]. The $\mathrm{D}+{ }^{6} \mathrm{Li}$ cross sections, which can be found, for example, in the DATLIB database [8] or in
the handbook of Abramovich et al. [10], are known to a somewhat poorer precision, which is nonetheless quite sufficient for simulating the ignition and burning processes. We would also like to mention the interesting study of Cherubini et al. [39], who used quasielastic data on the reaction ${ }^{6} \mathrm{Li}\left({ }^{6} \mathrm{Li}, 2 \alpha\right)^{4} \mathrm{He}$ in the region of above-barrier energies to extract the ${ }^{6} \mathrm{Li}(d, \alpha)^{4} \mathrm{He}$ excitation function at very low relative energies. This indirect method of analysis is based on the so-called Trojan Horse model proposed in [40]. However, there also remain unresolved questions. For example, the contribution to the reaction being discussed from ${ }^{8}$ Be highly excited states near the $d+{ }^{6} \mathrm{Li}$ threshold at about 22 to 23 MeV has yet to be clarified conclusively. In particular, it was shown in [41] that the $\mathrm{D}+{ }^{6} \mathrm{Li}$ processes can be described satisfactorily without resort to a resonance mechanism. On the contrary, the contribution of the excited state ${ }^{8} \mathrm{Be}\left(2^{+}\right)$at about 22.28 MeV was found to be large in the experimental study of Czersky et al. [42], who measured the cross sections for the reaction ${ }^{6} \mathrm{Li}(d, \alpha){ }^{4} \mathrm{He}$ in the energy range $E_{d}=50-180 \mathrm{keV}$. Thus, the highly exothermic reaction (13) receives a considerable contribution from a resonance mechanism. In this connection, it should be recalled that, despite many years of strenuous efforts, there is presently no reliable general method for extrapolating the cross sections for low-energy reactions to those nearthreshold energies that are of immediate importance for calculating the plasma reactivity $\langle\sigma v\rangle$. In Section 3, we will discuss some extrapolation procedures and allied problems. Among other things, it will be shown that nuclear-structure factors play an important role in extrapolating cross sections to the deep-subbarrier region.

For some second-generation nuclear reactions in the $\mathrm{D}^{6} \mathrm{Li}$ cycle, the cross sections required for studying the role of these reactions in the heating of the fuel and their contribution to the energy release have not yet been determined to a sufficient precision. In some cases, there are only fragmentary experimental data or only theoretical estimates. For example, neither experimental nor theoretical studies have been performed thus far for the interesting second-generation reaction ${ }^{7} \mathrm{Be}(d, p) 2^{4} \mathrm{He}+16.77 \mathrm{MeV}$, which has an energy release virtually identical to that from one event of the $\mathrm{D}+\mathrm{T}$ process, but which produces, in contrast to the latter, only charged particles. The two-step process

$$
\begin{gather*}
\mathrm{D}+{ }^{7} \mathrm{Be} \longrightarrow{ }^{8} \mathrm{Be}^{*}\left(2^{+}\right)+p+0.05 \mathrm{MeV},  \tag{23}\\
{ }^{8} \mathrm{Be}^{*}\left(2^{+}\right) \longrightarrow 2^{4} \mathrm{He}+16.72 \mathrm{MeV} \tag{24}
\end{gather*}
$$

appears to be the most probable mechanism of the reaction being discussed, since there is no Coulomb barrier for neutron transfer in reaction (23) and since the ${ }^{8} \mathrm{Be}$ nucleus features the well-known $J^{\pi}=2^{+} 16.63-\mathrm{MeV}$ level [15], whose population in the above process corresponds to a nearly vanishing energy release. The first step leads to the formation of a relatively long-lived ${ }^{8} \mathrm{Be}^{*}$ state, which then decays into two fast alpha parti-
cles. Since $Q \approx 0$ in process (23), the reaction cross section is given by

$$
\begin{equation*}
\sigma \sim \int \frac{\varphi_{\mathrm{Coul}}\left(q^{2}\right) d q}{Q+q^{2}} \tag{25}
\end{equation*}
$$

where the function $\varphi_{\text {Coul }}\left(q^{2}\right)$ is proportional to the penetrability of the Coulomb barrier. It follows that, for $Q \longrightarrow 0$, the reaction cross section can sharply grow slightly above the threshold $[43]^{3)}$ and that its values at moderately small energy values must considerably exceed simple barrier estimates.

The above exemplifies problems encountered in these realms when one studies only one of more than 80 second-generation reactions in the $\mathrm{D}^{6} \mathrm{Li}$ cycle. A nonconventional procedure for directly determining the cross sections for a broad range of nuclear reactions at low energies not yet explored by that time was proposed in [44] on the basis of a laser compression of a thermonuclear target. In contrast to conditions prevalent in conventional nuclear-physics experiments, high matter densities, exceeding typical solid-state densities by many orders of magnitude, are achieved in a laser compression of a target. Despite very small cross-section values for energies $E \leq 10 \mathrm{keV}$ and despite a comparatively low hydrodynamic efficiency of targets, we can therefore expect that the yields of nuclear prod-ucts-in particular, neutrons and photons-will be sufficient for purposes of reliable detection. Within this approach, one determines not the absolute value of the cross section for the reaction of interest at a specific energy value, but its relative yield with respect to some reference reaction [like $\mathrm{D}(d, n)^{3} \mathrm{He}$ ] whose cross section is well known. The absolute yield of products from thermonuclear reactions is then found as the convolution of the required cross section with the velocity distribution of plasma ions, which is not known very well. However, the parameters of this distribution can be corrected on the basis of a series of measurements of the yields of particles from a reference reaction thoroughly studied in advance. The yields from both the reference reaction and the reaction under study change in response to variations in the conditions under which the laser target is compressed. If one has sufficient statistics of particle yields in the two reactions at his disposal and if one knows the effective plasma temperature in the target upon each shot of the laser gun used, it is possible to establish the behavior of the required cross section in the deep-subbarrier region [44]. By way of example, we indicate that, according to the estimates presented in [44], the cross sections for the $\mathrm{D}+{ }^{6} \mathrm{Li}$ processes can be determined at extremely low energies of $E=1-10 \mathrm{keV}$ by applying the proposed procedure, provided that the relative yield of fast particles from these processes has been measured.

[^2](F) Effect of nuclear-spin polarization. At low energies, the reaction ${ }^{6} \mathrm{Li}(d, \alpha)^{4} \mathrm{He}$ (13), which is characterized by the highest energy release among the firstgeneration processes, proceeds predominantly through the $S=2$ channel, provided that the $2^{+}$level in ${ }^{8} \mathrm{Be}$ at $E^{*} \approx 22.28$ makes a dominant contribution (see above). If this process is implemented with polarized particles whose spins are parallel, the energy release must therefore increase by a factor close to 2 , all other conditions being the same.

In analyzing the prospects of $\mathrm{D}^{6} \mathrm{Li}$ fuels, it is impossible to take into account completely all the aforementioned features. However, a simplified model incorporating all first-generation reactions and some secondary processes that was developed in $[3,36]$ permitted drawing some important conclusions on the role of ${ }^{6} \mathrm{Li}$ in a plasma consisting of hydrogen isotopes. In the first of those studies, the kinetics of $13 \mathrm{D}+\mathrm{D}, \mathrm{D}+{ }^{6} \mathrm{Li}, \mathrm{D}+\mathrm{T}$, $\mathrm{D}+{ }^{3} \mathrm{He}, \mathrm{D}+{ }^{7} \mathrm{Be}$, and $\mathrm{D}+{ }^{7} \mathrm{Li}$ nuclear processes was investigated under the conditions of magnetic plasma confinement. There, the mechanism of self-heating was described within the CES process; that is, the plasma temperature increased owing to the elastic Coulomb scattering of fast particles on fuel ions.

On the basis of the results obtained in [3], one can draw two important conclusions. First, a $10 \%$ admixture of ${ }^{6} \mathrm{Li}$ to a deuterium fuel can increase the plasma reactivity. This means that an additional energy release owing to the presence of ${ }^{6} \mathrm{Li}$ exceeds the enhancement of radiative losses because of a contamination of a hydrogen plasma by an admixture with charge number $Z_{\mathrm{Li}}=3$. At the same time, the threshold ignition temperature increases insignificantly, amounting to $T_{\text {thr }} \sim$ 50 keV -the corresponding temperature for a pure DD fuel is about 40 keV [23]. The second conclusion concerns a dominant mechanism of energy generation. It turned out that it is of manifest catalytic character and is due to the production of the active elements $\mathrm{T},{ }^{3} \mathrm{He}$, and ${ }^{7} \mathrm{Be}$. Their fusion proceeds so vigorously that, within some 10 to 14 s from the commencement of burning, the concentration of these nuclei exceeds the current value of the ${ }^{6} \mathrm{Li}$ concentration. Characteristic curves describing the dynamics of fuel burnup and the production of active isotopes in a $\mathrm{D}+{ }^{6} \mathrm{Li}$ plasma are presented in Fig. 1.

For yet another example of the use of ${ }^{6} \mathrm{Li}$ nuclei in fusion reactors, we can indicate a relatively simple means for the ignition of a DD fuel at initial temperatures of $T_{0} \leq 10 \mathrm{keV}$ by injecting a $\mathrm{T}^{6} \mathrm{Li}$ pellet into the reactor core [36]. This composition of a solid-state igniter is recommended for the following two reasons. First, it initiates a self-sustaining process of burning, with an energy release in the three-component DD + $\mathrm{T}^{6} \mathrm{Li}$ mixture being not less than that in the two-component DD + T mixture. ${ }^{4}$ Second, the use of lithium tritide (that is, tritium-substituted lithium hydride) makes

[^3]

Fig. 1. Concentrations of a fuel and of some active isotopes produced in a $\mathrm{D}+{ }^{6} \mathrm{Li}$ plasma as functions of time [3].
unnecessary a separation of tritium from a lithium blanket and its subsequent transportation to the zone of burning.

A diagnostic application of the reactions ${ }^{6} \mathrm{Li}(d, p)^{7} \mathrm{Li}^{*}\left(478 \mathrm{keV}\right.$ ) and ${ }^{6} \mathrm{Li}(d, n)^{7} \mathrm{Be}^{*}$ (431 keV) furnishes an additional motivation for introducing a ${ }^{6} \mathrm{Li}$ admixture in a deuterium-containing plasma [45]. By detecting monochromatic photons produced in these reactions, one can attempt to measure the ion temperature $T_{i}$ (see Section 4) or to control the dynamics of burning.

However, Kernbichler and Heindler [46] assessed more pessimistically the use of ${ }^{6} \mathrm{Li}$ as a possible component of a thermonuclear fuel and showed that the energy released in a $\mathrm{D}^{6} \mathrm{Li}$ mixture decreases monotonically as its concentration is increased. In order to draw a definitive conclusion on the prospects for the use of a $\mathrm{D}^{6} \mathrm{Li}$ fuel, we need more detailed models taking into account many second-generation processes; it is also necessary to consider various reactor designs. Such an analysis is hindered, however, by formidable computational difficulties and by the absence of some nuclear data on cross sections.

A new attempt at refining the model for laser thermonuclear fusion was made by Nakao et al. [47], who additionally studied the role of suprathermal nuclear reactions in a DT $+{ }^{6} \mathrm{Li}$ target. A numerical simulation was performed there on the basis of coupled transport and hydrodynamic processes [48]. This simulation took into account all first-generation reactions in the DT + ${ }^{6} \mathrm{Li}$ system; charged-particle and neutron scattering; the deuteron-breakup reaction $\mathrm{D}(n, 2 n) p$; and the $\mathrm{D}+\mathrm{T}$,
$\mathrm{D}+\mathrm{D}$, and $\mathrm{D}+{ }^{6} \mathrm{Li}$ processes of suprathermal fusion on deuterons and tritons accelerated in neutron scattering. For the case of the volume fuel-ignition mechanism, typical results are quoted in Table 1. The initial conditions were characterized by the value of $\rho R=10 \mathrm{~g} / \mathrm{cm}^{2}$, the equal ion and electron temperatures of $T_{i}=T_{e}=$ 1.5 keV , the degree of compression (on the scale of the solid-state density) of $\rho / \rho_{0}=5000$, and the ${ }^{6} \mathrm{Li}$ content of $5 \%$ in the DT mixture. Table 1 shows that the D + T process, the main thermonuclear-fusion reaction, is dominant here. This result might have been expected from the outset, but it is of interest to compare the relative contributions of other channels. It can be seen that the energy release is $30 \%$ greater in the $\mathrm{D}+{ }^{6} \mathrm{Li}$ processes than in the $\mathrm{D}+\mathrm{D}$ processes. The data quoted here cannot be considered to be conclusive, since some important issues associated with the optimization of the nonhomogeneous structure of the target and with the regime of its compression have yet to be clarified. In addition, it is of interest to study the kinetics of nuclear reactions at higher initial temperatures as well.

## 2.5. $H^{6}$ Li Fuels

The above special features of the $\mathrm{D}+{ }^{6} \mathrm{Li}$ nuclear processes are inherent in part in $\mathrm{H}^{6} \mathrm{Li}$ fuels. As in the case of $\mathrm{D}^{6} \mathrm{Li}$, the burning of the fuel is highly branched here, and the number of relevant reactions is as high as a few tens [49]. However, the spectrum of the first-generation reactions is much narrower here than that for $\mathrm{D}+{ }^{6} \mathrm{Li}$. If we discard the suppressed ${ }^{6} \mathrm{Li}+{ }^{6} \mathrm{Li}$ channel and the weak radiative-capture process ${ }^{6} \mathrm{Li}(p, \gamma)^{7} \mathrm{Be}$, there remains, in a $\mathrm{H}^{6} \mathrm{Li}$ mixture, only one exothermic reaction

$$
\begin{equation*}
\mathrm{H}+{ }^{6} \mathrm{Li} \longrightarrow{ }^{4} \mathrm{He}+{ }^{3} \mathrm{He}+4.02 \mathrm{MeV} \tag{26}
\end{equation*}
$$

which is pure in the sense that it produces neither neutrons nor radionuclides. The second-generation exothermic reactions

$$
\begin{gather*}
{ }^{3} \mathrm{He}+{ }^{6} \mathrm{Li} \longrightarrow 2^{4} \mathrm{He}+\mathrm{H}+16.88 \mathrm{MeV}  \tag{27}\\
{ }^{3} \mathrm{He}+{ }^{6} \mathrm{Li} \longrightarrow{ }^{7} \mathrm{Be}+\mathrm{D}+0.11 \mathrm{MeV} \tag{28}
\end{gather*}
$$

do not lead to neutron production either; the first of these regenerates protons. The processes in (26) and (27) can be combined into the chain

$$
\begin{equation*}
\mathrm{H}+2^{6} \mathrm{Li} \longrightarrow \mathrm{H}+3^{4} \mathrm{He}+20.90 \mathrm{MeV} \tag{29}
\end{equation*}
$$

In relation to the direct reaction ${ }^{6} \mathrm{Li}\left({ }^{6} \mathrm{Li}, \alpha\right) 2^{4} \mathrm{He}$, this chain provides an easier means for burning ${ }^{6} \mathrm{Li}$ with the

Table 1. Energy release in a DT $+{ }^{6} \mathrm{Li}$ laser target

| Initial internal <br> energy, MJ | Energy release, MJ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | thermal |  |  | suprathermal |  |  |
|  |  | $\mathrm{D}+\mathrm{T}$ | $\mathrm{D}+\mathrm{D}$ | $\mathrm{D}+{ }^{6} \mathrm{Li}$ | $\mathrm{D}+\mathrm{T}$ | $\mathrm{D}+\mathrm{D}$ | $\mathrm{D}+{ }^{6} \mathrm{Li}$ |
| 0.634 |  | 90.1 | 0.8 | 1.2 | 7.6 | 0.2 | 0.1 |

generation of three fast alpha particles. This process was simulated, for example, in [28].

Despite the obvious attractiveness of $\mathrm{H}^{6} \mathrm{Li}$ fuels (owing to the absence of strong neutron fluxes and their cheapness), it has proven to be impossible at present to accomplish its ignition. ${ }^{5}$ ) An analysis of the cycle in (29) with allowance for the ${ }^{6} \mathrm{Li}+{ }^{6} \mathrm{Li}$ thermonuclear reactions does not lead to ignition even in the case of large values of $\beta \sim n T / B^{2}$ (where $n$ and $T$ are the plasma density and temperature, respectively, while $B$ is the external-magnetic-field induction), in which case losses by cyclotron radiation are minimal [51]. The more recent investigation of Kernbichler and Heindler [46] also demonstrated that, even at optimal operating temperatures in the range $300-650 \mathrm{keV}$, the energy characteristics of $\mathrm{H}^{6} \mathrm{Li}$ mixtures are below the threshold values by about one order of magnitude. Nonetheless, $\mathrm{H}+{ }^{6} \mathrm{Li}$ plasmas may still be of interest for different settings-for example, in the case of collisions between plasma bunches [52].

## 2.6. $H^{1 l}$ B Fuels

As in the preceding case, the almost complete absence of neutron generation and cheapness are important advantages of boron-hydrogen mixtures. In the first generation, the two possible exothermic reactions are

$$
\begin{gather*}
\mathrm{H}+{ }^{11} \mathrm{~B} \longrightarrow 3^{4} \mathrm{He}+8.68 \mathrm{MeV},  \tag{30}\\
\mathrm{H}+{ }^{11} \mathrm{~B} \longrightarrow \gamma+{ }^{12} \mathrm{C}+15.96 \mathrm{MeV}, \tag{31}
\end{gather*}
$$

the latter being severely suppressed. In the energy region of our prime interest, the branching ratio for these channels is about $10^{-5}$ [53]. The dominant reaction (30) yields alpha particles of moderate energies, $E_{\alpha} \sim 2.9 \mathrm{MeV}$; this favors the heating of the ion component with an efficiency of $80-90 \%$ [54]. Over a broad energy range, the reaction in question is of a resonance character associated with a few excited states of the ${ }^{12} \mathrm{C}$ nucleus. Of these, the lowest is responsible for the lowenergy peak in the cross section at $E_{p} \sim 163 \mathrm{keV}$. The reactivity of secondary processes in $\mathrm{H}^{11} \mathrm{~B}$ fuels is very low. The weak reactions ${ }^{11} \mathrm{~B}(p, n){ }^{11} \mathrm{C}$ and ${ }^{11} \mathrm{~B}(\alpha, n){ }^{14} \mathrm{~N}$ may prove to be neutron sources, the neutron contribution to the energy release being estimated at about $0.1 \%$ [55]. A $\mathrm{H}^{11} \mathrm{~B}$ fuel was proposed in [56] and was investigated, for example, in [53-57]. The reactivity attains a maximum only at high temperatures (about 300 keV ); together with large losses by radiation because of a large boron charge of $Z=5$, this complicates fulfillment of the energy-balance conditions. The general conclusion from the aforementioned investigations is that it is necessary to use laser thermonuclear facilities for

[^4]implementing the $\mathrm{H}+{ }^{11} \mathrm{~B}$ process and that magnetic confinement proves to be inefficient because of large radiative losses. According to [58], the volume ignition is achievable at $\rho R=16 \mathrm{~g} / \mathrm{cm}^{2}$ under certain conditions. For ignition, Martinez-Val et al. [59] propose using particle beams under the conditions of the inertial compression of a target with the aim of generating a ther-mal-detonation wave. A new type of a thermonuclear reactor, CBFR (colliding-beam fusion reactor, which is appropriate for the use of a $\mathrm{H}^{11} \mathrm{~B}$ fuel), was proposed by Rostoker et al. [52], who argue that a CBFR is convenient for the burning of a spin-polarized fuel, since the depolarization rate is insignificant on the time scale of nuclear fusion or diffusion [60]. It was shown that the use of a polarized $\mathrm{H}^{11} \mathrm{~B}$ mixture ensures a $60 \%$ enhancement of the cross section [60].

## 2.7. $\mathrm{H}^{9}$ Be Fuels

The $\mathrm{H}+{ }^{9} \mathrm{Be}$ process has two approximately equiprobable exothermic channels of the production of slow charged particles,

$$
\begin{align*}
& \mathrm{H}+{ }^{9} \mathrm{Be} \longrightarrow{ }^{4} \mathrm{He}+{ }^{6} \mathrm{Li}+2.13 \mathrm{MeV},  \tag{32}\\
& \mathrm{H}+{ }^{9} \mathrm{Be} \longrightarrow 2^{4} \mathrm{He}+\mathrm{D}+0.65 \mathrm{MeV}, \tag{33}
\end{align*}
$$

which are able to transfer a major part of their energy to plasma ions. Although the total energy release is as small as some 2.8 MeV , the low-energy behavior of the reaction is determined by the presence of a strong resonance at an incident-proton energy of $E_{p} \sim 330 \mathrm{keV}$ [61], which corresponds to the excited state ${ }^{10} \mathrm{~B}\left(1^{-}\right)$at $E^{*} \sim 6.88 \mathrm{MeV}$ [15]. This conclusion was confirmed in the earlier experimental study of Sierk and Tombrello [62] as well. In this region, the reaction cross sections are extremely large; the product $\sigma v$ exceeds that for the $\mathrm{D}+{ }^{3} \mathrm{He}$ processes, falling short of only the corresponding quantity for the $\mathrm{D}+\mathrm{T}$ process [63]. It was also indicated in [61] that the additional reason for extremely large low-energy cross sections may be concealed in the structural features of the ${ }^{9} \mathrm{Be}$ nucleus as well. This nucleus has a neutron weakly bound to the ${ }^{8} \mathrm{Be}$ core, its separation energy being as low as some 1.7 MeV [15, 64]. The ${ }^{9}$ Be density profiles found in [65] indicate that the neutron wave function extends over a large distance, so that the direct reaction mechanism is quite possible. This is confirmed by the latest experimental study of the reaction on polarized protons at $E_{p} \sim 80-$ 300 keV in [66], where it was shown that the direct mechanism provides a good description of the cross sections for the ( $p, d$ ) channel (33) at very low energies.

It is of paramount importance that all products of the $\mathrm{H}+{ }^{9}$ Be processes (32) and (33) cause the second-generation exothermic processes [63]
$\mathrm{D}+{ }^{9} \mathrm{Be} \longrightarrow 4$ reactions with total $Q \sim 21 \mathrm{MeV}$, (34)
${ }^{6} \mathrm{Li}+{ }^{9} \mathrm{Be} \longrightarrow 8$ reactions with $\mathrm{c} Q \approx 2-15 \mathrm{MeV}$,

$$
\begin{equation*}
{ }^{4} \mathrm{He}+{ }^{9} \mathrm{Be} \longrightarrow n+{ }^{12} \mathrm{C}+5.70 \mathrm{MeV}, \tag{36}
\end{equation*}
$$



Fig. 2. (1) Realistic ([70]) and (2) purely Coulomb potential barrier in the $\mathrm{D}+{ }^{6} \mathrm{Li}$ system. For the Coulomb barrier, the channel radius was taken to be $a=4.3 \mathrm{fm}$.

$$
\begin{equation*}
{ }^{6} \mathrm{Li}+\mathrm{H} \longrightarrow{ }^{3} \mathrm{He}+{ }^{4} \mathrm{He}+4.02 \mathrm{MeV} \tag{37}
\end{equation*}
$$

and that their role in plasma heating may prove to be significant. However, no detailed investigations of $\mathrm{H}^{9} \mathrm{Be}$ fuels have been performed thus far. Moreover, a comprehensive simulation of its burning has not yet been performed, and the role of secondary processes has not been clarified. It is clear, however, that the resonance $\mathrm{H}+{ }^{9} \mathrm{Be}$ process can at least utilize moderated protons very efficiently in the energy region below 1 MeV [63].

## 3. EXTRAPOLATION OF CROSS SECTIONS FOR NUCLEAR REACTIONS TO THE REGION OF LOW ENERGIES AND ROLE OF NUCLEAR-STRUCTURE FACTORS

In order to extrapolate the cross sections for nuclear reactions to the region of low (deep-subbarrier) energies, where there are usually no experimental data, the cross section $\sigma(E)$ is represented as the product of a factor that changes slowly with energy and a factor that changes fast. Specifically, we set

$$
\begin{equation*}
\sigma(E)=\frac{S(E)}{E} P(E) \tag{38}
\end{equation*}
$$

where the structural factor $S(E)$ is weakly dependent on energy or is taken to be a constant, a dominant energy dependence being absorbed primarily in the potentialbarrier penetrability factor $P(E)$.

It is clear, however, that, if the potential-barrier shape or a method for computing the penetrability $P(E)$ is chosen inappropriately, the relevant error will translate into the factor $S$. Thereby, the factor $S(E)$ will acquire an additional unphysical energy dependence adversely affecting the extrapolation of cross sections to the deep-subbarrier region. We recall in this connection that, since direct measurements at low energies of $E<300 \mathrm{keV}$ usually involve sizable errors, any uncontrollable energy dependence in $S(E)$ will inevitably impair the accuracy of the extrapolation. By way of
illustration, we indicate that, in the $\mathrm{D}+\mathrm{D}$ system, the $p$-wave contribution is of importance up to 15 keV , so that a conventional use of an $s$-wave extrapolation (discard of the $p$-wave contribution) leads to large errors.

Within the standard extrapolation, the penetrability factor is usually calculated for a purely Coulomb shape of the potential barrier in the semiclassical approximation, which leads to the Gamow formula [67]

$$
\begin{equation*}
P_{\text {Gamow }} \sim \exp \left(-\frac{4 \pi^{2} e^{2} Z_{1} Z_{2}}{h v}\right) \tag{39}
\end{equation*}
$$

where $v$ is the relative velocity of particles with charge numbers $Z_{1}$ and $Z_{2}$.

Within the more precise quantum-mechanical model, we have (see, for example, [68])

$$
\begin{equation*}
P_{\text {quant }} \sim\left[\frac{k R}{F^{2}+G^{2}}\right]_{R=a} \tag{40}
\end{equation*}
$$

where $F$ and $G$ are, respectively, the regular and the irregular Coulomb wave function, $k$ is the wave number, and $a$ is the channel radius. The extrapolation procedure developed in $[69,70]$ is more correct. There, the quantum-mechanical-tunneling factor $P(E)$ is determined for a realistic shape of the potential barrier (rather than for an ideal Coulomb shape) that contains information about the inner structure of particles involved in the reactions being considered. This is especially important in describing the interaction of nuclei having a pronounced cluster structure. The realistic barrier is constructed with allowance for the peripheral attractive component of nuclear interaction in the system, whereby the shape of the barrier is strongly modified, its height being reduced. ${ }^{6)}$ This can clearly be seen in Fig. 2, which displays the Coulomb and the realistic potential barrier for the $\mathrm{D}+{ }^{6} \mathrm{Li}$ system [70]. The latter was computed on the basis of the double-folding model with reliable three-body wave functions of the ${ }^{6} \mathrm{Li}$ nucleus, $\Psi_{6_{\mathrm{Li}}}\left(\alpha n_{1} p_{1}\right)$, that provide a good description of its structure and of many processes in which this nucleus participates [72-74] and with the realistic deuteron wave functions $\Psi_{\mathrm{D}}\left(n_{2} p_{2}\right)$ obtained by using the Reid soft-core nucleon-nucleon ( $N N$ ) potential [75]. In our approach, both the nuclear and the Coulomb pair potentials ( $V_{i j}$ and $U_{i j}$, respectively) of the $\alpha N$ and $N N$ interactions are weighted with the internal wave functions of the nuclei involved in the reactions being considered. In the $\mathrm{D}+{ }^{6} \mathrm{Li}$ system, the binary interaction is represented as

$$
\begin{align*}
& V_{\mathrm{D}^{6} \mathrm{Li}}(R)=\left\langle\Psi_{6_{\mathrm{Li}}}\left(\alpha n_{1} p_{1}\right) \Psi_{\mathrm{D}}\left(n_{2} p_{2}\right)\right| V_{\mathrm{nucl}} \\
& \quad+U_{\mathrm{Coul}}\left|\Psi_{6_{\mathrm{Li}}}\left(\alpha n_{1} p_{1}\right) \Psi_{\mathrm{D}}\left(n_{2} p_{2}\right)\right\rangle \tag{41a}
\end{align*}
$$

[^5]where
\[

$$
\begin{gather*}
V_{\mathrm{nucl}}=V_{\alpha n_{2}}+V_{\alpha p_{2}}+V_{n_{1} n_{2}}+V_{n_{1} p_{2}}+V_{p_{1} n_{2}}+V_{p_{1} p_{2}}, \\
U_{\mathrm{Coul}}=U_{\alpha p_{2}}+U_{p_{1} p_{2}} \tag{41b}
\end{gather*}
$$
\]

and $R$ is the distance between the D and ${ }^{6} \mathrm{Li}$ centers of mass. It is important to note that the $\Psi_{6_{\mathrm{Li}}}$ wave functions in (41a) were found by solving the three-body problem with the same $\alpha N$ and $N N$ potentials (41b) as those used in the folding model. Thus, the shape of the potential barrier in the $\mathrm{D}+{ }^{6} \mathrm{Li}$ system was calculated in a fully self-consistent way without resort to adjustable parameters ( $a b$ initio calculation); hence, it can be thought to be quite reliable.

For the realistic barrier in (41), the tunneling factors $P(E)$ are depicted in Fig. 3. The $P_{\text {semicl }}$ curve corresponds to the penetrability factor found in the semiclassical approximation [76],

$$
\begin{equation*}
P_{\text {semicl }}(E) \sim \exp \left\{-\frac{2}{\hbar} \int_{R_{1}}^{R_{2}} \sqrt{2 \mu\left(V_{\mathrm{D}^{6} \mathrm{Li}}(R)-E\right)} d R\right\}, \tag{42}
\end{equation*}
$$

where $\mu$ is the reduced mass of the nuclei, $E$ is their c.m. energy, and $R_{1,2}$ are the coordinates of the classical turning points [they are determined from the condition $\left.V_{\mathrm{D}^{6} \mathrm{Li}}\left(R_{1}\right)=V_{\mathrm{D}^{6} \mathrm{Li}}\left(R_{2}\right)=E\right]$. The $P_{\text {pres }}$ curve corresponds to a precise calculation where the tunneling penetrability factor is defined as the ratio of the flux densities for the transmitted and reflected waves. It can be seen that these two approaches lead to different energy dependences for the tunneling factor $P(E)$, as is additionally illustrated in Fig. 4, which displays the ratio of the penetrability factors $P_{\text {pres }}(E)$ and $P_{\text {semicl }}(E)$. This comes as no surprise: the semiclassical expression (42) is highly accurate only in the case of smooth potentials (that is, potentials slowly varying with distance), but the interaction potential in (41) does not possess this property-it decreases fast to the left of the maximum (see Fig. 2), not ensuring the required accuracy. Thus, we have revealed that there arise sizable errors when precise quantum-mechanical penetrability of the actual potential barrier is replaced by that in the semiclassical approximation.

The above barrier corrections proved to be of importance in describing the reaction between loosely bound nuclei D and ${ }^{6} \mathrm{Li}$, which are characterized by a high degree of clustering. We will demonstrate this by considering the example of the reaction rate in a $\mathrm{D}+{ }^{6} \mathrm{Li}$ plasma under the condition of thermal equilibrium at temperature $k T$. In this case, the velocity distribution of particles has a Maxwellian form, and the reaction-rate parameter $\langle\sigma v\rangle$ is given by

$$
\begin{equation*}
\langle\sigma v\rangle=\left(\frac{8}{\mu \pi}\right)^{1 / 2}(k T)^{-3 / 2} \int_{0}^{\infty} E \sigma(E) e^{-E / k T} d E . \tag{43}
\end{equation*}
$$



Fig. 3. Precise and semiclassical penetrability $\left[P_{\text {pres }}(E)\right.$ and $P_{\text {semicl }}(E)$, respectively] of a realistic potential barrier in the D $+{ }^{6} \mathrm{Li}$ system.


Fig. 4. Ratio $P_{\text {pres }} / P_{\text {semicl }}$ for a realistic potential barrier in the $\mathrm{D}+{ }^{6} \mathrm{Li}$ system as a function of energy.

The equilibrium rate parameters $\langle\sigma v\rangle$ calculated for the $(d, n \tau)$ and $(d, p t)$ channels of $\mathrm{D}+{ }^{6} \mathrm{Li}$ interaction, which are responsible for the production of ${ }^{3} \mathrm{He}$ and tritium, are quoted in Table 2. In the ion-temperature range $T_{i} \equiv$ $k T=1-100 \mathrm{keV}$, these results exceed those presented in [77] by about $10-40 \%$, the difference between the rate parameters found from the two calculations becoming greater with decreasing ion temperature.

In the above methods for extrapolating relevant cross sections, the slowly changing structural factor $S(E)$ is parametrized analytically-for example, in the form of a Padé approximant. In many cases, this approach unfortunately does not ensure the required accuracy and reliability of extrapolation, since the errors in extracting the factor $S$ from experimental data often grow so sharply with decreasing energy that the confidence interval $\Delta S$ for a determination of $S(0)$ in an

Table 2. Rate parameters $\langle\sigma v\rangle$ of the reactions ${ }^{6} \mathrm{Li}(d, n \tau){ }^{4} \mathrm{He}$ and ${ }^{6} \mathrm{Li}(d, p t)^{4} \mathrm{He}$ for the case of a Maxwell velocity distribution of ions

| Ion temperature <br> $T_{i}, \mathrm{keV}$ | Rate parameter $\langle\sigma v\rangle, \mathrm{cm}^{3} / \mathrm{s}$ |  |
| :---: | :---: | :---: |
|  | $(d, n \tau)$ | $(d, p t)$ |
| 1 | $2.03(-31)$ | $2.46(-31)$ |
| 2 | $1.29(-27)$ | $1.59(-27)$ |
| 3 | $8.67(-26)$ | $1.08(-25)$ |
| 4 | $1.20(-24)$ | $1.52(-24)$ |
| 5 | $7.71(-24)$ | $9.83(-24)$ |
| 6 | $3.12(-23)$ | $4.03(-23)$ |
| 7 | $9.49(-23)$ | $1.23(-22)$ |
| 8 | $2.35(-22)$ | $3.14(-22)$ |
| 9 | $5.11(-22)$ | $6.68(-22)$ |
| 10 | $9.77(-22)$ | $1.27(-21)$ |
| 20 | $3.82(-20)$ | $5.43(-20)$ |
| 30 | $2.03(-19)$ | $3.22(-19)$ |
| 40 | $5.54(-19)$ | $9.70(-19)$ |
| 50 | $1.11(-18)$ | $2.05(-18)$ |
| 60 | $1.87(-18)$ | $3.63(-18)$ |
| 70 | $2.79(-18)$ | $5.65(-18)$ |
| 80 | $3.91(-18)$ | $8.01(-18)$ |
| 90 | $5.14(-18)$ | $1.08(-17)$ |
| 100 | $6.54(-18)$ | $1.37(-17)$ |

Note: In the second and in the third column, the numbers in front of parentheses and the numbers presented parenthetically stand, respectively, for the mantissa and the integral (negative) power of ten in the floating-point representation of numbers-for example, $2.03(-31)$ denotes $2.03 \times 10^{-31}$.
extrapolation to the threshold becomes commensurate with the $S(0)$ value itself.

In those frequent cases where there are no pronounced compound resonance states near the threshold (that is, where the existing near-threshold resonances are of a so-called potential character-this is so in systems like $\mathrm{D}+\mathrm{D}$ and ${ }^{3} \mathrm{He}+{ }^{3} \mathrm{He}$ ), it is possible to develop an alternative, very promising approach to extrapolating cross sections, which is especially efficient for reactions featuring spin-polarized particles. It consists in using well-known data at not very low energies of $E \sim$ $0.5-5 \mathrm{MeV}$ to construct a reliable multichannel interaction potential with allowance for important reaction channels $a+b \longrightarrow c_{i}+d_{i}(i=0,1, \ldots, n)$. In contrast to the scattering amplitude, this potential is in general a very smooth function of $E$, and the threshold energy is not a peculiar point for it. Therefore this potential can be used to predict cross sections near the threshold for
the $a+b$ channel. Although this approach had been known for quite a long time, its specific realization on the basis of a new method for constructing the multichannel potential being discussed was proposed only in recent years (see [78-80]). The potential in question is based on a direct iterative solution to the inverse scattering problem. This solution proceeds directly from experimental data on cross sections, as well as on vector and tensor analyzing powers. Although this method has hitherto been harnessed only in elastic-scattering problems featuring channel coupling, it can obviously be applied to the general problem of predicting nearthreshold cross sections for rearrangement reactions.

## 4. TEMPERATURE DIAGNOSTICS OF A THERMONUCLEAR PLASMA BY THE GAMMA-RAY METHOD

A determination of the ion temperature and of its profiles and time evolution is an important problem of diagnostics of a thermonuclear plasma. At present, a great number of diagnostic procedures that primarily employ data from atomic physics have been proposed for measuring the parameters of a thermonuclear plasma. By and large, these procedures furnish only indirect information about the ion plasma component, but direct nuclear physics methods that make it possible to monitor straightforwardly the dynamics of ions may prove to be of paramount importance here. Of particular value are nuclear-physics methods relying on reactions between charged particles. Such reactions may proceed in a fuel initially, but they can also be activated in a dedicated way by introducing diagnosing admixtures in a plasma.

Let us consider the possibility of determining the ion temperature of a fuel, $T_{i}$, by using processes that produce high-energy photons freely escaping from the reactor core both in the case of a magnetic plasma confinement and in the case of inertial confinement. We restrict ourselves to considering DT and $\mathrm{D}^{3} \mathrm{He}$ fuels, which have received so far the most detailed study, and choose, for activating (diagnosing) admixtures, ${ }^{3} \mathrm{He}$ and ${ }^{6} \mathrm{Li}$ isotopes for DT mixtures and T and ${ }^{6} \mathrm{Li}$ for $\mathrm{D}^{3} \mathrm{He}$ mixtures. Presented below are the radiative-capture reactions proceeding in the systems under consideration and involving the emission of photons of energies $E_{\gamma}$ in excess of 10 MeV [processes (15) and (17) could also be included in this list]:

$$
\begin{gather*}
\mathrm{T}(d, \gamma)^{5} \mathrm{He}+16.70, \quad{ }^{3} \mathrm{He}(t, \gamma)^{6} \mathrm{Li}+15.79, \\
\mathrm{D}(d, \gamma)^{4} \mathrm{He}+23.85, \quad \mathrm{~T}(t, \gamma)^{6} \mathrm{He}+12.31, \\
{ }^{3} \mathrm{He}(d, \gamma){ }^{5} \mathrm{Li}+16.39, \quad{ }^{6} \mathrm{Li}(d, \gamma)^{8} \mathrm{Be}+22.28,  \tag{44}\\
{ }^{3} \mathrm{He}(\tau, \gamma){ }^{6} \mathrm{Be}+11.49, \quad{ }^{6} \mathrm{Li}(\tau, \gamma)^{9} \mathrm{~B}+16.60, \\
{ }^{6} \mathrm{Li}(d, p)^{7} \mathrm{Li} *[0.478]\left(\longrightarrow{ }^{7} \mathrm{Li}+\gamma+0.478\right)+4.55, \\
{ }^{6} \mathrm{Li}(d, n){ }^{7} \mathrm{Be}^{*}[0.431]\left(\longrightarrow{ }^{7} \mathrm{Be}+\gamma+0.431\right)+2.95
\end{gather*}
$$

(the energies released in these reactions are given in $\mathrm{MeV})$. Of the reactions listed here, $\mathrm{T}(d, \gamma), \mathrm{D}(d, \gamma)$, and ${ }^{3} \mathrm{He}(d, \gamma)$ have received adequate experimental study; the same can be said about the last two processes ${ }^{6} \mathrm{Li}(d$, $p \gamma)$ and ${ }^{6} \mathrm{Li}(d, n \gamma)$ [22, 81-83]. For the first time, the use of these reactions for a hot-plasma thermometer was proposed in [45, 84-86].

The idea of determining the ion temperature $T_{i}$ is based on the fact that the yield of photons from $A+B$ interactions, $Y_{\gamma}(A B)$, is proportional to the concentration of reaction products, $n_{A(B)}$, and to the $\gamma$-channel reactivity $\langle\sigma v\rangle_{A B_{\gamma}}$, which depends greatly on $T_{i}$. By choosing an appropriate combination of a few reactions from (44), it is possible to find the required temperature, irrespective of plasma-density values [45]. By way of example, we indicate that, for a DT mixture, a simultaneous detection of photon yields in the reactions $\mathrm{T}(d, \gamma)$ and $\mathrm{D}(d, \gamma)$ leads to

$$
\begin{equation*}
\frac{Y_{\gamma}(\mathrm{TD})}{Y_{\gamma}(\mathrm{DD})}=\frac{2 n_{\mathrm{T}}}{n_{\mathrm{D}}} \frac{\langle\sigma v\rangle_{\mathrm{TD}_{\gamma}}}{\langle\sigma v\rangle_{\mathrm{DD}_{\gamma}}}=f\left(T_{i}\right), \tag{45}
\end{equation*}
$$

where the ratio of the concentrations $n_{\mathrm{T}}$ and $n_{\mathrm{D}}$ can be considered as a constant to a high precision. It follows that the ratio of the yields of photons from the above two reactions is a known function of the ion temperature $T_{i}$. Therefore, a simultaneous independent measurement of the two photon fluxes provides a means for determining $T_{i}$. The monitoring of three photon fluxes from the reactions $\mathrm{T}(d, \gamma), \mathrm{D}(d, \gamma)$, and $\mathrm{T}(t, \gamma)$ could be very useful, but there are no nuclear data on the cross sections for the last process.

The smallness of cross sections is a drawback common to all radiative-capture reactions, which are governed by electromagnetic interaction. For example, the ratio of the branching fractions for the radiative and the main channel at low energies is about $5 \times 10^{-5}$ for $\mathrm{D}+$ T and $\mathrm{D}+{ }^{3} \mathrm{He}$ interactions and about $10^{-7}$ for $\mathrm{D}+\mathrm{D}$ interactions [22]. Therefore, the problem of experimentally detecting photons in such reactions is nontrivial. However, Lerche et al. [87] reported that they recorded $16.7-\mathrm{MeV}$ gamma radiation from $\mathrm{D}+\mathrm{T}$ interactions at the Nova laser facility and used it in studying the dynamics of burning.

The last two processes in (44), which yield monochromatic photons of energy $E_{\gamma}$ about 500 keV , do not have this drawback. These reactions are governed by strong interaction, and the relevant low-energy cross sections are relatively large. Their photon yield as estimated for a facility implementing a magnetic plasma confinement [45] is quite sizable even at a $1 \%$ concentration of ${ }^{6} \mathrm{Li}$. That the reactions ${ }^{6} \mathrm{Li}(d, n \gamma)$ and ${ }^{6} \mathrm{Li}(d, p \gamma)$ represent different output channels of the same process is also of importance, because any current fluctuation of the plasma density or some other parameter of the plasma under study would not affect the accuracy in determining $T_{i}$. However, the energy dependences of the cross sections $\sigma(E)$ for these channels differ only
slightly in subbarrier region [82], so that the question of whether this distinction is sufficient for attaining the required degree of accuracy in determining the temperature is still open. Anyway, a direct measurement of photon yields from nuclear reactions proceeding in a thermonuclear reactor would nevertheless furnish unique information about the most important properties of plasmas.

## 5. CONCLUSION

In the present review article, we have considered some important nuclear-physics facets of the problem of controlled thermonuclear fusion. Attention has been given primarily to (i) choosing an optimum thermonuclear cycle for future thermonuclear power engineering, (ii) analyzing the problem of a reliable extrapolation of measured cross sections to the deep-subbarrier energy region, and (iii) discussing gamma-ray diagnostics of a hot plasma on the basis of radiative-capture reactions.

We have shown that special features of nuclear structure-for example, pronounced clustering in light nuclei-often play an important role in the low-energy behavior of relevant cross sections for nuclear reactions and can also affect the choice of strategies for investigations in these realms. At the same time, these factors have been virtually disregarded not only in monographs and review articles devoted to the problem of controlled thermonuclear fusion but also in a large number of original specific studies. Fortunately, interest in these issues has quickened somewhat in recent years, and a series of studies, which are surveyed in our article, have been performed along these lines.

We have conducted a comparative nuclear-physics analysis of the following eight promising thermonuclear fuels based on isotopes of light elements: DT, DD, $\mathrm{D}^{3} \mathrm{He}, \mathrm{D}^{6} \mathrm{Li}, \mathrm{DT}^{6} \mathrm{Li}, \mathrm{H}^{6} \mathrm{Li}, \mathrm{H}^{11} \mathrm{~B}$, and $\mathrm{H}^{9} \mathrm{Be}$. Of these, DT, DD, and $\mathrm{D}^{3} \mathrm{He}$ mixtures have received the most detailed study. Among all cycles considered above, a DT fuel possesses the lowest ignition temperature ( $T<$ 10 keV ). However, practical uses of this fuel are restricted by many disadvantages like the presence of intense neutron fluxes carrying about $80 \%$ of the energy released in D + T interactions, a relatively low reactor efficiency, and the fact that one has to deal with radioactive tritium. In what is concerned with radiation safety and with the efficiency of conversion of nuclear energy into electric energy, a $\mathrm{D}^{3} \mathrm{He}$ fuel is preferable because, here, neutrons carry only about $3 \%$ of the total energy release. Unfortunately, the ignition of this fuel requires higher plasma temperatures of a few tens of keV ; in addition, there are practical difficulties in obtaining the ${ }^{3} \mathrm{He}$ isotope, one of the fuel components. Additional gain in the energy release can be achieved through the use of spin-polarized fuels, where the cross sections for the two reactions increase by about $50 \%$. However, it is difficult to estimate this gain definitively, since the result depends on the role of depolarization
effects. Another objective pursued by the use of spinoriented nuclei is that there are hopes for suppressing the neutron flux associated with the $\mathrm{D}+\mathrm{D}$ by-process. The degree of this suppression, which depends on the cross sections for low-energy D + D interactions involving polarized deuterons, is still hotly debated; sometimes, the estimates presented in the literature are at odds with one another.

A high ignition temperature is the main (and sometimes the only) drawback of non-hydrogen fuels. If, however, operating temperatures of a few hundred keV are achieved, the use of alternative fuels can prove to be advantageous from the ecological and economical points of view. For example, the cheap and "pure" fuel $\mathrm{H}^{11} \mathrm{~B}$, for which the adopted estimate of the neutron contribution to the total energy release is as low as $0.1 \%$, is very appealing in this respect. Unfortunately, the kinetics of nuclear processes has been studied much more poorly in alternative fuels than in hydrogen fuels. Virtually no investigations have been performed for $\mathrm{H}^{9} \mathrm{Be}$ fuels, although $\sigma v$ values for $\mathrm{H}+{ }^{9} \mathrm{Be}$ interactions are inferior only to those for $\mathrm{D}+\mathrm{T}$. Analysis of some alternative fuels is extremely difficult because of a complicated multistep character of their burning, which results in the generation of a number of active light isotopes in such plasmas. Although the most recent development of supercomputer technologies and the advent of teraflop supercomputers capable of performing about $10^{12}$ operations per second make it possible to overcome many computational difficulties in simulating plasma dynamics, there unfortunately remains the problem of sufficient motivation for performing this formidable work.

Another factor complicating the analysis of nonhydrogen thermonuclear fuels stems from the absence of reliable nuclear data on some important processes. By considering the example of $\mathrm{D}+{ }^{6} \mathrm{Li}$ interactions alone, we have shown that, at ion temperatures of $T_{i}<100 \mathrm{keV}$, the Maxwellian reactivities $\langle\sigma v\rangle$ for the ( $d, p t$ ) and ( $d$, $n \tau$ ) channels are additionally enhanced by $10-40 \%$ upon correctly taking into account nuclear-structure factors. Similar investigations have yet to be performed for many other interesting reactions induced by light nuclei showing a considerable degree of clustering (for example, $\mathrm{H}+{ }^{9} \mathrm{Be}$ ).

Reactions that produce photons and which accompany burning or which are deliberately activated by diagnostic admixtures of light isotopes can serve as an efficient thermometer of a hot plasma. The yield of gamma radiation freely escaping from the reactor core depends greatly on the ion temperature $T_{i}$ in the thermonuclear region and can therefore be used to determine $T_{i}$. Under the condition that the above photon yields exceed the gamma-radiation background, the possibility of simultaneously detecting a few radiative processes opens the way to determine absolute values of
the ion temperature, irrespective of the initial plasma densities and their current fluctuations.
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#### Abstract

A sample containing $6.3 \times 10^{14}$ nuclei of the $16^{+}$isomer of ${ }^{178} \mathrm{Hf}$ having a half-life of 31 yr and an excitation energy of 2.446 MeV was irradiated with x-ray pulses from a device operated at 15 mA to produce bremsstrahlung with an endpoint energy of 90 keV . The gamma spectra of the isomeric target were taken with a Ge detector. The intensity of the $325.5-\mathrm{keV}\left(6^{+} \longrightarrow 4^{+}\right)$transition in the ground-state band of ${ }^{178} \mathrm{Hf}$ was found to increase by about $2 \%$. Such an enhanced decay of the ${ }^{178} \mathrm{Hf}$ isomer is consistent with an integrated cross section value of $3 \times 10^{-23} \mathrm{~cm}^{2} \mathrm{keV}$ if resonance absorption occurs within energy ranges corresponding to the maxima of the x-ray flux, either near 20 keV or at the energies of the characteristic emission lines of W. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The four- and five-quasiparticle isomers of $\mathrm{Lu}, \mathrm{Hf}$, and Ta are of interest because they have relatively long lifetimes for states at excitation energies of 2 to 3 MeV . They are referred to as $K$ isomers because spontaneous radiative decay is hindered by structural changes forbidden by $K$-quantum numbers. In this mass region, nuclei are deformed and the projection of the total angular momentum onto the symmetry axis contributes this quantum number $K$, which can change by no more than the multipolarity of the electromagnetic transition. Decays from a high- $K$ isomer to the rotational states of a low- $K$ band are forbidden; therefore, a relatively long lifetime is inevitable. The most interesting example may be the $31-\mathrm{yr}$, four-quasiparticle ${ }^{178} \mathrm{Hf}$ isomer having an excitation energy of 2.446 MeV .

Proposals to trigger the energy release of a nuclear isomer by exciting it to some higher level associated with freely radiating states have been known for over a decade [1]. To be efficient, such schemes should be applied at an energy near that of the $K$-mixing state of the isomer. It was proposed in [1] to use the resonant absorption of x rays from a bremsstrahlung source to

[^6]excite some fraction of a high- $K$ isomeric population to the $K$-mixing level. Then, the decay to the ground state via one or more $\gamma$ cascades could subsequently release the total energy of the isomer plus that of the absorbed trigger photon. The types of $K$-mixing states needed in such schemes to induce the decay of nuclear isomers have been reported [2] in ${ }^{180} \mathrm{Ta}$ and described in ${ }^{174} \mathrm{Hf}$ and other isomers [3].

In 1999, the use of soft x-ray irradiation to enhance the decay of the ${ }^{178} \mathrm{Hf}$ isomer was reported in [4, 5]. In that study, the continuous x-ray spectrum was most intense in the range between 20 and 60 keV . While the energy of the particular component causing the transition that initiated the process was not determined, the data were analyzed under the assumption that the energy lies near the $40-\mathrm{keV}$ mean value of the spectral distribution.

The two-step process leading to the excitation of the intermediate level and following the decay to the ground state is assumed here to be the same as earlier for ${ }^{180 \mathrm{~m}} \mathrm{Ta}$ [2]. The integrated cross section of $\sigma \Gamma \approx$ $10^{-25} \mathrm{~cm}^{2} \mathrm{keV}$ measured for ${ }^{180 \mathrm{~m}} \mathrm{Ta}$ corresponds to the presence of an activation level of width $\Gamma \approx 0.5 \mathrm{eV}$. The same width assumed for ${ }^{178 m_{2}} \mathrm{Hf}$ leads to $\sigma \Gamma \approx 10^{-21} \mathrm{~cm}^{2} \mathrm{keV}$ when the cross section in the Breit-Wigner resonance is used. This is in accord with the experimental results reported in [4, 5], but the rescaling from ${ }^{180 m} \mathrm{Ta}$ to ${ }^{178 m_{2}} \mathrm{Hf}$ looks straightforward. The level schemes of the two nuclei are very different, and so are the energy and the wavelength of the incident radiation: nearly 3 MeV for ${ }^{180} \mathrm{Ta}$ [2] and about 40 keV for ${ }^{178} \mathrm{Hf}[4,5]$. The integrated cross section (ICS) for photon resonance absorp-


Fig. 1. Scheme of the experimental arrangement showing the geometric placements and dimensions of the components.
tion has been recently discussed in [6], and the possibility of modifying the recommended equations was concluded. More experimental information is necessary for calibrating ICS at photon energies in the region $E_{\gamma}<$ 100 keV .

On the other hand, the systematics of nuclear transition strengths do not predict the widths of levels as large as those known from the ${ }^{180 \mathrm{~m}} \mathrm{Ta}$ experiment [2] and obtained for ${ }^{178 m_{2}} \mathrm{Hf}[4,5]$. The value of $\Gamma=0.5 \mathrm{eV}$ corresponds to a short lifetime ( $\approx 10^{-15} \mathrm{~s}$ ), while a typical lifetime of nuclear states at excitation energies of 2 to 3 MeV is two orders of magnitude greater. Accordingly, $\sigma \Gamma \approx 3 \times 10^{-27} \mathrm{~cm}^{2} \mathrm{keV}$ could be predicted for ${ }^{180 m} \mathrm{Ta}$ by using the value of $B(E 1)=0.01$ Weisskopf units recommended in systematics. This is lower than the experimental value by one order of magnitude. The corresponding disagreement is even more impressive in the ${ }^{178} \mathrm{Hf}$ case, mainly because of the deficit of levels with appropriate quantum numbers for the decay of the high-spin intermediate state excited after the absorption of a photon by the ${ }^{178 m_{2}} \mathrm{Hf}$ isomer. As a consequence, the properties of intermediate $K$-mixing states appear as an extraordinary phenomenon that naturally stimulates more focused studies. In particular, more details on the enhancement of the decay of the ${ }^{178 m_{2}} \mathrm{Hf}$ isomer are necessary in order to clarify the mechanism of the x-ray induced deexcitation of the isomer. By focusing upon a confirmation of the work previously reported [4, 5], while extending it to include a study of a fragment of a cascade not present in the spontaneous decay of the isomer, the present study is aimed at meeting these requirements.

## 2. EXPERIMENTAL DETAILS

The experimental work was performed at the Center for Quantum Electronics, University of Texas at Dallas. The irradiating bremsstrahlung beam was provided by an x-ray unit operated at 15 mA and an endpoint energy up to 90 keV . The device was operated in a way that ensured a duty cycle for the irradiation of about $0.6 \%$.

The irradiated sample consisted of a sealed plastic target containing $6.3 \times 10^{14}{ }^{178 m_{2}} \mathrm{Hf}$ isomeric nuclei placed in a $1-\mathrm{cm}$ diameter well. The main radioactive contaminants in the sample were the ${ }^{172} \mathrm{Hf}$ nuclide and its daughters at a level of activity comparable to the intensity of the $31-\mathrm{yr}$ spontaneous decay of the ${ }^{178} \mathrm{Hf}$ isomer. The sample was placed at $5.5-\mathrm{cm}$ distance from the emission point of the x-rays, and the only absorption was due to the glass of the $x$-ray tube and the $2-\mathrm{mm}$ plastic sealing of the x-ray device. The absorption in the sealing of the sample was negligible.

Figure 1 shows the experimental arrangement. The HP coaxial Ge detector was placed at $41.6-\mathrm{cm}$ distance from the sample being irradiated. The detector had the efficiency of $10 \%$ relative to the standard NaI for ${ }^{60} \mathrm{Co}$ lines. A shielding built of $3-\mathrm{mm} \mathrm{Cu}$ and $2-\mathrm{mm} \mathrm{Pb}$ was used in order to prevent detection of scattered x-rays in the Ge detector. Thus, the pulse rate of scattered x-rays allowed to get into the detector was measured to be about 1500 counts/s. The count rate produced by the radioactive target in the absence of the x-rays was about 4000 counts/s. Such an experimental arrangement resulted in a low value of the total dead time of the acquisition tract of about $9 \%$ during the irradiation. The energy and efficiency calibration of the Ge detector was done using standard calibration sources, ${ }^{60} \mathrm{Co},{ }^{133} \mathrm{Ba}$, and ${ }^{137} \mathrm{Cs}$. We estimated the maximum absolute detection efficiency to be of about $1.5 \times 10^{-4}$ at a $\gamma$-ray energy near 300 keV in the described geometry with absorbers.

Data acquisition was enabled only when a signal was presented from a $p-i-n$ diode which monitored the x-ray beam. The signal from the diode was processed in order to produce a $4-\mathrm{ms}$ gate centered on the burst of the x-ray flux. We recorded $\gamma$-ray energies up to 2 MeV with amplification set to give $0.25 \mathrm{keV} /$ channel, allowing for a good analysis of the possible admixtures in the lines of interest. Spectra were stored during each three hours and gain matched using internal $\gamma$ lines before adding them in order to compensate a weak variation (within $0.05 \%$ ) of the electronics gain.

Special attention was devoted to the measurement of the incident x-ray flux. For this purpose, the x-ray device was aligned to direct the flux to the Ge detector placed at $8.2-\mathrm{m}$ distance. The direct x-ray flux could reach the active area of the detector only through a 1-mm-diameter hole placed near the detector. High count rate still required the application of absorbers for the measurement of the direct radiation spectrum. The final spectra could be reconstructed from a few mea-
surements with different absorbers. They are shown in Fig. 2 for two conditions, with and without a $2.7-\mathrm{mm}$ equivalent thickness of Al available for covering the output window. The spectrum taken with $1.5-\mathrm{mm} \mathrm{Cu}$ absorber is given in the inset. It was one of the component measurements from which the composite spectrum was assembled. In previous work [4, 5], the ${ }^{178 m_{2}} \mathrm{Hf}$ sample was irradiated with the presence of the Al absorber between x-ray tube and the sample, while in the experiment reported here it had been removed. One can see from curve 1 in Fig. 2 that there is a high intensity, above $4 \times 10^{11}$ photons $\mathrm{cm}^{-2} \mathrm{keV}^{-1} \mathrm{~s}^{-1}$, at low energies near 20 keV ; drastic decrease of the intensity with increasing $E_{\mathrm{x}}$ values; and a clear manifestation of the characteristic $K-X$ lines of $W$ (material of the converter in the x-ray device). All these special features of the incident radiation are important for conclusively determining the integrated cross section, as discussed below.

## 3. RESULTS

Acquired with the Ge detector, spectra of the induced emission of $\gamma$ radiation generally resembled those obtained in the earlier work [4, 5]. However, in the present experiment, normalization of the spectra taken with and without x-ray irradiation was facilitated by the deliberate inclusion of lines from the ${ }^{133} \mathrm{Ba}$ source placed near the Hf target, but not irradiated. Those fiducial lines were within about 30 keV of the $325.5-\mathrm{keV}\left(6^{+} \longrightarrow 4^{+}\right)$component of the ground-state band (GSB) and therefore reduced any effects of a drift or a nonlinear energy dependence of the efficiency. An empty target holder, the "blank," of a mass and construction similar to the one carrying the isomeric nuclei was available for use. Comparative measurements showed that over $95 \%$ of the elastic and inelastic scattering of the irradiating beam arose from the mass of the holder, not from its contents.

Three geometric arrangements were important during the collection of data: (1) "inbeam," when the isomeric target was centered in the cone of irradiation as shown in Fig. 1; (2) "outbeam," when the target was placed out of the beam of x-rays at the position denoted as "proximate" in Fig. 1 and the "blank" target holder replaced it in the cone of irradiation; and (3) "baseline," when the isomeric target was placed in the position of the cone of irradiation, but the x-ray source was turned off. During analysis, both inbeam and outbeam spectra were scaled to the baseline spectrum, so that the areas of the fiducial line in each spectra were the same.

Figure 3 shows the results of 16 h of acquisition time, during which there were 340 s of actual counting time enabled by the gate coincident with the detection of x-rays. From top to bottom are shown the inbeam, outbeam, and baseline spectra: when the spectra were subtracted, the data were acquired so that the total numbers of photons collected in the $356.0-\mathrm{keV}$ line of ${ }^{133} \mathrm{Ba}$


Fig. 2. Photon spectral flux expected at the inbeam position of the isomeric target. These experimental data for a $90-\mathrm{keV}$ endpoint were measured by using a Ge detector from input attenuated with a pin hole and placed at $8.2-\mathrm{m}$ distance from the x-ray tube. The radiation spectra correspond to this experiment (curve 1 ) and the measurements in $[4,5]$ (curve 2), where the Al absorber was used. The inset shows the raw data taken with a $1.5-\mathrm{mm} \mathrm{Cu}$ absorber.
were as nearly equal as could be arranged. The counts in the areas under the relevant peaks are summarized in Tables 1 and 2. In this case, more counts were used for a better accuracy of the baseline spectrum accumulated.

It was mentioned above that the efficiency of the $\gamma$ ray detection had a maximum near 300 keV , decreasing to lower energies due to a presence of absorbers and to higher energies due to an intrinsic efficiency of the Ge detector. Accordingly, in this series of measurements, we concentrated to detect the enhancement of the $325.5-\mathrm{keV}$ line providing the best resolution and reasonably good statistics. Some other lines of the ${ }^{178 m_{2}} \mathrm{Hf}$


Fig. 3. Spectra of the ${ }^{178 m_{2}} \mathrm{Hf}$ from the irradiated target: (a) target inbeam minus scaled baseline, (b) target outbeam minus scaled baseline, and (c) baseline spectrum. The region shown could be dependably normalized by comparing the areas under the $356.0-\mathrm{keV}$ line of ${ }^{133} \mathrm{Ba}$ and included the $325.5-\mathrm{keV}\left(6^{+} \longrightarrow 4^{+}\right)$component of the GSB of ${ }^{178} \mathrm{Hf}$.
decay could be also enhanced (for instance 213.4 and 426.6 keV ) under irradiation, but a statistical accuracy for them was lower than that for the $325.5-\mathrm{keV}$ line.

In addition, the difficulties in establishing precise fiducial lines exist in other regions of the spectra; differences in areas under peaks could not be attained with the same high level of confidence as accomplished for the $325.5-\mathrm{keV}$ line. Previous reports $[4,5]$ suggested that not all components of the spontaneous decay cascade were enhanced by the x-rays. If several transitions feeding the GSB in spontaneous decay are not enhanced, there naturally arises the question of what channels are involved in the induced decay of the isomer.

An analysis of the spectra suggested several "new" components, some of them were obviously seen in the spectra stored during 1998 series of experiments, but the statistics was not enough to discuss them in papers [4,5]. Figure 4 shows the best of such lines observed in the experiment reported here for $E_{\gamma}=210.6 \mathrm{keV}$. The
line 210.3 keV was known as a member of the $K^{\pi}=6^{+}$ band in ${ }^{178} \mathrm{Hf}$, but it was not previously seen in spontaneous decay of the isomer [7]. Other transitions by this band were observed neither for the ${ }^{178 m_{2}} \mathrm{Hf}$ decay previously nor in present measurement.

According to [7], very weak line of ${ }^{172} \mathrm{Lu}$ should be detected at $E_{\gamma}=210.28 \mathrm{keV}$, and it was really seen in the baseline spectrum. However, its intensity, being in agreement with [7], was fourfold lower than that in the spectrum taken "inbeam." Thus, the $210.6-\mathrm{keV}$ line shown in Fig. 4 cannot be explained by a contribution from ${ }^{172} \mathrm{Lu}$.

## 4. DISCUSSIONS AND CONCLUSION

The first reports [4,5] of the great cross section for the decay of the ${ }^{178 m_{2}} \mathrm{Hf}$ isomer induced by low-energy

Table 1. Comparison of the gamma emission from the target irradiated at the inbeam position with the baseline obtained without irradiation

| $E_{\gamma}, \mathrm{keV}$ | Nucleus | With irradiation <br> area | Baseline |  | Excess, counts |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | norm. area* |  |  |
| 296.8 | ${ }^{178} \mathrm{Hf}$ | $1692(68)$ | $14925(201)$ | $1685(27)$ | $7(73)$ |
| 302.9 | ${ }^{133} \mathrm{Ba}$ | $6503(103)$ | $58052(304)$ | $6554(64)$ | $-51(121)$ |
| 323.9 | ${ }^{172} \mathrm{Lu}$ | $1403(71)$ | $12891(222)$ | $1455(28)$ | $-52(76)$ |
| 325.5 | ${ }^{178} \mathrm{Hf}$ | $17035(146)$ | $147952(451)$ | $16703(148)$ | $332(208)^{* *}$ |
| 356.0 | ${ }^{133} \mathrm{Ba}$ | $22617(180)$ | $200333(482)$ | Normalizing line |  |
| $372+373$ | ${ }^{172} \mathrm{Lu}$ | $2439(84)$ | $21860(250)$ | $2468(90)$ | $-29(123)$ |
| 377.5 | ${ }^{172} \mathrm{Lu}$ | $3098(75)$ | $27445(225)$ | $3098(36)$ | $0(83)$ |
| 383.8 | ${ }^{133} \mathrm{Ba}$ | $3225(76)$ | $28160(261)$ | $3179(40)$ | $46(86)$ |

* Normalized to the $356-\mathrm{keV}$ line of ${ }^{133} \mathrm{Ba}$. Statistical inaccuracy of normalization is included.
** Estimation of the effect: $(2.0 \pm 1.2) \%$.

Table 2. Comparison of gamma emission acquired from the target in the outbeam geometry with the baseline obtained without irradiation (normalization is identical to that in Table 1)

| $E_{\gamma}, \mathrm{keV}$ | Nucleus | Outbeam area | Baseline |  | Excess, counts |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | area | norm. area |  |
| 296.8 | ${ }^{178} \mathrm{Hf}$ | $785(52)$ | $20826(262)$ | $832(14)$ | $-47(54)$ |
| 302.9 | ${ }^{133} \mathrm{Ba}$ | $3021(70)$ | $75754(352)$ | $3028(36)$ | $-7(79)$ |
| 323.9 | ${ }^{172} \mathrm{Lu}$ | $722(49)$ | $17737(250)$ | $709(13)$ | $13(51)$ |
| 325.5 | ${ }^{178} \mathrm{Hf}$ | $7961(103)$ | $199062(517)$ | $7957(88)$ | $4(135)$ |
| 356.0 | ${ }^{133} \mathrm{Ba}$ | $10408(110)$ | $260372(551)$ | Normalizing line |  |
| $372+373$ | ${ }^{172} \mathrm{Lu}$ | $1258(57)$ | $29652(284)$ | $1185(55)$ | $73(79)$ |
| 377.5 | ${ }^{172} \mathrm{Lu}$ | $1428(51)$ | $36429(260)$ | $1456(19)$ | $-28(54)$ |
| 383.8 | ${ }^{133} \mathrm{Ba}$ | $1509(52)$ | $36928(261)$ | $1476(19)$ | $33(55)$ |

Table 3. Integrated cross section $\sigma \Gamma$ calculated from a $2 \%$ enhancement of the $325.5-\mathrm{keV}{ }^{178 m_{2}} \mathrm{Hf}$ line under the assumption of different activation-energy values

| $E_{\mathrm{x}}, \mathrm{keV}$ | 20 | 30 | 40 | 50 | $K_{\alpha 1}(W)^{*}$ | 60 | $K_{\beta 1}(W)^{*}$ | 70 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma \Gamma, \mathrm{~cm}^{2} \mathrm{keV}$ |  |  |  |  |  |  |  |  |
| Flux with no filter | $3.2 \times 10^{-23}$ | $5.4 \times 10^{-23}$ | $1.6 \times 10^{-22}$ | $3.4 \times 10^{-22}$ | $1.6 \times 10^{-23}$ | $3.9 \times 10^{-22}$ | $3.3 \times 10^{-23}$ | $1.1 \times 10^{-21}$ |
| $\sigma \Gamma, \mathrm{~cm}^{2} \mathrm{keV}$ |  |  |  |  |  |  |  |  |
| Flux with 2.7-mm Al <br> filter | $3.5 \times 10^{-22}$ | $1.2 \times 10^{-22}$ | $2.4 \times 10^{-22 * *}$ | $4.5 \times 10^{-22}$ | $2.0 \times 10^{-23}$ | $4.7 \times 10^{-22}$ | $4.0 \times 10^{-23}$ | $1.3 \times 10^{-21}$ |

* Under the assumption that the natural width of the emission line is 50 eV .
** For a comparison with [5].
x-rays seems to be unexpected because it was not predicted by any model. The problem has not been resolved by the results of the experiment reported here. However, some illumination of the unexpected nature of the phenomenon has been realized, it is still instructive to examine the details.

Of prime importance is the fact that general phenomenology has been reproduced in accordance with
$[4,5]$. Table 1 shows that with the same type of small x-ray generator traditionally used in dental medicine enhancements of the order of $2 \%$ can be induced in the rate of spontaneous decay of the Hf isomer. As can be seen from Table 2, there is no comparable value of a spurious enhancement found when the empty target holder was irradiated while the ${ }^{178 m_{2}} \mathrm{Hf}$ sample was


Fig. 4. Spectra obtained under the different conditions. From top to bottom: inbeam spectrum, baseline spectrum normalized to the previous one by the peak counts in the 213.4 line (left scale for both), and full range baseline spectrum (right scale). The FWHM values for the marked peaks are 1.10, $0.91,1.06$, and 1.04 keV from left to right, as given by the fit.
placed in the outbeam geometry. The excess counts in the $325.5-\mathrm{keV}$ line are essentially zero, as can be seen as well in Fig. 3.

The yield of triggering events would equal the product of the number of isomeric atoms in the target, the spectral flux density from Fig. 2 at the appropriate energy, and the unknown integrated cross section, $\sigma \Gamma$, for the branch of the excitation of a $K$-mixing level that ends in a state other than that of the initial isomer. Since each quantity is known, except for the integrated cross section for the "triggering branch," the latter one can be obtained if the transition energy is estimated. Possible values of $\sigma \Gamma$ are summarized in Table 3. The specific value of $\sigma \Gamma$ is strongly dependent on the position of an intermediate level because of the strong variation of the x-ray flux with energy. Assuming the resonance band lies near the maxima of flux, one can derive $\sigma \Gamma \approx(2-3) \times$ $10^{-23} \mathrm{~cm}^{2} \mathrm{keV}$. The emission lines of $W$ were detected
in the x-ray spectrum with resolution of 0.9 keV . The natural width is much smaller, and, in reality, the flux is respectively higher in the characteristic X-ray peaks.

For the case of isomeric ${ }^{178} \mathrm{Hf}$, we have confirmed that the irradiation by photons with the energy of the order of $20-60 \mathrm{keV}$ can induce the prompt release of the 2.446 MeV stored by the isomer into freely radiating states. This is an energy gain of about 60 .

Further research is needed to provide greater precision to the measurements of the transition energy to the $K$-mixing level and to clarify properties of the cascade feeding the GSB. Such data will then facilitate a better understanding of these first evidences of the triggering of induced gamma emission from the 31-yr isomer of
${ }^{178} \mathrm{Hf}$ with very low energy photons through large integrated cross sections, $\sigma \Gamma \geq 2 \times 10^{-23} \mathrm{~cm}^{2} \mathrm{keV}$.
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#### Abstract

Recurrence relations of perturbation theory for the hydrogen ground state are obtained. With the aid of these relations, polarizabilities in constant mutually perpendicular electric and magnetic fields are computed up to the 80 th order of perturbation theory. The high-order asymptotic expression is compared with its semiclassical estimate. For the case of an arbitrary relative orientation of external fields, a general sixth-order formula is given. The energy and the width of the ground state are obtained by means of a perturbation-series summation. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The hydrogen atom in constant uniform electric and magnetic fields still remains the subject of theoretical investigations. For example, the authors of [1] developed a recurrent nonperturbative method for constructing a convergent double series representing the exact wave function of the hydrogen atom in a magnetic field. For a more extensive discussion of the problem, the reader is referred to the review article of Lisitsa [2].

The well-known technical problem of the impossibility of separating the variables only stimulates the application of new investigation methods, including perturbative ones. The method of moments, which was first used to treat perturbatively an anharmonic oscillator [3], does not require separating relevant variables. The recent application of this method to the Zeeman effect problem [4] allowed a check of the behavior of the high-order asymptotic expression for a perturbation series. Independently of [3], the method of moments was developed by Fernandez and Castro [5] in a form similar to that used in [4]. It was then applied to the hydrogen atom in parallel electric and magnetic fields [6]; later on, the Zeeman effect problem was considered for four sequences of hydrogen-atom states [7].

It seems even more important to apply it to the hydrogen atom in crossed electric ( $\overrightarrow{\mathscr{E}}$ ) and magnetic $(\overrightarrow{\mathscr{H}})$ fields because only initial terms of power expansion in terms of $\overrightarrow{\mathscr{E}}$ and $\overrightarrow{\mathscr{H}}$ have hitherto been considered for this case [8-12]. As will be shown in the

[^7]present study, the method of moments permits computing sufficiently high orders of this expansion.

The high-order asymptotic behavior can be obtained by using the imaginary-time method [13-15]. This asymptotic behavior is determined by the contribution of an extreme subbarrier classical trajectory to the atom-ionization probability [16, 17]. A pair of extreme paths replaces this trajectory at some value of the ratio of external fields, $\gamma=\mathscr{H} / \mathscr{E}$. The $\gamma$ dependence of highorder terms in a perturbation series reflects this change of extreme trajectory and should be especially sharp for mutually perpendicular external fields. This is the case that we study here.

## 2. RECURRENT EVALUATION OF A PERTURBATION SERIES

Let us consider the ground state of the hydrogen atom placed in mutually perpendicular electric and magnetic fields. These fields are assumed to be constant and uniform. We restrict ourselves to the nonrelativistic approximation and neglect the electron spin. From the outset, we attempt to simplify numerical computations and to achieve a sufficiently high order of perturbation theory. For this purpose, we treat $\gamma$ as a fixed parameter, replacing the double expansion in external fields by the single-variable series

$$
\begin{equation*}
\psi=\sum_{k=0}^{\infty} \mathscr{E}^{k}|k\rangle, \quad E=\sum_{j=0}^{\infty} E_{2 j}^{\perp} \mathscr{C}^{2 j}, \tag{1}
\end{equation*}
$$

where the wave-function corrections $|k\rangle$ and hyperpolarizabilities $E_{k}^{\perp}$ depend on $\gamma$. We also introduce circular coordinates

$$
x_{ \pm}=x \pm i y ;
$$

after that, all relations given below will have real coefficients. In terms of these coordinates, the Hamiltonian


Fig. 1. Functions $f_{k}(\gamma)=\ln \left(\left|E_{k}^{\perp}\right| / k!\right)$ resulting from the recurrently computed hyperpolarizabilities.
of the problem in question has the form

$$
\begin{gather*}
\hat{H}=\hat{H}_{0}+\mathscr{E} \hat{H}_{1}+\mathscr{E}^{2} \hat{H}_{2}, \quad \hat{H}_{0}=-\frac{1}{2} \Delta-\frac{1}{r} \\
\hat{H}_{1}=x+\frac{\gamma}{2} \hat{L}_{z}=\frac{1}{2}\left(x_{+}+x_{-}\right)+\frac{\gamma}{2}\left(x_{+} \frac{\partial}{\partial x_{+}}-x_{-} \frac{\partial}{\partial x_{-}}\right)  \tag{2}\\
\hat{H}_{2}=\frac{\gamma^{2}}{8}\left(x^{2}+y^{2}\right)=\frac{\gamma^{2}}{8} x_{+} x_{-}
\end{gather*}
$$

We use atomic units. The electric and magnetic fields are measured in the units of $\mathscr{E}_{\mathrm{at}}=m^{2} e^{5} / \hbar^{4}=5.142 \times$ $10^{9} \mathrm{~V} / \mathrm{cm}$ and $\mathscr{H}_{\mathrm{at}}=m^{2} e^{3} c / \hbar^{3}=2.35 \times 10^{9} \mathrm{G}$, respectively. The wave-function correction of order $k$ satisfies the differential equation

$$
\begin{gather*}
\left(\hat{H}_{0}-E_{0}\right)|k\rangle=-\hat{H}_{1}|k-1\rangle-\hat{H}_{2}|k-2\rangle \\
+\sum_{j=1}^{[k / 2]} E_{2 j}^{\perp}|k-2 j\rangle \tag{3}
\end{gather*}
$$

In just the same way as in other problems to which the method of moments was used [3, 4], it is easy to transform Eq. (3) into the algebraic relation between the moments of order $k$ :

$$
\begin{equation*}
P_{\sigma \alpha \beta}^{k}=\langle 0| r^{\sigma-\alpha-\beta} x_{+}^{\alpha} x_{-}^{\beta}|k\rangle \tag{4}
\end{equation*}
$$

Multiplying (3) from the left by $\langle 0| r^{\sigma-\alpha-\beta} x_{+}^{\alpha} x_{-}^{\beta}$ and considering that the Hamiltonian is Hermitian, we obtain the recurrence relation

$$
\begin{aligned}
& \frac{1}{2}(\sigma-\alpha-\beta)(\sigma+\alpha+\beta+1) P_{\sigma-2, \alpha \beta}^{k} \\
+ & 2 \alpha \beta P_{\sigma-2, \alpha-1, \beta-1}^{k}-\sigma P_{\sigma-1, \alpha \beta}^{k}=R_{\sigma \alpha \beta}^{k},
\end{aligned}
$$

where

$$
\begin{aligned}
R_{\sigma \alpha \beta}^{k} \equiv & \frac{1}{2}\left[P_{\sigma+1, \alpha+1, \beta}^{k-1}+P_{\sigma+1, \alpha, \beta+1}^{k-1}+\gamma(\alpha-\beta) P_{\sigma \alpha \beta}^{k-1}\right] \\
& +\frac{\gamma^{2}}{8} P_{\sigma+2, \alpha+1, \beta+1}^{k-2}-\sum_{j=1}^{[k / 2]} E_{2 j}^{\perp} P_{\sigma \alpha \beta}^{k-2 j}
\end{aligned}
$$

The right-hand side of relation (5) and hyperpolarizability $E_{k}^{\perp}$ depend only on the moments of preceding orders. As was usually done in the method of moments [3], the following orthogonality condition is accepted:

$$
\begin{equation*}
\langle 0 \mid k\rangle=\delta_{0, k} \longrightarrow P_{0,0,0}^{k}=\delta_{0, k} . \tag{6}
\end{equation*}
$$

An expression for hyperpolarizability arises from (5) at $\sigma=\alpha=\beta=0$ and even $k$ :

$$
\begin{equation*}
E_{k}^{\perp}=\frac{1}{2}\left(P_{1,1,0}^{k-1}+P_{1,0,1}^{k-1}\right)+\frac{\gamma^{2}}{8} P_{2,1,1}^{k-2} \tag{7}
\end{equation*}
$$

The closed system of recurrence relations (5)-(7) enables us to calculate, at least in principle, an arbitrary high order of the perturbation theory. The computation starts from

$$
P_{\sigma \alpha \beta}^{0}=\frac{(\sigma+2)!\alpha!}{2^{\sigma+1-\alpha}(2 \alpha+1)!!} \delta_{\alpha \beta}
$$

The sequence of manipulations is similar to that used in [4] to compute Zeeman shift of a nondegenerate state. At every order $k$, only moments $P_{\sigma \alpha \beta}^{k}$ from the sector $\sigma \geq \alpha+\beta-1, \alpha \geq 0, \beta \geq 0$ are necessary. They are evaluated by successively increasing of $\sigma, \alpha$, and $\beta$ values with the use of relation (5).

We have obtained hyperpolarizabilities in mutually perpendicular fields up to the 80th order of perturbation theory. This order is large enough to compare the dependence of these coefficients on $\gamma$ (see Fig. 1), with the predictions following from semiclassical considerations. One can see from Fig. 1 that the function $f_{k}(\gamma) \equiv$ $\ln \left(\left|E_{k}^{\perp}\right| / k!\right)$ has two features. It has a minimum at $\gamma \approx 3.4$ and a sequence of singular points to the right of this point. Note that the function $E_{k}^{\perp}(\gamma)$ changes its sign at every singular point of $f_{k}(\gamma)$.

## 3. HIGH-ORDER ASYMPTOTIC BEHAVIOR

It is well known [16] that the dispersion equation relates the asymptotic expression of high-order coefficients $E_{k}^{\perp}$ to the ionization probability of the atom, i.e., to the penetrability of the potential barrier. This relation is a consequence of the fact that the energy eigenvalue $E=E_{0}\left(\mathscr{E}^{2}\right)-(i / 2) \Gamma\left(\mathscr{E}^{2}\right)$ has essential singularity at $\mathscr{E}^{2}=0$ and a cut along $\mathscr{E}^{2}>0$ semiaxis. (Similarly,
$E\left(\mathscr{H}^{2}\right)$ has essential singularity at $\mathscr{H}=0$ and a cut along $\mathscr{H}^{2}<0$.)

To evaluate the ionization probability $\Gamma$, the imagi-nary-time method was previously developed [13-15]. The leading term of the asymptotic expression $\tilde{E}_{k}^{\perp}$ of the $E_{k}^{\perp}$ coefficients at $k \longrightarrow \infty$ is determined by the classical subbarrier path with extremal value of the abbreviated action. Time takes complex values during this subbarrier motion. There are two kinds of complex classical trajectories. As in the Stark effect case, the ionization may be induced by the electric field in the case of the stabilizing effect of the magnetic field. The path of this kind produces the asymptotic expression

$$
\begin{equation*}
\tilde{E}_{k}^{\perp}(\gamma) \sim k!a^{k}(\gamma), \quad k \text { is even. } \tag{8}
\end{equation*}
$$

This asymptotic expression is applicable at a moderate magnetic field for $\gamma$ below some critical value $\gamma_{c}$. According to [18], $\gamma_{c}=3.54$ for mutually perpendicular external fields. It is possible to penetrate through the barrier also at $\mathscr{H}^{2}<0$ as in the Zeeman effect problem. Subbarrier trajectories of this kind are responsible for the form of $\tilde{E}_{k}^{\perp}(\gamma)$ in the opposite case, $\gamma>\gamma_{c}$. This change of asymptotic expression explains the origin of the left minimum in Fig. 1.

To obtain an estimate for the function $a(\gamma)$ entering into $\tilde{E}_{k}^{\perp}$, we apply the results of $[18,19]$ and represent here some necessary expressions for the special case of mutually perpendicular external fields. For more general considerations related to arbitrary $\overrightarrow{\stackrel{\rightharpoonup}{E}}$ and $\overrightarrow{\mathscr{H}}$ mutual orientation, see [18].

The time $\tau$ of subbarrier motion satisfies the equation [19]

$$
\begin{equation*}
\tau^{2}-(\tau \operatorname{coth} \tau-1)^{2}=\gamma^{2}, \tag{9}
\end{equation*}
$$

which has a set of solutions $\tau_{n}=i n \pi+\tau_{n}^{\prime}$. The minimum value of the imaginary part of the subbarrier action is provided by $\tau_{0}$ for $\gamma<\gamma_{c}$ and by a pair of solutions $\tau_{ \pm 1}$ for $\gamma>\gamma_{c}$. In the region $\gamma<\gamma_{c}$, the energy halfwidth is

$$
\begin{align*}
\Gamma\left(\mathscr{E}^{2}\right) & =\frac{B(\gamma)}{\mathscr{E}} \exp \left[-\frac{2 g(\gamma)}{3 \mathscr{E}}\right],  \tag{10}\\
g(\gamma) & =\frac{3 \tau}{2 \gamma^{3}}\left(\gamma^{2}-\sqrt{\tau^{2}-\gamma^{2}}\right) .
\end{align*}
$$

The dispersion relation in $\mathscr{E}^{2}$ then leads to

$$
\begin{equation*}
\tilde{E}_{2 j}^{\perp}=-\frac{1}{2 \pi} \int_{0}^{\infty} \frac{\Gamma(z) d z}{z^{j+1}} \sim(2 j)!a^{2 j} \tag{11}
\end{equation*}
$$



Fig. 2. Parameter $a(\gamma)$ of the perturbation-series asymptotic behavior. The solid line follows from the semiclassical estimate at $\gamma \ll 1$ [see (13)]; the same estimate for $\gamma \gg 1$ is shown by dashed lines [see (14) and (15)]. Values obtained numerically are denoted by asterisks.
where

$$
\begin{equation*}
a(\gamma)=\frac{3}{2 g(\gamma)} . \tag{12}
\end{equation*}
$$

The last equality is valid also in the region $\gamma>\gamma_{c}$, where $g(\gamma)$ and $a(\gamma)$ are complex functions. At $\gamma<\gamma_{c}$, the resulting approximate expressions for $a(\gamma)$ are

$$
\begin{gather*}
a(\gamma)=\frac{3}{2}\left(1-\frac{1}{30} \gamma^{2}-\frac{71}{2100} \gamma^{4}+\ldots\right), \quad \gamma \ll 1 ;  \tag{13}\\
a(\gamma) \simeq \frac{4 \gamma^{3}}{\left(\gamma^{2}-1\right)^{2}\left(1-2 e^{-\gamma^{2}-1}\right)}, \quad \gamma \gg 1 . \tag{14}
\end{gather*}
$$

In the region $\gamma>\gamma_{c}$, another representation is applicable:

$$
\begin{equation*}
|a(\gamma)|=\frac{\gamma}{\pi}\left[1-\frac{2}{\gamma^{2}}+\left(\frac{8 \pi^{2}}{3}+3\right) \frac{1}{\gamma^{4}}+\ldots\right] . \tag{15}
\end{equation*}
$$

On the other hand, in the limit of large $k$, the following simple relation appropriate for numerical evaluation holds:

$$
\begin{equation*}
\ln |a(\gamma)|=\frac{d}{d k} \ln \frac{\left|E_{k}\right|}{k!} . \tag{16}
\end{equation*}
$$

Evaluating $a(\gamma)$ above $\gamma_{c}$, we used smoothed function $E_{k}^{\perp}(\gamma)$ excluding the nodes vicinities. Figure 2 shows the function $a(\gamma)$ obtained numerically in such a manner as compared to expressions (13)-(15).

Now we turn to the region $\gamma>\gamma_{c}$. Two solutions of Eq. (9), $\tau_{1}$ and $\tau_{-1}$, lead to complex conjugate values of $g(\gamma)$. Substituting approximate $\tau_{1}$ value into second expression (10), we obtain the phase of the function
$a(\gamma)$ in the form

$$
\begin{aligned}
\arg (a) & =-\arg (g)=-\frac{\pi}{2}+\alpha(\gamma) \\
\alpha(\gamma) & =\frac{2}{\gamma}-\frac{\pi^{2}+2}{3 \gamma^{3}}+O\left(1 / \gamma^{5}\right)
\end{aligned}
$$

Finally, the sign-alternating asymptotic behavior arises:

$$
\begin{gather*}
\tilde{E}_{2 j}^{\perp}=2|B(\gamma)|(2 j)!|a|^{2 j+1} \\
\times \cos \left[(2 j+1)\left(-\frac{\pi}{2}+\alpha(\gamma)\right)+\beta(\gamma)\right]  \tag{17}\\
\sim(-1)^{j}(2 j)!|a|^{2 j+1} \sin [(2 j+1) \alpha(\gamma)+\beta(\gamma)] \\
j \gtrdot 1 .
\end{gather*}
$$

Here, $\beta(\gamma)=\arg (B)$ is the phase of the preexponential factor. Its relative contribution to the total phase decreases as $1 / j$.

When the perturbation theory order $2 j$ is fixed and $\gamma$ increases, expression (17) changes its sign at every point where the argument of the sinus turns to zero. This could explain the singular points in Fig. 1 in terms of the asymptotic expression. But rather lengthy calculations are required to establish a detailed quantitative relationship between asymptotic expression (17) and exact $E_{2 j}^{\perp}$ coefficients including node vicinities. A simple approximate expression for $\alpha(\gamma)$ is not enough for this aim.

## 4. CROSSED EXTERNAL FIELDS OF ARBITRARY MUTUAL ORIENTATION

For the general case of the ground-state-energy expansion in powers of crossed external fields, the term of the fourth power was known for a long time [9]:

$$
\begin{gather*}
E=-\frac{1}{2}+\sum_{j=1}^{\infty} E^{(2 j)}, \quad E^{(2)}=-\frac{9 \overrightarrow{\mathscr{C}}^{2}}{4}+\frac{1}{4} \overrightarrow{\mathscr{H}}^{2}  \tag{18}\\
E^{(4)}=-\frac{3555}{64} \overrightarrow{\mathscr{E}}^{4}+\frac{159}{32} \overrightarrow{\mathscr{E}}^{2} \overrightarrow{\mathscr{H}}^{2} \\
+\frac{10}{3}\left[\overrightarrow{\mathscr{H}} \times \overrightarrow{\mathscr{E}}^{2}\right]^{2}-\frac{53}{192} \overrightarrow{\mathscr{H}}^{4} \tag{19}
\end{gather*}
$$

The value of $E^{(4)}$ is confirmed for mutually perpendicular fields in [12] and for parallel fields in [12, 17, 20]. The $E_{4}^{\perp}$ coefficient computed by means of recurrence relations (5)-(7) exactly agrees with (19). However, there is a numerical difference between our coefficient $E_{6}^{\perp}$ and the corresponding quantity from [12]. Therefore, the sixth order of the perturbation theory was analyzed in detail.

The magneto-electric susceptibilities, i.e., coefficients of the double series in powers of external fields,
can be easily obtained from hyperpolarizabilities $E_{k}^{\perp}(\gamma)$. Thus, in the sixth order, taking into account that Stark and Zeeman coefficients are fixed, it is enough to choose four different $\gamma$ values and to solve a set of four linear equations. As a result we obtain the representation

$$
\begin{align*}
E_{6}^{\perp}= & -\frac{1}{512}\left(2512779-521353 \gamma^{2}+\frac{953869}{27} \gamma^{4}\right. \\
& \left.-\frac{5581}{9} \gamma^{6}\right) \equiv \sum_{j=0}^{3} \gamma_{6-2 j, 2 j}^{\perp}(\mathscr{H} / \mathscr{E})^{2 j} . \tag{20}
\end{align*}
$$

(The last identity introduces notation of [12].) Using the linear relation between expansions (1) and (18) and the known magneto-electric susceptibilities in parallel fields [20], it is easy to obtain the following term of series (18):

$$
\begin{align*}
& E^{(6)}=-\frac{2512779}{512} \overrightarrow{\mathscr{E}}^{6}+\frac{254955}{512} \overrightarrow{\mathscr{E}}^{4} \overrightarrow{\mathscr{H}}^{2} \\
& +\frac{133199}{256} \overrightarrow{\mathscr{E}}^{2}[\overrightarrow{\mathscr{H}} \times \overrightarrow{\mathscr{E}}]^{2}-\frac{49195}{1536} \overrightarrow{\mathscr{E}}^{2} \overrightarrow{\mathscr{H}}^{4}  \tag{21}\\
& -\frac{255557}{6912} \overrightarrow{\mathscr{H}}^{2}[\overrightarrow{\mathscr{H}} \times \overrightarrow{\mathscr{E}}]^{2}+\frac{5581}{4608} \overrightarrow{\mathscr{H}}^{6} .
\end{align*}
$$

Some next terms of series (18) can be obtained by the same procedure. Expressions (20) and (21) are convenient to check term by term the sixth-order correction. As follows from [12],

$$
\begin{equation*}
\gamma_{24}^{\perp[12]}=-\frac{1610197}{27648} \quad \text { and } \quad \gamma_{42}^{\perp[12]}=\frac{2417015}{1536} \tag{22}
\end{equation*}
$$

while the results of our computation are

$$
\begin{equation*}
\gamma_{24}^{\perp}=-\frac{953869}{13824} \quad \text { and } \quad \gamma_{42}^{\perp}=\frac{521353}{512} \tag{23}
\end{equation*}
$$

All other coefficients from [12] coincide with our respective results. We carried out an additional independent calculation by means of the method from [9] and obtained

$$
\begin{equation*}
\gamma_{24}^{\perp[9]}=-\frac{953869}{13824} \tag{24}
\end{equation*}
$$

Note that [9] contains complete correction of the sixth power in external fields for the case of parallel fields and only a part of it for the case of perpendicular fields. These "celebrated" sixth-order terms result as a byproduct of fourth-order calculations in [9]. The agreement between high-order hyperpolarizabilities $E_{k}^{\perp}$ and their asymptotic $\tilde{E}_{k}^{\perp}$ confirms once again the correctness of recurrence relations (5)-(7).


Fig. 3. Real part of the lowest energy eigenvalue of hydrogen atom placed in mutually perpendicular external fields.


Fig. 4. Half-widths of the lowest hydrogen state in mutually perpendicular external fields.

## 5. ENERGY AND WIDTH CALCULATION

Summation of the obtained perturbation series was performed with the use of Hermite-Padé approximants, just as it was previously done for the case of Stark effect [21]. Let us recall that this method is based on employing the relation

$$
\begin{gather*}
A_{L}(x) E^{2}(x)+B_{M}(x) E(x)+C_{N}(x)  \tag{25}\\
=O\left(x^{L+M+N+2}\right),
\end{gather*}
$$

where $x=\mathscr{E}^{2} ; E\left(\mathscr{E}^{2}\right)$ is series (1); and $A_{L}(x), B_{M}(x)$, and $C_{N}(x)$ are polynomials of the powers $L, M$, and $N$, respectively. Normalization $A_{L}(0)=1$ is accepted. First, Eq. (25) is considered as an identity in $x$, and the resulting system of linear equations is solved for the unknown coefficients of polynomials $A_{L}, B_{M}$, and $C_{N}$. Then, Eq. (25) is solved as a quadratic equation for the sum of series $E\left(\mathscr{C}^{2}\right)$. This way, the branching of exact function $E\left(\mathscr{E}^{2}\right)$ at the point of its essential singularity
$\mathscr{E}^{2}=0$ is approximately reproduced. In practice, successions of approximants $[L, L, L]\left(\mathscr{E}^{2}\right)$ up to $L=13$ were computed. As an example of their convergence, we note that the obtained energy eigenvalues have five exact decimal digits at $\mathscr{H}=0.2, \mathscr{E}=0.1$ and three exact decimal digits at $\mathscr{H}=0.2, \mathscr{E}=0.5$. The resultant ground-state energy and width are presented in Figs. 3 and 4. The magnetic field stabilizes the level diminishing its binding energy and width.

We give now some technical remarks. The energy convergence is worsened in the vicinity of the branching point, at $\mathscr{E} \sim 0.01-0.07$ for $\mathscr{H}$ from 0.05 to 0.2 , respectively. At large electric fields, convergence is observed up to $\mathscr{E} \sim 1$. It is rather obvious that the precision of the final result may be increased and the range of fields for which the convergence takes place may be extended by increasing the order of employed approximants. Besides, it appears practically optimal if the maximal order of the approximants used is almost equal to the number of exact decimal digits of $E_{k}^{\perp}$ coefficients.

## 6. CONCLUSION

The problem considered above demonstrates once again the high efficiency and convenience of the method of moments. The resulting recurrence relations have allowed advance up to the 80th order of perturbation theory. The high-order asymptotic behavior was also analyzed. Basic parameters of this asymptotic expression are in good agreement with those previously obtained in the semiclassical approximation with the use of the imaginary-time method.

In the problem under consideration, the method of moments can also be applied to excited states as well just as it was previously used for the Zeeman effect case [4]. The most substantial points of this application are the following. The moments

$$
\begin{align*}
P_{\sigma \alpha \beta}^{k} & =\langle\tilde{0}| r^{\sigma-\alpha-\beta} x_{+}^{\alpha} x_{-}^{\beta}|k\rangle \\
\text { with } \quad|\tilde{0}\rangle & =e^{i m \phi-r / n}=\left(\frac{x_{+}}{x_{-}}\right)^{m / 2} e^{-r / n} \tag{26}
\end{align*}
$$

allow consideration of an arbitrary hydrogen state. Note that bra $\langle\tilde{0}|$ in this definition is the nodeless exponential factor of the unperturbed wave function, rather than the unperturbed wave function. The degeneracy of each excited state should be taken into account from the very beginning, i.e., at the stage of $P_{\sigma \alpha \beta}^{0}$ computation. In the second approximation, a constraint excluding ambiguity of energy correction is introduced. This is enough to uniquely determine the mixing parameters inherited by the moments from the unperturbed wave function.

It is well known that very strong magnetic fields are created by some astrophysical objects. Pulsars possess
a magnetic field up to at least $\mathscr{H} \sim 10^{3} \mathcal{H}_{\mathrm{at}}$. In addition, magnetic white dwarfs with $\mathscr{H} \sim(0.2-0.5) \mathcal{H}_{\text {at }}$ are observed [22, 23]. An atom moving fast in vicinity of such an object is subjected in its rest frame to intense mutually perpendicular electric and magnetic fields. Quasistatic perpendicular fields are also present in the radio waves emitted by a pulsar. These fields may be strong enough near the surface of the radiating star. The possibility of the investigations of the neutron-star atmospheres in the ultraviolet and x-ray ranges of their absorption spectra is discussed in [23].

For astrophysical applications, the properties of hydrogen in crossed external fields were successfully computed in an adiabatic approach with a Landau level as the initial approximation [24]. However, avoided crossings of hydrogen levels give no way to use the adiabatic approximation below $\mathscr{H} \sim 100 \mathscr{H}_{\mathrm{at}}$. The perturbative approach described above seems to be more appropriate for moderately strong external fields.
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#### Abstract

It is found that particle-mass-symmetric and particle-mass-asymmetric Coulomb systems are adiabatically similar. Expressions are proposed for the mass dependence of upper and lower bounds on the energies of asymmetric systems, and an expression approximating these energies is given. The energies of the families of mesic molecules that are adiabatically similar to the mesic molecules $d p \mu, t p \mu$, and $t d \mu$ are investigated with the aid of these expressions. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In [1], precise variational calculations were performed for a large number of three-particle Coulomb systems symmetric in the masses of likely charged particles, and analytic formulas that describe accurately the energies of these systems were constructed on this basis. In the present study, we consider relations between the energies of mass-asymmetric three-particle systems, which have yet to receive adequate study.

The system of three particle having the unit charges of $q_{1}=q_{2}= \pm 1$ and $q_{3}=\mp 1$ and masses $m_{1}, m_{2}$, and $m_{3}$ is described by the Hamiltonian

$$
\begin{align*}
H\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right) & =-(1 / 2)\left[\Delta_{1} / m_{1}+\Delta_{2} / m_{2}+\Delta_{3} / m_{3}\right]  \tag{1}\\
& +1 / r_{12}-1 / r_{13}-1 / r_{23}
\end{align*}
$$

For physical quantities, we use here the system of atomic units $\left(\hbar=m_{e}=|e|=1\right)$. The likely charged particles 1 and 2 are numbered in such a way that $m_{1} \geq m_{2}$. The eigenvalue spectrum of the operator in (1) begins from $E\left(m_{1}, m_{2}, m_{3}\right)$, the ground-state energy of the system with a fixed center of mass.

## 2. UPPER BOUND ON ENERGY

An upper bound on the energy $E\left(m_{1}, m_{2}, m_{3}\right)$ of a system asymmetric in the masses of the likely charged particles 1 and 2 can be expressed in terms of the energy of its symmetric analog. Let us consider the operator

$$
\begin{gather*}
H\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3} ; \lambda\right)=-(1 / 4)\left[\left(\Delta_{1}+\Delta_{2}\right)\left(1 / m_{1}+1 / m_{2}\right)\right. \\
\left.+\lambda\left(\Delta_{1}-\Delta_{2}\right)\left(1 / m_{1}-1 / m_{2}\right)\right]-\Delta_{3} / 2 m_{3}+1 / r_{12}  \tag{2}\\
-1 / r_{13}-1 / r_{23}
\end{gather*}
$$

which depends on the parameter $\lambda$. We denote by $\varepsilon(\lambda)$ its lower eigenvalue. A comparison with (1) shows that the operator in (2) describes the system of particles with masses $m_{1}, m_{2}$, and $m_{3}$ at $\lambda=1$ and the system of two particles 1 and 2 with identical masses equal to $2 m_{1} m_{2} /\left(m_{1}+m_{2}\right)$ at $\lambda=0$. Hence, the eigenvalues of the

[^8]operators in (1) and (2) satisfy the equalities
\[

$$
\begin{gather*}
\varepsilon(0)=E\left(2 m_{1} m_{2} /\left(m_{1}+m_{2}\right), 2 m_{1} m_{2} /\left(m_{1}+m_{2}\right), m_{3}\right), \\
\varepsilon(1)=E\left(m_{1}, m_{2}, m_{3}\right) \tag{3}
\end{gather*}
$$
\]

The reversal of the sign of the parameter $\lambda$ in (2) corresponds to the interchange of the numbers of particles 1 and 2 . Since this does not change the energy of the system, $\varepsilon(\lambda)$ is an even function of $\lambda$,

$$
\begin{equation*}
\varepsilon(-\lambda)=\varepsilon(\lambda) \tag{4}
\end{equation*}
$$

so that its derivative vanishes at the origin:

$$
\begin{equation*}
\varepsilon^{\prime}(0)=0 . \tag{5}
\end{equation*}
$$

Since the operator in (2) depends on $\lambda$ linearly, the second derivative of its lowest eigenvalue $\varepsilon(\lambda)$ is nonpositive (see Appendix),

$$
\begin{equation*}
\varepsilon^{\prime \prime}(\lambda) \leq 0 \tag{6}
\end{equation*}
$$

From (5) and (6), it follows that $\varepsilon^{\prime}(\lambda) \leq 0$ for $\lambda \geq 0$. Hence, the function $\varepsilon(\lambda)$ decreases monotonically in the interval $0 \leq \lambda \leq 1$,

$$
\begin{equation*}
\varepsilon(0) \geq \varepsilon(\lambda) \geq \varepsilon(1) \tag{7}
\end{equation*}
$$

Substituting the values of the function $\varepsilon(\lambda)$ at the points $\lambda=1$ and 0 from (3) into (7), we arrive at

$$
\begin{gather*}
E\left(m_{1}, m_{2}, m_{3}\right) \\
\leq E\left(2 m_{1} m_{2} /\left(m_{1}+m_{2}\right), 2 m_{1} m_{2} /\left(m_{1}+m_{2}\right), m_{3}\right) \tag{8}
\end{gather*}
$$

This inequality expresses an upper bound on the energy of an asymmetric system involving likely charged particles of unequal masses in terms of the energy of the symmetric system in which the masses of these particles coincide.

## 3. HAMILTONIAN IN TERMS OF JACOBI COORDINATES

We introduce the scaled Jacobi coordinates

$$
\begin{align*}
& \mathbf{s}=\left[m_{1} m_{2} /\left(m_{1}+m_{2}\right)\right]\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \\
& \mathbf{t}=\left[m_{1} m_{2} m_{3} /\left(m_{1}+m_{2}+m_{3}\right)\right]^{1 / 2}  \tag{9}\\
& \times\left[\mathbf{r}_{3}-\left(m_{1} \mathbf{r}_{1}+m_{2} \mathbf{r}_{2}\right) /\left(m_{1}+m_{2}\right)\right]
\end{align*}
$$

and rewrite the Hamiltonian (1) of the system of particles with a fixed center of mass in terms of $\mathbf{s}$ and $\mathbf{t}$ as

$$
\begin{equation*}
H(\mathbf{s}, \mathbf{t})=\left[m_{1} m_{2} /\left(m_{1}+m_{2}\right)\right] h(\mathbf{s}, \mathbf{t}) \tag{10}
\end{equation*}
$$

where the operator $h(\mathbf{s}, \mathbf{t})$ is given by

$$
\begin{align*}
& h(\mathbf{s}, \mathbf{t}) \equiv-\Delta_{s} / 2-\Delta_{t} / 2+1 /|\mathbf{s}|-2 x\left(m_{1}, m_{2}, m_{3}\right) \\
& \quad \times\left[1 /\left|\mathbf{t}+\left[x\left(m_{1}, m_{2}, m_{3}\right)+y\left(m_{1}, m_{2}, m_{3}\right)\right] \mathbf{s}\right|\right.  \tag{11}\\
& \left.\quad+1 /\left|\mathbf{t}-\left[x\left(m_{1}, m_{2}, m_{3}\right)-y\left(m_{1}, m_{2}, m_{3}\right)\right] \mathbf{s}\right|\right]
\end{align*}
$$

and where we have introduced the following two combinations of the particle masses:

$$
\begin{gather*}
x\left(m_{1}, m_{2}, m_{3}\right) \\
=\left[m_{3}\left(m_{1}+m_{2}\right)^{2} / 4 m_{1} m_{2}\left(m_{1}+m_{2}+m_{3}\right)\right]^{1 / 2}  \tag{12}\\
y\left(m_{1}, m_{2}, m_{3}\right) \\
=\left[m_{3}\left(m_{1}-m_{2}\right)^{2} / 4 m_{1} m_{2}\left(m_{1}+m_{2}+m_{3}\right)\right]^{1 / 2} \tag{13}
\end{gather*}
$$

We will refer to $h(\mathbf{s}, \mathbf{t})$ as the operator of the reduced energy of the system. Its eigenvalues $\eta$ depend on the particle masses through the quantities $x$ and $y$ and are related to the eigenvalues of the Hamiltonian for the system with a fixed center of mass by the equation

$$
\begin{gathered}
E\left(m_{1}, m_{2}, m_{3}\right) \\
=\left[m_{1} m_{2} /\left(m_{1}+m_{2}\right)\right] \eta\left(x\left(m_{1}, m_{2}, m_{3}\right), y\left(m_{1}, m_{2}, m_{3}\right)\right) .
\end{gathered}
$$

## 4. ADIABATIC APPROXIMATION

In [2], it was shown that the lowest energy value $E_{\text {ad }}$ of a quantum-mechanical system in the adiabatic approximation coincides with its ground-state energy:

$$
\begin{equation*}
E_{\mathrm{ad}}\left(m_{1}, m_{2}, m_{3}\right) \leq E\left(m_{1}, m_{2}, m_{3}\right) \tag{15}
\end{equation*}
$$

Going over to the adiabatic approximation, where we consider the coordinates $\mathbf{t}$ and $\mathbf{s}$ as, respectively, a fast and a slow one, we can represent an approximate eigenfunction of the reduced-energy operator (11) in the form

$$
\begin{equation*}
\Psi(\mathbf{t} ; \mathbf{s}, x, y)=\psi(\mathbf{t} ; \mathbf{s}, x, y) \chi(\mathbf{s} ; x) \tag{16}
\end{equation*}
$$

where $\psi$ and $\chi$ are the wave functions for, respectively, the fast and the slow subsystem. The wave function $\psi$ for the fast subsystem and the eigenvalue $W$ of its adiabatic energy are determined by the equation

$$
\begin{gather*}
\left\{-\Delta_{t} / 2-2 x\left(m_{1}, m_{2}, m_{3}\right)\right. \\
\times\left[1 /\left|\mathbf{t}+\left[x\left(m_{1}, m_{2}, m_{3}\right)+y\left(m_{1}, m_{2}, m_{3}\right)\right] \mathbf{s}\right|\right.  \tag{17}\\
\left.\left.+1 /\left|\mathbf{t}-\left[x\left(m_{1}, m_{2}, m_{3}\right)-y\left(m_{1}, m_{2}, m_{3}\right)\right] \mathbf{s}\right|\right]\right\} \\
\times \psi(\mathbf{t} ; \mathbf{s}, x, y)=W(\mathbf{s} ; x) \psi(\mathbf{t} ; \mathbf{s}, x, y)
\end{gather*}
$$

This wave function is dependent on the coordinate $\mathbf{t}$ playing the role of a dynamical variable and parametrically on the coordinate $s$ and the particle-mass combinations $x$ and $y$. If the vector $\mathbf{s}$ is fixed, Eq. (17) assumes the form of the Schrödinger equation, in terms of the
radius vector $\mathbf{t}$, for a particle of charge -1 that moves in the field of two fixed Coulomb centers having the equal charges of $q=2 x\left(m_{1}, m_{2}, m_{3}\right)$. These centers are located at the points where the denominators of the fractions in the bracketed expressions on the left-hand side of (17) vanish-that is, at the points whose $\mathbf{t}$ coordinates are

$$
\begin{aligned}
\mathbf{t}_{1} & =-\left[x\left(m_{1}, m_{2}, m_{3}\right)+y\left(m_{1}, m_{2}, m_{3}\right)\right] \mathbf{s} \\
\mathbf{t}_{2} & =\left[x\left(m_{1}, m_{2}, m_{3}\right)-y\left(m_{1}, m_{2}, m_{3}\right)\right] \mathbf{s}
\end{aligned}
$$

They are separated by the distance $R=\left|\mathbf{t}_{2}-\mathbf{t}_{1}\right|=2 s x\left(m_{1}\right.$, $m_{2}, m_{3}$ ). The eigenvalue $W$ of the particle energy depends on the charges $q$ of the centers and on the distance $R$ between them; therefore, this eigenvalue is a function of the quantities $s$ (the absolute value of the vector $\mathbf{s}$ ) and $x$. At the same time, it is independent of $y$ since a change in $y$ implies parallel translation of the two centers at a fixed distance between them, in which case the particle energy $W$ remains unaffected.

Since $W$ is independent of $y$, the operator of the reduced energy of the slow subsystem $\left[-\Delta_{s} / 2+1 /|\mathbf{s}|+\right.$ $W]$ and its eigenfunction $\chi$ do not depend on $y$ either. The function $\chi$, together with the adiabatic reducedenergy levels $\eta_{\mathrm{ad}}$ of the total system, is determined from the equation
$\left[-\Delta_{s} / 2+1 /|\mathbf{s}|+W(s ; x)\right] \chi(\mathbf{s} ; x)=\eta_{\mathrm{ad}}(x) \chi(\mathbf{s} ; x)$.
Since $y$ does not appear in (18), the reduced-energy adiabatic levels depend on the particle masses only through the combination $x\left(m_{1}, m_{2}, m_{3}\right)$. Taking into account (14), we find that the adiabatic energy levels of the system are given by

$$
\begin{gather*}
E_{\mathrm{ad}}\left(m_{1}, m_{2}, m_{3}\right) \\
=\left[m_{1} m_{2} /\left(m_{1}+m_{2}\right)\right] \eta_{\mathrm{ad}}\left(x\left(m_{1}, m_{2}, m_{3}\right)\right) \tag{19}
\end{gather*}
$$

A systems of particles with masses $m_{1}, m_{2}$, and $m_{3}$ and a system of particles with masses $m_{1}^{\prime}, m_{2}^{\prime}$, and $m_{3}^{\prime}$ are referred to as adiabatically similar systems if they are characterized by the same value of $x$ (12); that is,

$$
\begin{equation*}
x\left(m_{1}, m_{2}, m_{3}\right)=x\left(m_{1}^{\prime}, m_{2}^{\prime}, m_{3}^{\prime}\right) \tag{20}
\end{equation*}
$$

whence it follows that

$$
\begin{align*}
& m_{3}\left(m_{1}+m_{2}\right)^{2} / 4 m_{1} m_{2}\left(m_{1}+m_{2}+m_{3}\right) \\
= & m_{3}^{\prime}\left(m_{1}^{\prime}+m_{2}^{\prime}\right)^{2} / 4 m_{1}^{\prime} m_{2}^{\prime}\left(m_{1}^{\prime}+m_{2}^{\prime}+m_{3}^{\prime}\right) \tag{21}
\end{align*}
$$

It can be seen from (18) that the ratio of the adiabatic energies of such systems is equal to the ratio of the reduced masses of likely charged particles,

$$
\begin{gather*}
E_{\mathrm{ad}}\left(m_{1}^{\prime}, m_{2}^{\prime}, m_{3}^{\prime}\right): E_{\mathrm{ad}}\left(m_{1}, m_{2}, m_{3}\right)  \tag{22}\\
=\left[m_{1}^{\prime} m_{2}^{\prime} /\left(m_{1}^{\prime}+m_{2}^{\prime}\right)\right]:\left[m_{1} m_{2} /\left(m_{1}+m_{2}\right)\right] .
\end{gather*}
$$

This means that, for the system formed by particles with masses $m_{1}, m_{2}$, and $m_{3}, E_{\mathrm{ad}}\left(m_{1}, m_{2}, m_{3}\right)$ determines the adiabatic value of the energy and, hence, a lower

Energies of asymmetric mesic molecules as estimated in terms of the energies of systems that are adiabatically similar to them and which represent, in each case, a symmetric mesic molecule involving nuclei of identical masses and a mesic molecule involving one fixed nucleus (see main body of the text) versus precise results (all energy values are given in atomic units)

| $\begin{array}{c}\text { Mesic mole- } \\ \text { cules under } \\ \text { consideration }\end{array}$ | $\begin{array}{c}\text { Asymmetry } \\ \text { parameter } u\end{array}$ | $\begin{array}{c}\text { Energies of symmetric } \\ \text { mesic molecules }\end{array}$ | $\begin{array}{c}\text { Energies of mesic mole- } \\ \text { cules with a fixed nucleus }\end{array}$ | $\begin{array}{c}\text { Energies of mesic molecules } \\ \text { under consideration }\end{array}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $d p \mu$ | 0.1112615 | -105.7065 | -108.2807 | -105.99 | -107.47 |
| basis of Eq. (28) |  |  |  |  |  | \(\left.\begin{array}{c}precise results <br>

from [4, 5]\end{array}\right]\)

Note: Precise energy values from [4, 5] were rounded off to five significant decimal places.
bound on the precise energies [see the inequality in (15)] for the entire family of adiabatically similar systems, those that consist of particles whose masses $m_{1}^{\prime}$, $m_{2}^{\prime}$, and $m_{3}^{\prime}$ satisfy Eq. (21).

## 5. APPROXIMATE EXPRESSION FOR THE ENERGIES OF ADIABATICALLY SIMILAR SYSTEMS

Extending equality (22) from the adiabatic energies $E_{\text {ad }}$ to the precise energies $E$ of adiabatically similar systems, we arrive at the approximate relation

$$
\begin{gather*}
E\left(m_{1}^{\prime}, m_{2}^{\prime}, m_{3}^{\prime}\right): E\left(m_{1}, m_{2}, m_{3}\right)  \tag{23}\\
\simeq\left[m_{1}^{\prime} m_{2}^{\prime} /\left(m_{1}^{\prime}+m_{2}^{\prime}\right)\right]:\left[m_{1} m_{2} /\left(m_{1}+m_{2}\right)\right]
\end{gather*}
$$

The form of the operator in (11) indicates that, for the systems under consideration, the measure of inaccuracy of this relation is controlled by the difference of $y\left(m_{1}^{\prime}, m_{2}^{\prime}, m_{3}^{\prime}\right)$ and $y\left(m_{1}, m_{2}, m_{3}\right)$. Under the condition $y\left(m_{1}^{\prime}, m_{2}^{\prime}, m_{3}^{\prime}\right)=y\left(m_{1}, m_{2}, m_{3}\right)$, the approximate relation (23) becomes exact.

## 6. ENERGIES OF THREE FAMILIES OF ADIABATICALLY SIMILAR MESIC MOLECULES

Let us apply relations (8), (22), and (23) to three families of systems that are adiabatically similar to the mesic molecules $d p \mu, t p \mu$, and $t d \mu$.

Using the values of the muon, proton, deuteron, and triton masses ( $m_{\mu}=206.76826, m_{p}=1836.1527, m_{d}=$ 3670.4830, $m_{t}=5496.9216$ ), we find that, for these molecules, $x$ and $y$ take the values

$$
\begin{gathered}
x(d p \mu)=0.2017599, x(t p \mu)=0.1911185 \\
x(t d \mu)=0.1515551, y(d p \mu)=0.06729878 \\
y(t p \mu)=0.09540891, y(t d \mu)=0.03019459
\end{gathered}
$$

The mesic molecules under consideration belong to three different families of adiabatically similar systems featuring the same third particle (muon, $m_{3}=m_{\mu}$ ). The
quantity $x$ takes the same value for all members of a family, which differ by $y$ values varying in the range $0 \leq y<$ $x$. The masses of the first two particles of family members are given by

$$
\begin{align*}
& m_{1}(x, y)=\left(1+y^{2}-x^{2}\right) m_{3} /[2 x(x-y)], \\
& m_{2}(x, y)=\left(1+y^{2}-x^{2}\right) m_{3} /[2 x(x+y)] . \tag{24}
\end{align*}
$$

At $y=0$, we have a symmetric mesic molecule featuring nuclei of identical masses, $m_{1}(x, 0)=m_{2}(x, 0)=(1-$ $\left.x^{2}\right) m_{3} / 2 x^{2}$; at $y=x$, the system reduces to a molecule where an infinitely heavy (immobile) first particle generates the field for the remaining two (mobile) particles, the second particle having the mass $m_{2}(x, x)=(1-$ $\left.x^{2}\right) m_{3} / 4 x^{2}$ and the charge identical to that of the first particle and a muon, which has an opposite charge.

Upper bounds on the energies of the family members were calculated according to (8). The required energies of symmetric systems with identical masses of the first two particles, $\bar{M}=2 m_{1}(x, y) m_{2}(x, y) /\left(m_{1}(x, y)+\right.$ $m_{2}(x, y)$ ), were calculated by the formula [1]

$$
\begin{gather*}
E\left(\bar{M}, \bar{M}, m_{3}\right) \\
=\left[\bar{M} m_{3} /\left(2 \bar{M}+m_{3}\right)\right] \sum_{k=0}^{12} C_{k}\left[m_{3} /\left(2 \bar{M}+m_{3}\right)\right]^{k / 2}, \tag{25}
\end{gather*}
$$

where $C_{0}=-1.20526924, C_{1}=0.641781090, C_{2}=$ $0.285160388, C_{3}=-0.177735530, C_{4}=-0.259757745$, $C_{5}=2.38013126, C_{6}=-21.1917686, C_{7}=113.523948$, $C_{8}=-376.094845, \quad C_{9}=777.364202, \quad C_{10}=$ $-978.197128, \quad C_{11}=687.774491$, and $C_{12}=$ -207.711422.

For the members of the above families of mesic molecules, the adiabatic energy values (which coincide with lower bounds on the exact energies) were calculated by formulas (15) and (22) by using the adiabatic energies $E_{\mathrm{ad}}(M, M, m)$ computed in [3] for the corresponding symmetric systems, the latter being interpolated in the form

$$
\begin{equation*}
E_{\mathrm{ad}}\left(M, M, m_{3}\right)=\sum_{k=0}^{7} D_{k}\left[m /\left(2 M+m_{3}\right)\right]^{1+k / 2}, \tag{26}
\end{equation*}
$$



Fig. 1. Ground-state energies of the families of mesic molecules that are adiabatically similar to the (a) $d p \mu$, (b) $t p \mu$, and (c) $t d \mu$ molecules versus the parameter $u=\left(m_{1}-\right.$ $\left.m_{2}\right)^{2} /\left(m_{1}+m_{2}\right)^{2}$ of the mass asymmetry of likely charged particles. Vertical dashed lines in Figs. $1 a, 1 b$, and $1 c$ correspond to the mesic molecules $d p \mu, t p \mu$, and $t d \mu$, respectively. Solid curves represent ( 1 ) the upper bounds according to Eq. (8), (2) the estimates according to Eq. (23), (3) the adiabatic lower bounds according to Eq. (15), and (4) the results of a variational calculation.
where $D_{0}=-1.205278, D_{1}=0.643267, D_{2}=-0.499109$, $D_{3}=2.085603, D_{4}=-27.07942, D_{5}=172.0880, D_{6}=$ -543.8975 , and $D_{7}=674.7041$.

Taking into account relations (24), we find that the mass of particles 1 and 2 of the symmetric mesic molecule belonging to the family of adiabatically similar systems that is characterized by a given value of $x$ is equal to

$$
\begin{equation*}
M=\left(1-x^{2}\right) m_{3} / 2 x^{2} . \tag{27}
\end{equation*}
$$

Setting $m_{1}^{\prime}=m_{2}^{\prime}=M$ and $m_{3}^{\prime}=m_{3}=m_{\mu}$ in (22) and taking into account (26), we find that, for the energies
of the members of a family of adiabatically similar mesic molecules, expression (15) yields the adiabatic lower bound

$$
\begin{gather*}
E\left(m_{1}, m_{2}, m_{\mu}\right) \geq E_{\mathrm{ad}}\left(m_{1}, m_{2}, m_{\mu}\right) \\
=\left[2 m_{1} m_{2} /\left(m_{1}+m_{2}\right)\right] \sum_{k=0}^{7} D_{k}\left[m_{\mu} /\left(2 M+m_{\mu}\right)\right]^{1+k / 2}, \tag{28}
\end{gather*}
$$

where $m_{1}$ and $m_{2}$ depend on $x$ and $y$ according to (24), while $M$ is given by (27).

In addition to deriving the above upper and lower bounds on the energies of the systems considered here, we have also calculated the corresponding approximated values on the basis of (23).

The results of our calculations for the families of systems that are adiabatically similar to the mesic molecules $d p \mu, t p \mu$, and $t d \mu$ are presented in Figs. $1 a, 1 b$, and $1 c$, respectively, along with the variational values obtained for the corresponding energies by using a broad basis of Laguerre functions of the perimetric coordinates of the relevant particles. These results are in perfect agreement with those from [4,5] for the mesic molecules $d p \mu, t p \mu$, and $t d \mu$.

From Fig. 1, we can see that the adiabatic lower bound on the energy as given by (15) lies 1.5 to 2.5 a.u. below the precise value. The approximation in (23), which relies on the exact value of the symmetric-molecule energy and which takes into account the property of adiabatic similarity, yields a more accurate lower bound on the energy.

Exact energy values for the members of the families of adiabatically similar mesic molecules lie between the lower bound in (23) and the upper bound in (8). Within five decimal places, the energy values calculated precisely for the mesic molecules $d p \mu, t p \mu$, and $t d \mu$ agree with the arithmetic mean of the above bounds.

As can be seen from the figure, the precise energy values for the members of the families of adiabatically similar systems depend almost linearly on the parameter $u=(y / x)^{2}=\left(m_{1}-m_{2}\right)^{2} /\left(m_{1}+m_{2}\right)^{2}$ (which characterizes the mass asymmetry of likely charged particles), and so do the estimates in (8), (15), and (23). This enables us to approximate the energies of adiabatically similar systems by the expression

$$
\begin{gather*}
\quad E\left(m_{1}(x, y), m_{2}(x, y), m_{3}\right) \\
\simeq(1-u) E\left(m_{1}(x, 0), m_{2}(x, 0), m_{3}\right)  \tag{29}\\
+u E\left(m_{1}(x, x), m_{2}(x, x), m_{3}\right)
\end{gather*}
$$

where the dependence of the particle masses on the parameters $x$ and $y$ is given by (24). By using the expression for the parameters $x, y$, and $u$ in terms of the particle masses $m_{1}, m_{2}$, and $m_{3}$, we can recast the result presented in (29) in such a way as to obtain an approximate formula that relates the energy of an asymmetric mesic molecule involving particles of arbitrary masses
to the energies of two systems that are adiabatically similar to the system being considered and which represent a mesic molecule symmetric in the masses of the constituent nuclei and a mesic molecule featuring one infinitely heavy nucleus,

$$
\begin{align*}
& E\left(m_{1}, m_{2}, m_{3}\right) \simeq\left[4 m_{1} m_{2} E\left(M, M, m_{3}\right)\right. \\
& \left.+\left(m_{1}-m_{2}\right)^{2} E\left(\infty, m, m_{3}\right)\right] /\left(m_{1}+m_{2}\right)^{2} \tag{30}
\end{align*}
$$

where $M=2 m_{1} m_{2} /\left(m_{1}+m_{2}\right)-\left(m_{1}-m_{2}\right)^{2} m_{3} / 2\left(m_{1}+m_{2}\right)^{2}$ and $m=m_{1} m_{2}\left(m_{1}+m_{2}+m_{3}\right) /\left(m_{1}+m_{2}\right)^{2}$.

This expression was used to estimate the energies of asymmetric mesic molecules. The values that are obtained in this way and which are displayed in the table demonstrate that the approximation in (30) is quite accurate.

## 6. CONCLUSION

The results presented in this study give sufficient ground to believe that the property of adiabatic similarity can be employed in calculating the energies of Coulomb mesic molecules that are asymmetric in the masses of likely charged particles. That the energy of the members of families of adiabatically similar systems is a nearly linear function of the mass-asymmetry parameter has enabled us to construct a highly accurate formula that expresses the energy of an asymmetric system in terms of the energy of a symmetric mesic molecule and the energy of a mesic molecule involving one infinitely heavy nucleus.
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## APPENDIX

The inequality in (6) follows from basic equations of perturbation theory. We now consider a quantummechanical system whose Hamiltonian depends linearly on a parameter $\lambda$; that is,

$$
\begin{equation*}
H(\lambda)=L+\lambda W \tag{A.1}
\end{equation*}
$$

where the operator $L$ is independent of $\lambda$.
We will rely on perturbation theory, associating the operator in (A.1) with the Hamiltonian of the unperturbed system $\left[H^{(0)}=H(\lambda)\right]$ and taking the operator

$$
\begin{equation*}
H(\lambda+\delta \lambda)=H(\lambda)+\delta \lambda W \tag{A.2}
\end{equation*}
$$

for the total Hamiltonian of the perturbed system.
Here, we treat $W$ and $\delta \lambda$ as the perturbation operator and the parameter of perturbation, respectively. For the sake of simplicity, we will omit below the dependence of the operators and of the wave functions on dynamical variables, retaining only their dependence on the parameters $\lambda$ and $\delta \lambda$ (if any).

We assume that, at $\lambda$ and $\delta \lambda$ values being considered, the ground state of the system at energy $\varepsilon(\lambda+\delta \lambda)$ is bound, so that the wave function $\Psi(\lambda+\delta \lambda)$ is normalized to unity. We expand the lowest eigenvalue $\varepsilon(\lambda+$ $\delta \lambda)$ and the corresponding wave function $\Psi(\lambda+\delta \lambda)$ in a series in powers of the perturbation parameter,

$$
\begin{gather*}
\varepsilon(\lambda+\delta \lambda) \\
=\varepsilon^{(0)}(\lambda)+\varepsilon^{(1)}(\lambda) \delta \lambda+\varepsilon^{(2)}(\lambda)(\delta \lambda)^{2}+\ldots  \tag{A.3}\\
\Psi(\lambda+\delta \lambda) \\
=\Psi^{(0)}(\lambda)+\Psi^{(1)}(\lambda) \delta \lambda+\Psi^{(2)}(\lambda)(\delta \lambda)^{2}+\ldots \tag{A.4}
\end{gather*}
$$

Substituting expansions (A.3) and (A.4) into the equation

$$
\begin{equation*}
H(\lambda+\delta \lambda) \Psi(\lambda+\delta \lambda)=\varepsilon(\lambda+\delta \lambda) \Psi(\lambda+\delta \lambda) \tag{A.5}
\end{equation*}
$$

of the relevant eigenvalue problem and equating the coefficient at each power of the parameter $\delta \lambda$ to zero, we arrive at an infinite set of perturbation-theory equations. The first three of these are given by

$$
\begin{gather*}
{\left[H(\lambda)-\varepsilon^{(0)}(\lambda)\right] \Psi^{(0)}(\lambda)=0}  \tag{A.6}\\
{\left[H(\lambda)-\varepsilon^{(0)}(\lambda)\right] \Psi^{(1)}(\lambda)}  \tag{A.7}\\
+\left[W-\varepsilon^{(1)}(\lambda)\right] \Psi^{(0)}(\lambda)=0 \\
{\left[H(\lambda)-\varepsilon^{(0)}(\lambda)\right] \Psi^{(2)}(\lambda)}  \tag{A.8}\\
+\left[W-\varepsilon^{(1)}(\lambda)\right] \Psi^{(1)}(\lambda)-\varepsilon^{(2)}(\lambda) \Psi^{(0)}(\lambda)=0
\end{gather*}
$$

Multiplying Eq. (A.7) by $\Psi^{(1)}(\lambda)$ from the left and integrating the resulting product with respect to dynamical variables, we obtain

$$
\begin{gather*}
\left\langle\Psi^{(1)}(\lambda)\right| H(\lambda)-\varepsilon^{(0)}(\lambda)\left|\Psi^{(1)}(\lambda)\right\rangle  \tag{A.9}\\
+\left\langle\Psi^{(1)}(\lambda)\right| W-\varepsilon^{(1)}(\lambda)\left|\Psi^{(0)}(\lambda)\right\rangle=0 .
\end{gather*}
$$

Since $\varepsilon^{(0)}(\lambda)$ is the lowest eigenvalue of the operator $H(\lambda)$, the operator $\left[H(\lambda)-\varepsilon^{(0)}(\lambda)\right]$ is positive definite. Therefore, the first term in (A.9) is nonnegative: it represents the expectation value of the positive-definite operator for the wave function $\Psi^{(1)}(\lambda)$. Hence, the second term on the left-hand side of (A.9) is nonpositive,

$$
\begin{equation*}
\left\langle\Psi^{(1)}(\lambda)\right| W-\varepsilon^{(1)}(\lambda)\left|\Psi^{(0)}(\lambda)\right\rangle \leq 0 \tag{A.10}
\end{equation*}
$$

Further, we multiply Eq. (A.9) by $\Psi^{(0)}(\lambda)$ from the left and integrate the resulting product with respect to dynamical variables. By virtue of Eq. (A.6) and the fact that the operator $H(\lambda)$ is self-conjugate, the contribution of the term involving the second-order correction function $\Psi^{(2)}(\lambda)$ vanishes. Considering that the unperturbed wave function is normalized by the condition $\left\langle\Psi^{(0)}(\lambda) \mid \Psi^{(0)}(\lambda)\right\rangle=1$, we find that the second-order correction to the energy is given by

$$
\begin{equation*}
\varepsilon^{(2)}(\lambda)=\left\langle\Psi^{(1)}(\lambda)\right| W-\varepsilon^{(1)}(\lambda)\left|\Psi^{(0)}(\lambda)\right\rangle \tag{A.11}
\end{equation*}
$$

From the last two formulas, it follows that the sec-ond-order correction to the ground-state energy is nonpositive, $\boldsymbol{\varepsilon}^{(2)}(\lambda) \leq 0$. Taking into account the expansion in (A.3) for the energy, we can say that the second derivative of the ground-state energy with respect to the parameter that enters linearly into the Hamiltonian is indeed nonpositive, $\varepsilon^{\prime \prime}(\lambda) \leq 0$.
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#### Abstract

An approach to studying three-body reactions that takes consistently into account the single-collision mechanism is discussed. Specific calculations are performed for elastic and quasielastic nucleon scattering by a deuteron. The ability of the proposed simple approach to account for a wide range of experimental data suggests that it can be applied to more complicated nuclear reactions. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Investigation of three-body processes in nonrelativistic scattering theory furnishes important information about fundamental problems in nuclear physics. It is sufficient to mention that many serious difficulties inherent in general many-body problems arise even at the three-body level. We mean here the problem of deriving and solving correct equations. For this reason, not only did the advent of the set of Faddeev integral equations [1] give impetus to a vigorous development of the theory of three-body reactions proper, but it also inspired hopes for evolving a consistent approach to complicated processes.

However, a straightforward application of the Faddeev equations to three-body problems involves technical difficulties. For this reason, theorists usually resort to various approximate schemes. In particular, unitary schemes were proposed in [2-4]. However, these schemes did not become popular because they do not simplify calculations substantially. The method of straightforwardly summing the truncated Watson-Faddeev iteration series [5] also proved to be inefficient.

Two formally different unitary approaches to studying three-body reactions-the cutoff three-body impulse approximation (CTBIA) [6] and the unitarized three-body impulse approximation (UTBIA) [7]were proposed by one of the present authors (J.V. Mebonia). Either approach is based on consistently taking into account the single-collision mechanism, but the specific implementations of this were different. A method for unitarizing the relevant amplitude on the basis of approximately solving the Faddeev equations in the $K$-matrix formalism was devised within the UTBIA.

Provided that the stringent constraints of the eikonal approximation are met and that the particles constituting the target nucleus are frozen, the differential elasticscattering cross section calculated within the UTBIA coincides with the well-known Glauber-Sitenko formula $[8,9]$.

In the CTBIA, it is stated that, under certain conditions, the Faddeev equations can be solved in the $T$ matrix formalism by retaining only first-order terms. However, such terms would correspond to a single collision proper only if the incident particle (say, particle 1) does not interact simultaneously with the two particles forming the bound state (particles 2 and 3). These undesirable interactions can be eliminated by cutting off the Fourier transform of the radial wave function $\varphi(r)$ for the bound state: $G(q) \longrightarrow G(q, R)$, where

$$
\begin{equation*}
G(q, R)=\sqrt{2 / \pi} \int_{R}^{\infty} r^{2} d r \varphi(r) \frac{\sin (q r)}{q r} . \tag{1}
\end{equation*}
$$

The cutoff radius $R$ must be greater than the de Broglie wavelength $\lambda$ associated with the motion of particle 1 with respect to the $(2,3)$ system. It can be expressed in terms of the absolute value of the relevant momentum $\boldsymbol{\omega}$ as (see Fig. 1)

$$
\begin{equation*}
R=C /|\boldsymbol{\omega}|, \tag{2}
\end{equation*}
$$

where $C$ is a constant that ensures fulfillment of the requirement $\lambda \leq R$. The amplitude for three-body scattering within the CTBIA then assumes the form

$$
\begin{equation*}
M_{f i}=\hat{A}\left\langle\Phi_{f}\right| \sum_{j=2,3} t_{j}\left|\Phi_{i}\right\rangle, \tag{3}
\end{equation*}
$$

where $t_{j}$ is the two-body scattering matrix for particles $l$ and $n(j l n=123,231,312) ; \Phi_{i}$ and $\Phi_{f}$ are the asymptotic functions associated with the initial and the final state, respectively; and $\hat{A}$ is the operator of antisymmetrization with respect to identical particles.


Fig. 1.


Fig. 2. Differential cross section for elastic $N d$ scattering as a function of the scattering angle $\theta_{\text {c.m. }}$ in the c.m. frame at the laboratory incident-neutron energy of $E_{n}=14.1 \mathrm{MeV}$. Presented in the figure are the results of the calculations performed (solid curve and left scale) with and (dashed curve and right scale) without a cutoff. The experimental data (left scale) were taken from [19].

This brings up the question of why the cutoff according to Eq. (1) leads to unitarization of the amplitude for single scattering. As early as 1973, Nakamura [10] showed that, in the expansion of the amplitude for three-body scattering in two-particle partial-wave amplitudes, three-particle unitarity is violated by par-tial-wave amplitudes associated with low orbital angular momenta. For this reason, it was proposed to introduce a cutoff in orbital space. In the semiclassical approximation, the orbital angular momentum, the linear momentum, and the radius vector are related as $L \sim$ $R k$. Therefore, a cutoff in orbital space at a given value of energy must be equivalent to a cutoff in coordinate space. For this reason, the CTBIA can be considered as a qualitative alternative to the UTBIA, because the latter has a firmer theoretical ground than the former. Nevertheless, the CTBIA proved to be an efficient scheme for treating various three-body processes [11-13]. Later on, the equivalence of the two approaches was proven in [14] for the example of nucleon-deuteron collisions.

The objective of the present study is to test the potential of the CTBIA by extending the analysis of three-body reactions to the cases of the elastic and quasielastic nucleon-deuteron scattering processes $d(N, N) d$ and $d(N, 2 N) N$.

## 2. ELASTIC-SCATTERING PROCESS $d(N, N) d$

The advent of the Faddeev equations initiated intensive investigations into the physics of elastic $N d$ scattering [15-17]. The problem can be solved in a closed form for any realistic nucleon-nucleon ( $N N$ ) potential.

These potentials leading to the same results for the on-energy-shell amplitudes of nucleon-nucleon scattering may yield, however, different results for the off-energyshell amplitudes. The off-energy-shell partial-wave amplitudes are required for solving the Faddeev equations at various energies. Owing to this, a comparison of such solutions obtained with a sufficiently high precision with experimental data may be helpful in choosing between various $N N$ potentials. In this respect, valuable information comes not only from the differential cross sections but also from the so-called polarization asymmetry.

There is yet another important possibility associated with studying $N d$ scattering. Such studies make it possible to test various approximate methods for solving three-body problems in order to extend them to more complicated cases. This served as motivation for applying the CTBIA, the simplest unitary scheme, to elastic $N d$ scattering.

Formula (3) implies that the differential cross section for elastic $N d$ scattering in the c.m. frame can be represented in the form

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=(2 \pi)^{4} \frac{2 m^{2}}{27} \sum_{\text {spins }}|M|^{2} \tag{4}
\end{equation*}
$$

where

$$
\begin{gather*}
M=\hat{A} \sum_{j=2,3} \int d \mathbf{q} \Psi_{d}^{*}(\mathbf{p}) t_{j}(\boldsymbol{\xi}, \boldsymbol{\eta} ; \varepsilon) \Psi_{d}\left(\mathbf{p}_{0}\right),  \tag{5}\\
\mathbf{p}=-\frac{\mathbf{k}}{2}-\mathbf{q}, \quad \mathbf{p}_{0}=-\frac{\mathbf{k}_{0}}{2}-\mathbf{q}, \\
\boldsymbol{\xi}=\mathbf{k}+\frac{\mathbf{q}}{2}, \quad \boldsymbol{\eta}=\mathbf{k}_{0}-\frac{\mathbf{q}}{2}, \quad \varepsilon=\frac{3}{4 m}\left(\mathbf{k}^{2}-\mathbf{q}^{2}\right)-Q, \tag{6}
\end{gather*}
$$

$\Psi_{d}$ is the total deuteron wave function, $m$ is the nucleon mass, $Q$ is the deuteron binding energy, and $\mathbf{k}_{0}(\mathbf{k})$ is the momentum of the incident nucleon in the initial (final) state. Summation in formula (4) is performed over the nucleon- and deuteron-spin projections prior to and after a collision event; explicitly, these spin projections, as well as the functions $G\left(p_{0}\right)$ and $G\left(p_{0}, R\right)$, appear after expanding $\Psi_{d}$ and $t_{j}$ in partial waves.

We use the system of units in which $\hbar=c=1$. In our calculation, the two-nucleon off-energy-shell $T$ matrix and the radial part of the deuteron wave function were constructed for the nonlocal separable Mongan potential [18].

We have calculated the differential cross section for elastic $N d$ scattering as a function of the scattering angle $\theta_{\text {c.m. }}$. The results of this calculation are displayed in Figs. 2 and 3, along with relevant experimental data at energies 14.1 and 22.7 MeV in the laboratory frame. The solid curve and the left scale show the results obtained within the CTBIA, whereas the dashed curve and the right scale correspond to similar calculations without a cutoff. Experimental data (left scale) were
taken from [19, 20]. In the calculations, we took into account the ${ }^{1} S_{0},{ }^{1} P_{1},{ }^{1} D_{2},{ }^{3} S_{1}+{ }^{3} D_{1},{ }^{3} P_{0},{ }^{3} P_{1},{ }^{3} P_{2}+{ }^{3} F_{2}$, and ${ }^{3} D_{2}$ two-nucleon states. However, the eventual results are dominated by the contribution of zero par-tial-wave amplitudes, since we restrict our consideration to sufficiently low energies.

As can easily be seen, the results that the cutoff-free impulse approximation, which is usually associated with the single-collision mechanism, yields for the differential cross section differ sizably from experimental data both in shape and in magnitude.

On the other hand, even the unitarization procedure as simple as the application of cutoff to the bound-state wave function improves considerably the agreement between the theoretical results and the experimental data. Nevertheless, some qualitative discrepancies still remain. This might have been expected because we use an approximate method for solving the problem. It is quite natural that rigorous calculations on the basis of the Faddeev equations adequately describe elastic $N d$ scattering.

## 3. QUASIELASTIC-SCATTERING REACTION $d(N, 2 N) N$

All that was said in the preceding section about elastic $N d$ scattering remains in force for the quasielasticscattering reaction $d(N, 2 N) N$. Moreover, the latter reaction offers additional possibilities for studying a threenucleon system in the region of the continuous spectrum. This allows one to obtain new information about the properties of the two-nucleon off-energy-shell amplitudes. In what follows, we show that, within the CTBIA, the matrix element for the quasielastic-scattering reaction $d(N, 2 N) N$ can be expressed directly in terms of the half-off-energy-shell amplitudes for nucleon-nucleon scattering, a circumstance of paramount importance indeed, which renders the analysis of $N N$ interactions clearer than the analysis of elastic $N d$ scattering, because, in the latter case, one deals with integrals involving the off-energy-shell $N N$ amplitudes [see Eq. (5)] and not the amplitudes themselves. Finally, the reaction $d(N, 2 N) N$ represents the simplest process from a wide class of quasielastic-scattering reactions. The majority of such reactions involve rather complex fragments, and the relevant matrix elements are expressed in terms of two-fragment off-energy-shell amplitudes, which are usually determined from experimental data on free fragment scattering. Such a determination is possible only if the difference between the offand on-energy-shell amplitudes is disregarded or if twofragment phenomenological potentials are used. It is conceivable that, at moderately low energies, a microscopic description of the interaction between the fragments as composite objects consisting of nucleons is essential. But prior to proceeding to study these reactions at the microscopic level, it is reasonable to test the method to be used by applying it to simpler processes like the reaction $d(N, 2 N) N$.


Fig. 3. As in Fig. 2, but for $E_{n}=22.7 \mathrm{MeV}$. The experimental data (left scale) were taken from [20].

We denote by $\mathbf{k}_{0}$ the laboratory momentum of the incident nucleon and by $\mathbf{k}_{1}, \mathbf{k}_{2}$, and $\mathbf{k}_{3}$ the momenta of the scattered nucleons. Usually, experiments of this type are performed in coplanar geometry, and the quantity subjected to investigation is the differential cross section as a function of the scattering angles of two final-state nucleons and the energy of one of these. The remaining kinematical quantities are determined from the law of energy-momentum conservation.

Within the CTBIA, the differential cross section for the reaction $d(N, 2 N) N$ has the form

$$
\begin{gather*}
\frac{d^{3} \sigma}{d \Omega_{1} d \Omega_{2} d E_{1}} \\
=\frac{8}{3} \pi^{4} m^{3} \frac{k_{1} k_{2}^{2}}{k_{0}} \frac{\sum_{\text {spins }}|M|^{2}}{\left|2 k_{2}-k_{0} \cos \left(\theta_{2}\right)+k_{1} \cos \left(\theta_{1}+\theta_{2}\right)\right|}, \tag{7}
\end{gather*}
$$

where

$$
\begin{gather*}
M=\hat{A} \sum_{j=2,3} t_{j}\left(\boldsymbol{\xi}_{j}, \boldsymbol{\eta}_{j} ; \varepsilon_{j}\right) \Psi_{d}\left(\mathbf{p}_{j}\right),  \tag{8}\\
\boldsymbol{\xi}_{j}=\frac{1}{2}\left(\mathbf{k}_{n}-\mathbf{k}_{l}\right) ; \quad \boldsymbol{\eta}_{j}=\mathbf{k}_{0}-\frac{1}{2}\left(\mathbf{k}_{n}+\mathbf{k}_{l}\right) ;  \tag{9}\\
\varepsilon_{j}=\xi_{j}^{2} / 4 m ; \quad \mathbf{p}_{j}=\mathbf{k}_{n}+\mathbf{k}_{l}-\mathbf{k}_{0} .
\end{gather*}
$$

The rest of the notation and the computational procedure are identical to those in the preceding section.

Measurements are usually performed in such a way that the scattering angles are fixed, so that the differential cross section is determined as a function of the energy $E_{1}$ of one of the recorded nucleons. In recent years, however, measurements often determine the differential cross section as a function of the so-called arc


Fig. 4. Differential cross sections for the reactions (a) $d(p$, $2 p) n$ and (b) $d(p, p n) p$ as functions of the energy $E_{1}$ of a recorded proton at scattering angles of $\theta_{1}=42.5^{\circ}$ and $\theta_{2}=$ $-42.5^{\circ}$ and the incident-proton energy of $E_{0}=30 \mathrm{MeV}$. Solid curves represent the results of the calculations that were performed (thick curves) with and (thin curves) without a cutoff and which take into account all phase shifts in each case. Dash-dotted and dotted curves correspond to similar calculations that were performed, respectively, with and without a cutoff and which take into account only the $\mathscr{S}$-wave phase shifts in each case. The experimental data were taken from (a) [25] and (b) [26].
length $S$ [21-24], which is related to the energies of the final-state particles by the equation

$$
\begin{equation*}
d S=\sqrt{d E_{1}^{2}+d E_{2}^{2}} \tag{10}
\end{equation*}
$$

and which is required to satisfy the condition $S=0$ at $E_{2}=0$ and $E_{1} \neq 0$.

A preliminary CTBIA analysis of the differential cross section for the reaction $d(N, 2 N) N$ as a function of the energy $E_{1}$ was performed in [11-14]. Here, we pursue the analysis of this dependence (see Figs. 4-6) further, considering quite a wide range of incidentnucleon energies ( $E_{0}=10-160 \mathrm{MeV}$ ). Figures 7 and 8


Fig. 5. As in Fig. $4 a$, but for $\theta_{1}=43.57^{\circ}, \theta_{2}=-43.57^{\circ}$, and $E_{0}=85 \mathrm{MeV}$. The experimental data were taken from [27].


Fig. 6. As in Fig. $4 a$, but for $\theta_{1}=52^{\circ}, \theta_{2}=-40^{\circ}$ and $E_{0}=$ 156 MeV . The experimental data were taken from [28].
display the differential cross section $\frac{d^{3} \sigma}{d \Omega_{1} d \Omega_{2} d S}$ as a function of $S$. Solid curves represent the results of the calculations that take into account all phase shifts (thick curves) with and (thin curves) without a cutoff, while dash-dotted and dotted curves correspond to analogous calculations taking into account only the $\mathscr{S}$-wave phases shifts. Experimental data were taken from [22, 25-28]. It can easily be seen that the introduction of the cutoff improves the agreement between the theoretical result and experimental data on the differential cross section both in magnitude and in shape. With increasing energy, the role of the cutoff becomes less pronounced, which primarily concerns the differential cross section. This must have been expected because, as the energy is increased, the wavelengths of the collid-


Fig. 7. Differential cross section for the reaction $d(p, 2 p) n$ as a function of the arc length $S$ at $\theta_{1}=52^{\circ}, \theta_{2}=-63^{\circ}$, and $E_{0}=19 \mathrm{MeV}$. The notation for the curves is identical to that in Fig. 4a. The experimental data were taken from [22].
ing particles decrease, and so is, according to Eqs. (1) and (2), the contribution associated with the discarded part of the bound-state wave function. It is interesting to note that, at sufficiently low energies, the cross sections for the reactions $d(p, 2 p) n$ and $d(p, p n) p$ differ substantially even under identical kinematical conditions (see Figs. 4a, 4b). This can be explained as follows. The leading contribution to the differential cross section comes from the amplitude describing the interaction between the recorded particles. At low energies, the proton-neutron pair can be either in the ${ }^{1} S_{0}$ or in the ${ }^{3} S_{1}$ state, whereas the two protons can be only in the first of these two state-the second is forbidden by the Pauli exclusion principle. As a consequence, the maximum of the differential cross section for the reaction $d(p, p n) p$ is approximately twice as large as the maximum of the cross section for the reaction $d(p, 2 p) n$. This difference is reproduced by the theoretical calculations only upon introducing the cutoff-that is, if the single-collision mechanism is consistently taken into consideration. With increasing energy, the contribution of other states increases, so that the difference between the proton-proton and the proton-neutron amplitudes gradually vanishes. Of particular interest is the dependence of the differential cross section for the reaction $d(p, 2 p) n$ on the arc length $S$ (Figs. 7, 8). What is worthy of note here above all is that both the magnitude of the cross section and the shape of the corresponding curve greatly depend on the incident-proton energy. For this reason, we eagerly expect new experimental results in this region at various energies and scattering angles.

Finally, we note that some degree of arbitrariness in choosing the cutoff parameter $C \geq 1$ was used to normalize the theoretical plots to experimental data. It turned out nonetheless that, in all cases considered


Fig. 8. As in Fig. $4 a$, but at $\theta_{1}=35.2^{\circ}, \theta_{2}=-35.2^{\circ}$, and $E_{0}=$ 65 MeV . The experimental data were taken from [22].
here, the parameter $C$ changed within $12 \%$ ( $C=1.20 \pm$ $0.15)$.

The above results reveal that the single-collision mechanism, when consistently taken into account, has not yet exhausted its potential, which can be of use in studying complicated nuclear reactions. That the CTBIA, a simple unitary method, is capable of accounting for the experimental results considered here demonstrates the importance of respecting basic physical principles in constructing approximate methods.
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#### Abstract

A model is proposed for double pion photoproduction on nuclei that is accompanied by nucleon emission. Simple models that faithfully reproduce single-particle differential cross sections are used to describe photon interactions with intranuclear nucleons. The calculated cross sections for pion photoproduction on ${ }^{12} \mathrm{C}$ nuclei are compared with inclusive pion spectra measured in the second resonance region of photon energies. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In recent years, much attention has been given to studying modifications to the properties of hadrons placed in a nuclear medium. The problem in question is of interest since the internal structure of hadrons and nonnucleonic degrees of freedom of the nucleus can play an important role in this phenomenon of nuclear physics [1, 2]. The question of modifications to the properties of nucleons, mesons, and nucleon resonances in a nucleus arises in studying ( $e, e^{\prime}$ ) reactions [3], pion-production processes [4], vector-meson-production processes [5, 6], and other similar processes. Results obtained by measuring the total cross sections for photoabsorption on a proton and on C and Pb nuclei [7] exemplify data whose analysis leads to the assumption that the properties of hadrons suffer changes in a nucleus. In particular, virtually no evidence for the excitation of $N(1520) D_{13}$ and $N(1680) F_{15}$ resonances could be seen in the energy dependences of the cross sections for photoabsorption on nuclei. There are at least three possible reasons for this behavior of the cross section: (i) There exists a mechanism suppressing the photoexcitation of the above resonances in nuclei (modification of $\gamma N$ interaction in a nuclear medium). (ii) The masses and widths of resonances excited in a nuclear medium differ significantly from those in a vacuum. (iii) The dynamics of photon-nucleus interaction is such that it smooths the energy dependence of the cross sections.

It is obvious that a detailed analysis of individual reactions leading to photon absorption is the most efficient way toward solving this problem, but it is quite laborious. It can easily be verified that, at an energy of about 700 MeV , which corresponds to a cross-section maximum associated with the photoexcitation of the $N(1520)$ resonance, two processes-single and double pion photoproduction-nearly saturate the photoabsorption cross section. It can be expected that photonnucleus interaction will be dominated by the processes of single and double quasifree pion photoproduction.

Single quasifree pion photoproduction has been studied for more than 20 years. As a result, a vast body of experimental data has been accumulated over this period of time, and theoretical models have been developed [8-12] that explain a major part of experimental results. As to investigation of double pion photoproduction, the second process under discussion, it is still in its infancy. There is only one experimental study, that which is reported in [13], where the inclusive spectrum of negative pions was measured in the energy region of interest. Only in recent years has double pion photoproduction on nuclei attracted the attention of theorists [14-16]: the inclusive total cross sections for pion photoproduction in $A(\gamma, \pi \pi) X$ reactions were studied in [14, 15], while the coherent production of pion pairs on nuclei was explored in [16]. Experimental data are available neither for total inclusive cross sections nor for coherent double pion photoproduction. Double pion photoproduction on complex nuclei that is accompanied by nucleon emission has been investigated neither theoretically nor experimentally.

Information about some isotopic channels of single and double quasifree pion photoproduction on nuclei in the photon-energy region of interest will be obtained in the near future from an experiment at the Tomsk synchrotron, where the yields of $\pi^{0} p$ and $\pi^{ \pm} p$ pairs originating from interactions between a beam of bremsstrahlung photons having an endpoint energy of 900 MeV and $\mathrm{H}, \mathrm{Li}, \mathrm{C}$, and Al nuclei are being measured as functions of the secondary-proton energy and of the azimuthal angle of pion emission.

For double pion photoproduction on nuclei that is accompanied by nucleon emission, it is desirable to develop a model that could be used, together with a similar model for the production of single pions, to analyze experimental data in the second resonance region, and it is precisely the objective that is pursued in the present study.

The model proposed here to describe double pion production on nuclei is based on the impulse approximation, where the amplitude of photon interaction with
a nucleon bound in a nucleus is replaced by the amplitude of photon interaction with a free nucleon. Within this approach, which takes no account of intermediateisobar interaction with a nucleus, it is possible to explain a significant part of experimental data on the cross sections for single pion production in the reaction ${ }^{12} \mathrm{C}\left(\gamma, \pi^{-} p\right){ }^{11} \mathrm{C}$ in the $\Delta(1232)$ region [10-12]. Two manifestations of a nucleus are usually considered in its interaction with an isobar: (i) Because of the Pauli exclusion principle, intranuclear nucleons restrict the phase space of the nucleon formed in isobar decay, whereby the isobar width is reduced. (ii) The scattering of an isobar on intranuclear nucleons opens new channels of its decay, whereby the isobar width is increased. According to [17], these two mechanisms governing the changes in the isobar width compensate each other near the $\Delta(1232)$ pole. This is one of the possible reasons why quasifree pion production in the $\Delta(1232)$ region is satisfactorily described within the impulse approximation. That the degree to which the isobar width changes depends on the density of nuclear matter may be another reason for this. Because of the presence of two strongly interacting particles in the final state of $A(\gamma, \pi N) B$ reactions, the cross sections for these reactions are strongly suppressed by final-state interaction. It follows that pions are more efficiently produced at the nuclear periphery, where the modifying properties of nuclei are weaker. In the second resonance region, constraints associated with the Pauli exclusion principle are weaker for isobars of higher mass, $N(1520)$ and $N(1680)$; as a result, their widths prove to be somewhat greater than in a vacuum [17]. In the case of $A(\gamma, \pi \pi N) B$ reactions, however, pion production is superficial to a much greater extent, which validated the disregard of the interaction of intermediate isobars with the participant nucleus in the conceptual framework of the model (impulse approximation).

The ensuing exposition is organized as follows. Three different approximations of the amplitude for the elementary process $\gamma N \longrightarrow \pi \pi N$ that describe satisfactorily single-particle pion and proton spectra and the experimental azimuthal dependence of the charged-pion yield as determined in Tomsk are considered in Section 2. In Section 3, the $A(\gamma, \pi \pi N) B$ amplitude is represented as the sum of terms corresponding to quasifree, exchange, and quasielastic pion-production mechanisms. The last two mechanisms are dominant at low nucleon momenta. The problem of kinematically defining one-nucleon amplitudes is considered. Numerical results presented in Section 4 for pion-photoproduction cross sections are compared with experimental data.

## 2. PHOTOPRODUCTION OF TWO PIONS ON NUCLEONS

The production of two pions in photon interactions with nucleons occurs in six reactions
(a) $\gamma p \longrightarrow \pi^{+} \pi^{-} p$,
(b) $\gamma p \longrightarrow \pi^{+} \pi^{0} n$,

$$
\begin{array}{ll}
\text { (c) } \gamma p \longrightarrow \pi^{0} \pi^{0} p, & \text { (d) } \gamma n \longrightarrow \pi^{+} \pi^{-} n,  \tag{1}\\
\text { (e) } \gamma n \longrightarrow \pi^{-} \pi^{0} p, & \text { (f) } \gamma n \longrightarrow \pi^{0} \pi^{0} n .
\end{array}
$$

The most vigorous experimental investigations into the photoproduction of two pions on a proton were conducted in the late 1960s by using bubble chambers. The cross sections for pion production on neutrons were measured in the 1970s. A comprehensive list of references to experimental studies performed by that time can be found in [18]. In recent years, the advent of highcurrent electron accelerators made it possible to continue investigating double pion photoproduction on a proton by new methods ensuring a $4 \pi$ coverage of multiparticle events. Some of the results obtained in Mainz at a facility of this type (DAPHNE) are quoted in [18]. Measured total cross sections constitute the bulk of information about double pion photoproduction. Presently, the cross section for reaction (1a) have been measured to a high statistical precision. The cross sections for reactions (1b) and (1c) are known to a somewhat poorer precision of $(2-4) \%$. The accuracy achieved in measuring the cross sections for reactions (1d) and (1e) occurring on a neutron and leading to the formation of charged particles in the final state is about $10 \%$. There are no experimental data on reaction (1f).

Concurrently, the theoretical model of the process evolved, becoming ever more complicated, which is reflected in the growth of the number of Feynman diagrams taken into account in the calculations: from 5 in [19] to 67 in [20]. The model that was proposed in [20] for reaction (1a) and which includes the intermediate baryonic states $N, \Delta(1232), N^{*}(1440)$, and $N^{*}(1520)$ and the $\rho$ meson as a two-pion intermediate resonance was extended in [18] to other isotopic channels of the photoproduction of two pions.

A calculation of cross sections for particle-nucleus interactions in the impulse approximation involves considerable technical difficulties associated with the presence of multidimensional integrals. Such problems arise even in the analysis of single pion production in reactions like $A(\gamma, \pi N) B$. An increase in the number of final-state particles can render these problems next to insurmountable. For this reason, the model used to calculate the amplitudes for the reactions in (1) must be as simple as possible. Three comparatively simple model versions satisfactorily reproducing available experimental data will be considered here. Each of these is based on experimental results for the total cross sections.

Let us represent the differential cross section for the reaction $\gamma N \longrightarrow \pi \pi N$ in the form

$$
\begin{align*}
d \sigma= & (2 \pi)^{-5} \delta^{4}\left(P_{\gamma}+P_{N_{i}}-P_{\pi_{1}}-P_{\pi_{2}}-P_{N}\right) \\
& \times \frac{1}{j} \frac{1}{4 E_{\gamma} E_{N_{i}}} \overline{\left|M_{f i}\right|^{2}} \frac{d \mathbf{p}_{\pi_{1}}}{2 E_{\pi_{1}}} \frac{d \mathbf{p}_{\pi_{2}}}{2 E_{\pi_{2}}} \frac{d \mathbf{p}_{N}}{2 E_{N}}, \tag{2}
\end{align*}
$$

where $P_{\gamma}=\left(E_{\gamma}, \mathbf{p}_{\gamma}\right), P_{N_{i}}=\left(E_{N_{i}}, \mathbf{p}_{N_{i}}\right)$, and $P_{N}=\left(E_{N}, \mathbf{p}_{N}\right)$ are the 4 -momenta of the incident photon, the initialstate nucleon, and the final-state nucleon, respectively; $P_{\pi_{1}}=\left(E_{\pi_{1}}, \mathbf{p}_{\pi_{1}}\right)$ and $P_{\pi_{2}}=\left(E_{\pi_{2}}, \mathbf{p}_{\pi_{2}}\right)$ are the 4momenta of two final-state pions; $j$ is the particle flux; and $\overline{\left|M_{f i}\right|^{2}}$ is the quantity obtained by averaging the squared modulus of the transition matrix element over the polarization states of the photon and of the initialstate nucleon and by summing the result over the polarization states of the final-state nucleon.

From an analysis of $\gamma p \longrightarrow \pi^{+} \pi^{-} p$ events recorded by a bubble chamber, it was deduced [21] that the distribution of these events with respect to the recoil-proton momentum $\mathbf{p}_{N}$ is satisfactorily described by the phase-space distribution normalized to the total cross section $\sigma_{\text {tot }}$. Therefore, the squared modulus of the matrix element (2) can be set to

$$
\begin{equation*}
\overline{\left|M_{f i}\right|^{2}}=(2 \pi)^{5} \times 4 E_{\gamma} E_{N_{i}} j \frac{\sigma_{\mathrm{tot}}}{S_{\mathrm{tot}}} \tag{3}
\end{equation*}
$$

where $S_{\mathrm{tot}}=\frac{2 \pi^{2}}{m_{0}} \int_{2 m_{\pi}}^{m_{0}-m_{N}} p_{N}^{*} p_{\pi}^{* *} d m_{\pi \pi}$ is the total phase space of the reaction in question; $m_{N}$ is the nucleon mass; $m_{\pi}$ is the pion mass; $m_{\pi \pi}$ and $m_{0}$ are, respectively, the two-pion and the $\gamma N$ invariant mass; $p_{N}^{*}$ is the nucleon momentum in the $\gamma N$ c.m. frame; and $p_{\pi}^{* *}$ is the pion momentum in the two-pion c.m. frame.

In the approximation specified by Eq. (3), the differential cross section with respect to the recoil-nucleon momentum and the direction of emission in the laboratory frame is given by

$$
\begin{equation*}
\frac{d^{2} \sigma}{d p_{N} d \Omega_{N}}=\pi \frac{p_{N}^{2}}{2 E_{N}} \frac{p_{\pi}^{* *}}{m_{\pi \pi}} \frac{\sigma_{\mathrm{tot}}}{S_{\mathrm{tot}}} \tag{4}
\end{equation*}
$$

In Fig. 1, the recoil-proton-momentum distribution of $\gamma p \longrightarrow \pi^{+} \pi^{-} p$ events that was averaged over photon energies in the range $600-700 \mathrm{MeV}$ and which was obtained on the basis of data presented in [21] is displayed for proton emission angles in the ranges $18^{\circ}-$ $24^{\circ}$ and $38^{\circ}-44^{\circ}$. The dashed curve in Fig. 1 represents the distribution of events that was calculated by averaging the differential cross section in (4) in relevant kinematical regions and by performing normalization to the total number of events recorded in the chosen photonenergy interval. As can be seen, the distribution of recoil protons is satisfactorily described in the approximation that is specified by Eq. (3) and which does not rely on any assumptions on the dynamics of the reaction $\gamma p \longrightarrow \pi^{+} \pi^{-} p$.

For charged-pion photoproduction on a proton, Fig. 2 shows the differential cross section measured in a beam of $730-\mathrm{MeV}$ tagged photons from the synchro-


Fig. 1. Recoil-proton-momentum $\left(p_{p}\right)$ distribution of $p(\gamma$, $\left.\pi^{+} \pi^{-}\right) p$ events at $E_{\gamma}=600-700 \mathrm{MeV}$ in two ranges of the recoil-proton emission angle (see main body of the text). The experimental distributions were obtained on the basis of data reported in [21].


Fig. 2. Differential cross sections for charged-pion production in the reactions (a) $\gamma p \longrightarrow \pi^{+}+$charged particles, $(b)$ $\gamma p \longrightarrow \pi^{-}+$all the remaining particles, and $(c) \gamma p \longrightarrow \pi^{+}$ + neutral particles as functions of the pion momentum $p_{\pi}$ ( $E_{\gamma}=730 \mathrm{MeV}, \theta_{\pi}=40^{\circ}$ ). Points represent experimental data from $(\bullet)$ [22] and $(\bigcirc)$ [23] as quoted in [22].
tron of Tokyo University [22] at the polar pion emission angle of $\theta_{\pi}=40^{\circ}$. The formation of positively charged pions that contributed to the experimental cross sections in Fig. $2 a$ was accompanied by the emergence of charged particles. At the same time, no charged particles were found in recording pions that contributed to the data in Fig. 2c. It can therefore be conjectured that
(a)
(b)
(c)

$+$


Fig. 3. Diagrams representing the isobaric mechanism of double pion photoproduction on a proton.
the data in Figs. $2 a$ and $2 b$ correspond, respectively, to positively and to negatively charged pions from the reaction $\gamma p \longrightarrow \pi^{+} \pi^{-} p$ and that the data in Fig. $2 c$ correspond to positive pions from the reaction $\gamma p \longrightarrow$ $\pi^{+} \pi^{0} n$. The dashed curves in Fig. 2 represent the cross sections computed in the approximation specified by Eq. (3). It can be seen that, in contrast to the proton spectra, the pion spectra are not described by the phasespace distributions.

According to [19, 20], the production of two pions is dominated by the isobaric-reaction mechanism illustrated by the diagram in Fig. 3a. Taking this circumstance into account, we represent the expression for $\overline{\left|M_{f i}\right|^{2}}$ in the form

$$
\begin{equation*}
\overline{\left|M_{f i}\right|^{2}}=(2 \pi)^{5} \cdot 4 E_{\gamma} E_{N_{i}} j \frac{B(m)}{2 m} \frac{\sigma_{\mathrm{tot}}}{S^{\prime}} \tag{5}
\end{equation*}
$$

where $m$ is the invariant mass of the $\pi_{2} N$ system; $B(m)=\frac{1}{\pi} \frac{\Gamma / 2}{\left(m_{\Delta}-m\right)^{2}+\Gamma^{2} / 4}$ is the Breit-Wigner function describing the mass distribution of the delta isobar; $S^{\prime}=\frac{2 \pi^{2}}{m_{0}} \int_{m_{\pi}+m_{N}}^{m_{0}-m_{\pi}} p_{\pi_{1}}^{*} p_{\pi_{2}}^{* *} \frac{B(m)}{2 m} d m$ is the convolution of the phase space of the cascade in Fig. $3 a$ with the mass distribution of the isobar; $m_{\Delta}$ and $\Gamma$ are the $\Delta(1232)$ mass and width, respectively; $p_{\pi_{1}}^{*}$ is the momentum of the first pion in the $\gamma N$ c.m. frame; and $p_{\pi_{2}}^{* *}$ is the momentum of the second pion in the $\pi_{2} N$ c.m. frame (for further details of the notation used here, see Fig. 3a).

In the approximation specified by Eq. (5), the dependence of the cross sections on the momenta of the pions $\pi_{1}$ and $\pi_{2}$ is given by

$$
\begin{gather*}
\frac{d^{2} \sigma}{d p_{\pi_{1}} d \Omega_{\pi_{1}}}=\pi \frac{p_{\pi_{1}}^{2}}{2 E_{\pi_{1}}} \frac{p_{\pi_{2}}^{* *}}{m} \frac{B(m)}{2 m} \frac{\sigma_{\mathrm{tot}}}{S^{\prime}}  \tag{6}\\
\frac{d^{2} \sigma}{d p_{\pi_{2}} d \Omega_{\pi_{2}}}=\frac{p_{\pi_{2}}^{2}}{2 E_{\pi_{2}}} \frac{1}{4 m^{\prime} p_{\pi_{2}}^{\prime}}  \tag{7}\\
\times\left[\arctan \left(\frac{m_{1}-m_{\Delta}}{\Gamma / 2}\right)-\arctan \left(\frac{m_{2}-m_{\Delta}}{\Gamma / 2}\right)\right] \frac{\sigma_{\mathrm{tot}}}{S^{\prime}},
\end{gather*}
$$

where $m^{\prime}$ is the invariant mass of the $\pi_{1} N$ system, $p_{\pi_{2}}^{\prime}$ is
the momentum of the pion $\pi_{2}$ in the $\pi_{1} N$ c.m. frame, and

$$
\begin{aligned}
& m_{1}^{2}=m_{N}^{2}+m_{\pi}^{2}+2\left(E_{N} E_{\pi_{2}}+p_{N} p_{\pi_{2}}\right), \\
& m_{2}^{2}=m_{N}^{2}+m_{\pi}^{2}+2\left(E_{N} E_{\pi_{2}}-p_{N} p_{\pi_{2}}\right) .
\end{aligned}
$$

For the scattered and the decay pion ( $\pi_{1}$ and $\pi_{2}$ in Fig. 3, respectively), the momentum distributions calculated in the approximation specified by Eq. (5) are represented by, respectively, the solid and the dotted curves in Fig. 2. It can be seen that, within the experimental errors, the differential cross sections (6) and (7) satisfactorily reproduce experimental data. If, however, we focus on the high-momentum slope of the cross section, where the assumption that the recorded events are associated with double pion production is more justified, we can conclude that the differential cross section for the formation of positively charged pions in the reaction $\gamma p \longrightarrow \pi^{+} \pi^{-} p$ complies better with the decaypion cross section (7) and that the cross section for negatively charged pions rather agrees with the scatteredpion cross section. The calculated cross sections for negatively charged pions are in better agreement with experimental data from [23]. The recoil-protonmomentum distribution of $\gamma p \longrightarrow \pi^{+} \pi^{-} p$ events that was calculated in the approximation specified by Eq. (5) and which is depicted by the solid curves in Fig. 1 differs only slightly from the results of the calculations in the approximation specified by Eq. (3).

The exclusive differential cross sections exhibit the highest sensitivity to reaction dynamics. Unfortunately, there are presently no experimental data on the exclusive cross sections for double pion photoproduction on a nucleon, so that the models used cannot be subjected to a detailed test on this basis. Information about the azimuthal angular correlation of protons and charged pions in the reaction $\gamma p \longrightarrow \pi^{+} \pi^{-} p$ was obtained from an experiment that studied the production of $\pi p$ pairs on nuclei at the Tomsk synchrotron. For the reaction in question, this experiment measured, as a function of the azimuthal charged-pion emission angle $\phi_{\pi}$, the differential yield $d^{3} Y / d E_{p} d \Omega_{p} d \Omega_{\pi}$, which is related to the cross section

$$
\begin{align*}
& \frac{d^{3} \sigma}{d E_{p} d \Omega_{p} d \Omega_{\pi}}=(2 \pi)^{-5} \frac{1}{j} \frac{1}{4 E_{\gamma} m_{p}} \overline{\left|M_{f i}\right|^{2}} \\
& \times \frac{p_{p} p_{\pi}^{3}}{8\left|\left(E_{0}-E_{p}\right) p_{\pi}^{2}-E_{\pi} \mathbf{p}_{\pi} \cdot\left(\mathbf{p}_{0}-\mathbf{p}_{p}\right)\right|}, \tag{8}
\end{align*}
$$

where $E_{0}$ and $\mathbf{p}_{0}$ are, respectively, the energy and the momentum of the $\gamma N$ system, by the equation

$$
\begin{gather*}
\frac{d^{3} Y}{d E_{p} d \Omega_{p} d \Omega_{\pi}} \\
=\int d E_{\gamma} f\left(E_{\gamma}\right)\left(\frac{d^{3} \sigma_{\pi^{+}}}{d E_{p} d \Omega_{p} d \Omega_{\pi}}+\frac{d^{3} \sigma_{\pi^{-}}}{d E_{p} d \Omega_{p} d \Omega_{\pi}}\right) . \tag{9}
\end{gather*}
$$

In expression (9), $f\left(E_{\gamma}\right)$ is the bremsstrahlung spectrum normalized by the condition

$$
\int_{0}^{E_{\gamma \max }} f\left(E_{\gamma}\right) E_{\gamma} d E_{\gamma}=E_{\gamma \max }
$$

where $E_{\gamma_{\text {max }}}$ is the maximal photon energy equal to 900 MeV . In the experiment, the azimuthal angle $\phi_{\pi}$ was varied in the interval $0^{\circ}-40^{\circ}$ with a step of $10^{\circ}$. The azimuthal angle of proton emission was kept at a constant value equal to $\pi$. At zero value of $\phi_{\pi}$, the momenta of all particles participating in the reaction lie in the same plane. The polar angles of pion emission and of proton emission were chosen to be $61^{\circ}$ and $41^{\circ}$, respectively. A polyethylene target was used in the experiment. The effect from hydrogen was determined from the difference of the yields from the reactions occurring on a polyethylene and on a carbon target. The differential cross section (8) for the scattered pions, that for the decay pions, and their sum are displayed in Figs. $4 a, 4 b$, and $4 c$, respectively, as functions of the azimuthal pion emission angle at the proton kinetic energy of $T_{p}=$ 140 MeV and the incident-proton energy of $E_{\gamma}=$ 900 MeV . The cross sections calculated in the approximation specified by Eq. (3) and in the approximation specified by Eq. (5) are depicted by the dotted and by the dashed curves, respectively. The solid curves in Fig. 4 represent the results of the calculations based on the isobaric model proposed in [24]. This model takes into account the contribution of two dominant diagrams in Fig. 3: the contact diagram in Fig. $3 b$ and the one-pion-exchange diagram in Fig. 3c. Within this model, the squared modulus of the transition matrix element is given by

$$
\begin{equation*}
\overline{\left|M_{f i}\right|^{2}}=(2 \pi)^{5} \cdot 4 E_{\gamma} E_{N_{i}} j \frac{1}{4} \sum_{\lambda} \operatorname{tr}\left(m_{\lambda} m_{\lambda}^{+}\right) \frac{\sigma_{\mathrm{tot}}}{S^{\prime \prime}}, \tag{10}
\end{equation*}
$$

where

$$
=\frac{\mathbf{S}\left(\mathbf{p}_{\pi_{2}}-\frac{E_{\pi_{2}}}{m_{\Delta}} \mathbf{p}_{\Delta}\right) \mathbf{S}^{+}\left[\boldsymbol{\varepsilon}_{\lambda}+\frac{m_{\lambda}}{\left(P_{\pi_{1}}-P_{\gamma}\right)^{2}-m_{\pi}^{2}}\left(\mathbf{p}_{\pi_{1}}-\mathbf{p}_{\gamma}\right)\right]}{E_{\Delta}-E_{\Delta s}+i \Gamma / 2} .
$$

Here, $\boldsymbol{\lambda}$ and $\boldsymbol{\varepsilon}_{\lambda}$ are the photon polarization index and the photon polarization vector, respectively; $E_{\Delta}$ and $E_{\Delta s}$ are the delta-isobar energies in the intermediate state and on the mass shell, respectively; $\mathbf{p}_{\Delta}$ is the delta-isobar momentum; $\mathbf{S}$ is the operator connecting the spin- $3 / 2$ and spin- $1 / 2$ states [25]; the isobar mass $m_{\Delta}$ and width $\Gamma$ were chosen in accordance with [26]; and the quantity $S "$ in (10) was determined in just the same way as the quantities $S_{\mathrm{tot}}$ and $S^{\prime}$ in (3) and (5), respectivelythat is, by introducing a normalization of the cross section in (2) to the total cross section $\sigma_{\text {tot }}$ measured experimentally.


Fig. 4. Differential cross section for the reaction $\gamma p \longrightarrow$ $\pi^{+} \pi^{-} p$ as a function of the azimuthal pion emission angle $\phi_{\pi}$ at the proton kinetic energy of $T_{p}=140 \mathrm{MeV}$ and the incidentphoton energy of $E_{\gamma}=900 \mathrm{MeV}$ for (a) scattered, (b) decay, and $(c)$ all product pions; (d) reaction yield as a function of the azimuthal pion emission angle $\phi_{\pi}$ at $T_{p}=160 \pm 20 \mathrm{MeV}$. Points represent experimental data obtained in Tomsk.

It can be seen that the aforementioned three approximations for $\overline{\left|M_{f i}\right|^{2}}$ lead to markedly different dependences of the cross sections on the azimuthal angle. The cross sections for scattered and decay pions in the approximation specified by Eq. (5) differ considerably from those in the approximation specified by Eq. (10). However, the azimuthal dependence of the sum of the cross sections for two pions is weakly dependent on the model used. The results of the calculations for the azi-
muthal dependences of the differential reaction yields (9) (see Fig. 4d, where these results are presented along with experimental data obtained in Tomsk for protons of kinetic energy $T_{p}=160 \pm 20 \mathrm{MeV}$ ) show a similar degree of distinctions. Satisfactorily reproducing the shape of the experimental azimuthal dependence, the calculated yield falls short of the experimental data in absolute value.

## 3. $A(\gamma, \pi \pi N) B$ CROSS SECTION

The differential cross section for the production of two pions, $\pi_{1}$ and $\pi_{2}$, on a nucleus with the emission of a nucleon $N$,

$$
\gamma+A \longrightarrow B+N+\pi_{1}+\pi_{2},
$$

can be represented in the form

$$
\begin{aligned}
d \sigma= & 2 \pi \delta\left(E_{\gamma}+M_{T}-E_{\pi_{1}}-E_{\pi_{2}}-E_{N}-E_{r}\right) \\
& \times \left\lvert\, \overline{\left.T\right|^{2}} \frac{d \mathbf{p}_{\pi_{1}}}{(2 \pi)^{3}} \frac{d \mathbf{p}_{\pi_{2}}}{(2 \pi)^{3}} \frac{d \mathbf{p}_{N}}{(2 \pi)^{3}} \frac{d \mathbf{p}_{r}}{(2 \pi)^{3}}\right.,
\end{aligned}
$$

where $T$ is the matrix of the transition from the initial state involving a photon and a nucleus to the final state comprising two pions ( $\pi_{1}$ and $\pi_{2}$ ), a nucleon, and a residual nucleus; $\left(\mathbf{p}_{r}, E_{r}\right)$ is the 4-momentum of the residual nucleus; and $M_{T}$ is the mass of the target nucleus.

The transition matrix $T$ can be written as [27]

$$
\begin{equation*}
T=V_{\pi \pi A \gamma}+\left(V_{\pi \pi A}+V_{N B}\right)(E+i \eta-H)^{-1} V_{\pi \pi A \gamma} \tag{11}
\end{equation*}
$$

where $H$ is the Hamiltonian of the system, $E$ is an eigenvalue of $H, V_{\pi \pi A \gamma}$ is the photon-nucleus interaction resulting in the production of two pions, $V_{\pi \pi A}$ is the interaction of the pions with the residual nuclear system, and $V_{N B}$ is the interaction of the nucleon involved with the set of nucleons forming the nucleus $B$.

In the impulse approximation, the matrix element of the interaction $V_{\pi \pi A \gamma}$ has the form [28]

$$
\begin{aligned}
T_{\mathrm{IA}} & =\int d x_{1} \ldots d x_{A} \Psi_{f}^{*}\left(x_{1}, \ldots, x_{A}\right) \\
& \times \sum_{j=1}^{A} e^{i \boldsymbol{q} \cdot \mathbf{r}_{j}} t_{\pi \pi N \gamma}^{(j)} \Psi_{i}\left(x_{1}, \ldots, x_{A}\right),
\end{aligned}
$$

where $x_{j}$ is the complete set of variables (spatial, spin, and isospin ones) of the $j$ th nucleon; the integral sign denotes integration with respect to spatial variables and summation over spin and isospin variables; $t_{\pi \pi N \gamma}$ is the operator of pion photoproduction on a free nucleon; $\mathbf{q}=$ $\mathbf{p}_{\gamma}-\mathbf{p}_{\pi_{1}}-\mathbf{p}_{\pi_{2}} ; \Psi_{i}=\Psi_{\alpha}\left(x_{1}, \ldots, x_{A}\right)$ is the antisymmetric wave function of nucleus $A$ in the state $\alpha$; and $\Psi_{f}$ is the wave function of the system consisting of the residual nucleus $B$ and the knock-on nucleon.

Representing $\Psi_{f}$ as the antisymmetrized product of the wave function $\varphi_{n}\left(x_{1}\right)$ of a free nucleon in the state $n$
and the wave function $\Psi_{\beta}\left(x_{2}, \ldots, x_{A}\right)$ of the residual nucleus $B$ in the state $\beta$ and the multiparticle wave function of nucleus $A$ as a linear combination of the products of the wave functions of the system formed by $A-$ 1 nucleons and one more nucleon, we can recast the expression for the matrix element $T_{\text {IA }}$ into the form [29]

$$
\begin{equation*}
T_{\mathrm{IA}}=T_{\mathrm{QF}}+T_{\mathrm{Ex}}, \tag{12}
\end{equation*}
$$

where

$$
\begin{gathered}
T_{\mathrm{QF}}=\frac{\sqrt{A}}{(2 \pi)^{3}} \sum_{n^{\prime}}\langle n| t_{\pi \pi N \gamma}\left|n^{\prime}\right\rangle\left\langle n^{\prime}, \beta \mid \alpha\right\rangle, \\
T_{\mathrm{Ex}}=\frac{\sqrt{A}}{(2 \pi)^{3}} \sum_{\beta^{\prime}}\langle\beta| t_{\pi \pi(A-1) \gamma}\left|\beta^{\prime}\right\rangle\left\langle n, \beta^{\prime} \mid \alpha\right\rangle .
\end{gathered}
$$

Here, the $\sum$ sign denotes summation over spin and isospin states and integration with respect to the momentum of the relevant particle;

$$
\langle n| t_{\pi \pi N \gamma}\left|n^{\prime}\right\rangle=\int d x \varphi_{n}^{*}(x) e^{i \mathbf{q} \cdot \mathbf{r}} t_{\pi \pi N \gamma} \varphi_{n^{\prime}}(x)
$$

is the amplitude of pion production on a nucleon;

$$
\begin{gathered}
\langle\beta| t_{\pi \pi(A-1) \gamma}\left|\beta^{\prime}\right\rangle=\int d x_{1} \ldots d x_{A-1} \Psi_{\beta}^{*}\left(x_{1}, \ldots, x_{A-1}\right) \\
\times \sum_{j=1}^{A-1} e^{i \mathbf{q} \cdot \mathbf{r}_{j}} t_{\pi \pi N \gamma}^{(j)} \Psi_{\beta^{\prime}}\left(x_{1}, \ldots, x_{A-1}\right)
\end{gathered}
$$

is the amplitude of pion production on a nucleus formed by $A-1$ nucleons; and

$$
\begin{gathered}
\left\langle n, \beta^{\prime} \mid \alpha\right\rangle \\
=\int d x_{1} \ldots d x_{A} \varphi_{n}^{*}\left(x_{1}\right) \Psi_{\beta^{\prime}}^{*}\left(x_{2}, \ldots, x_{A}\right) \Psi_{\alpha}\left(x_{1}, \ldots, x_{A}\right)
\end{gathered}
$$

is an overlap integral that characterizes the probability of the virtual-decay process $A \longrightarrow(A-1)+1$.

Two pole diagrams-that which features a nucleon in a virtual state (Fig. 5a) and that which features an ( $A-1$ )-nucleon nucleus in a virtual state (Fig. 5b)correspond to two terms in (12) [10]. These terms represent, respectively, the amplitude of quasifree pion photoproduction and the exchange amplitude.

Let us consider the second term in the transition matrix as given by (11). For a first approximation, the mechanism of $A(\gamma, \pi \pi N) B$ reactions is determined by the dynamics of the nuclear system involved. In expression (11), we therefore disregard the interaction $V_{\pi \pi A}$. Under the assumption that the Green's function $(E+i \eta-H)^{-1}$ is diagonal in the intermediate states, the matrix element for the simplest intermediate statethat is, a state where there is only one virtual particle,
an excited nucleus $A^{*}$ in our case-can be represented as [30]

$$
T_{\mathrm{QE}}=\frac{1}{(2 \pi)^{3}} \sum_{\alpha^{*}} \frac{\langle n, \beta| V_{N B}\left|\alpha^{*}\right\rangle\left\langle\alpha^{*}\right| t_{\pi \pi A \gamma}|\alpha\rangle}{E_{N}+E_{B}-E_{\alpha^{*}}+i \eta},
$$

where $\left\langle\alpha^{*}\right| t_{\pi \pi A \gamma}|\alpha\rangle$ is the amplitude of partial pion photoproduction accompanied by the transition of the target nucleus to the $\alpha^{*}$ state, $E_{\alpha^{*}}$ is the energy of the nucleus in this state, and the $\sum$ sign denotes summation over discrete states of the nucleus and integration with respect to its momentum.

This expression is represented by the diagram in Fig. $5 c$; following the terminology adopted in [27], we will refer to the corresponding pion-production mechanism as a quasielastic mechanism.

Thus, the transition matrix $T$ taken in the approximation described above appears to be the sum of three terms,

$$
\begin{equation*}
T=T_{\mathrm{QF}}+T_{\mathrm{Ex}}+T_{\mathrm{QE}}, \tag{13}
\end{equation*}
$$

which correspond to the quasifree, the exchange, and the quasielastic mechanism of pion production in $A(\gamma, \pi \pi N) B$ relations.

In the resonance energy region, where the cross section shows sharp variations, it is of paramount importance to give a correct kinematical definition of the pion-photoproduction amplitude-to a great extent, what must be done for this reduces to taking correctly into account the Fermi motion of intranuclear nucleons and to considering that these nucleons are off the mass shell. We will proceed as follows. In the terms of the amplitude in the laboratory frame that correspond to the above three reaction mechanisms, the structures determining the kinematics of the amplitude for pion photoproduction on a nucleon in the plane-wave approximation are given by
(QF) $\int d \mathbf{r}_{A-1} \phi_{\mathbf{p}_{N}}^{*} e^{i \mathbf{q} \cdot \mathbf{r}_{A-1}} t_{\pi \pi N \gamma}\left(\hat{\mathbf{p}}_{f}, \hat{\mathbf{p}}_{i}\right) \Psi_{\alpha}\left(\mathbf{r}_{A-1}\right)$,
(Ex) $\int d \mathbf{r}_{A-2} \Psi_{\beta}^{*}\left(\mathbf{r}_{A-2}\right)$

$$
\begin{align*}
& \times \exp \left(-i \frac{\mathbf{p}_{r}}{A-1} \mathbf{r}_{A-2}\right) e^{i \mathbf{q} \cdot \mathbf{r}_{A-2}} t_{\pi \pi N \gamma}\left(\hat{\mathbf{p}}_{f}, \hat{\mathbf{p}}_{i}\right)  \tag{14}\\
& \times \exp \left(-i \frac{\mathbf{p}_{N}}{A-1} \mathbf{r}_{A-2}\right) \Psi_{\beta}\left(\mathbf{r}_{A-2}\right),
\end{align*}
$$

(QE) $\int d \mathbf{r}_{A-1} \Psi_{\alpha}^{*}\left(\mathbf{r}_{A-1}\right)$
$\times \exp \left(-i \frac{\mathbf{p}_{N}+\mathbf{p}_{r}}{A} \mathbf{r}_{A-1}\right) e^{i \boldsymbol{q} \cdot \mathbf{r}_{A-1}} t_{\pi \pi N \gamma}\left(\hat{\mathbf{p}}_{f}, \hat{\mathbf{p}}_{i}\right) \Psi_{\alpha}\left(\mathbf{r}_{A-1}\right)$,
where $\mathbf{r}_{A-1}$ and $\mathbf{r}_{A-2}$ are the coordinates of the nucleons with respect to the centers of mass of the $(A-1)$ nucleon and the ( $A-2$ )-nucleon system, respectively;
(a)

(b)

(c)


Fig. 5. Diagrams representing $(a)$ the quasifree, $(b)$ the exchange, and $(c)$ the quasielastic mechanism of pair pion photoproduction on a nucleus.
$\Psi_{\alpha}(r)$ is the single-particle wave function of a bound nucleon in the state $\alpha$; and $\hat{\mathbf{p}}_{i}$ and $\hat{\mathbf{p}}_{f}$ are the nucleonmomentum operators in, respectively, the initial and the final state (these operators appear in the amplitude $t_{\pi \pi N \gamma}$ ).

Substituting the bound-nucleon wave functions in the form of expansions in the eigenfunctions of the momentum operator into (14), we obtain
(QF) $t_{\pi \pi N \gamma}\left(\mathbf{p}_{N},-\mathbf{p}_{r}\right) \Psi_{\alpha}\left(-\mathbf{p}_{r}\right)$,
(Ex) $\int d \mathbf{p} \Psi_{\beta}^{*}\left(\mathbf{q} \frac{A-2}{A-1}+\mathbf{p}\right)$
$\times t_{\pi \pi N \gamma}\left(\mathbf{q} \frac{A-2}{A-1}+\mathbf{p}+\frac{\mathbf{p}_{r}}{A-1},-\frac{\mathbf{p}_{N}}{A-1}+\mathbf{p}\right) \Psi_{\beta}(\mathbf{p})$,
(QE) $\int d \mathbf{p} \Psi_{\alpha}^{*}\left(\mathbf{q} \frac{A-1}{A}+\mathbf{p}\right) t_{\pi \pi N \gamma}(\mathbf{q}+\mathbf{p}, \mathbf{p}) \Psi_{\alpha}(\mathbf{p})$,
where $\Psi_{\alpha}(\mathbf{p})$ is bound-nucleon wave function in the momentum representation, while $t_{\pi \pi N \gamma}\left(\mathbf{p}_{f}, \mathbf{p}_{i}\right)$ is the amplitude for pion photoproduction on a nucleon ( $\mathbf{p}_{i}$ and $\mathbf{p}_{f}$ are, respectively, the initial-state and the finalstate momentum).

In expressions (15) and (16) for the exchange and the quasielastic mechanism, respectively, the onenucleon amplitude is averaged over nucleon momenta with a weight appearing to be the transition density of the momentum distribution of intranuclear nucleons. Commonly, use is made here of the factorization approximation: the one-nucleon amplitude is factored outside the integral sign at the momentum value corresponding to the maximal transition density. In the oscillator model, the transition density

$$
\Psi_{\alpha^{\prime}}\left(\mathbf{p}^{\prime}+\mathbf{p}\right) \Psi_{\alpha}(\mathbf{p})
$$

of the momentum distribution-generally, it depends on the initial and on the final state of the nucleon-is maximal at $\mathbf{p}=-\frac{1}{2} \mathbf{p}^{\prime}$ for the majority of the transitions. In this case, which occurs quite frequently, the laboratory momenta of the initial- and final-state nucleons for the exchange and the quasielastic pion-production


Fig. 6. Differential ross section for the reaction ${ }^{4} \mathrm{He}\left(\gamma, \pi^{+} \pi^{-}\right.$ $p)^{3} \mathrm{H}$ as a function of the proton momentum at the incidentphoton energy of $E_{\gamma}=700 \mathrm{MeV}$. The curves labeled with the $\mathrm{QF}, \mathrm{Ex}$, and QE symbols represent results obtained by assuming the quasifree, the exchange, and the quasielastic reaction mechanism, respectively.
mechanism in the factorization approximation and for the quasifree mechanism are given by

$$
\begin{align*}
(\mathrm{QF}) \mathbf{p}_{i} & =-\mathbf{p}_{r}, \quad \mathbf{p}_{f}=\mathbf{p}_{N}, \\
(\mathrm{Ex}) \mathbf{p}_{i} & =-\mathbf{p}_{N} \frac{1}{A-1}-\frac{1}{2} \mathbf{q} \frac{A-2}{A-1},  \tag{Ex}\\
\mathbf{p}_{f} & =\frac{1}{2} \mathbf{q} \frac{A-2}{A-1}+\mathbf{p}_{r} \frac{1}{A-1},  \tag{17}\\
(\mathrm{QE}) \mathbf{p}_{i} & =-\frac{1}{2} \mathbf{q} \frac{A-1}{A}, \quad \mathbf{p}_{f}=\frac{1}{2} \mathbf{q} \frac{A+1}{A} .
\end{align*}
$$

It is well known that the factorization approximation is quite satisfactory if the amplitude of the reaction occurring on a nucleon changes slowly in the region being considered. Otherwise, the exact expressions (15) and (16) must be used to calculate the amplitudes for the exchange and for the quasielastic mechanism.

The averaging of the amplitude for pion production on a free nucleon in (15) and (16) over the states of intranuclear nucleons smooths the energy dependence of the cross section for the reaction occurring on a nucleus. In view of this, the region dominated by the quasifree mechanism of pion photoproduction is more appropriate for experimentally studying in-medium changes in the properties of resonances because, there, the kinematics of final-state particles furnishes the vastest amount of information for determining the onenucleon amplitude.

In order to specify kinematically the one-nucleon amplitude for the quasifree reaction mechanism, quantities that describe the state of the particles participating in reactions of the $N_{i}(\gamma, \pi \pi) N$ type are assigned the values of the analogous quantities for the corresponding
reaction on a nucleus, $A(\gamma, \pi \pi N) B$. In the $N_{i}$ rest frame, the photon energy $E_{\gamma}^{0}$ is given by

$$
E_{\gamma}^{0}=\frac{m_{\pi \pi N}^{2}-m_{N_{i}}^{2}}{2 m_{N_{i}}}
$$

where $m_{N_{i}}$ is the free-nucleon mass and $m_{\pi \pi N}=\left[\left(E_{\pi_{1}}+\right.\right.$ $\left.\left.E_{\pi_{2}}+E_{N}\right)^{2}-\left(\mathbf{p}_{\pi_{1}}+\mathbf{p}_{\pi_{2}}+\mathbf{p}_{N}\right)^{2}\right]^{1 / 2}$ is the invariant mass of the $\pi_{1} \pi_{2} N$ system. It is of importance that the active nucleon is taken to be off the mass shell. From (17) and from the conservation of energy at the vertex of the virtual decay $A \longrightarrow(A-1)+N_{i}$, it follows that

$$
E_{i}=M_{A}-E_{r}, \quad m_{i}^{2}=E_{i}^{2}-\mathbf{p}_{r}^{2}<m_{N_{i}}
$$

In this case, the energy and the momentum are conserved in the $N_{i}(\gamma, \pi \pi) N$ vertex as well. That the onenucleon amplitude was kinematically defined in this way made it possible to describe satisfactorily the energy dependence of the cross section for quasifree single negative-pion photoproduction in the $\Delta(1232)$ region [31].

## 4. NUMERICAL RESULTS

From the numerical results displayed in Fig. 6, we deduce qualitative information about the kinematical regions where the reaction mechanisms corresponding to the three diagrams in Fig. 5 are operative. The contributions of the three amplitudes in (13) to the cross section for the reaction ${ }^{4} \mathrm{He}\left(\gamma, \pi^{+} \pi^{-} p\right)^{3} \mathrm{H}$ are shown in Fig. 6 as functions of the proton momentum. The calculation that yielded these results was performed in the plane-wave approximation on the basis of expression (3) for the amplitude of the reaction $p\left(\gamma, \pi^{+} \pi^{-}\right) p$. The contribution from the two lowest excited states of the ${ }^{4} \mathrm{He}$ nucleus at 20.1 and 21.1 MeV (their quantum numbers are $0^{+} 0$ and $0^{-} 0$, respectively) were taken into account in calculating the amplitude for the quasielastic reaction mechanism. It was assumed that the configurations of these $0^{+} 0$ and $0^{-} 0$ states are $(1 s)^{-1}(2 s)$ and $(1 s)^{-1}(1 p)$. It can be seen that the quasifree pion-photoproduction mechanism is dominant for proton momenta exceeding the characteristic intranuclearnucleon momentum of about $200 \mathrm{MeV} / c$. The exchange- and the quasielastic-mechanism contribution overlap in Fig. 6, but they are separated to a considerable extent in the dependence of the cross section on the invariant mass of the $p^{3} \mathrm{H}$ system; at the minimal excitation energy, these mechanisms can also be separated by studying the differential cross section with respect to the angle of divergence of the proton and the ${ }^{3} \mathrm{H}$ nucleus.

Figure 7 shows the inclusive spectra of negative pions that were formed in the interactions of photons having energies in the intervals 515-595, 595-675, and $675-755 \mathrm{MeV}$ with ${ }^{12} \mathrm{C}$ nuclei and which were emitted
at an angle of $41^{\circ}$ with respect to the photon-beam axis [13]. The relevant data come from the experiment that was performed at the synchrotron of Tokyo University. The experimental results are presented in the form of the dependence on the difference $\Delta p$ of the momentum $p_{0}$ that follows from the kinematics of single pion production on a free nucleon and the momentum of the recorded pion. It is rather difficult to analyze these data since negatively charged pions can be formed in many processes at these energies. However, the contribution of some single-pion-production processes where the final nucleus occurs in a bound state can be disregarded because, under the kinematical conditions being considered, the minimal absolute value of the momentum transfer, $\left|\mathbf{p}_{\gamma}-\mathbf{p}_{\pi}\right|$, exceeds $300 \mathrm{MeV} / c$. For the same reason, it is legitimate to disregard the exchange and the quasielastic mechanism of single pion photoproduction accompanied by nucleon emission.

In the quasifree approximation, negative pions can be formed via single pion photoproduction in the reaction

$$
\begin{equation*}
{ }^{12} \mathrm{C}\left(\gamma, \pi^{-} p\right){ }^{11} \mathrm{C} \tag{18}
\end{equation*}
$$

and via three double-pion-photoproduction processes

$$
\begin{gather*}
{ }^{12} \mathrm{C}\left(\gamma, \pi^{-} \pi^{+} p\right)^{11} \mathrm{~B}, \quad{ }^{12} \mathrm{C}\left(\gamma, \pi^{-} \pi^{+} n\right){ }^{11} \mathrm{C},  \tag{19}\\
{ }^{12} \mathrm{C}\left(\gamma, \pi^{-} \pi^{0} p\right){ }^{11} \mathrm{C} .
\end{gather*}
$$

In Fig. 7, the curves labeled with the symbol $\pi$ represent the cross section calculated for reaction (18) in the quasifree approximation with distorted waves, while the curves labeled with the symbol $\pi \pi$ correspond to the sum of the cross sections calculated for three double-pion-photoproduction reactions (19) within the approximation specified by Eq. (5). The final-state interaction was taken into account in the eikonal approximation. The potential that was proposed in [32] and which describes satisfactorily the effect of proton interaction with a residual nucleus in the single-pion-production process at energies in the $\Delta(1232)$ region [33] was taken here for the nucleonnucleus optical potential. The pion wave function was distorted by the optical potential used in [34]. The states of intranuclear nucleons were described by oscillator wave functions characterized by the oscillator parameter equal to the charge radius of the ${ }^{12} \mathrm{C}$ nucleus.

The high-momentum section of the pion spectrum (small negative values of $\Delta p$ ) is satisfactorily described by the contribution from the single quasifree photoproduction of negatively charged pions. The contribution of double quasifree pion photoproduction faithfully reproduces the rate of the cross-section growth with $\Delta p$ in the region $\Delta p>100 \mathrm{MeV} / c$. At the minimal photon energy, the absolute value of the cross section for the reactions in (19) around the maximum is nearly onehalf as large as the experimental inclusive cross section. As the photon energy is increased, the agreement between the computed and measured cross sections is


Fig. 7. Differential cross section for the reaction ${ }^{12} \mathrm{C}\left(\gamma, \pi^{-}\right) X$ as a function of the difference of the momentum $p_{0}$ that follows from the kinematics of single pion production on a free nucleon and the recorded-pion momentum $p_{\pi}\left(\theta_{\pi}=41^{\circ}\right)$. Experimental data were borrowed from [13].
substantially improved. It is worth noting that the filling of the cross section minimum is more pronounced in the region where the cross sections for single and double photoproduction overlap. One of the possible reasons behind underestimating the experimental cross sections in this region of the pion spectra may be associated with the contribution of the coherent photoproduction of two pions on a carbon nucleus in the reaction ${ }^{12} \mathrm{C}\left(\gamma, \pi^{-}\right.$ $\left.\pi^{+}\right)^{12} \mathrm{C}$ [16]. In the same interval of pion momenta, it is natural to expect manifestations of the exchange and of the quasielastic mechanism of the reactions in (19).

In analyzing experimental results for the photoabsorption cross section, it is of interest to compare the total cross sections for single and double pion photoproduction on a proton with the total cross sections (integrated over the total phase space) for quasifree single and double pion photoproduction on a ${ }^{12} \mathrm{C}$ nucleus. This comparison makes it possible to assess a minimal degree of the changes that the energy dependence of the cross section for the reaction occurring on a nucleus may suffer within the impulse approximation. It can be expected that the contributions from other photoabsorption channels will provide a poorer description of the cross section for photon-nucleon interaction.

In Fig. $8 a$, the dashed and the dash-dotted curve represent the total cross sections for the reactions $p\left(\gamma, \pi^{0}\right) p$ and $p\left(\gamma, \pi^{+}\right) n$, respectively, as functions of the total c.m. energy $s^{1 / 2}$. These cross sections were obtained by integrating the experimental differential cross sections $d \sigma / d \Omega^{*}$ represented in the form of an expansion in powers of $\cos \theta_{\pi}^{*}$. The expansion coefficients were taken from [35]. The dotted curve corresponds to the sum of the total cross sections for the double-pion-photoproduction reactions $p\left(\gamma, \pi^{+} \pi^{-}\right) p, p\left(\gamma, \pi^{+} \pi^{0}\right) n$, and $p\left(\gamma, \pi^{0} \pi^{0}\right) p$ [18]. In Fig. $8 a$, the solid curve represents the sum of the total cross sections for single and double pion photoproduction on a proton as a function of energy. The same notation for the curves is used in


Fig. 8. (a) Cross sections for the reactions $p\left(\gamma, \pi^{0}\right) p$ and $p(\gamma$, $\left.\pi^{+}\right) n$ and sum of the cross sections for double pion photoproduction in the reactions $p\left(\gamma, \pi^{+} \pi^{-}\right) p, p\left(\gamma, \pi^{+} \pi^{0}\right) n$, and $p(\gamma$, $\left.\pi^{0} \pi^{0}\right) p$ and (b) cross section for single pion photoproduction in the reactions ${ }^{12} \mathrm{C}\left(\gamma, \pi^{0} p\right){ }^{11} \mathrm{~B}$ and ${ }^{12} \mathrm{C}\left(\gamma, \pi^{+} n\right){ }^{11} \mathrm{~B}$ and sum of the cross sections for double pion photoproduction in the reactions ${ }^{12} \mathrm{C}\left(\gamma, \pi^{+} \pi^{-} p\right){ }^{11} \mathrm{~B},{ }^{12} \mathrm{C}\left(\gamma, \pi^{+} \pi^{0} n\right){ }^{11} \mathrm{~B}$, and ${ }^{12} \mathrm{C}(\gamma$, $\left.\pi^{0} \pi^{0} p\right)^{11} \mathrm{~B}$ as functions of the total c.m. energy $s^{1 / 2}$.

Fig. $8 b$ to depict the cross sections for single pion photoproduction in the reactions

$$
\begin{equation*}
{ }^{12} \mathrm{C}\left(\gamma, \pi^{0} p\right){ }^{11} \mathrm{~B}, \quad{ }^{12} \mathrm{C}\left(\gamma, \pi^{+} n\right){ }^{11} \mathrm{~B} \tag{20}
\end{equation*}
$$

and the sum of the cross sections for double pion photoproduction in the reactions

$$
\begin{gather*}
{ }^{12} \mathrm{C}\left(\gamma, \pi^{+} \pi^{-} p\right){ }^{11} \mathrm{~B}, \quad{ }^{12} \mathrm{C}\left(\gamma, \pi^{+} \pi^{0} n\right){ }^{11} \mathrm{~B}  \tag{21}\\
{ }^{12} \mathrm{C}\left(\gamma, \pi^{0} \pi^{0} p\right){ }^{11} \mathrm{~B}
\end{gather*}
$$

These cross sections were calculated in the quasifree approximation with distorted waves by using Eq. (5). In the quasifree approximation, reactions (20) and (21) proceed via photon interaction with the protons of the ${ }^{12} \mathrm{C}$ nucleus. The final-state interaction was taken into account in the eikonal approximation (the relevant details were described above in connection with interpreting the negative-pion spectra displayed in Fig. 7). The data in Figs. $8 a$ and $8 b$ are presented in the same form as the measured cross sections in [7]: the same photon energy in the laboratory frame for the reaction on a proton and for the reaction on a nucleus corresponds to a specific value of $s^{1 / 2}$.

In the energy range being considered, the energy dependence of the cross section for pion photoproduction on a free proton is governed by three factors: $\Delta(1232)$ excitation; a sharp growth of the cross section
for double pion production-at $s^{1 / 2} \sim 1500 \mathrm{MeV}$, this cross section reaches a maximum value; and the resonance contribution of $N(1520)$ to the cross section for all processes. Effects resulting from the fact that intranuclear nucleons are in a bound state are vividly exemplified by observables of the reactions $p\left(\gamma, \pi^{0}\right) p$ and ${ }^{12} \mathrm{C}\left(\gamma, \pi^{0} p\right){ }^{11} \mathrm{~B}$ : the cross-section maximum associated with the excitation of the $\Delta(1232)$ isobar is shifted to the region of higher energies with increasing width of the peak. Qualitatively similar changes in the cross section are observed in the $N(1520)$ region.

Final-state interaction has a pronounced effect on the energy dependence of the cross section. At a resonance photon energy, the mean energy of product pions does not have a resonance value with respect to the interaction with nucleons at rest. This leads to a shift of the maximum of the cross-section suppression to the region of higher photon energies. It follows that not only does the final-state interaction suppress the cross section in the $\Delta(1232)$ region by a factor greater than 3 , but it also deforms considerably the energy dependence of the cross section. The latter effect is especially pronounced when one compares the cross sections for the production of positively charged pions in the reactions $p\left(\gamma, \pi^{+}\right) n$ and ${ }^{12} \mathrm{C}\left(\gamma, \pi^{+} n\right)^{11} \mathrm{~B}$. In the $N(1520)$ region, the final-state interaction changes the relationship between the cross sections for single and double pion photoproduction. Because of the presence of two pions, the second process is more sensitive to nuclear-medium effects than the first one. The suppression of the cross section for double pion production because of pion interaction with the residual nucleus is enhanced when we approach the region where both pions reach the resonance energy with a high probability, in which case the cross-section maximum in the $N(1520)$ region becomes more pronounced.

By comparing the sum of the total cross sections for single and double pion production on a free proton with that for the analogous processes on a nucleus, we can conclude that, although the energy dependence of the cross section for the reaction occurring on a nucleus basically reproduces typical features of the cross section for the analogous reactions on a proton, the energy dependence of the former has a less pronounced structure. The cross-section minimum between the two resonance regions is filled sizably, but not to an extent sufficient for explaining the absence of a maximum in the energy dependence of the photoabsorption cross section at the position of the $N(1520)$ resonance. It should be borne in mind, however, that, with allowance for the isotopically symmetric reactions

$$
\begin{gathered}
{ }^{12} \mathrm{C}\left(\gamma, \pi^{0} n\right){ }^{11} \mathrm{C}, \\
{ }^{12} \mathrm{C}\left(\gamma, \pi^{-} p\right){ }^{11} \mathrm{C} \\
{ }^{12} \mathrm{C}\left(\gamma, \pi^{+} \pi^{-} n\right){ }^{11} \mathrm{C}, \\
{ }^{12} \mathrm{C}\left(\gamma, \pi^{-} \pi^{0} p\right){ }^{11} \mathrm{C}, \\
{ }^{12}\left(\gamma, \pi^{0} \pi^{0} n\right){ }^{11} \mathrm{C},
\end{gathered}
$$

the cross sections displayed in Fig. $8 b$ saturate only 30$40 \%$ of the photoabsorption cross section and that the
effect of $N(1520)$ excitation is somewhat smaller in photon-neutron interactions [18, 36].

A result that is qualitatively similar (to that described above) in what is concerned with the manifestations of the cross-section maximum at the position of the $N(1520)$ resonance was obtained in the semiclassical transport model used in [17] to explain the cross section for photoabsorption on ${ }^{40} \mathrm{Ca}$. According to the estimates presented there, the isobar width increases in a nucleus by $20-40 \mathrm{MeV}$, which is one order of magnitude less than what is required for explaining the photoabsorption cross sections [37].

## 5. CONCLUSION

Reactions of the $A(\gamma, \pi \pi N) B$ type, which represent one of the main channels of photon absorption by a nucleus in the second resonance region of energies, have been analyzed. The reaction amplitude has been represented as the sum of the amplitude for quasifree pion production, the exchange amplitude, and the quasielastic amplitude. In the quasielastic process, the production of a pion pair is accompanied by the excitation of the nucleus, which further decays via the emission of a nucleon. The quasifree mechanism of pion production is dominant in the kinematical region where the proton momentum exceeds a value of about $200 \mathrm{MeV} / c$.

For the $N(\gamma, \pi \pi) N$ reactions, three models have been considered here. These are (i) the phase-space model, which satisfactorily reproduces the results of bubblechamber measurements for recoil-proton-momentum distributions of events of the reaction $p\left(\gamma, \pi^{+} \pi^{-}\right) p$; (ii) the phase-space model embedded in the isobaric model-this approach makes it possible to describe the spectra of charged pions from the reactions $p\left(\gamma, \pi^{+} \pi^{-}\right) p$ and $p\left(\gamma, \pi^{+} \pi^{0}\right) n$ induced by a beam of tagged photons from the synchrotron of Tokyo University; and (iii) the isobaric model that takes into account the contribution of the contact diagram and the contribution of the pionexchange diagram. For the shape of the azimuthal dependence of the yield from the reaction $p\left(\gamma, \pi^{+} \pi^{-}\right) p$, all these models provide results that are in satisfactory agreement with data obtained at the Tomsk synchrotron.

Within the model that takes into account single and double quasifree pion photoproduction, the spectra of negatively charged pions from photon interactions with $a^{12} \mathrm{C}$ nucleus have been calculated in the second resonance region of energies. The results of the calculations satisfactorily reproduce the high-momentum contributions to the experimental inclusive pion spectrum, which are due to single pion production; the low-momentum spectrum is described at energies $E_{\gamma}>600 \mathrm{MeV}$. At low momenta, the calculated spectrum associated with double pion photoproduction falls slightly short of the experimental spectrum.

In order to clarify the nuclear-medium effect on the energy dependence of the cross section for pion photo-
production on nuclei, the energy dependence of the total cross sections for some isotopic channels through which the reactions ${ }^{12} \mathrm{C}(\gamma, \pi N){ }^{11} \mathrm{~B}$ and ${ }^{12} \mathrm{C}(\gamma, \pi \pi N){ }^{11} \mathrm{~B}$ proceed owing to prompt photon interactions with the protons of the ${ }^{12} \mathrm{C}$ nucleus has been calculated in the quasifree approximation. Together with the cross sections for isotopically symmetric channels for pion production, the cross sections for the above processes saturate 30 to $40 \%$ of the photoabsorption cross section. These results have been compared with the cross section for single and double pion production on a free proton. In addition to trivial broadening of resonance peaks, which is due to the Fermi motion of the nucleons, and a shift to the region of higher energies, a pronounced effect of the final-state interaction on the energy dependence of the cross section has been revealed. The final-state interaction deforms noticeably the energy dependence of the cross section in the $\Delta(1232)$ region and changes the relationship between the cross sections for single and for double pion production at the position of the $N(1520)$ resonance. The cross-section minimum between two resonance regions is partly filled. The majority of the factors listed above smooths the energy dependence of the cross sections for above-type reactions on a nucleus. Nonetheless, this provides no way to explain the absence of the maximum in the cross section for photoabsorption on ${ }^{12} \mathrm{C}$ in the $N(1520)$ region.
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#### Abstract

In recent years, the deuteron structure at short distances has often been treated from the point of view of nonnucleonic degrees of freedom. In this study, measurements of $T$-odd polarization observables by using a tensorially polarized deuteron beam and a polarized proton target or a proton polarimeter are proposed as a means for seeking quark configurations inside the deuteron. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Recent experimental results concerning the structure of the deuteron led to the speculations that manifestations of the quark-gluon degrees of freedom are present even at relatively large distances between nucleons. Measurements of the cross section for the inclusive deuteron-breakup reaction $A(d, p) X$ on carbon with the proton emitted at zero angle [1] showed a relatively broad shoulder at internal nucleon momenta of $k \sim 0.35 \mathrm{GeV} / c$ in the deuteron defined in the light-cone dynamics [2-4]. This enhancement was observed later at different initial energies and for different $A$ values of the target [5-7]. This shoulder could not be reproduced by calculations within relativistic impulse approximation (IA) by using the standard deuteron wave functions [8-10] or by including rescattering corrections [11]. The theoretical study of Kobushkin and Vizireva led to the possibility that there exists a $6 q$ admixture in the deuteron wave function [12]. This $6 q$ amplitude, arising from the $S$ configurations of six quarks, must be added to the $S$ component of the standard deuteron wave function with a relative phase $\chi$. A fit to the experimental data [5] gave the probability of the $6 q$ configuration about $4 \%$ and relative angle of $\chi \sim 82^{\circ}$ and $\sim 61^{\circ}$ for the Paris [8] and the Reid soft-core (RSC) [9] $N N$ potential, respectively. An admixture of the $6 q$ state of about $3.4 \%$ was introduced in [13] as well to describe the tail of the momentum spectrum for the reaction ${ }^{12} \mathrm{C}(d, p) X[5]$.

One of the important features of this hybrid wave function is that an additional $6 q$ admixture masks the node of the $N N S$ wave, and this is drastically reflected in the behavior of polarization observables. For instance, data obtained at Saclay for the tensor analyzing power $T_{20}$ and the cross section in inclusive deuteron breakup at zero angle and at an initial energy of 2.1 GeV [7] were explained by the hybrid wave func-

[^9]tion with $\sim 4 \%$ of the $|6 q\rangle$ probability at $55^{\circ}$ of the relative phase between $|6 q\rangle$ and the $S$ component from the RSC potential [9].

Recent measurements of the tensor analyzing power $T_{20}$ for deuteron inclusive breakup at $0^{\circ}$ that were performed in Saclay [7] and in Dubna [14-16] at different energies and for different targets showed the strong deviation from the IA predictions at $k \geq 0.2 \mathrm{GeV} / c$. The behavior of the coefficient of polarization transfer from a vectorially polarized deuteron to a proton $\left(\kappa_{0}\right)$ [1719] also disagrees with the calculations using conventional deuteron wave functions at $k \geq 0.2 \mathrm{GeV} / c$. On the other hand, both $T_{20}$ and $\kappa_{0}$ data demonstrate some features of the IA like a weak dependence on the target mass number $A$ and an approximate energy independence. A consideration of the mechanisms additional to the IA one $[20,21]$ cannot explain the experimental data.

The most intriguing feature of experimental data is that the tensor analyzing power $T_{20}$ in deuteron inclusive breakup and backward elastic deuteron-proton scattering show, at high internal proton momenta, the same negative value of about $-(0.3-0.4)$ [15, 16, 22], which is incompatible with the predictions using any reasonable nucleon-nucleon potential. Various attempts were undertaken to explain the $T_{20}$ data by taking into account nonnucleonic degrees of freedom in the deuteron. An asymptotic negative limit on $T_{20}$ was obtained within the QCD-motivated approach presented in [23] and based on the reduced-nuclear-amplitude method [24]. The results of calculations [20] with the hybrid deuteron wave function [25] made it possible to describe satisfactorily the $T_{20}$ data up to $k \sim$ $1 \mathrm{GeV} / c$ [15]. Recently, the data on $T_{20}$ and $\kappa_{0}$ in the ${ }^{12} \mathrm{C}(d, p) X$ reaction at $0^{\circ}$ were reasonably reproduced within a model that incorporates multiple scattering and the Pauli exclusion principle at the quark level [26]. By additionally taking into account the exchanges of negative-parity nucleon resonances. Azhgirey and Yudin [27] were able to improve the agreement
between the results of the calculations and experimental data on $T_{20}$ in backward elastic $d p$ scattering. The tensor analyzing power $A_{y y}$ obtained for deuteron inclusive breakup up to proton transverse momenta of $600 \mathrm{MeV} / \mathrm{c}$ [28] also disagrees with the calculations within the hard-scattering model [29] using conventional deuteron wave functions. However, the sign of $A_{y y}$ at high proton momenta at zero angle [14-16], ${ }^{1)}$ as well as at an angle of about $90^{\circ}$ in the deuteron rest frame [28], is identical to that predicted by the QCDmotivated approach used in [23].

These special features of experimental data and relatively successful attempts at describing them by considering nonnucleonic degrees of freedom stimulate possible efforts to measure additional polarization observables that are crucial to quark degrees of freedom in the deuteron.

In [30], it was proposed to study the deuteron structure at short distances by using a polarized proton target and a proton polarimeter. Here, investigation of $T$-odd polarization observables [31] in deuteron exclusive breakup in collinear geometry and backward elastic $d p$ scattering is considered as a means for identifying the exotic $6 q$ configurations inside the deuteron.

## 2. MATRIX ELEMENTS OF THE REACTIONS $d p \longrightarrow p p n$ AND $d p \longrightarrow p d$

In this section, we analyze the polarization effects in two processes: deuteron breakup in the strictly collinear geometry, $d+p \longrightarrow p\left(0^{\circ}\right)+p\left(180^{\circ}\right)+n$, and backward elastic deuteron-proton scattering, $d+p \longrightarrow$ $p+d$, using the hybrid deuteron wave function with the complex $6 q$ admixture.

This function can be presented in the momentum space in the following form:

$$
\begin{gather*}
\Phi_{d}(\mathbf{p})=\frac{i}{\sqrt{2}} \frac{1}{\sqrt{4 \pi}} \psi_{p}^{\alpha+}[(U(p)(\boldsymbol{\sigma} \cdot \boldsymbol{\xi})  \tag{1}\\
\left.\left.-\frac{W(p)}{\sqrt{2}}(3(\hat{\mathbf{p}} \cdot \boldsymbol{\xi})(\boldsymbol{\sigma} \cdot \hat{\mathbf{p}})-(\boldsymbol{\sigma} \cdot \boldsymbol{\xi}))\right) \sigma_{y}\right]_{\alpha \beta} \psi_{n}^{\beta+},
\end{gather*}
$$

where $\psi_{p}$ and $\psi_{n}$ are the proton and neutron spinors, respectively; $\boldsymbol{\xi}$ is the deuteron polarization vector defined in a standard manner:

$$
\begin{gather*}
\xi_{1}=-\frac{1}{\sqrt{2}}(1, i, 0), \quad \xi_{-1}=\frac{1}{\sqrt{2}}(1,-i, 0)  \tag{2}\\
\xi_{0}=(0,0,1)
\end{gather*}
$$

$\mathbf{p}$ is the relative proton-neutron momentum inside the deuteron; and $\hat{\mathbf{p}}=\mathbf{p} /|\mathbf{p}|$ is the unit vector in the $\mathbf{p}$ direction. Here, $S$ and $D$ components are defined as

$$
\begin{aligned}
U(p) & =u(p)+v_{0}(p) e^{i \chi} \\
W(p) & =w(p)+v_{2}(p) e^{i \chi}
\end{aligned}
$$

${ }^{1)}$ At zero emission angle, we have $A_{y y}=-T_{20} / \sqrt{2}$.
where $u(p)$ and $w(p)$ are $S$ and $D$ components of the standard deuteron wave function based on the $N N$ potentials, and $v_{0}(p) e^{i \chi}$ and $v_{2}(p) e^{i \chi}$ are the complex $6 q$ admixtures to the $S$ and $D$ components of the standard deuteron wave function, respectively.

Using parity conservation, time reversal invariance, and the Pauli exclusion principle, we can write the matrix of $N N$ elastic scattering in terms of five independent complex amplitudes [32] (when isospin invariance is assumed):

$$
\begin{align*}
& M\left(\mathbf{k}^{\prime}, \mathbf{k}\right)= \frac{1}{2}\left((a+b)+(a-b)\left(\boldsymbol{\sigma}_{1} \cdot \mathbf{n}\right) \cdot\left(\boldsymbol{\sigma}_{2} \cdot \mathbf{n}\right)\right. \\
&+(c+d)\left(\boldsymbol{\sigma}_{1} \cdot \mathbf{m}\right) \cdot\left(\boldsymbol{\sigma}_{2} \cdot \mathbf{m}\right)  \tag{4}\\
&\left.+(c-d)\left(\boldsymbol{\sigma}_{1} \cdot \mathbf{l}\right) \cdot\left(\boldsymbol{\sigma}_{2} \cdot \mathbf{l}\right)+e\left(\left(\boldsymbol{\sigma}_{1}+\boldsymbol{\sigma}_{2}\right) \cdot \mathbf{n}\right)\right)
\end{align*}
$$

where $a, b, c, d$, and $e$ are the scattering amplitudes; $\boldsymbol{\sigma}_{1}$ and $\boldsymbol{\sigma}_{2}$ are the Pauli $2 \times 2$ matrices; $\mathbf{k}$ and $\mathbf{k}^{\prime}$ are the unit vectors in the directions of the incident and scattered particles, respectively; and center-of-mass basis vectors $\mathbf{n}, \mathbf{l}$, and $\mathbf{m}$ are defined as

$$
\begin{equation*}
\mathbf{n}=\frac{\mathbf{k}^{\prime} \times \mathbf{k}}{\left|\mathbf{k}^{\prime} \times \mathbf{k}\right|}, \quad \mathbf{l}=\frac{\mathbf{k}^{\prime}+\mathbf{k}}{\left|\mathbf{k}^{\prime}+\mathbf{k}\right|}, \quad \mathbf{m}=\frac{\mathbf{k}^{\prime}-\mathbf{k}}{\left|\mathbf{k}^{\prime}-\mathbf{k}\right|} \tag{5}
\end{equation*}
$$

However, at a zero angle there are only three independent amplitudes, and the matrix element (4) can be written as [32]

$$
\begin{equation*}
\mathcal{M}(0)=\frac{1}{2}\left(A+B\left(\boldsymbol{\sigma}_{1} \cdot \boldsymbol{\sigma}_{2}\right)+C\left(\boldsymbol{\sigma}_{1} \cdot \mathbf{k}\right)\left(\boldsymbol{\sigma}_{2} \cdot \mathbf{k}\right)\right) \tag{6}
\end{equation*}
$$

where amplitudes $A, B$, and $C$ are related to the amplitudes defined in [32] as follows:

$$
\begin{gather*}
A=a(0)+b(0), \quad B=c(0)+d(0) \\
C=-2 d(0) \tag{7}
\end{gather*}
$$

We consider deuteron breakup reaction in the special kinematics, i.e., with the emission of the spectator proton at zero angle, while the neutron interacts with the proton target and the products of this interaction go along the axis of the reaction.

Using both expressions (1) and (6), the matrix element of deuteron breakup process in collinear geometry can be written as [30]

$$
\begin{gather*}
\mathcal{M}=\frac{i}{2 \sqrt{2}} \frac{1}{\sqrt{4 \pi}} \psi_{1}^{+} \boldsymbol{\psi}_{2}^{+}[(U(p)(\boldsymbol{\sigma} \cdot \boldsymbol{\xi}) \\
\left.\left.-\frac{W(p)}{\sqrt{2}}(3(\hat{\mathbf{p}} \cdot \boldsymbol{\xi})(\boldsymbol{\sigma} \cdot \hat{\mathbf{p}})-(\boldsymbol{\sigma} \cdot \boldsymbol{\xi}))\right) \sigma_{y}\right]  \tag{8}\\
\times\left(A+B\left(\boldsymbol{\sigma}_{1} \cdot \boldsymbol{\sigma}_{2}\right)+C\left(\boldsymbol{\sigma}_{1} \cdot \mathbf{k}\right)\left(\boldsymbol{\sigma}_{2} \cdot \mathbf{k}\right)\right) \psi_{1}^{*} \psi_{2} .
\end{gather*}
$$

The matrix element of backward elastic $d p$ scattering within the framework of one-nucleon exchange has
the following form:

$$
\begin{gather*}
\mathcal{M}=\frac{1}{8 \pi} \psi_{f}^{+}\left(U^{*}(p)\left(\boldsymbol{\sigma}_{f} \cdot \boldsymbol{\xi}_{f}^{*}\right)\right. \\
\left.-\frac{W^{*}(p)}{\sqrt{2}}\left(3\left(\hat{\mathbf{p}} \cdot \boldsymbol{\xi}_{f}^{*}\right)\left(\boldsymbol{\sigma}_{f} \cdot \hat{\mathbf{p}}\right)-\left(\boldsymbol{\sigma}_{f} \cdot \boldsymbol{\xi}_{f}^{*}\right)\right)\right)  \tag{9}\\
\times\left(U(p)\left(\boldsymbol{\sigma}_{i} \cdot \boldsymbol{\xi}_{i}\right)-\frac{W(p)}{\sqrt{2}}\left(3\left(\hat{\mathbf{p}} \cdot \boldsymbol{\xi}_{i}\right)\left(\boldsymbol{\sigma}_{i} \cdot \hat{\mathbf{p}}\right)\right.\right. \\
\left.\left.-\left(\boldsymbol{\sigma}_{i} \cdot \boldsymbol{\xi}_{i}\right)\right)\right) \psi_{i}
\end{gather*}
$$

## 3. SIX-QUARK CONFIGURATIONS

In this section, we consider different models considering the quark (or baryon-baryon) degrees of freedom inside the deuteron.

In the hybrid model of the deuteron wave function [12], the $6 q$ amplitude arising from the $s^{6}$ configurations of six quarks must be added to the $S$ component of the standard deuteron wave function according to the expression

$$
\begin{equation*}
U(k)=\sqrt{1-\beta^{2}} u(k)+\beta v_{0}(k) e^{i \chi} \tag{10}
\end{equation*}
$$

where the parameter $\beta$ and the phase $\chi$ represent the value of the $6 q$ admixture in the deuteron and the degree of nonorthogonality between $n p$ and $6 q$ components of the deuteron wave function, respectively.

The $6 q$ admixture has the following form:

$$
\begin{equation*}
v_{0}(k)=I \sqrt{10} \cdot 2^{2 / 3}\left(\frac{2}{1+\sqrt{2}}\right)^{6}\left(\frac{2}{3 \pi \omega}\right)^{3 / 4} e^{-k^{2} / 3 \omega} \tag{11}
\end{equation*}
$$

Here, factor $I \approx 0.332$ is the overlap factor of color spin-isospin wave functions, $\omega$ defines the root-meansquare radius of the $6 q$ configuration $r^{2}=5 / 4 \omega$, and $k$ is internal momentum of a nucleon in the deuteron defined in the light-cone dynamics [2-4].

The parameters of the $6 q$ admixture $r, \beta$, and $\chi$ were obtained in [33] from the fit of the experimental data on the momentum density of the nucleon in deuteron $\phi^{2}(k)$ [5], tensor analyzing power $T_{20}$ [16], and polarizationtransfer coefficient $\kappa_{0}$ [17-19] for inclusive deuteron breakup with the emission of the proton at a zero angle using standard deuteron wave functions [8-10]. The results of the fit are given in Table 1 and shown in Fig. 1 by the solid, dashed, and dotted curves for the RSC [9], Paris [8], and Bonn (version C) [10] deuteron wave functions, respectively. One can see the satisfactory description of the experimental data. The probability of the $6 q$ admixture is found to be $3-4 \%$. The relative phase is $\sim 40^{\circ}$ for the RSC [9], $\sim 47^{\circ}$ for the Paris [8], and $55^{\circ}$ for the Bonn (C) deuteron wave function [10]. The radius is $r \sim 0.6 \mathrm{fm}$ for all used deuteron wave functions. The parameters are comparable with the results obtained in [7] using the RSC deuteron wave function [9].


Fig. 1. Momentum density $\phi^{2}(k)$ [5], tensor analyzing power $T_{20}$ [16], and polarization transfer coefficient $\kappa_{0}$ [17] (open squares), [18] (full triangles), and [19] (full circles and squares) versus internal momentum $k$ in deuteron inclusive breakup with the emission of proton at $0^{\circ}$. Solid, dashed, and dotted curves correspond to calculations with hybrid wave function [12] using the RSC [9], Paris [8], and Bonn (C) [10] deuteron wave functions, respectively.

In [20, 25], the nonnucleonic degrees of freedom ( $N N^{*}, N N \pi$, and higher components of the Fock space) were taken into account in the following way:

$$
\begin{gather*}
\Phi^{2}\left(\alpha, k_{t}\right)=\left(1-\beta^{2}\right) \phi_{N N}^{2}\left(\alpha, k_{t}\right) /(2 \alpha(1-\alpha))  \tag{12}\\
+\beta^{2} G_{d}\left(\alpha, k_{t}\right)
\end{gather*}
$$

where $\Phi^{2}\left(\alpha, k_{t}\right)$ is the distribution of constituents in the deuteron; $\phi_{N N}\left(\alpha, k_{t}\right)$ is the relativized standard deuteron wave function; $G_{d}\left(\alpha, k_{t}\right)$ is the distribution of $N N^{*}$, $N N \pi, \ldots$, or $6 q$ component in the deuteron. Parameter $\beta^{2}$ gives the probability of this nonnucleonic compo-

Table 1. Parameters of the $6 q$ admixture in the hybrid model [12] for various standard deuteron wave functions [8-10]

| DWF | $\beta^{2}, \%$ | $\chi$, deg | $r, \mathrm{fm}$ |
| :---: | :---: | :---: | :---: |
| $[8]$ | $3.42 \pm 0.09$ | $47.2 \pm 0.6$ | $0.578 \pm 0.009$ |
| $[9]$ | $4.07 \pm 0.10$ | $40.1 \pm 0.6$ | $0.590 \pm 0.009$ |
| $[10]$ | $2.79 \pm 0.09$ | $55.1 \pm 0.7$ | $0.595 \pm 0.010$ |



Fig. 2. Momentum density $\phi^{2}(k)$ [5], tensor analyzing power $T_{20}$ [16], and polarization transfer coefficient $\kappa_{0}$ [17-19] versus internal momentum $k$ in deuteron inclusive breakup with the emission of proton at $0^{\circ}$. Solid, dashed, and dotted curves correspond to calculations with the wave function adopted in [20, 25] using the RSC [9], Paris [8], and Bonn (C) [10] deuteron wave functions, respectively. The notation for the points is identical to that in Fig. 1.
nent. The relativistic form of the deuteron wave function $\phi_{N N}\left(\alpha, k_{t}\right)$ can be written according to [2-4] as

$$
\begin{equation*}
\phi_{N N}\left(\alpha, k_{t}\right)=\left(\frac{m_{p}^{2}+k_{t}^{2}}{4 \alpha(1-\alpha)}\right)^{1 / 4} \phi(k) \tag{13}
\end{equation*}
$$

where $\phi(k)$ is the standard deuteron wave function (for instance, [8-10]) and internal momentum $k$ and longi-

Table 2. Parameters of the $6 q$ admixture [20,25] for various standard deuteron wave functions [8-10]

| DWF | $\beta_{2}, \%$ | $A_{2}$ | $B_{2}$ | $\chi$, deg |
| :---: | :---: | :---: | :---: | :---: |
| $[8]$ | $2.96 \pm 0.18$ | $10.0^{*}$ | $20.23 \pm 0.42$ | $47.0 \pm 0.6$ |
| $[9]$ | $3.70 \pm 0.43$ | $10.0 \pm 0.9$ | $19.87 \pm 2.72$ | $40.2 \pm 0.6$ |
| $[10]$ | $2.67 \pm 0.19$ | $10.0^{*}$ | $19.46 \pm 0.48$ | $54.6 \pm 0.7$ |

[^10]tudinal momentum fraction $\alpha$ are defined as [2-4]
\[

$$
\begin{align*}
k^{2} & =\frac{m_{p}^{2}+k_{t}^{2}}{4 \alpha(1-\alpha)}-m_{p}^{2} \\
\alpha & =\frac{k_{\|}+\sqrt{k_{\|}^{2}+m_{p}^{2}}}{2 \sqrt{k_{\|}^{2}+m_{p}^{2}}} \tag{14}
\end{align*}
$$
\]

Here, $k_{\|}$is the longitudinal momentum in infinite momentum frame and $m_{p}$ is the nucleon mass.

The expression for nonnucleonic component $G_{d}(\alpha$, $k_{t}$ ) is written as [25]

$$
\begin{equation*}
G_{d}\left(\alpha, k_{t}\right)=b^{2} /(2 \pi) G_{1}(\alpha) e^{-b k_{t}} \tag{15}
\end{equation*}
$$

with

$$
\begin{align*}
G_{1}(\alpha)=\Gamma\left(A_{2}\right. & \left.+B_{2}+2\right) /\left(\Gamma\left(A_{2}+1\right) \Gamma\left(B_{2}+1\right)\right) \\
& \times \alpha^{A_{2}}(1-\alpha)^{B_{2}} \tag{16}
\end{align*}
$$

where $\Gamma(\ldots)$ denotes the $\Gamma$ function. The parameter $b$ is chosen to be $5 \mathrm{GeV} / c$. We assume that nonnucleonic component (15), (16) has the relative phase $\chi$ with the $S$ wave of the standard deuteron wave function [20].

The results of the fit of the experimental data $[5,16-$ 19] are given in Table 2 and shown in Fig. 2 by the solid, dashed, and dotted curves for RSC [9], Paris [8], and Bonn (C) [10] deuteron wave functions, respectively. The probability of the nonnucleonic component is found to be also $\sim 3 \%$. The relative phase $\chi$ between $N N$ and nonnucleonic components is $40^{\circ}-60^{\circ}$. The parameters $A_{2}$ and $B_{2}$ are found to be approximately the same for Paris [8], RSC [9], and Bonn (C) [10] deuteron wave functions. Note that all the used $N N$ deuteron wave functions provide satisfactory agreement with the existing data; however, using the RSC deuteron wave function gives a better description of the polarization transfer coefficient $\kappa_{0}$.

## 4. T-ODD POLARIZATION EFFECTS

Let us define the general spin observable of the third order in terms of Pauli $2 \times 2$ spin matrices $\sigma$ for protons and a set of spin operators $S_{\lambda}$ for the spin-one particle for both reactions as [34]

$$
\begin{equation*}
C_{\alpha, \lambda, \beta, 0}=\frac{\operatorname{tr}\left(\mathcal{M} \sigma_{\alpha}^{p} S_{\lambda}^{d} \mathcal{M}^{+} \sigma_{\beta}^{p}\right)}{\operatorname{tr}\left(\mathcal{M} M^{+}\right)} \tag{17}
\end{equation*}
$$

where indices $\alpha$ and $\lambda$ refer to the initial proton and deuteron polarization, and index $\beta$ refers to the final proton, respectively.

We use a right-hand coordinate system, defined in accordance with Madison convention [35]. This system is specified by a set of three orthogonal vectors $\mathbf{L}, \mathbf{N}$, and $\mathbf{S}$, where $\mathbf{L}$ is the unit vector along the momenta of the incident particle, $\mathbf{N}$ is taken to be orthogonal to $\mathbf{L}$, and $\mathbf{S}=\mathbf{N} \times \mathbf{L}$.


Fig. 3. Tensor-vector polarization transfer coefficient $C_{0, S L, N, 0}$ in deuteron exclusive breakup in the collinear geometry and backward elastic $d p$ scattering using $6 q$ admixture adopted in [12] (solid curves) and [20, 25] (dashed curves). The curves are obtained with the use of the (a) Paris [8], (b) RSC [9], and (c) Bonn (C) [10] deuteron wave functions.

In this paper, we consider $T$-odd polarization observables, namely, tensor-vector spin correlations $C_{N, S L, 0,0}$ due to tensor polarization of the beam and polarization of the initial proton and polarization transfer coefficient $C_{0, S L, N, 0}$ from tensor polarized deuteron to proton in the $d p \longrightarrow p d$ and $d p \longrightarrow p\left(0^{\circ}\right)+p\left(180^{\circ}\right)+$ $n$ reactions. Note that such observables must be zero in the framework of one-nucleon exchange using standard deuteron wave functions; however, they do not vanish with the existing $6 q$ admixture in the deuteron wave function.

Using the formulas for the matrix elements of the $p(d, p) p n$ and $p(d, p) d$ reactions (8) and (9), respectively, one can obtain the expression for the polarization transfer coefficient $C_{0, S L, N, 0}$ :

$$
\begin{equation*}
C_{0, S L, N, 0}=\frac{3}{\sqrt{2}} \frac{w v_{0} \sin \chi}{u^{2}+w^{2}+v_{0}^{2}+2 u v_{0} \cos \chi} . \tag{18}
\end{equation*}
$$

One can see that $C_{0, S L, N, 0}$ does not depend on the initial energy and is defined only by the interference between the $D$ wave of the standard deuteron wave function and $6 q$ admixture. The results of the calculations with the use of Paris [8], RSC [9], and Bonn (C) [10] deuteron wave functions are presented in Figs. $3 a, 3 b$, and $3 c$ for two different models of the $6 q$ admixture: [12] (solid curves) and $[20,25]$ (dashed curves). These two types of hybrid deuteron wave functions give quite similar behavior of the $C_{0, S L, N, 0}$ up to $k \sim 800 \mathrm{MeV} / c$; however, they differ at higher momenta. Both models predict the smooth variation of the $C_{0, S L, N, 0}$ of about -1 at


Fig. 4. Tensor-vector spin correlation parameter $C_{N, S L, 0,0}$ in deuteron exclusive breakup in the collinear geometry at 2.1 GeV of the deuteron initial energy using $6 q$ admixture adopted in [12] (solid curves) and [20, 25] (dashed curves). The curves are obtained with the use of the (a) Paris [8], (b) RSC [9], and (c) Bonn (C) [10] deuteron wave functions.
$k \sim 600 \mathrm{MeV} / c$. The dependence on the used $N N$ deuteron wave function occurs only at high $k$ of about $900 \mathrm{MeV} / c$. Therefore, the observation of a large negative value of $C_{0, S L, N, 0}$ could indicate that quark degrees of freedom play quite an important role in the deuteron at large $k$.

Spin correlation parameter $C_{N, S L, 0,0}$ due to tensor polarization of the beam and polarization of the initial


Fig. 5. As in Fig. 4, but for the collinear geometry at 1.25 GeV .


Fig. 6. Tensor-vector spin correlation parameter $C_{N, S L, 0,0}$ in backward elastic deuteron-proton scattering using $6 q$ admixture adopted in [12] (solid curves) and [20, 25] (dashed lines). The curves are obtained with the use of the (a) Paris [8], (b) RSC [9], and (c) Bonn (C) [10] deuteron wave functions.


Fig. 7. (a) Tensor-vector polarization transfer coefficient $C_{0, S L, N, 0}$ in deuteron exclusive breakup in the collinear geometry and backward elastic $d p$ scattering and ( $b$ ) tensorvector spin correlation parameter $C_{N, S L, 0,0}$ in backward elastic deuteron-proton scattering using results of [39] and Paris deuteron wave function [8].
proton for the $d p \longrightarrow p\left(0^{\circ}\right)+p\left(180^{\circ}\right)+n$ process can be written as

$$
=\frac{3}{\sqrt{2}} \frac{C_{N, S L, 0,0}}{u^{2}+w^{2}+v_{0}^{2}+2 u v_{0} \cos \chi} A_{\text {oonn }}\left(0^{\circ}\right),
$$

where $A_{\text {oonn }}\left(0^{\circ}\right)$ is spin correlation of elastic neutronproton scattering at a zero angle for vertically polarized particles (see notation used in [32, 30]). Therefore, the behavior of $C_{N, S L, 0,0}$ in the $d p \longrightarrow p\left(0^{\circ}\right)+p\left(180^{\circ}\right)+n$ reaction is defined by both the deuteron wave function and the $n p$ elementary amplitude, which is energy dependent. The calculations of $C_{N, S L, 0,0}$ for the deuteron initial energy of 2.1 and 1.25 GeV using the results of phase-shift analysis performed in [36] are shown in Figs. 4 and 5, respectively. One can see that $C_{N, S L, 0,0}$ is positive at 2.1 GeV up to $k \sim 550 \mathrm{MeV} / c$ and negative at 1.25 GeV at $k \sim 300-400 \mathrm{MeV} / c$. The difference between the two models of $6 q$ admixture shown by the solid [12] and dashed [20,25] curves for (a) Paris [8], (b) RSC [9], and (c) Bonn (C) [10] deuteron wave functions is not dramatic at both energies.

Spin correlation parameter $C_{N, S L, 0,0}$ in backward elastic deuteron-proton scattering is given by

$$
\begin{gather*}
C_{N, S L, 0,0} \\
=\frac{1}{\sqrt{2}} \frac{w v_{0} \sin \chi\left(\left(u+v_{0} \cos \chi-\sqrt{2} w\right)^{2}+v_{0}^{2} \sin ^{2} \chi\right)}{\left(u^{2}+w^{2}+v_{0}^{2}+2 u v_{0} \cos \chi\right)^{2}} \tag{20}
\end{gather*}
$$

The behavior of this observable for different types of $6 q$ admixture in the deuteron wave functions is shown in Fig. 6 for (a) Paris [8], (b) RSC [9], and (c) Bonn (C) [10] deuteron wave functions by the solid [12] and dashed [ 20,25 ] curves. One can see that the spin correlation $C_{N, S L, 0,0}$ has a small negative value at low $k$, then it approaches a minimum of $-(0.7-0.8)$ at $k \sim 400 \mathrm{MeV} / c$, and afterwards it goes smoothly to a zero for both models of $6 q$ component. However, the use of deuteron wave functions with the $6 q$ admixture adopted in [20, 25] gives systematically more negative value of spin correlation at internal momenta $\geq 300 \mathrm{MeV} / c$. The use of different $N N$ potentials [8-10] (see Figs. $6 a, 6 b$, and $6 c$, respectively) gives slightly different behavior of $C_{N, S L, 0,0}$ for both models of $6 q$ admixture. Nevertheless, one can conclude that the measurements of spin correlation $C_{N, S L, 0,0}$ in backward elastic $d p$ scattering can help to distinguish between these two models.

Note that nonorthogonality in the deuteron wave function results in the $T$-invariance violation, which contradicts the experiment. However, $N N$ and $6 q$ components can be orthogonalized following the procedure described in [37]. Such a procedure only slightly changes the probability of $6 q$ admixture [37], but does not affect the behavior of the considered observables. For instance, the probability of $6 q$ component changes from 2.96 to $3.31 \%$ and from 3.42 to $4.17 \%$ for the models [12] and [20, 25], respectively, in the case of the use of the Paris deuteron wave function [8].

The six-quark wave function of the deuteron has been calculated recently not only from $s^{6}$, but also from $s^{4} p^{2}$ configurations [38]. Such configurations are orthogonal to the usual $S$ and $D$ waves in the deuteron. Tensor analyzing power $T_{20}$ and polarization transfer


Fig. 8. Tensor-vector spin correlation parameter $C_{N, S L, 0,0}$ in deuteron exclusive breakup in the collinear geometry at (a) 2.1 GeV and (b) at 1.25 GeV of the deuteron initial energy results of [39] and Paris deuteron wave function [8].
coefficient $\kappa_{0}$ in deuteron inclusive breakup at zero proton emission angle have been qualitatively reproduced at large internal momenta using the results of these calculations [39]. The probability of the $D$ wave originated from $s^{4} p^{2}$ configurations was found to be about $0.5 \%$ (a small part of the total $D$ wave probability $\sim 6 \%$ ). The results on the polarization transfer $C_{0, S L, N, 0}$ and spin correlation $C_{N, S L, 0,0}$ in backward elastic $d p$ scattering using the Paris deuteron wave function [8] and the $6 q$ projection on $N N$ component from [39] are given in Figs. $7 a$ and $7 b$, respectively. The behavior of this observable differs significantly from the results shown in Figs. 3 and 6. This deviation is due to presence of $D$ wave in the six-quark wave function. The results on tensor-vector spin correlation $C_{N, S L, 0,0}$ in the reaction $d p \longrightarrow p\left(0^{\circ}\right)+p\left(180^{\circ}\right)+n$ at the initial deuteron energy of 2.1 and 1.25 GeV are shown in Figs. $8 a$ and $8 b$, respectively. The behavior is qualitatively the same as shown in Figs. 4 and 5; however, the value of $C_{S L, N, 0,0}$ at 2.1 GeV and $k \sim 300 \mathrm{MeV} / c$ is twice as much as that in the case of absence of $D$ wave.

One of the interesting features of QCD consists in the possible existence of resonances in the dibaryon system corresponding to six-quark states with dominantly hidden color, i.e., the states orthogonal to the usual $n p$ states. The rich structure in the behavior of the tensor analyzing power $T_{20}$ in backward elastic $d p$ scattering [22, 40] can be an indication of such dibaryon resonances [41].

Of course, the mechanisms additional to onenucleon exchange can contribute to $C_{N, S L, 0,0}$ and $C_{0, S L, N, 0}$. However, the calculations taking into account such mechanisms [20] show that their contribution is small at large internal momenta. Thus, the observation of large values of $C_{N, S L, 0,0}$ and $C_{0, S L, N, 0}$ at momenta
higher than $600 \mathrm{MeV} / c$ could be a rather clear indication of the exotic $6 q$ configurations.

## 5. CONCLUSION

We have considered $T$-odd observables in deuteron exclusive breakup and backward elastic $d p$ scattering, namely, tensor-vector polarization transfer coefficient $C_{0, S L, N, 0}$ and tensor-vector spin correlation $C_{N, S L, 0,0}$. These observables, which are associated with the tensor polarization of the deuteron and the polarization of the proton, are sensitive to quark degrees of freedom in the deuteron and to their spin structure. The calculations give a sizable effect at large internal momenta, which could be measured with the existing experimental techniques.

Measurement of these observables could be performed at COSY at the Zero Degree Facility (ANKE) using an internal polarized target with the detection of two charged particles in case of deuteron breakup and with the detection of the fast proton in case of backward elastic $d p$ scattering.

Such experiments could be also performed at the Laboratory for High Energies of the Joint Institute for Nuclear Research. The rotation of the primary deuteron spin could be provided by the magnetic field of the beam line upstream of the target or by the special spinrotating magnet.
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#### Abstract

Mean inclusive features of neutral strange particles produced in antiproton interactions with $\mathrm{D}, \mathrm{Li}$, $\mathrm{C}, \mathrm{S}, \mathrm{Cu}$, and Pb nuclei at an incident momentum of $40 \mathrm{GeV} / \mathrm{c}$ are found as functions of the target mass number. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Inclusive characteristics of neutral strange particles produced in antiproton interactions with nuclei at intermediate energies have not yet received adequate study. Such investigations remain topical at present. Our group has already analyzed the yields of neutral strange particles $\left(K^{0}, \Lambda, \bar{\Lambda}\right)$ [1] and the associated multiplicities of charged particles [2] produced in antiprotonnucleus collisions at a momentum of $40 \mathrm{GeV} / c$. The present article reports on an investigation of inclusive features of neutral strange particles in antiproton collisions with $\mathrm{D}, \mathrm{Li}, \mathrm{C}, \mathrm{S}, \mathrm{Cu}$, and Pb nuclei. A global analysis of the aforementioned issues would make it possible to obtain deeper insights into the dynamics of had-ron-nucleus interactions.

In studying antiproton-proton collisions at a projectile momentum of $32 \mathrm{GeV} / c$, Bogolyubsky et al. [3] compared the momentum characteristics of antiprotonproton and proton-proton collisions at the same energy. It was shown that $K_{S}^{0}$ mesons produced in the annihilation channel have broader longitudinal-momentum distributions than those in the nonannihilation channel. On average, the kaon transverse momenta are somewhat higher in antiproton-proton than in proton-proton interactions.

In antiproton-proton collisions at c.m. energies of 200 and 900 GeV , the UA5 experiment [4] determined the mean transverse momenta $\left\langle p_{\perp}\right\rangle$ of neutral strange particles in the rapidity region $|y| \leq 2$ for $\Lambda$ hyperons and in the rapidity region $|y| \leq 2.5$ for $K_{S}^{0}$ mesons. The mean values $\left\langle p_{\perp}\right\rangle_{\Lambda}$ appeared to be greater than $\left\langle p_{\perp}\right\rangle_{K^{0}}$ by a factor of 1.5 at 200 GeV and by a factor of about 1.2 at 900 GeV .

For $\bar{p} \mathrm{Xe}$ interactions at $200 \mathrm{GeV} / c$, the NA5 experiment [5] analyzed the rapidity and transverse-momentum distributions of $K^{0}$ mesons and $\Lambda$ hyperons. A shift toward low rapidity values was found in the rapidity
distribution of $K^{0}$ mesons. The leading-particle effect was observed for $\Lambda$ hyperons in the nucleus-fragmentation region.

## 2. DESCRIPTION OF THE EXPERIMENT AND PROCEDURE FOR DATA PROCESSING

An experiment that employed a relativistic ionization streamer chamber (RISK) was performed at the Serpukhov accelerator U-70 with the aim of studying hadron-hadron and hadron-nucleus interactions under the conditions of $4 \pi$ coverage. A 5-m streamer chamber that was placed in a magnetic field of strength 1.5 T and which made it possible to measure charged-particle momenta to within $10 \%$ served as a detector. An unseparated beam that contained $\pi^{-}, K^{-}$, and $\bar{p}$ particles in the proportion $98: 1.7: 0.3$ traversed $\mathrm{D}, \mathrm{Li}, \mathrm{C}, \mathrm{S}, \mathrm{Cu}$, and Pb nuclear targets of thickness less than $1 \%$ of the nuclear range that were arranged at a distance of 30 cm from one another to minimize systematic errors. Eleven targets featuring seven nuclear combinations- $\mathrm{D}, \mathrm{Li}$, $\mathrm{C}, \mathrm{S}, \mathrm{Cu}, \mathrm{CsI}$, and Pb -were installed in the chamber of fiducial volume $470 \times 93 \times 80 \mathrm{~cm}^{3}$. In fact, we analyzed six pure nuclear species, discarding data on CsI because of its complex composition. The targets were of nonidentical thicknesses, which were reduced in accordance with the growth of the cross section for the production of secondary particles with increasing mass number of the nucleus. Table 1 presents the parameters of the targets in the same order as they were positioned in the chamber.

Film data were viewed on a scanning table with a magnification of $1: 4: 5$ with respect to the actual chamber dimensions. In scanning, we recorded all secondary two-prong stars ( $V^{0}$ particles) whose total momentum was directed toward the interaction vertex. These events were further considered as candidates for strange particles. After double viewing, the detection efficiency was $99 \%$.

Table 1. Parameters of targets

| Number | Target | Thickness, mm | $L_{\text {abs }}, \%$ | $L_{\text {rad }}, \%$ |
| :---: | :--- | :---: | :---: | :---: |
| 1 | D | 198 | - | - |
| 2 | Pb | 0.867 | 0.315 | 15.480 |
| 3 | S | 7.123 | 0.890 | 6.720 |
| 4 | Pb | 0.612 | 0.222 | 10.930 |
| 5 | Li | 16.500 | 0.840 | 1.060 |
| 6 | Pb | 0.819 | 0.298 | 14.630 |
| 7 | CsI | 1.666 | 0.283 | 8.820 |
| 8 | Cu | 1.416 | 0.641 | 9.880 |
| 9 | C | 7.040 | 0.939 | 2.570 |
| 10 | CsI | 3.315 | 0.563 | 16.980 |
| 11 | Cu | 0.978 | 0.443 | 6.820 |

The vertex coordinates and the $V^{0}$-particle tracks were measured and reconstructed within the chamber volume. The momentum vectors and the polar and azimuthal emission angles for products originating from $V^{0}$-particle decays were calculated on the basis of the results of the reconstruction.

The candidate events were then kinematically processed. This included calculating the coplanarity, the mass, the total momentum, the transverse momentum, the energy, the emission angle with respect to the pri-mary-particle momentum, and the decay range for $V^{0}$ particles. Each $V^{0}$ event characterized by a deviation from coplanarity in excess of $6^{\circ}$ at a root-mean-square error of about $2^{\circ}$ was excluded from a further analysis. Such events were either two-prong inelastic interactions of neutral particles (NI) or three-body decays. After that, the $V^{0}$ events were identified by means of a least squares kinematical fit to four hypotheses ( $K_{S}^{0}, \Lambda$, $\gamma, \bar{\Lambda}$ ) at three degrees of freedom ( $3 C$ fit). Each twoprong event was taken to be unambiguously identified, provided that $\chi^{2}$ did not exceed 11 for one of the


Fig. 1. (a) Mean emission angles $\langle\theta\rangle$ for $K^{0}$ mesons, $\Lambda$ hyperons, and $\bar{\Lambda}$ hyperons and (b) their mean decay ranges versus the target mass number $A$. In both panels, data for $K^{0}$, $\Lambda$, and $\bar{\Lambda}$ are represented by crosses, open triangles, and open circles, respectively.
hypotheses. The distributions in $p_{\perp}^{\pi}$, the transverse momenta of decay products in the rest frame with respect to the direction of the neutral-particle momentum in the laboratory frame, were used to separate ambiguously identified $\Lambda / K_{S}^{0}$ and $\bar{\Lambda} / K_{S}^{0}$ particles. Unseparated particles were associated with $K_{S}^{0}$ mesons if $p_{\perp}^{\pi} \geq 105 \mathrm{MeV} / c$ including the errors in the measurement of this momentum. Only unambiguously identified neutral strange particles were analyzed to determine their physical properties. More details on the selection and identification of the relevant events can be found in [1].

## 3. ANALYSIS OF EXPERIMENTAL DATA

In this article, the inclusive features of neutral strange particles as functions of the target mass number are presented for the reactions

$$
\begin{gather*}
\bar{p} A \longrightarrow K^{0}+X,  \tag{1}\\
\bar{p} A \longrightarrow \Lambda+X,  \tag{2}\\
\bar{p} A \longrightarrow \bar{\Lambda}+X . \tag{3}
\end{gather*}
$$

Figures $1 a$ and $1 b$ show the mean emission angles $\langle\theta\rangle$ for strange particles from reactions (1)-(3) with respect to the primary-particle momentum and their decay ranges $\langle R\rangle$ as functions of the target mass number $A$. It is obvious that $\langle\theta\rangle$ is independent of $A$ for $\bar{\Lambda}$ hyperons and increases in nearly the same way for $K^{0}$ mesons and $\Lambda$ hyperons. For deuteron targets, the mean emission angle for $\bar{\Lambda}$ hyperons is smaller than those for $K^{0}$ and $\Lambda$ by a factor of about 2.5 , and this difference increases with increasing atomic number. For D, Li, C, and S targets, the $K^{0}$ and $\Lambda$ decay ranges differ, but they become indistinguishable within the measurement errors in the case of heavy target nuclei ( Cu and Pb ). With increasing $A$, the mean decay range is constant for $\Lambda$ hyperons and decreases in nearly the same way for $K^{0}$ mesons and $\bar{\Lambda}$ hyperons.

As might have been expected, the mean decay range $\langle R\rangle$ of $\bar{\Lambda}$ antihyperons is sizably greater than the those for $K^{0}$ mesons and $\Lambda$ hyperons (by factors of about 2 and 3 , respectively). Since the decay range $L_{0}=\beta \gamma c \tau_{0}$ depends not only on the lifetime, but also on the particle momentum, $\bar{\Lambda}$ hyperons that have $\beta$ values in excess of 0.98 decay at distances of $R>0.7 \mathrm{~m}$ from the interaction vertex, and this explains the loss of $\bar{\Lambda}$ hyperons having momenta above $20-25 \mathrm{GeV} / c$. Lambda antihyperons that escape detection for this reason originate predominantly from the targets in the second half of the chamber in the downstream direction (C and Cu ), and that is why their mean momenta are biased for the production processes on these targets.


Fig. 2. (a) Mean momenta $\langle p\rangle$ and (b) mean transverse momenta $\left\langle p_{\perp}\right\rangle$ of (crosses) $K^{0}$ mesons, (open triangle) $\Lambda$ hyperons, and (open circles) $\bar{\Lambda}$ hyperons versus the target mass number $A$.

Since measurements of short tracks after the ( $\bar{p}, \pi^{+}$) decay resulted in significant errors (in order that $\Delta p / p \sim$ $10 \%$, the length of such "energetic" tracks must exceed 1.5 m ), these tracks were excluded from statistics. According to our estimate, their number was about $1.5 \%$ of all observed $\bar{\Lambda}$ hyperons.

Figures $2 a$ and $2 b$ display, respectively, the mean momenta $\langle p\rangle$ and the mean transverse momenta $\left\langle p_{\perp}\right\rangle$ of strange particles as functions of the mass number $A$. As was mentioned above, the mean momenta of $\bar{\Lambda}$ hyperons produced on C and Cu nuclei are somewhat underestimated. The mean momentum of $K^{0}$ mesons decreases with increasing target mass number, while the mean momentum of $\Lambda$ hyperons remains constant.

A slight growth of the transverse momenta $\left\langle p_{\perp}\right\rangle$ with increasing target mass number is observed for almost all neutral strange particles.

The rapidity distributions are known to indicate the kinematical regions where the particles under study are produced. Figure 3 shows the mean laboratory rapidities $\langle y\rangle$ as functions of the target mass number. It is obvious that, in the interactions on deuterons, $K^{0}$ mesons and $\bar{\Lambda}$ hyperons are produced in the central rapidity region (the projectile-fragmentation region $\langle y\rangle_{K^{0}}=2.27 \pm 0.07$ for kaons and $\langle y\rangle_{\bar{\Lambda}}=2.24 \pm 0.10$ for lambda antihyperons), while $\Lambda$ hyperons are produced in the target-fragmentation region $\left(\langle y\rangle_{\Lambda}=1.39 \pm 0.05\right)$. With increasing mass number, $\langle y\rangle$ values for $K^{0}$ mesons are shifted to the left, while those for $\bar{\Lambda}$ remain constant.

All the inclusive features studied above were fitted in terms of the power-law function $a A^{\alpha}$. Table 2 shows the fitted parameter values and the corresponding values of $\chi^{2} / \mathrm{NDF}$.

## 4. DISCUSSION OF THE RESULTS

In [1, 2], our group analyzed data on the yields of neutral strange particles and on the associated multiplicities of charged particles in events leading to the production of neutral strange particles in $\bar{p} A$ interactions at $40 \mathrm{GeV} / c$. The results of those analyses suggest the development of an intranuclear cascade in reaction (2) and the suppression of such cascades in reactions (1) and (3). The present analysis confirms these conclusions.

A possible explanation of the decrease in the mean momentum $\langle p\rangle$ of $K^{0}$ mesons with increasing target mass number is that $K^{0}$ mesons, which are products of a primary interaction or annihilation, have time to undergo rescattering in the nucleus.

It is well known that $\Lambda$ hyperons are predominantly produced in cascade processes, but the secondary interactions of annihilation kaons with intranuclear nucleons is an additional source of $\Lambda$ hyperons in antiprotonnucleus collisions. Our analysis of the experimental data reveals that the mean momentum $\langle p\rangle$ of $\Lambda$ hyper-


Fig. 3. Mean laboratory rapidities $\langle y\rangle$ of (crosses) $K^{0}$ mesons, (open triangle) $\Lambda$ hyperons, and (open circles) $\bar{\Lambda}$ hyperons versus the target mass number $A$.

Table 2. Fitted values of the parameters in the power-law form $a A^{\alpha}$ used to parametrize the inclusive features of neutral strange particles

| Particle | $\alpha$ | $a$ | $\chi^{2} / \mathrm{NDF}$ |
| :---: | :---: | :---: | :---: |
| $\langle p\rangle$ |  |  |  |
| $K^{0}$ | $-0.07 \pm 0.01$ | $4.3 \pm 0.4$ | 2.9 |
| $\Lambda$ | $-0.035 \pm 0.007$ | $2.8 \pm 0.2$ | 0.5 |
| $\bar{\Lambda}$ | $-0.03 \pm 0.01$ | $8.2 \pm 0.7$ | 0.6 |
| $\left\langle p_{\perp}\right\rangle$ |  |  |  |
| $K^{0}$ | $0.027 \pm 0.006$ | $0.48 \pm 0.02$ | 1.1 |
| $\Lambda$ | $0.027 \pm 0.004$ | $0.40 \pm 0.01$ | 0.2 |
| $\bar{\Lambda}$ | $0.044 \pm 0.003$ | $0.48 \pm 0.01$ | 0.1 |
| $\langle y\rangle$ |  |  |  |
| $K^{0}$ | $-0.051 \pm 0.007$ | $2.3 \pm 0.1$ | 3.8 |
| $\Lambda$ | $-0.034 \pm 0.009$ | $1.3 \pm 0.1$ | 3.6 |
| $\bar{\Lambda}$ | $-0.001 \pm 0.003$ | $2.20 \pm 0.05$ | 0.3 |
| $\langle\theta\rangle$ |  |  |  |
| $K^{0}$ | $0.12 \pm 0.01$ | $12.0 \pm 1.3$ | 3.5 |
| $\Lambda$ | $0.112 \pm 0.008$ | $11.9 \pm 0.8$ | 0.6 |
| $\bar{\Lambda}$ | $0.02 \pm 0.02$ | $6.0 \pm 1.0$ | 3.8 |
| $\langle R\rangle$ |  |  |  |
| $K^{0}$ | $-0.069 \pm 0.008$ | $56.0 \pm 4.0$ | 1.6 |
| $\Lambda$ | $-0.001 \pm 0.010$ | $36.0 \pm 4.0$ | 1.0 |
| $\bar{\Lambda}$ | $-0.07 \pm 0.01$ | $92.0 \pm 9.0$ | 2.0 |

ons assumes a near-threshold value (about $2.5 \mathrm{GeV} / c$ ) owing to these two processes. As a consequence, $\langle p\rangle$ is virtually independent of $A$, in contrast to what occurs in $\pi^{-} A$ interactions, where the mean momentum $\langle p\rangle$ of $\Lambda$ hyperons decreased from 4.5 to $2.3 \mathrm{GeV} / c$ [6], because there occurred only cascade processes.

Because of a high production threshold, $\bar{\Lambda}$ antihyperons originate only from primary interactions with nuclei-they can be generated neither in cascade processes nor in the interactions of annihilation kaons within the target nucleus; as a result, the mean momentum of $\bar{\Lambda}$ hyperons is virtually independent of the target mass number.

All the aforesaid is confirmed by the results of the analysis of the mean rapidities $\langle y\rangle$ versus the target mass number $A$ for neutral strange particles. For $K^{0}$ mesons, $\langle y\rangle$ is shifted from the projectile-fragmentation region to the target-fragmentation region. For $\Lambda$ hyperons, $\langle y\rangle$ is always in the target-fragmentation region,
while, for $\bar{\Lambda}$ hyperons, the mean rapidities are always in the projectile-fragmentation region and remain invariable with increasing target mass number.

## 5. CONCLUSIONS

To summarize the results obtained from our investigation of the mean inclusive features of neutral strange particles ( $K^{0}$ mesons and $\Lambda$ and $\bar{\Lambda}$ hyperons) produced in antiproton-nucleus interactions at an incident momentum of $40 \mathrm{GeV} / c$, we list here the changes that these features have been found to undergo in response to the increase in the mass number of the target nucleus.
(i) For $K^{0}$ mesons, the mean emission angle $\langle\theta\rangle$ increases, the mean decay range $\langle R\rangle$ decreases, the mean momentum $\langle p\rangle$ decreases, the mean transverse momentum $\left\langle p_{\perp}\right\rangle$ increases, and the mean rapidity $\langle y\rangle$ is shifted from the projectile-fragmentation region to the target-fragmentation region.
(ii) For $\Lambda$ hyperons, the mean emission angle $\langle\theta\rangle$ increases, the mean decay range $\langle R\rangle$ and the mean momentum $\langle p\rangle$ both remain virtually constant, the mean transverse momentum $\left\langle p_{\perp}\right\rangle$ increases, and the mean rapidity $\langle y\rangle$ is always in the target-fragmentation region.
(iii) For $\bar{\Lambda}$ hyperons, the mean emission angle $\langle\theta\rangle$ remains unchanged, the mean decay range $\langle R\rangle$ and the mean momentum $\langle p\rangle$ decrease, the mean transverse momentum $\left\langle p_{\perp}\right\rangle$ increases, and the mean rapidity $\langle y\rangle$ is always in the projectile-fragmentation region.
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#### Abstract

For a relativistic spinning particle with an anomalous magnetic moment, Lienard-Wiechert potentials are constructed within the pseudoclassical approach. Some specific cases of the motion of a spinning particle are considered on the basis of general expressions obtained in this study for the Lienard-Wiechert potentials. In particular, the intensity of the synchrotron radiation from a transversely polarized particle moving along a circle at a constant speed is investigated as a function of the particle spin. In the specific case of particles having no anomalous magnetic moment and moving in an external uniform magnetic field, the resulting expressions coincide with familiar formulas from the quantum theory of radiation. The spin dependence of the polarization of synchrotron radiation is investigated. © 2000 MAIK "Nauka/Interperiodica".


1. It is well known that theories of pointlike particles where particle spins are described even at the classical level can be constructed in terms of variables representing elements of a Grassmann algebra [1, 2]. Such theories, referred to as pseudoclassical theories, exemplify constrained gauge systems. A detailed account of methods for quantizing systems of this type can be found, for example, in [3-5]. That the spin in external fields can be consistently described even within classical theory by invoking Grassmann variables opens the possibility of studying spin effects in some physical processes on the basis of classical equations of motion. It should be noted that the spin can also be introduced in classical theories without resort to Grassmann variables, but all such theories do not lead, upon quantization, to the conventional Dirac equation (see the review article of Frydryszak [6] and references therein).

In the present study, the pseudoclassical approach is used to construct Lienard-Wiechert potentials for a relativistic spinning charged particle having an anomalous magnetic moment (AMM) and interacting with an electromagnetic field (a consistent pseudoclassical theory for the interaction of a spinning particle having an anomalous magnetic moment with an electromagnetic field was developed in [7-9]). Some specific cases of the motion of such a particle are considered here on the basis of general expressions that we obtain for the Lienard-Wiechert potentials. In particular, we derive general expressions that describe the spin dependence of the intensity and polarization of the synchrotron radiation from a transversely polarized particle moving along a circle at a constant speed. Our analysis is performed in the second-order approximation in Grassmann variables (first-order approximation in the spin).

[^11]This corresponds to the inclusion of the spin in the semiclassical approximation. In the case where the particle being considered moves in a uniform external magnetic field, the formulas obtained here in this approximation (with allowance for the external-mag-netic-field dependence of the effective particle mass) for particles having no anomalous magnetic moment coincide with the analogous formulas derived previously either in the semiclassical theory of radiation [10] or in the corresponding quantum theory [11]. We also investigate the spin dependence of synchrotron-radiation polarization.

It should be emphasized that a derivation of expressions describing the spin dependence of observables of the radiation from a relativistic particle is much more straightforward within the approach being discussed than within QED.

The ensuing exposition is organized as follows. In Section 2, an action functional is formulated within pseudoclassical theory that describes the interaction of a relativistic spinning particle having an anomalous magnetic moment with an electromagnetic field. We present there relevant equations of motion, introduce subsidiary gauge-fixing conditions, and derive general expressions for Lienard-Wiechert potentials. In Section 3, we consider the case of a spinning particle at rest with a precessing spin. In Section 4, we obtain formulas for the strengths of the electromagnetic field of the synchrotron radiation from a transversely polarized relativistic spinning particle moving along a circle at a constant speed and investigate the spin dependences of the intensity and the polarization of this radiation. The motion of such a particle in a uniform external magnetic field is investigated in detail.
2. Let us consider the action functional within a theory describing the interaction of a relativistic spinning
particle having an anomalous magnetic moment with an electromagnetic field in $D=4$ space. We have [7-9]

$$
\begin{gathered}
S=\frac{1}{2} \int d \tau\left[\frac{\left(\dot{x}^{\mu}\right)^{2}}{e}+e m^{2}-i\left(\xi_{\mu} \dot{\xi}^{\mu}-\xi_{5} \dot{\xi}_{5}\right)\right. \\
-2 g \dot{x}^{\mu} A_{\mu}-i g M e F_{\mu \nu} \xi^{\mu} \xi^{v}+4 i G F_{\mu v} \dot{x}^{\mu} \xi^{v} \xi_{5} \\
\left.-i \chi\left(\frac{\xi_{\mu} \dot{x}^{\mu}}{e}+m \xi_{5}+i G F_{\mu \nu} \xi^{\mu} \xi^{v} \xi_{5}\right)-e G^{2}\left(F_{\mu \nu} \xi^{\mu} \xi^{v}\right)^{2}\right] \\
-\frac{1}{4} \int d^{4} z F_{\mu \nu}(z) F^{\mu v}(z)
\end{gathered}
$$

where $x^{\mu}$ are the particle coordinates; $\xi^{\mu}$ are Grassmann variables describing spin degrees of freedom; $\xi_{5}, e$, and $\chi$ are auxiliary fields, $e\left(\chi\right.$ and $\left.\xi_{5}\right)$ being an even element (odd elements) of the Grassmann algebra; $A_{\mu}$ is the 4potential of the electromagnetic field; $F_{\mu \nu}=\partial_{\mu} A_{v}-$ $\partial_{v} A_{\mu} ; g$ is the charge; $G$ is the anomalous magnetic moment; $M=1+2 G m / g$ is the total magnetic moment of the particle in units of the Bohr magneton; overdots denote differentiation with respect to the parameter $\tau$ along the particle trajectory; and the derivatives with respect to Grassmann variables are left-hand.

The action functional in Eq. (1) possesses three gauge symmetries: reparametrization and supergauge symmetries [8] and the gauge $U(1)$ symmetry of electromagnetic interactions. These symmetries correspond to the presence of three primary first-class constraints in the Hamiltonian formulation of the theory. The relevant degrees of freedom will be fixed below.

In order to derive expressions for the LienardWiechert potentials, we write down explicitly the equations of motion for the electromagnetic field $A_{\mu}$ and for the fields $e, \xi_{5}$, and $\chi$ :

$$
\begin{gather*}
\frac{\delta S}{\delta A_{\lambda}(y)}=\partial_{\mu} F^{\mu \lambda}(y)-g \int d \tau \dot{x}^{\lambda} \delta(x(\tau)-y) \\
+2 i G \int d \tau\left(\dot{x}^{\mu} \xi^{\lambda}-\dot{x}^{\lambda} \xi^{\mu}\right) \xi_{5} \partial_{\mu} \delta(x(\tau)-y) \\
-i g M \int d \tau e \xi^{\mu} \xi^{\lambda} \partial_{\mu} \delta(x(\tau)-y)  \tag{2}\\
-2 G^{2} \int d \tau e F_{\sigma \rho} \xi^{\sigma} \xi^{\rho} \xi^{\mu} \xi^{\lambda} \partial_{\mu} \delta(x(\tau)-y) \\
+G \int d \tau \chi \xi^{\mu} \xi^{\lambda} \xi_{5} \partial_{\mu} \delta(x(\tau)-y)=0 \\
\frac{\delta S}{\delta e}=-\frac{\dot{x}^{2}}{e^{2}}+m^{2}-i g M F_{\mu \nu} \xi^{\mu} \xi^{v}  \tag{3}\\
\quad-G^{2}\left(F_{\mu \nu} \xi^{\mu} \xi^{v}\right)^{2}+i \chi \frac{\xi_{\mu} \dot{x}^{\mu}}{e^{2}}=0 \\
\frac{1}{i} \frac{\delta S}{\delta \chi}=\frac{\xi_{\mu} \dot{x}^{\mu}}{e}+m \xi_{5}+i G F_{\mu \nu} \xi^{\mu} \xi^{v} \xi_{5}=0  \tag{4}\\
\frac{1}{i} \frac{\delta S}{\delta \xi_{5}}=2 \dot{\xi}_{5}-4 G F_{\mu \nu} \dot{x}^{\mu} \xi^{v}+\chi\left(m+i G F_{\mu \nu} \xi^{\mu} \xi^{v}\right)=0 \tag{5}
\end{gather*}
$$

We fix one of the gauge degrees of freedom by imposing the constraint

$$
\begin{equation*}
\dot{x}^{\mu} \xi_{\mu}=0 \tag{6}
\end{equation*}
$$

${ }_{\zeta}$ By virtue of relation (4), it is equivalent to the condition $\xi_{5}=0$. By using this condition and considering that, from relation (6), it follows that the quartic terms in $\xi_{\mu}$ vanish, we find from Eqs. (3) and (5) that the auxiliary fields $e$ and $\chi$ are given by

$$
\begin{gather*}
e=-\sqrt{\frac{\dot{x}^{2}}{m^{2}-i g M F_{\mu \nu} \xi^{\mu} \xi^{v}}},  \tag{7}\\
\chi=\frac{4 G F_{\mu \nu} \dot{x}^{\mu} \xi^{v}}{m+i G F_{\mu \nu} \xi^{\mu} \xi^{v}}=\frac{4 G F_{\mu v} \dot{x}^{\mu} \xi^{v}}{m}\left(1-\frac{i G}{m} F_{\mu \nu} \xi^{\mu} \xi^{v}\right)
\end{gather*}
$$

(The sign of $e$ is chosen in such a way that the energy is positive in the nonrelativistic limit.)

Substituting expression (7) for $e$ and the condition $\xi_{5}=0$ into (2), we obtain the equation for the field $A_{\mu}$ in the form

$$
\begin{equation*}
\left(\partial_{\mu} \partial^{\mu} A^{\lambda}-\partial^{\lambda} \partial_{\mu} A^{\mu}\right)(y)=j^{\lambda}(y) \tag{8}
\end{equation*}
$$

where $j^{\lambda}(y)$ is given by

$$
\begin{gather*}
j^{\lambda}(y)=g \int d \tau \dot{x}^{\lambda} \delta(x(\tau)-y) \\
+\frac{i g M}{m} \frac{\partial}{\partial y^{\mu}} \int d \tau \delta(x(\tau)-y) \sqrt{\dot{x}^{2}} \xi^{\mu} \xi^{\lambda} . \tag{9}
\end{gather*}
$$

This equation can be further simplified as follows. We fix the remaining two gauges in the theory. For this, we choose the gauge condition for the field $A_{\mu}$ in the form $\partial_{\mu} A^{\mu}=0$ and take the parameter $\tau$ for the proper time, whereby we fix, respectively, the $U(1)$ gauge freedom and the reparametrization freedom. In this case, $\dot{x}^{2}(\tau)=1$. We note that Eq. (8) involves only secondorder terms in $\xi_{\mu}$. Since second-order terms in $\xi$ will be proportional to $\hbar$ upon quantization, our consideration is equivalent to taking into account spin in the semiclassical approximation. With allowance for the above, Eq. (8) takes the form

$$
\begin{equation*}
\square A^{\mu}=j^{\mu} \tag{10}
\end{equation*}
$$

where $\square=\partial^{\mu} \partial_{\mu}$, and $j^{\mu}$ is given by relation (9) in which we have taken into account the condition $\dot{x}^{2}=1$. It is convenient to represent the current vector $j^{\mu}$ as the sum of two terms,

$$
\begin{align*}
& j^{\mu}(y)=g \int d \tau \dot{x}^{\mu} \delta(x(\tau)-y) \\
& +\frac{\partial}{\partial y^{v}} \int d \tau \delta(x(\tau)-y) p^{v \mu}(\tau) \tag{11}
\end{align*}
$$

where

$$
\begin{equation*}
p^{\mu \nu}=\frac{i g M}{m} \xi^{\mu} \xi^{\nu}, \quad p^{\mu \nu}=-p^{v \mu} \tag{12}
\end{equation*}
$$

The first term in Eq. (11) corresponds to the current of a charged particle having no dipole moment, while the second term represents the contribution to the current from the dipole moment of a charged spinning particle.

It can easily be seen that, by virtue of relation (6), the particle electric dipole moment, which is related to $q_{\mu}$ by the equation $q_{\mu}=-p_{\mu \nu} \dot{x}^{\nu}$ (see, for example, [12]), vanishes,

$$
\begin{equation*}
q_{\mu}=-\frac{i g M}{m} \xi_{\mu}(\dot{x} \xi)=0, \tag{13}
\end{equation*}
$$

as it must in the case of a pointlike particle. We will now show that, from the pseudoclassical expression (12) for $p^{\mu \nu}$, it follows that the particle magnetic moment is expected to be aligned with the spin vector. For this, we consider that the particle-magneticmoment pseudovector $m_{\mu}$ is related to the dipolemoment tensor $p^{\mu \nu}$ by the equation [12]

$$
\begin{equation*}
m_{\mu}=-\frac{1}{2} \varepsilon_{\mu \nu \lambda \sigma} \dot{x}^{\nu} p^{\lambda \sigma} \tag{14}
\end{equation*}
$$

By using Eq. (1), we further express the particle 4momentum $\mathscr{P}_{\mu}=(\tilde{\mathscr{E}}, \mathscr{P})$ as

$$
\begin{equation*}
\mathscr{P}_{\mu}=\frac{\partial L}{\partial \dot{x}^{\mu}}+g A_{\mu}=\frac{\dot{x}_{\mu}}{e}+2 i G F_{\mu \nu} \xi^{v} \xi_{5}-i \frac{\chi \xi_{\mu}}{2 e} . \tag{15}
\end{equation*}
$$

Using the gauge specified by Eq. (6), taking into account (7), and disregarding the quartic terms in $\xi^{4}$, we find from (15) (at $\dot{x}^{2}=1$ ) that

$$
\begin{gather*}
\dot{x}^{\mu}=-\mathscr{P}^{\mu} / m_{\mathrm{eff}}-\frac{2 i G}{m^{2}} F_{v \lambda} \mathscr{P}^{v} \xi^{\lambda} \xi^{\mu},  \tag{16}\\
m_{\mathrm{eff}}=m-\frac{i g M}{2 m} F^{\mu v} \xi_{\mu} \xi_{\mathrm{v}} .
\end{gather*}
$$

For the case being considered, the analog of the relation between the particle 4 -momentum and the particle mass has the form $\mathscr{P}_{\mu}^{2}-m_{\text {eff }}^{2}=0$. The signs on the right-hand side of the first equation in (16) are governed by the definition of the generalized momentum conjugate to the particle coordinate.

Substituting (12) and (16) into (14), we obtain

$$
\begin{equation*}
m_{\mu}=\frac{i}{2} \frac{g M}{m} \varepsilon_{\mu \nu \lambda \sigma} \frac{\mathscr{P}^{v}}{m} \xi^{\lambda} \xi^{\sigma}=\frac{g M}{m} \frac{W_{\mu}}{m}=M \frac{g}{2 m} a_{\mu} \tag{17}
\end{equation*}
$$

where $W_{\mu}$ is the pseudoclassical analog of the PauliLubanski vector and is given by (see [9])

$$
\begin{equation*}
W_{\mu}=\frac{i}{2} \varepsilon_{\mu \nu \lambda \sigma} \mathscr{P}^{v} \xi^{\lambda} \xi^{\sigma}, \tag{18}
\end{equation*}
$$

while $a_{\mu} / 2$ is a relativistic generalization of the pseudoclassical spin vector (upon a canonical quantization of the theory, the vector $a_{\mu}$ goes over to the polarization 4 -vector of the spinning particle being considered). From (17), it follows that the vector of the magnetic moment of a particle is proportional to its
polarization vector, the proportionality factor being equal to the total magnetic moment of the particle.

By using the identity (see, for example, [12])

$$
\begin{equation*}
p_{\mu \nu}=-\left(\delta_{\mu}^{\alpha} \delta_{v}^{\beta}-\delta_{\mu}^{\beta} \delta_{v}^{\alpha}\right) q_{\alpha} \dot{x}_{\beta}-\varepsilon_{\mu \nu \lambda \sigma} m^{\lambda} \dot{x}^{\sigma} \tag{19}
\end{equation*}
$$

and taking into account Eqs. (13) and (17), we obtain the equality

$$
\begin{equation*}
p_{\mu \nu}=-\frac{g M}{m^{2}} \varepsilon_{\mu \nu \lambda \sigma} W^{\lambda} \dot{x}^{\sigma} \tag{20}
\end{equation*}
$$

which will be needed below.
A solution to Eq. (10) with the current represented in the form (11) was found in [12] in terms of retarded fields. This solution can be written as

$$
\begin{gather*}
A^{\mu}(y)=A_{\mathrm{ret}}^{\mu}(y)=\frac{1}{4 \pi}\left[\frac{g \dot{x}^{\mu}}{\rho}\right]_{\tau=\tau_{r}} \\
-\frac{1}{4 \pi}\left\{\frac{1}{\rho}\left(\dot{p}^{\mu v} k_{v}-p^{\mu v}(\ddot{x} k) k_{v}\right)+\frac{1}{\rho^{2}}\left(p^{\mu v} k_{v}-p^{\mu v} \dot{x}_{v}\right)\right\}_{\tau=\tau_{r}}^{(21)}, \\
F_{\mathrm{ret}}^{\mu v}(y)=\frac{g}{4 \pi}\left[\frac{2}{\rho}\left(k^{[\mu} \dot{x}^{\nu]}-(\ddot{x} k) k^{\left[\mu \dot{x}^{\nu]}\right.}\right)+\frac{2}{\rho^{2}} k^{\left[\mu \cdot \dot{x}^{\nu]}\right.}\right]_{\tau=\tau_{r}} \\
+\frac{1}{4 \pi}\left\{\frac{2 P_{1}^{[\mu v]}}{\rho}+\frac{2 Q_{1}^{[\mu v]}}{\rho^{2}}+\frac{2 R_{1}^{[\mu v]}}{\rho^{3}}\right\}_{\tau=\tau_{r}}, \tag{22}
\end{gather*}
$$

where $R^{\mu} \equiv y^{\mu}-x^{\mu}(\tau), R^{\mu} R_{\mu}=0, \rho=\dot{x}^{\nu} R_{v}$, and $k_{\mu}=$ $R_{\mu} / \rho$; all the quantities in (21) and (22) are taken at the time instant $\tau_{r}$ specified by the equation $t_{0}=t_{0}\left(\tau_{r}\right)=t-$ $R\left(t_{0}\right) .{ }^{1}$ The explicit expressions for the quantities appearing in (22) are

$$
\begin{equation*}
P_{1}^{\mu \nu}=\left\{\ddot{p}^{\mu}{ }_{\alpha}-3(\ddot{x} k) \dot{p}^{\mu}{ }_{\alpha}+3(\ddot{x} k)^{2} p^{\mu}{ }_{\alpha}-(\dddot{x} k) p^{\mu}{ }_{\alpha}\right\} k^{\alpha} k^{\nu}, \tag{23}
\end{equation*}
$$

$$
\begin{align*}
& Q_{1}^{\mu \nu}=\dot{p}^{\mu \nu}+3 \dot{p}_{\alpha}^{\mu} k^{\alpha} k^{\nu}-4 \dot{p}^{\mu}{ }_{\alpha} k^{(\alpha} \dot{x}^{\nu)}-(\ddot{x} k) p^{\mu \nu}  \tag{24}\\
& -6(\ddot{x} k) p^{\mu}{ }_{\alpha} k^{\alpha} k^{\nu}+6(\ddot{x} k) p^{\mu}{ }_{\alpha} k^{(\alpha} \dot{x}^{\nu)}-2 p^{\mu}{ }_{\alpha} k^{(\alpha} \ddot{x}^{\nu)}, \\
& R_{1}^{\mu \nu}=p^{\mu \nu}+3 p^{\mu}{ }_{\alpha} k^{\alpha} k^{\nu}-6 p^{\mu}{ }_{\alpha} k^{(\alpha} \dot{x}^{\nu)}+2 p^{\mu}{ }_{\alpha} \dot{x}^{\alpha} \dot{x}^{\nu} . \tag{25}
\end{align*}
$$

In Eqs. (21) and (22), the bracketed expressions correspond to the contributions of a charged particle to $A_{\mu}$ and $F_{\mu v}$ without allowing for its spin, whereas the braced expressions represent the contribution of the dipole moment of this particle.

Substituting the explicit expressions for the quantities $p^{\mu \nu}$ and $x^{\mu}$ and for their derivatives into (21)-(25), we obtain, within pseudoclassical theory, the Lienard-

[^12]Wiechert potentials in the general form and the corresponding strength tensor for the electromagnetic field created by a charged spinning particle.
3. In order to clarify the correspondence between the pseudoclassical expressions obtained here for the Lienard-Wiechert potentials and the well-known formulas for the strengths of the electric and magnetic fields of a charged particle having a magnetic moment, we consider, by way of example, the case of a particle at rest $\left(\dot{x}^{i}=0, \dot{x}^{\mu}=\delta_{0}^{\mu}\right)$ with a precessing spin.

From Eqs. (22)-(25), we can easily find that the strength tensor of the electromagnetic field created by a particle at rest is given by

$$
\begin{gather*}
F_{\text {ret }}^{\mu \nu}(y)=\left[\frac{g}{4 \pi R^{2}} n^{\mu} \delta_{0}^{v}+\frac{1}{4 \pi R} \dot{p}^{\mu \beta} n_{\beta} n^{v}\right. \\
+\frac{1}{4 \pi R^{2}}\left(\dot{p}^{\mu \nu}+3 \dot{p}^{\mu \beta} n_{\beta} n^{\nu}-2 \dot{p}^{\mu \beta} n_{\beta} \delta_{0}^{v}\right)  \tag{26}\\
\left.+\frac{1}{4 \pi R^{3}}\left(p^{\mu \nu}+3 p^{\mu \beta} n_{\beta} n^{\nu}-3 p^{\mu \beta} n_{\beta} \delta_{0}^{v}\right)\right]_{\tau=\tau_{r}} \\
-[\mu \longleftrightarrow v]_{\tau=\tau_{r}}
\end{gather*}
$$

where $n^{\mu}=R^{\mu} / R=(1, \mathbf{n})$ and $R=R_{0}=\sqrt{R_{1}^{2}+R_{2}^{2}+R_{3}^{2}}$ (for retarded fields, we have $R_{0}=y_{0}-x_{0}(\tau)>0$ ). Formula (26) was obtained by considering that, in the rest frame, $p^{0 i}=0$, which immediately follows from (20). From (20) at $\mathbf{v}=0$, we can also obtain

$$
\begin{gather*}
p_{i j}=-\frac{g M}{m^{2}} \varepsilon_{i j k 0} W^{k} \dot{x}=-\frac{g M}{m^{2}} \varepsilon_{i j k} W_{k}  \tag{27}\\
\left(\varepsilon_{i j k}=-\varepsilon_{0 i j k}=\varepsilon^{0 i j k}, \varepsilon_{123}=1\right) .
\end{gather*}
$$

Considering that, in the particle rest frame, we have [13]

$$
\begin{equation*}
W_{i}=m S_{i} \tag{28}
\end{equation*}
$$

where $S_{i}$ is the particle spin, we arrive at

$$
\begin{equation*}
p_{i j}=-\frac{g M}{m} \varepsilon_{i j k} S_{k} \tag{29}
\end{equation*}
$$

Accordingly, $\dot{p}_{i j}$ and $\ddot{p}_{i j}$ are given by

$$
\begin{equation*}
\dot{p}_{i j}=-\frac{g M}{m} \varepsilon_{i j k} \dot{S}_{k}, \quad \ddot{p}_{i j}=-\frac{g M}{m} \varepsilon_{i j k} \ddot{S}_{k} \tag{30}
\end{equation*}
$$

Let us now assume that the particle spin precesses about a certain axis at a constant angular velocity $\boldsymbol{\omega}$; that is,

$$
\begin{equation*}
\dot{S}_{i}=[\boldsymbol{\omega} \times \mathbf{S}]_{i}=\varepsilon_{i k l} \omega_{k} S_{l} \tag{31}
\end{equation*}
$$

Substituting (31) into (30), we obtain

$$
\begin{gather*}
\dot{p}_{i j}=-\frac{g M}{m}\left(\omega_{i} S_{j}-\omega_{j} S_{i}\right) \\
\ddot{p}_{i j}=-\frac{g M}{m}\left\{\omega_{i}[\boldsymbol{\omega} \times \mathbf{S}]_{j}-\omega_{j}[\boldsymbol{\omega} \times \mathbf{S}]_{i}\right\} \tag{32}
\end{gather*}
$$

By using (29) and (32) and the equality $p_{0 i}=0$, we find from (26) that the strengths of the electric and magnetic fields created by an immobile charged particle with a precessing spin are given by

$$
\begin{gather*}
E_{i}=F_{i 0}=\frac{g}{4 \pi R^{2}} n_{i}+\frac{g M}{4 \pi m R}\left\{\omega_{i}([\boldsymbol{\omega} \times \mathbf{S}] \cdot \mathbf{n})\right. \\
\left.-(\boldsymbol{\omega} \cdot \mathbf{n})[\boldsymbol{\omega} \times \mathbf{S}]_{i}\right\}+\frac{g M}{4 \pi m R^{2}}\left\{\omega_{i}(\mathbf{S} \cdot \mathbf{n})-(\boldsymbol{\omega} \cdot \mathbf{n}) S_{i}\right\}, \\
B_{i}=-\frac{1}{2} \varepsilon_{i k l} F_{k l}=\frac{g M}{4 \pi m R^{3}}\left\{3(\mathbf{n} \cdot \mathbf{S}) n_{i}-S_{i}\right\} \\
-\frac{g M}{4 \pi m R}\left\{[\boldsymbol{\omega} \times \mathbf{n}]_{i}([\boldsymbol{\omega} \times \mathbf{S}] \cdot \mathbf{n})+(\boldsymbol{\omega} \cdot \mathbf{n})(\mathbf{n} \cdot \mathbf{S}) \omega_{i}\right. \\
\left.-(\boldsymbol{\omega} \cdot \mathbf{n})^{2} S_{i}\right\}+\frac{g M}{4 \pi m R^{2}}\left\{2[\boldsymbol{\omega} \times \mathbf{S}]_{i}\right.  \tag{34}\\
\left.-3[\boldsymbol{\omega} \times \mathbf{n}]_{i}(\mathbf{n} \cdot \mathbf{S})+3(\boldsymbol{\omega} \cdot \mathbf{n})[\mathbf{S} \times \mathbf{n}]_{i}\right\} .
\end{gather*}
$$

From these formulas, we can easily obtain expressions for the strengths of the electric and magnetic fields of an immobile particle having a fixed magneticmoment vector. The results are

$$
\begin{gather*}
E_{i}=\frac{g}{4 \pi R^{2}} n_{i},  \tag{35}\\
B_{i}=\frac{g M}{4 \pi m R^{3}}\left\{3(\mathbf{n} \cdot \mathbf{S}) n_{i}-S_{i}\right\} .
\end{gather*}
$$

Expressions (33)-(35) coincide with the corresponding expressions for the fields generated by a particle having the charge $g$ and the total magnetic-moment vector $\boldsymbol{\mu}=$ $\frac{g M}{m} \mathbf{S}$ (see, for example, $[14,15]$ ).
4. In this section, we obtain expressions for the strengths of the electromagnetic field of the synchrotron radiation generated by a relativistic spinning particle moving along a circle at a constant speed, as well as for the power and polarizations of this radiation. This is done for the case of a transverse particle polarization (the vector of the particle spin is orthogonal to the plane of its rotation). The problem is of interest for testing the possibility of determining particle polarization in cyclic accelerators on the basis of measured observables of synchrotron radiation.

It is well known that the radiation field is controlled by those terms in expression (22) that are proportional to $1 / \rho$; that is,

$$
\begin{gather*}
F_{\mathrm{rad}}^{\mu \nu}(y) \\
=\left[\frac{g}{4 \pi} \frac{2}{\rho}\left(k^{[\mu} \ddot{x}^{\nu]}-(\ddot{x} k) k^{[\mu} \dot{x}^{\nu]}\right)+\frac{1}{4 \pi} \frac{2 P_{1}^{[\mu \nu]}}{\rho}\right]_{\tau=\tau_{r}}, \tag{36}
\end{gather*}
$$

where $P_{1}^{\mu \nu}$ is given by (23).

Let us now transform expression (36) with allowance for the relations

$$
\begin{gather*}
\dot{x}^{\mu}=\gamma(1, \mathbf{v}) \\
\rho=\gamma(R-(\mathbf{v} \cdot \mathbf{R}))=\gamma R(1-(\mathbf{v} \cdot \mathbf{n})) \\
\gamma=1 / \sqrt{1-\mathbf{v}^{2}} \\
\ddot{x}^{\mu}=\left(\gamma^{4}(\mathbf{v} \cdot \mathbf{a}), \gamma^{2} \mathbf{a}+\gamma^{4} \mathbf{v}(\mathbf{v} \cdot \mathbf{a})\right)  \tag{37}\\
k^{\alpha}=\left(\frac{R}{\rho}, \frac{\mathbf{R}}{\rho}\right)=\frac{R}{\rho} n^{\alpha} \\
\dddot{x}^{\mu}=\left(\dot{a}^{0}, \gamma^{3} \mathbf{b}+3 \gamma^{5}(\mathbf{v} \cdot \mathbf{a}) \mathbf{a}+\dot{a}^{0} \mathbf{v}\right) \\
\dot{a}^{0}=\gamma^{5}\left[(\mathbf{v}, \mathbf{b})+\mathbf{a}^{2}\right]+4 \gamma^{7}(\mathbf{v} \cdot \mathbf{a})^{2}
\end{gather*}
$$

where $\mathbf{v} \equiv\left(v^{i}\right)=d x^{i} / d t$ is the particle 3-velocity, $\mathbf{a}=$ $d \mathbf{v} / d t, \mathbf{b}=d \mathbf{a} / d t$, and $d t / d \tau=\left(1-\mathbf{v}^{2}\right)^{-1 / 2}=\gamma$.

Upon substituting expressions (37) into the first term in (36), we arrive at the well-known formula for the strength $E_{i}^{\mathrm{ch}}$ of the electric field of the radiation from a charged spinless particle:

$$
\begin{gather*}
E_{i}^{\mathrm{ch}}=\frac{g}{4 \pi R(1-(\mathbf{v} \cdot \mathbf{n}))^{3}}  \tag{38}\\
\times\left[\left(n_{i}-v_{i}\right)(\mathbf{a} \cdot \mathbf{n})-a_{i}(1-(\mathbf{v} \cdot \mathbf{n}))\right] .
\end{gather*}
$$

In order to transform the spin component $P_{1}^{\mu \nu}$ of the tensor $F_{\text {rad }}^{\mu \nu}$ [ $P_{1}^{\mu \nu}$ contains $p^{\mu \nu}$, which is related to $W^{\mu}$ by Eq. (20)], we make use of the equation that relates $W_{\mu}$ and the vector $\mathbf{S} \equiv\left(S_{i}\right)$ of the particle spin in the rest frame and which has the form [9, 13]

$$
\begin{align*}
\frac{W_{\mu}}{m} & =\left(\frac{\left(\mathscr{P}^{D} \cdot \mathbf{S}\right)}{m}, S_{i}+\frac{\mathscr{P}_{i}^{D}\left(\mathscr{P}^{D} \cdot \mathbf{S}\right)}{m(\mathscr{E}+m)}\right)  \tag{39}\\
& =\left(\gamma(\mathbf{v} \cdot \mathbf{S}), S_{i}+\gamma^{2} \frac{V_{i}(\mathbf{v} \cdot \mathbf{S})}{\gamma+1}\right)
\end{align*}
$$

where $\mathscr{P}_{\mu}^{D}=-\mathscr{P}_{\mu}=\left(\mathscr{E}, \mathscr{P}^{D}\right)$ stands for the physical particle 4 -momentum and where the second equality has been written in the approximation linear in $\mathbf{S}$.

Using Eq. (20) and taking into account Eq. (39), we arrive at

$$
\begin{gather*}
p_{0 i}=-\frac{g M}{m^{2}} \varepsilon_{0 i j k} W^{j} \dot{x}^{k}=-\gamma \frac{g M}{m} \varepsilon_{i j k} S_{j} v_{k},  \tag{40}\\
p_{i j}=-\frac{g M}{m^{2}} \varepsilon_{i j \mu v} W^{\mu} \dot{x}^{v} \\
=-\frac{g M}{m} \varepsilon_{i j k}\left[\gamma S_{k}-\frac{\gamma^{2}}{\gamma+1}(\mathbf{v} \cdot \mathbf{S}) v_{k}\right] \tag{41}
\end{gather*}
$$

In the case of a transversely polarized particle moving along a circle at a constant speed (the particle spin is


Fig. 1. Reference frame for specifying angles in considering angular features of radiation.
aligned with the external magnetic field; see Fig. 1)this is precisely the case that is considered here-we have

$$
\begin{gather*}
(\mathbf{v} \cdot \mathbf{a})=(\mathbf{S} \cdot \mathbf{v})=(\mathbf{S} \cdot \mathbf{a})=(\mathbf{S} \cdot \mathbf{b})=0 \\
\dot{\mathbf{S}}=0, \quad \dot{\gamma}=0, \quad \mathbf{b}=-\omega^{2} \mathbf{v} \tag{42}
\end{gather*}
$$

where $\omega$ is the angular velocity of particle rotation. Taking into account these equalities, we recast expression (41) into the form

$$
\begin{equation*}
p_{i j}=-\frac{g M}{m} \gamma \varepsilon_{i j k} S_{k} . \tag{43}
\end{equation*}
$$

Using (40) and (43) and taking into account (42), we obtain

$$
\begin{gather*}
\dot{p}_{0 i}=-\frac{g M}{m} \gamma^{2} \varepsilon_{i j k} S_{j} a_{k} \\
\ddot{p}_{0 i}=-\frac{g M}{m} \gamma^{3} \varepsilon_{i j k} S_{j} b_{k}=\frac{g M}{m} \omega^{2} \gamma^{3} \varepsilon_{i j k} S_{j} v_{k}  \tag{44}\\
\dot{p}^{i j}=\ddot{p}^{i j}=0
\end{gather*}
$$

With the aid of the explicit expression (23) for $P_{1}^{\mu v}$, the contributions that the dipole moment of a particle makes to the strengths $\mathbf{E}^{\text {rad }}$ and $\mathbf{B}^{\text {rad }}$ of the electromagnetic field of the radiation generated by this particle can be represented as

$$
\begin{gather*}
E_{i}^{\mathrm{dip}}=-\frac{1}{4 \pi \rho}\left(T_{0 j} k^{j} k_{i}-T_{i \mu} k^{\mu} k_{0}\right) \\
=-\frac{R^{2}}{4 \pi \rho^{3}}\left(T_{0 j}\left(\delta_{i j}-n_{i} n_{j}\right)+T_{i j} n_{j}\right),  \tag{45}\\
E_{i}^{\mathrm{rad}}=E_{i}^{\mathrm{ch}}+E_{i}^{\mathrm{dip}}, \quad \mathbf{B}^{\mathrm{rad}}=\left[\mathbf{n} \times \mathbf{E}^{\mathrm{rad}}\right],
\end{gather*}
$$

where

$$
\begin{equation*}
T_{\mu \nu}=\ddot{p}_{\mu \nu}-3(\ddot{x} k) \dot{p}_{\mu \nu}+3(\ddot{x} k)^{2} p_{\mu \nu}-(\dddot{x} k) p_{\mu \nu} \tag{46}
\end{equation*}
$$

From (37) and (42), we obtain
$\ddot{x}^{\mu}=\left(0, \gamma^{2} a^{i}\right), \quad \dddot{x}^{\mu}=\left(0, \gamma^{3} b^{i}\right)=\left(0,-\gamma^{3} \omega^{2} v^{i}\right)$.

Taking into account (40), (43), (44), and (47), we find from (46) that

$$
\begin{gather*}
T_{0 i}=-\frac{g M}{m} \gamma^{3} \varepsilon_{i j k} S_{j}\left[\frac{3(\mathbf{a} \cdot \mathbf{n}) a_{k}}{1-(\mathbf{n} \cdot \mathbf{v})}\right.  \tag{48}\\
\left.+\frac{3 v_{k}(\mathbf{a} \cdot \mathbf{n})^{2}}{(1-(\mathbf{n} \cdot \mathbf{v}))^{2}}-\frac{\omega^{2} v_{k}}{1-(\mathbf{n} \cdot \mathbf{v})}\right] \\
T_{i j}=-\frac{g M}{m} \gamma^{3} \varepsilon_{i j k} S_{k}\left[\frac{3(\mathbf{a} \cdot \mathbf{n})^{2}}{(1-(\mathbf{n} \cdot \mathbf{v}))^{2}}-\frac{\omega^{2}(\mathbf{n} \cdot \mathbf{v})}{1-(\mathbf{n} \cdot \mathbf{v})}\right] \tag{49}
\end{gather*}
$$

In the case of the motion of a transversely polarized particle along a circle at a constant speed, we also have, in addition to the equalities in (42), the obvious relations

$$
\begin{align*}
& \varepsilon_{i j k} S_{j} v_{k}=[\mathbf{S} \times \mathbf{v}]_{i}=-\frac{S_{B}}{\omega} a_{i}  \tag{50}\\
& \varepsilon_{i j k} S_{j} a_{k}=[\mathbf{S} \times \mathbf{a}]_{i}=S_{B} \omega v_{i}
\end{align*}
$$

where $S_{B}$ is the spin-vector projection onto the direction of the external magnetic field $\mathbf{B}$. Taking these relations into account, we can recast expression (48) into the form

$$
\begin{gather*}
T_{0 i}=-\frac{g M}{m} \gamma^{3}\left[\frac{\omega a_{i}}{1-(\mathbf{n} \cdot \mathbf{v})}\right. \\
\left.+\frac{3(\mathbf{a} \cdot \mathbf{n}) \omega v_{i}}{1-(\mathbf{n} \cdot \mathbf{v})}-\frac{3(\mathbf{a} \cdot \mathbf{n})^{2} a_{i}}{\omega(1-(\mathbf{n} \cdot \mathbf{v}))^{2}}\right] S_{B} \tag{51}
\end{gather*}
$$

Substituting (51) and (49) into (45), we obtain

$$
\begin{gathered}
E_{i}^{\mathrm{dip}}=\frac{g M}{4 m \pi R(1-(\mathbf{n} \cdot \mathbf{v}))^{3}} \\
\times\left\{\left(\frac{3(\mathbf{a} \cdot \mathbf{n})^{2}}{(1-(\mathbf{n} \cdot \mathbf{v}))^{2}}-\frac{\omega^{2}(\mathbf{n} \cdot \mathbf{v})}{1-(\mathbf{n} \cdot \mathbf{v})}\right)[\mathbf{n} \times \mathbf{S}]_{i}+\left[\frac{\omega a_{j}}{1-(\mathbf{n} \cdot \mathbf{v})}\right.\right. \\
\left.\left.+\frac{3(\mathbf{a} \cdot \mathbf{n}) \omega v_{j}}{1-(\mathbf{n} \cdot \mathbf{v})}-\frac{3(\mathbf{a} \cdot \mathbf{n})^{2} a_{j}}{\omega(1-(\mathbf{n} \cdot \mathbf{v}))^{2}}\right] S_{B}\left(\delta_{i j}-n_{i} n_{j}\right)\right\}
\end{gathered}
$$

Using relations (38) and (52) and the equality

$$
\begin{equation*}
[\mathbf{n} \times \mathbf{S}]_{i}=\frac{S_{B}}{\omega v^{2}}\left((\mathbf{v} \cdot \mathbf{n}) a_{i}-(\mathbf{a} \cdot \mathbf{n}) v_{i}\right) \tag{53}
\end{equation*}
$$

which is obtained with allowance for (42) and (50), we can represent the energy of the synchrotron radiation emitted by a particle into a solid-angle element $d \Omega$ per unit of "particle time" (at the radiation instant) $t_{0}$ as

$$
\begin{aligned}
& \frac{d I}{d t_{0} d \Omega}=\left(\frac{g}{4 \pi}\right)^{2} \frac{a^{2}}{(1-v \cos \theta)^{5}}\left[(1-v \cos \theta)^{2}\right. \\
& \left.-\left(1-v^{2}\right) \sin ^{2} \theta \cos ^{2} \varphi-2 \frac{M}{m} \omega S_{B} \sin ^{2} \theta \sin ^{2} \varphi\right]
\end{aligned}
$$

where $\theta$ and $\varphi$ are angles that specify the direction of the vector $\mathbf{n}$ in the coordinate frame determined by the vectors $\mathbf{v}$, $\mathbf{a}$, and $\mathbf{B}(\mathbf{S})$ (see Fig. 1).

Integrating expression (54) over the solid angle, we find that the radiation power is given by

$$
\begin{equation*}
\frac{d I}{d t_{0}}=\frac{g^{2}}{4 \pi} \frac{2 a^{2}}{3\left(1-v^{2}\right)^{2}}\left[1-\frac{M}{m} \frac{\omega S_{B}}{1-v^{2}}\right] \tag{55}
\end{equation*}
$$

In order to compare this expression with the analogous expression obtained in the quantum theory of radiation, we consider that, for the case of a uniform external magnetic field, the effective particle mass, which is given by (16), takes the simple form

$$
\begin{equation*}
m_{\mathrm{eff}}=m-\frac{i}{2} \frac{g M}{m} F_{i j} \xi_{i} \xi_{j}=m-\frac{1}{2} F_{i j} p_{i j} \tag{56}
\end{equation*}
$$

The right-hand equality in (56) is written with allowance for Eq. (12). Substituting the expression for $p_{i j}$ from (43) into (56), we find that, in the first order in the spin, $m_{\text {eff }}$ is given by

$$
\begin{equation*}
m_{\mathrm{eff}}=m-\gamma \frac{g M}{m} B_{i} S_{i} \tag{57}
\end{equation*}
$$

With the aid of (16), the expression for $\mathscr{P}_{\mu}^{D}$ in the case of above-type motion in an external magnetic field can be reduced to the form

$$
\begin{gather*}
\left(\mathscr{P}_{\mu}^{D}\right)^{2}=m_{\mathrm{eff}}^{2}, \quad \mathscr{E}=\gamma m_{\mathrm{eff}}+2 G \gamma^{2} v^{2}(\mathbf{B} \cdot \mathbf{S})  \tag{58}\\
\mathscr{P}^{D}=\gamma m_{\mathrm{eff}} \mathbf{v}+2 G \gamma^{2}(\mathbf{B} \cdot \mathbf{S}) \mathbf{v}
\end{gather*}
$$

By means of expression (57) and the expression for $\mathscr{E}$ from (58), we find in the first order in the spin (for $\gamma \gg 1$ ) that

$$
\begin{align*}
& \gamma^{n}=\left(\frac{\mathscr{E}}{m}\right)^{n}\left(1+n \frac{g}{m^{2}} \frac{\mathscr{E}}{m} B S_{B}\right) \\
& \quad=\left(\frac{\mathscr{E}}{m}\right)^{n}\left[1+\frac{n}{m}\left(\frac{\mathscr{E}}{m}\right)^{2} S_{B} \omega\right] . \tag{59}
\end{align*}
$$

In deriving the last equality, we have made use of the relation $g B=m \omega \gamma$. Further taking into account (59), we can recast (55) into the form

$$
\begin{equation*}
\frac{d I}{d t_{0}}=\frac{g^{2}}{4 \pi} \frac{2 a^{2}}{3}\left(\frac{\mathscr{E}}{m}\right)^{4}\left[1+\frac{4-M}{m} S_{B} \omega\left(\frac{\mathscr{E}}{m}\right)^{2}\right] \tag{60}
\end{equation*}
$$

Considering that $S=\frac{1}{2} \zeta$, where $\zeta= \pm 1$ is the spin component along the magnetic field, we find that, in the absence of an anomalous magnetic moment $(M=1)$, formula (60) (in the first approximation in the spin) coincides with the analogous formulas obtained in the semiclassical ([10]) or in the quantum ([11]) theory of radiation. Thus, formula (60) appears to be a generalization of the formula for the synchrotron-radiation intensity in the first order in the spin to the case where
the particle in question possesses an anomalous magnetic moment.

As in [16], we will investigate the polarization properties of synchrotron radiation by decomposing the electric-field strength $\mathbf{E}^{\text {rad }}$ into two components aligned with two mutually orthogonal unit vectors $\mathbf{e}=\mathbf{a} / a$ and [ $\mathbf{n} \times \mathbf{e}$ ]:

$$
\begin{equation*}
\mathbf{E}^{\mathrm{rad}}=E_{1} \mathbf{e}+E_{2}[\mathbf{n} \times \mathbf{e}] . \tag{61}
\end{equation*}
$$

This choice of unit vectors is reasonable when use is made (with the aim of describing radiation from fast particles) of the reference frame in Fig. 2 for specifying the relevant angles. This reference frame is convenient because the dominant contribution comes from small angles $\beta$ and $\psi$ of about $1 / \gamma$, since the angle between the vectors $\mathbf{n}$ and $\mathbf{v}$ is about $1 / \gamma$. As was indicated in [16], the representation of $\mathbf{E}^{\text {rad }}$ in the form (61) is disadvantageous in that the right-hand side of Eq. (61) is not orthogonal to the vector $\mathbf{n}$, but this uncertainty is about $1 / \gamma$, so that the decomposition in (61) can be used to compute leading terms (to a precision of $1 / \gamma$ ). From Eqs. (38) and (52), we find, according to the decomposition in (61), that $E_{1}$ and $E_{2}$ are given by

$$
\begin{gather*}
E_{1}=\frac{g a}{\pi R\left(\mu^{2}+\psi^{2}\right)^{3}} \\
\times\left[\left(\psi^{2}-\mu^{2}\right)+\frac{M}{m} S_{B} \omega \frac{4 \beta^{2}\left(\mu^{2}-5 \psi^{2}\right)}{\left(\mu^{2}+\psi^{2}\right)^{2}}\right]_{\tau=\tau_{r}},  \tag{62}\\
E_{2}=-\frac{2 g a}{\pi R\left(\mu^{2}+\psi^{2}\right)^{3}} \\
\times\left[\beta \psi-\frac{M}{m} S_{B} \omega \frac{4 \beta \psi\left(2 \mu^{2}-\psi^{2}\right)}{\left(\mu^{2}+\psi^{2}\right)^{2}}\right]_{\tau=\tau_{r}}, \tag{63}
\end{gather*}
$$

where $\mu^{2}=\gamma^{-2}+\beta^{2}$.
Taking into account Eq. (59), we represent the expression for $\mu^{2}$ in the form

$$
\begin{gather*}
\mu^{2}=\beta^{2}+\left(\frac{m}{\mathscr{E}}\right)^{2}-\frac{2}{m} S_{B} \omega=\mu_{0}^{2}-\frac{2}{m} S_{B} \omega, \\
\mu_{0}^{2}=\beta^{2}+\left(\frac{m}{\mathscr{C}}\right)^{2} . \tag{64}
\end{gather*}
$$

Further substituting the expression for $\mu^{2}$ into (62) and (63), we find in the first order in the spin that

$$
\begin{gather*}
E_{1}=\frac{g a}{\pi R\left(\mu_{0}^{2}+\psi^{2}\right)^{3}}\left\{\left(\psi^{2}-\mu_{0}^{2}\right)\right. \\
\left.+\frac{4}{m} S_{B} \omega\left[\frac{2 \psi^{2}-\mu_{0}^{2}}{\mu_{0}^{2}+\psi^{2}}+\frac{M \beta^{2}\left(\mu_{0}^{2}-5 \psi^{2}\right)}{\left(\mu_{0}^{2}+\psi^{2}\right)^{2}}\right]\right\}_{\tau=\tau_{r}}, \tag{65}
\end{gather*}
$$
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#### Abstract

The semileptonic decays of the $B_{c}$ meson into heavy quarkonia $J / \psi\left(\eta_{c}\right)$ and a pair of leptons are investigated on the basis of three-point sum rules of QCD and nonrelativistic QCD (NRQCD). Calculations of analytic expressions for the spectral densities of QCD and NRQCD correlation functions with allowance for Coulomb-like $\alpha_{s} / v$ terms are presented. At recoil momenta close to zero, generalized relations due to the spin symmetry of NRQCD are derived for the $B_{c} \longrightarrow J / \psi\left(\eta_{c}\right) / v_{l}$ form factors, with $l$ denoting one of the leptons ( $e$, $\mu$, or $\tau$ ). This allows one to express all NRQCD form factors in terms of a single universal quantity, an analog of the Isgur-Wise function at the maximal lepton-pair invariant mass. The gluon-condensate corrections to three-point functions are calculated both in full QCD in the Borel transform scheme and in NRQCD in the moment scheme. This enlarges the parametric-stability region of the sum-rule method, thereby rendering the results of the approach more reliable. Numerical estimates of the widths for the transitions $B_{c} \longrightarrow J / \psi\left(\eta_{c}\right) l_{l}$ are presented. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In [1], the CDF collaboration reported on the first experimental observation of the $B_{c}$ meson, a heavy quarkonium with a mixed heavy flavor [1]. This meson is similar to the families of the charmonium $\bar{c} c$ and the bottomonium $\bar{b} b$ in what is concerned with its spectroscopic properties: two heavy quarks move nonrelativistically, since the confinement scale, determining the presence of light degrees of freedom (sea of gluons and quarks), is suppressed with respect to the heavy-quark masses $m_{Q}$, and Coulomb-like exchanges result in transfers about $\alpha_{s} m_{Q}^{2}$, which is again much less than the heavy-quark mass. Therefore, the nonrelativistic picture of binding the quarks leads to the well-known arrangement of system levels, which is very similar to those in the families mentioned above. The calculations of the $\bar{b} c$ mass spectrum were reviewed in $[2,3]$. We expect

$$
M_{B_{c}}=6.25 \pm 0.03 \mathrm{GeV},
$$

whereas the measurement yielded

$$
M_{B_{c}}^{\exp }=6.40 \pm 0.39 \pm 0.13 \mathrm{GeV}
$$

There is a significant difference in the mechanisms that govern the production of the heavy quarkonia $\bar{c} c$, $\bar{b} b$, and $B_{c}$. To bind the $\bar{b}$ and $c$ quarks, one has to produce four heavy quarks in flavor-conserving interactions, ${ }^{2)}$ which allows one to use perturbative QCD, since the virtualities are determined by the scale of the

[^13]heavy-quark mass. Thus, we see that the production of $B_{c}$ is relatively suppressed, $\sigma\left(B_{c}\right) / \sigma(\bar{b} b) \sim 10^{-3}$, because of an additional heavy-quark pair in final states. Basic special features of production mechanisms appear owing to higher orders of QCD even in the leading approximation: the fragmentation regime at high transverse momenta much greater than the quark masses and a strong role of nonfragmentation contributions at $p_{T} \sim m_{Q}$, which admit a precise perturbative calculation; a negligible contribution of the octet mechanism [4] because there is no enhancement due to a lower order in $\alpha_{s}$. The predictions for the cross sections and distributions of $B_{c}$ in various interactions are discussed in [5], where we see good agreement with the CDF measurements [1].

In contrast to $\bar{c} c$ and $\bar{b} b$ states decaying owing to the annihilation into light quarks and gluons, the $B_{c}$ meson is a long-lived particle, since it decays owing to weak interaction. The lifetime and various modes of decays were analyzed within (a) potential models [6], (b) technique of operator-product expansion in the effective theory of nonrelativistic QCD (NRQCD) [7] by considering the series in both a small relative velocity v of heavy quarks inside the meson and the inverse heavyquark mass [8], and (c) QCD sum rules [9, 10] applied to the three-point correlation functions [11-13]. The results of potential models and NRQCD are in agreement with each other. Thus, we expect that the total lifetime is

$$
\tau_{B_{c}}=0.55 \pm 0.15 \mathrm{ps}
$$

which agrees, within the errors, with the experimental value given by CDF [1]:

$$
\tau_{B_{c}}^{\exp }=0.46_{-0.16}^{+0.18} \pm 0.03 \mathrm{ps}
$$

Further, a consideration of exclusive $B_{c}$ decays within QCD sum rules showed that the role of Coulomb corrections to the bare-quark-loop results could be very important to reach the agreement with the other approaches mentioned [13]. This requires evaluating $\alpha_{s} / v$ corrections in NRQCD, which possesses spin symmetry providing some relations between the exclusive form factors. For semileptonic decays, such a relation was derived in [14]. Note that the CDF collaboration observed $20 B_{c}^{+} \longrightarrow J / \psi e^{+}\left(\mu^{+}\right) \nu$ events, so that a consistent calculation of semileptonic decay modes is of interest. For theoretical reviews on $B_{c}$-meson physics, the reader is referred to [15].

In this study, we perform a detailed analysis of semileptonic $B_{c}$ decays within QCD and NRQCD sum rules. We recalculate the double spectral densities available previously in [11] in full QCD for the massless leptons and add the analytic expressions for the form factors necessary in evaluation of decays to massive leptons and $P$-wave levels of quarkonium with different quark masses. We analyze the NRQCD sum rules for the three-point correlation functions for the first time. We derive generalized relations between the NRQCD form factors, which extends the consideration in [14], because we explore a soft limit of recoil momentum close to zero, wherein the velocities of initial and final heavy quarkonia $v_{1,2}$ are not equal to each other, when their product tends to zero, in contrast to the hard limit $v_{1}=v_{2}$. The spin symmetry relations between the form factors are conserved after taking into account the Coulomb $\alpha_{s} / v$ corrections, which can be written down in covariant form. We investigate numerical estimates in the sum-rule schemes of spectral-density moments and Borel transform and show an important role of the Coulomb corrections. Next, we perform the calculation of gluon condensate contribution to the three-point sum rules of both full QCD and NRQCD for the case of three massive quarks, for the first time.

The QCD sum rules of three-point correlation functions are considered in Section 2, where the spectral densities are calculated in the bare quark-loop approximation and with allowance for the Coulomb corrections, and the gluon-condensate term in the Borel transform scheme is presented. Section 3 is devoted to the NRQCD sum rules for recoil close to zero. The spin symmetry relations are derived, and the gluon condensate is taken into account in the scheme of moments. The numerical results are summarized in Section 4. Appendices A and B contain technical details of evaluation of decay widths for the massive leptons and gluon condensate in full QCD, respectively.

## 2. THREE-POINT QCD SUM RULES

In this article, we will use the approach of threepoint QCD sum rules $[9,10]$ to study form factors and decay rates for the transitions $B_{c}^{+} \longrightarrow J / \psi\left(\eta_{c}\right) l^{+} v_{l}$,
where $l$ denotes one of the leptons $e, \mu$, or $\tau$. This procedure is similar to that of two-point sum rules, and information from the latter on the coupling of mesons to their currents is required in order to extract the values of the form factors. Thus, in our work, we will use the meson couplings, defined by the equations

$$
\begin{equation*}
\langle 0| \bar{q}_{1} i \gamma_{5} q_{2}|P(p)\rangle=\frac{f_{P} M_{P}^{2}}{m_{1}+m_{2}} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle 0| \bar{q}_{1} \gamma_{\mu} q_{2}|V(p, \epsilon)\rangle=i \epsilon_{\mu} M_{V} f_{V}, \tag{2}
\end{equation*}
$$

where $P$ and $V$ represent the scalar and vector mesons with desired flavor quantum numbers, respectively, and $m_{1}$ and $m_{2}$ are the quark masses. Now we would like to describe the method used.

### 2.1. Description of the Method

As we have already said, for the calculation of hadronic matrix elements relevant to the semileptonic $B_{c}$ decays into the pseudoscalar and vector mesons in the framework of QCD, we explore the QCD sum-rule method. The hadronic matrix elements for the transition $B_{c}^{+} \longrightarrow J / \psi\left(\eta_{c}\right)^{+} v_{l}$ can be written down as follows:

$$
\begin{gather*}
\left\langle\eta_{c}\left(p_{2}\right)\right| V_{\mu}\left|B_{c}\left(p_{1}\right)\right\rangle=f_{+}\left(p_{1}+p_{2}\right)_{\mu}+f_{-} q_{\mu},  \tag{3}\\
\frac{1}{i}\left\langle J / \psi\left(p_{2}\right)\right| V_{\mu}\left|B_{c}\left(p_{1}\right)\right\rangle=i F_{\nu} \epsilon_{\mu v \alpha \beta} \epsilon^{* v}\left(p_{1}+p_{2}\right)^{\alpha} q^{\beta},  \tag{4}\\
\frac{1}{i}\left\langle J / \psi\left(p_{2}\right)\right| A_{\mu}\left|B_{c}\left(p_{1}\right)\right\rangle=F_{0}^{A} \epsilon_{\mu}^{*}  \tag{5}\\
+F_{+}^{A}\left(\epsilon^{*} \cdot p_{1}\right)\left(p_{1}+p_{2}\right)_{\mu}+F_{-}^{A}\left(\epsilon^{*} \cdot p_{1}\right) q_{\mu},
\end{gather*}
$$

where $q_{\mu}=\left(p_{1}-p_{2}\right)_{\mu}, \epsilon^{\mu}=\epsilon^{\mu}\left(p_{2}\right)$ is the polarization vector of the $J / \psi$ meson, and $V_{\mu}$ and $A_{\mu}$ are the flavorchanging vector and axial electroweak currents. The form factors $f_{ \pm}, F_{V}, F_{0}^{A}$, and $F_{ \pm}^{A}$ are functions of $q^{2}$ only. It should be noted that by virtue of transversality of the lepton current $l_{\mu}=l \gamma_{\mu}\left(1+\gamma_{5}\right) \mathrm{v}_{l}$ in the limit $m_{l} \longrightarrow$ 0 , the probabilities of semileptonic decays into $e^{+} v_{e}$ and $\mu^{+} V_{\mu}$ are independent of $f_{-}$and $F_{-}^{A}$. Thus, in calculation of these particular decay modes of $B_{c}$ meson, these form factors can be consistently neglected [6,11,13]. However, since the calculation of both semileptonic decay modes, including $e, \mu$, or $\tau$, and some hadronic decays, stands among the goals of this paper, we will present the results for the complete set of form factors given in (3)-(5).

Following the standard procedure for the evaluation of form factors in the framework of QCD sum rules, we
consider the three-point functions

$$
\begin{gather*}
\Pi_{\mu}\left(p_{1}, p_{2}, q^{2}\right)=i^{2} \int d x d y e^{i\left(p_{2} \cdot x-p_{1} \cdot y\right)}  \tag{6}\\
\times\langle 0| T\left\{\bar{q}_{1}(x) \gamma_{5} q_{2}(x), V_{\mu}(0), \bar{b}(y) \gamma_{5} c(y)\right\}|0\rangle, \\
\Pi_{\mu \nu}^{V, A}\left(p_{1}, p_{2}, q^{2}\right)=i^{2} \int d x d y e^{i\left(p_{2} \cdot x-p_{1} \cdot y\right)}  \tag{7}\\
\times\langle 0| T\left\{\bar{q}_{1}(x) \gamma_{\mu} q_{2}(x), J_{\mu}^{V, A}(0), \bar{b}(y) \gamma_{5} c(y)\right\}|0\rangle,
\end{gather*}
$$

where $\bar{q}_{1}(x) \gamma_{5} q_{2}(x)$ and $\bar{q}_{1}(x) \gamma_{\mu} q_{2}(x)$ are interpolating currents for states with the quantum numbers of $\eta_{c}$ and $J / \psi$, respectively, and $J_{\mu}^{V, A}$ are the currents $V_{\mu}$ and $A_{\mu}$ of relevance to the various cases.

The Lorentz structures in the correlation functions can be written down as

$$
\begin{gather*}
\Pi_{\mu}=\Pi_{+}\left(p_{1}+p_{2}\right)_{\mu}+\Pi_{-} q_{\mu}  \tag{8}\\
\Pi_{\mu \nu}^{V}=i \Pi_{V} \epsilon_{\mu \nu \alpha \beta} p_{2}^{\alpha} p_{1}^{\beta}  \tag{9}\\
\Pi_{\mu \nu}^{A}=\Pi_{0}^{A} g_{\mu \nu}+\Pi_{1}^{A} p_{2, \mu} p_{1, v}+\Pi_{2}^{A} p_{1, \mu} p_{1, v}  \tag{10}\\
+\Pi_{3}^{A} p_{2, \mu} p_{2, v}+\Pi_{4}^{A} p_{1, \mu} p_{2, v}
\end{gather*}
$$

The form factors $f_{ \pm}, F_{V}, F_{0}^{A}$, and $F_{ \pm}^{A}$ will be determined, respectively, from the amplitudes $\Pi_{ \pm}, \Pi_{V}, \Pi_{0}^{A}$, and $\Pi_{ \pm}^{A}=\frac{1}{2}\left(\Pi_{1}^{A} \pm \Pi_{2}^{A}\right)$. In (8)-(10) the scalar amplitudes $\Pi_{i}$ are the functions of kinematical invariants, i.e., $\Pi_{i}=$ $\Pi_{i}\left(p_{1}^{2}, p_{2}^{2}, q^{2}\right)$.

To calculate the QCD expression for the three-point correlation functions, we employ the operator product expansion (OPE) for the $T$-ordered product of currents in (6) and (7). The vacuum correlations of heavy quarks are related to their contribution to the gluon operators. For example, for the $\langle\bar{Q} Q\rangle$ and $\langle\bar{Q} G Q\rangle$ condensates, the heavy-quark expansion gives

$$
\begin{gathered}
\langle\bar{Q} Q\rangle=-\frac{1}{12 m_{Q}} \frac{\alpha_{s}}{\pi}\left\langle G^{2}\right\rangle-\frac{1}{360 m_{Q}^{3}} \frac{\alpha_{s}}{\pi}\left\langle G^{3}\right\rangle+\ldots, \\
\langle\bar{Q} G Q\rangle=\frac{m_{Q}}{2} \log \left(m_{Q}^{2}\right) \frac{\alpha_{s}}{\pi}\left\langle G^{2}\right\rangle-\frac{1}{12 m_{Q}} \frac{\alpha_{s}}{\pi}\left\langle G^{3}\right\rangle+\ldots
\end{gathered}
$$

Then, in the lowest order for the energy dimension of operators, the only nonperturbative correction comes from the gluon condensate:

$$
\begin{gather*}
\Pi_{i}\left(p_{1}^{2}, p_{2}^{2}, q^{2}\right)=\Pi_{i}^{\text {pert }}\left(p_{1}^{2}, p_{2}^{2}, q^{2}\right) \\
+\Pi_{i}^{G^{2}}\left(p_{1}^{2}, p_{2}^{2}, q^{2}\right)\left\langle\frac{\alpha_{s}}{\pi} G^{2}\right\rangle \tag{11}
\end{gather*}
$$

The leading QCD term is a triangle quark loop diagram, for which we can write down the double dispersion representation at $q^{2} \leq 0$ :

$$
\begin{equation*}
\Pi_{i}^{\text {pert }}\left(p_{1}^{2}, p_{2}^{2}, q^{2}\right)=-\frac{1}{(2 \pi)^{2}} \int \frac{\rho_{i}^{\text {pert }}\left(s_{1}, s_{2}, Q^{2}\right)}{\left(s_{1}-p_{1}^{2}\right)\left(s_{2}-p_{2}^{2}\right)} d s_{1} d s_{2} \tag{12}
\end{equation*}
$$

+ subtractions,
where $Q^{2}=-q^{2} \geq 0$. The integration region in (12) is determined by the condition

$$
\begin{equation*}
-1<\frac{2 s_{1} s_{2}+\left(s_{1}+s_{2}-q^{2}\right)\left(m_{b}^{2}-m_{c}^{2}-s_{1}\right)}{\lambda^{1 / 2}\left(s_{1}, s_{2}, q^{2}\right) \lambda^{1 / 2}\left(m_{c}^{2}, s_{1}, m_{b}^{2}\right)}<1 \tag{13}
\end{equation*}
$$

and

$$
\lambda\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}+x_{2}-x_{3}\right)^{2}-4 x_{1} x_{2} .
$$

The calculation of spectral densities $\rho_{i}^{\text {pert }}\left(s_{1}, s_{2}, Q^{2}\right)$ and gluon-condensate contribution to (11) will be considered in the next sections. Now let us proceed with the physical part of three-point sum rules. The connection to hadrons in the framework of QCD sum rules is obtained by matching the resulting QCD expressions of current correlation functions with the spectral representation, derived from the double dispersion relation at $q^{2} \leq 0$ :

$$
\begin{align*}
\Pi_{i}\left(p_{1}^{2}, p_{2}^{2}, q^{2}\right)= & -\frac{1}{(2 \pi)^{2}} \int \frac{\rho_{i}^{\text {phys }}\left(s_{1}, s_{2}, Q^{2}\right)}{\left(s_{1}-p_{1}^{2}\right)\left(s_{2}-p_{2}^{2}\right)} d s_{1} d s_{2}  \tag{14}\\
& + \text { subtractions. }
\end{align*}
$$

Assuming that the dispersion relation (14) is well convergent, the physical spectral functions are generally saturated by the lowest hadronic states plus a continuum starting at some effective thresholds $s_{1}^{\text {th }}$ and $s_{2}^{\text {th }}$ :

$$
\begin{align*}
& \rho_{i}^{\text {phys }}\left(s_{1}, s_{2}, Q^{2}\right)=\rho_{i}^{\text {res }}\left(s_{1}, s_{2}, Q^{2}\right) \\
+ & \theta\left(s_{1}-s_{1}^{\text {th }}\right) \theta\left(s_{2}-s_{2}^{\text {th }}\right) \rho_{i}^{\text {cont }}\left(s_{1}, s_{2}, Q^{2}\right), \tag{15}
\end{align*}
$$

where

$$
\begin{gather*}
\rho_{i}^{\text {res }}\left(s_{1}, s_{2}, Q^{2}\right)=\langle 0| \bar{c} \gamma_{\mu}\left(\gamma_{5}\right) c\left|J / \psi\left(\eta_{c}\right)\right\rangle \\
\times\left\langle J / \psi\left(\eta_{c}\right)\right| F_{i}\left(Q^{2}\right)\left|B_{c}\right\rangle\left\langle B_{c}\right| \bar{b} \gamma_{5} c|0\rangle(2 \pi)^{2} \delta\left(s_{1}-M_{1}^{2}\right) \\
\times \delta\left(s_{2}-M_{2}^{2}\right)+\text { higher state contributions, }, \tag{16}
\end{gather*}
$$

and $M_{1,2}$ denote the masses of quarkonia in the initial and final states. The continuum of higher states is modeled by the perturbative absorptive part of $\Pi_{i}$, i.e., by $\rho_{i}$. Then, the expressions for the form factors $F_{i}$ can be derived by equating the representations for the threepoint functions $\Pi_{i}$ in (11) and (14), which means the formulation of sum rules.

### 2.2. Calculating the Spectral Densities

In this section, we present the analytic expressions to one-loop approximation for the perturbative spectral functions. We have recalculated their values, already available in the literature [11]. Among new results there are the expressions for $\rho_{-}, \rho_{-}^{A}$, and $\rho_{ \pm}^{\prime A}$, where $\rho_{ \pm}^{\prime A}$ are spectral functions, which come from the double dispersion representation of $\Pi_{ \pm}^{\prime A}=\frac{1}{2}\left(\Pi_{3}^{A} \pm \Pi_{4}^{A}\right)$. These spectral densities are not required for the purposes of this paper, but they will be useful for calculation of form factors for the transition of the $B_{c}$ meson into a scalar meson. ${ }^{3)}$ The procedure of evaluating the spectral functions involves the standard use of Cutkosky rules [16]. There is, however, one subtle point in using these rules. At $Q^{2}>0$, there is no problem in applying the Cutkosky rules in order to determine $\rho_{i}\left(s_{1}, s_{2}, Q^{2}\right)$ and the limits of integration with respect to $s_{1}$ and $s_{2}$. At $Q^{2}<0$, which is the physical region, non-Landau-type singularities appear [17, 18], which makes the determination of spectral functions quite complicated. In our case, we restrict the region of integration in $s_{1}$ and $s_{2}$ by $s_{1}^{\text {th }}$ and $s_{2}^{\text {th }}$, so that at moderate values of $Q^{2}$ the nonLandau singularities do not contribute to the values of spectral functions. For spectral densities $\rho_{i}\left(s_{1}, s_{2}, Q^{2}\right)$, we have the expressions

$$
\begin{align*}
& \rho_{+}\left(s_{1}, s_{2}, Q^{2}\right)=\frac{3}{2 k^{3 / 2}}\left\{\frac{k}{2}\left(\Delta_{1}+\Delta_{2}\right)\right. \\
&-k\left[m_{3}\left(m_{3}-m_{1}\right)+m_{3}\left(m_{3}-m_{2}\right)\right] \\
&-\left[2\left(s_{2} \Delta_{1}+s_{1} \Delta_{2}\right)-u\left(\Delta_{1}+\Delta_{2}\right)\right]  \tag{17}\\
& \times {\left.\left[m_{3}^{2}-\frac{u}{2}+m_{1} m_{2}-m_{2} m_{3}-m_{1} m_{3}\right]\right\}, } \\
& \rho_{-}\left(s_{1}, s_{2}, Q^{2}\right)=-\frac{3}{2 k^{3 / 2}}\left\{\frac{k}{2}\left(\Delta_{1}-\Delta_{2}\right)\right. \\
&-k\left[m_{3}\left(m_{3}-m_{1}\right)-m_{3}\left(m_{3}-m_{2}\right)\right] \\
&+\left[2\left(s_{2} \Delta_{1}-s_{1} \Delta_{2}\right)+u\left(\Delta_{1}-\Delta_{2}\right)\right]  \tag{18}\\
& \times {\left.\left[m_{3}^{2}-\frac{u}{2}+m_{1} m_{2}-m_{2} m_{3}-m_{1} m_{3}\right]\right\}, } \\
& \rho_{V}\left(s_{1}, s_{2}, Q^{2}\right)=\frac{3}{k^{3 / 2}}\left\{\left(2 s_{1} \Delta_{2}-u \Delta_{1}\right)\left(m_{3}-m_{2}\right)\right.  \tag{19}\\
&\left.+\left(2 s_{2} \Delta_{1}-u \Delta_{2}\right)\left(m_{3}-m_{1}\right)+m_{3} k\right\},
\end{align*}
$$

[^14]\[

$$
\begin{align*}
& \rho_{0}^{A}\left(s_{1}, s_{2}, Q^{2}\right) \\
& =\frac{3}{k^{1 / 2}}\left\{\left(m_{1}-m_{3}\right)\left[m_{3}^{2}+\frac{1}{k}\left(s_{1} \Delta_{2}^{2}+s_{2} \Delta_{1}^{2}-u \Delta_{1} \Delta_{2}\right)\right]\right. \\
& -m_{2}\left(m_{3}^{2}-\frac{\Delta_{1}}{2}\right)-m_{1}\left(m_{3}^{2}-\frac{\Delta_{2}}{2}\right)  \tag{20}\\
& \left.+m_{3}\left[m_{3}^{2}-\frac{1}{2}\left(\Delta_{1}+\Delta_{2}-u\right)+m_{1} m_{2}\right]\right\}, \\
& \rho_{+}^{A}\left(s_{1}, s_{2}, Q^{2}\right) \\
& =\frac{3}{2 k^{3 / 2}}\left\{m_{1}\left[2 s_{2} \Delta_{1}-u \Delta_{1}+4 \Delta_{1} \Delta_{2}+2 \Delta_{2}^{2}\right]\right. \\
& +m_{1} m_{3}^{2}\left[4 s_{2}-2 u\right]+m_{2}\left[2 s_{1} \Delta_{2}-u \Delta_{1}\right] \\
& -m_{3}\left[2\left(3 s_{2} \Delta_{1}+s_{1} \Delta_{2}\right)-u\left(3 \Delta_{2}+\Delta_{1}\right)+k\right.  \tag{21}\\
& \left.+4 \Delta_{1} \Delta_{2}+2 \Delta_{2}^{2}+m_{3}^{2}\left(4 s_{2}-2 u\right)\right] \\
& +\frac{6}{k}\left(m_{1}-m_{3}\right)\left[4 s_{1} s_{2} \Delta_{1} \Delta_{2}-u\left(2 s_{2} \Delta_{1} \Delta_{2}\right.\right. \\
& \left.\left.\left.+s_{1} \Delta_{2}^{2}+s_{2} \Delta_{1}^{2}\right)+2 s_{2}\left(s_{1} \Delta_{2}^{2}+s_{2} \Delta_{1}^{2}\right)\right]\right\}, \\
& \rho_{-}^{A}\left(s_{1}, s_{2}, Q^{2}\right)=-\frac{3}{2 k^{5 / 2}}\left\{k u m_{3}\left(2 m_{1} m_{3}-2 m_{3}^{2}+u\right)\right. \\
& +12\left(m_{1}-m_{3}\right) s_{2}^{2} \Delta_{1}^{2}+k \Delta_{2}\left[\left(m_{1}+m_{3}\right) u\right. \\
& \left.-2 s_{1}\left(m_{2}-m_{3}\right)\right]+2 \Delta_{2}^{2}\left(k+3 u s_{1}\right)\left(m_{1}-m_{3}\right) \\
& +\Delta_{1}\left[k u\left(m_{2}-m_{3}\right)+2 \Delta_{2}\left(k-3 u^{2}\right)\left(m_{1}-m_{3}\right)\right]  \tag{22}\\
& +2 s_{2}\left(m_{1}-m_{3}\right)\left[2 k m_{3}^{2}-k \Delta_{1}+3 u \Delta_{1}^{2}-6 u \Delta_{1} \Delta_{2}\right] \\
& \left.-2 s_{1} s_{2}\left(k m_{3}-3 \Delta_{2}^{2}\left(m_{1}-m_{3}\right)\right)\right\}, \\
& \rho_{+}^{\prime A}\left(s_{1}, s_{2}, Q^{2}\right)=-\frac{3}{2 k^{5 / 2}}\left\{-2\left(m_{1}-m_{3}\right)\left[\left(k-3 u s_{2}\right) \Delta_{1}^{2}\right.\right. \\
& \left.+6 s_{1}^{2} \Delta_{2}^{2}\right]+k u\left(m_{1}-m_{3}\right)\left(2 m_{3}^{2}+\Delta_{2}\right)+k u^{2} m_{3} \\
& +\Delta_{1}\left[k u\left(2 m_{1}-m_{2}-3 m_{3}\right)\right. \\
& \left.-2\left(m_{1}-m_{3}\right)\left(k s_{2}-k \Delta_{2}+3 u^{2} \Delta_{2}\right)\right]  \tag{23}\\
& -2 s_{1}\left[\left(m_{1}-m_{3}\right)\left(2 k m_{3}^{2}-6 u \Delta_{1} \Delta_{2}-3 u \Delta_{2}^{2}\right)\right. \\
& +2 s_{2}\left(k m_{3}+3 m_{1} \Delta_{1}^{2}-3 m_{3} \Delta_{1}^{2}\right) \\
& \left.\left.+k \Delta_{2}\left(2 m_{1}-m_{2}-3 m_{3}\right)\right]\right\},
\end{align*}
$$
\]

$$
\begin{align*}
& \rho_{-}^{\prime A}\left(s_{1}, s_{2}, Q^{2}\right)=\frac{3}{2 k^{5 / 2}}\left\{2 ( m _ { 1 } - m _ { 3 } ) \left[\left(k+3 u s_{2}\right) \Delta_{1}^{2}\right.\right. \\
&\left.+6 s_{1}^{2} \Delta_{2}^{2}\right]+k u\left(m_{1}-m_{3}\right)\left(2 m_{3}^{2}+\Delta_{2}\right)+k u^{2} m_{3} \\
&+ \Delta_{1}\left[k u\left(-2 m_{1}-m_{2}+m_{3}\right)\right. \\
&\left.-2\left(m_{1}-m_{3}\right)\left(k s_{2}-k \Delta_{2}+3 u^{2} \Delta_{2}\right)\right]  \tag{24}\\
&+2 s_{1}\left[\left(m_{1}-m_{3}\right)\left(2 k m_{3}^{2}-6 u \Delta_{1} \Delta_{2}+3 u \Delta_{2}^{2}\right)\right. \\
&- 2 s_{2}\left(k m_{3}-3 m_{1} \Delta_{1}^{2}+3 m_{3} \Delta_{1}^{2}\right) \\
&\left.\left.+k \Delta_{2}\left(2 m_{1}+m_{2}-m_{3}\right)\right]\right\} .
\end{align*}
$$

Here, $k=\left(s_{1}+s_{2}+Q^{2}\right)^{2}-4 s_{1} s_{2}, u=s_{1}+s_{2}+Q^{2}, \Delta_{1}=$ $s_{1}-m_{1}^{2}+m_{3}^{2}$, and $\Delta_{2}=s_{2}-m_{2}^{2}+m_{3}^{2} ; m_{1}, m_{2}$, and $m_{3}$ are the masses of quark flavors relevant to the various decays (see prescriptions in Fig. 1).

We neglect hard $O\left(\alpha_{s} / \pi\right)$ corrections to the triangle diagrams, as they are not available yet. Nevertheless, we expect that their contributions are quite small ( $\sim 10 \%$ ); bearing in mind the accuracy of QCD sum rules, we therefore conclude that the correction will not drastically change our results.

In expressions (12), the integration with respect to $s_{1}$ and $s_{2}$ is performed in the near-threshold region, where instead of $\alpha_{s}$, the expansion should be done in the parameters $\left(\alpha_{s} / v_{13(23)}\right)$, with $v_{13(23)}$ meaning the relative velocities of quarks in $b \bar{c}$ and $c \bar{c}$ systems. For the heavy quarkonia, where the quark velocities are small, these corrections take an essential role (as in the case for two-point sum rules [19, 20]). The $\alpha_{s} / v$ corrections, caused by the Coulomb-like interaction of quarks, are related to the ladder diagrams shown in Fig. 2. It is well known that, numerically, the Born value of the spectral density is doubled or tripled upon taking into account these corrections in two-point sum rules [21, 22].

Now, let us comment on the effect of these corrections in the case of three-point sum rules [13]. Consider, for example, the three-point function $\Pi_{\mu}\left(p_{1}, p_{2}, q\right)$ at $q^{2}=q_{\text {max }}^{2}$, where $q_{\text {max }}^{2}$ is the maximum invariant mass of the lepton pair in the decay $B_{c} \longrightarrow \eta_{c} l v_{l}$. Introduce the notation $p_{1} \equiv\left(m_{b}+m_{c}+E_{1}, \mathbf{0}\right)$ and $p_{2} \equiv\left(2 m_{c}+E_{2}\right.$, 0). At $s_{1}=M_{1}^{2}$ and $s_{2}=M_{2}^{2}$, we have $E_{1} \ll\left(m_{b}+m_{c}\right)$ and $E_{2} \ll 2 m_{c}$. In this kinematics, the quark velocities are small, and, thus, the diagram in Fig. 2 may be considered in the nonrelativistic approximation. We will use the Coulomb gauge, in which the ladder diagrams with the Coulomb-like gluon exchange are dominant. The gluon propagator then has the form

$$
\begin{equation*}
D^{\mu \nu}=i \delta^{\mu 0} \delta^{v 0} / \mathbf{k}^{2} \tag{25}
\end{equation*}
$$

In this approximation, the nonrelativistic potential of heavy-quark interaction in the momentum representa-


Fig. 1. The triangle diagram giving the leading perturbative term in the OPE expansion of the three-point function.


Fig. 2. The ladder diagram of the Coulomb-like quark interaction.
tion is given by

$$
\begin{aligned}
& \tilde{V}(\mathbf{k})=-\frac{4}{3} \alpha_{s}\left(\mathbf{k}^{2}\right) \frac{4 \pi}{\mathbf{k}^{2}}, \quad \alpha_{s}\left(\mathbf{k}^{2}\right)=\frac{4 \pi}{b_{0} \ln \left(\mathbf{k}^{2} / \Lambda^{2}\right)}, \\
& b_{0}=11-\frac{2}{3} n_{f}, \quad \Lambda=\Lambda_{\overline{M S}} \exp \left[\frac{1}{b_{0}}\left(\frac{31}{6}-\frac{5}{9} n_{f}\right)\right],
\end{aligned}
$$

with $n_{f}$ being the number of flavors, while the fermionic propagators, corresponding to either a particle or an antiparticle, have the following forms:

$$
\begin{aligned}
S_{F}\left(k+p_{i}\right) & =\frac{i\left(1+\gamma_{0}\right) / 2}{E_{i}+k^{0}-\frac{|\mathbf{k}|^{2}}{2 m}+i 0}, \\
S_{F}(p) & =\frac{-i\left(1-\gamma_{0}\right) / 2}{-k^{0}-\frac{|\mathbf{k}|^{2}}{2 m}+i 0}
\end{aligned}
$$

The notation concerning Fig. 2 is given by

$$
k_{i}=p_{i+1}-p_{i}, \quad l_{i}=q_{i}-q_{i-1}, \quad p_{n+1} \equiv q_{0} \equiv p .
$$

Integration with respect to $p_{i}^{0}, p^{0}$, and $q_{i}^{0}$ by means of residues yields the expression

$$
\begin{gather*}
\Pi_{\mu}\left(E_{1}, E_{2}, q\right)=2 N_{c} g_{\mu 0} \\
\times \sum_{n=1}^{\infty} \prod_{i=1}^{n} \frac{d \mathbf{p}_{i}}{(2 \pi)^{3}\left(\frac{\left|\mathbf{p}_{i}\right|^{2}}{2 \mu_{1}}-E_{1}-i 0\right)} \tilde{V}\left(\left(\mathbf{p}_{i+1}-\mathbf{p}_{i}\right)^{2}\right) \\
\times \frac{1}{\frac{|\mathbf{p}|^{2}}{2 \mu_{1}}-E_{1}-i 0} \frac{1}{\frac{|\mathbf{p}|^{2}}{2 \mu_{2}}-E_{2}-i 0}  \tag{26}\\
\times \sum_{k=1}^{\infty} \prod_{j=1}^{k} \frac{d \mathbf{q}_{j}}{(2 \pi)^{3}\left(\frac{\left|\mathbf{q}_{j}\right|^{2}}{2 \mu_{2}}-E_{2}-i 0\right)} \tilde{V}\left(\left(\mathbf{q}_{j}-\mathbf{q}_{j-1}\right)^{2}\right) \frac{d \mathbf{p}}{(2 \pi)^{3}}, \\
\tilde{V}\left(\left(\mathbf{p}_{n+1}-\mathbf{p}_{n}\right)^{2}\right) \equiv \tilde{V}\left(\left(\mathbf{p}-\mathbf{p}_{n}\right)^{2}\right), \\
\tilde{V}\left(\left(\mathbf{q}_{1}-\mathbf{q}_{0}\right)^{2}\right)=\tilde{V}\left(\left(\mathbf{q}_{1}-\mathbf{p}\right)^{2}\right),
\end{gather*}
$$

where $N_{c}$ denotes the number of colors, and $\mu_{1}$ and $\mu_{2}$ are the reduced masses of the $b \bar{c}$ and $c \bar{c}$ systems, respectively. This three-point function may be expressed in terms of the Green's functions for the relative motion of heavy quarks in the $b \bar{c}$ and $c \bar{c}$ systems in the Coulomb field, $G_{E}^{(i)}(\mathbf{x}, \mathbf{y})$ :

$$
\begin{align*}
G_{E}^{(i)}(\mathbf{x}, \mathbf{y}) & =\sum_{n=1}^{\infty}\left(\prod_{k=1}^{n} \int \frac{d \mathbf{p}_{k}}{(2 \pi)^{3}\left(\frac{\left|\mathbf{p}_{k}\right|^{2}}{2 \mu_{i}}-E_{i}-i 0\right)}\right)  \tag{27}\\
\times & \prod_{k=1}^{n-1} \tilde{V}\left(\left(\mathbf{p}_{k}-\mathbf{p}_{k+1}\right)^{2}\right) e^{i \mathbf{p}_{1} \cdot \mathbf{x}-i \mathbf{p}_{n} \cdot \mathbf{y}}
\end{align*}
$$

Comparing expressions (26) and (27), we find

$$
\begin{gather*}
\Pi_{\mu}\left(E_{1}, E_{2}, q_{\max }^{2}\right) \\
=2 N_{c} g_{\mu 0} \int G_{E_{1}}^{(1)}(\mathbf{x}=0, \mathbf{p}) G_{E_{2}}^{(2)}(\mathbf{p}, \mathbf{y}=0) \frac{d \mathbf{p}}{(2 \pi)^{3}}  \tag{28}\\
=2 N_{c} g_{\mu 0} \int G_{E_{1}}^{(1)}(0, z) G_{E_{2}}^{(2)}(z, 0) d^{3} z
\end{gather*}
$$

For the Green's function, we use the representation

$$
\begin{align*}
& G_{E}(\mathbf{x}, \mathbf{y})=\sum_{l, m}\left(\sum_{n=l+1}^{\infty} \frac{\Psi_{n l m}(\mathbf{x}) \Psi_{n l m}^{*}(\mathbf{y})}{E_{n l}-E-i 0}\right.  \tag{29}\\
& \left.\quad+\int \frac{d k}{(2 \pi)} \frac{\Psi_{k l m}(\mathbf{x}) \Psi_{k l m}^{*}(\mathbf{y})}{k-E-i 0}\right)
\end{align*}
$$

Provided $\mathbf{x}=0$, only the terms with $l=0$ are retained in the sum. For the spectral density we then have

$$
\begin{gather*}
\rho_{\mu}\left(E_{1}, E_{2}, q_{\max }^{2}\right)=-2 N_{c} g_{\mu 0} \Psi_{1}^{\mathrm{C}}(0) \Psi_{2}^{\mathrm{C}}(0) \\
\times \int \tilde{\Psi}_{1 E_{1}}^{\mathrm{C}}(\mathbf{p}) \tilde{\Psi}_{2 E_{2}}^{\mathrm{C}}(\mathbf{p}) \frac{d \mathbf{p}}{(2 \pi)^{3}} \tag{30}
\end{gather*}
$$

where $\Psi_{i}^{\mathrm{C}}$ are the Coulomb wave functions for the $b \bar{c}$ or $c \bar{c}$ systems. An analogous expression can also be derived in the Born approximation:

$$
\begin{gather*}
\rho_{\mu}^{\mathrm{B}}\left(E_{1}, E_{2}, q_{\max }^{2}\right) \\
=-2 N_{c} g_{\mu 0} \Psi_{1}^{f}(0) \Psi_{2}^{f}(0) \int \tilde{\Psi}_{1 E_{1}}^{f}(\mathbf{p}) \tilde{\Psi}_{2 E_{2}}^{f}(\mathbf{p}) \frac{d \mathbf{p}}{(2 \pi)^{3}} \tag{31}
\end{gather*}
$$

Here, $\Psi_{i}^{f}$ stands for the function of free quark motion. Since the continuous-spectrum Coulomb functions have the same normalization as the free states, we obtain the approximation

$$
\begin{gather*}
\rho_{\mu}\left(E_{1}, E_{2}, q_{\max }^{2}\right) \approx \rho_{\mu}^{\mathrm{B}}\left(E_{1}, E_{2}, q_{\max }^{2}\right) \frac{\Psi_{1}^{\mathrm{C}}(0) \Psi_{2}^{\mathrm{C}}(0)}{\Psi_{1}^{f}(0) \Psi_{2}^{f}(0)} \\
\equiv \rho_{\mu}^{\mathrm{B}}\left(E_{1}, E_{2}, q_{\max }^{2}\right) \mathbf{C}, \\
\mathbf{C}=\left\{\frac{4 \pi \alpha_{s}}{3 v_{13}}\left[1-\exp \left(-\frac{4 \pi \alpha_{s}}{3 v_{13}}\right)^{-1}\right]\right. \\
\left.\times \frac{4 \pi \alpha_{s}}{3 v_{23}}\left[1-\exp \left(-\frac{4 \pi \alpha_{s}}{3 v_{23}}\right)^{-1}\right]\right\}^{1 / 2} \tag{33}
\end{gather*}
$$

where $V_{13}$ and $V_{23}$ are relative velocities in the $b \bar{c}$ and $c \bar{c}$ systems, respectively. For them, we have the following expressions:

$$
\begin{align*}
& v_{13}=\sqrt{1-\frac{4 m_{1} m_{3}}{p_{1}^{2}-\left(m_{1}-m_{3}\right)^{2}}}  \tag{34}\\
& v_{23}=\sqrt{1-\frac{4 m_{2} m_{3}}{p_{2}^{2}-\left(m_{2}-m_{3}\right)^{2}}} \tag{35}
\end{align*}
$$

Equation (32) is exact for the identical quarkonia in the initial and final states of transition under consideration. However, if the reduced masses are different, then the overlapping of Coulomb functions can deviate from unity, which breaks the exact validity of (32). From a pessimistic viewpoint, this relation can serve as an estimate of the upper bound on the form factor at zero recoil. In reality, this boundary is practically saturated, which means that in sum rules at low momenta inside the quarkonia, i.e., in the region of physical resonances, the most essential effect comes from the normalization factor $\mathbf{C}$, determined by the Coulomb function at the origin. The latter renormalizes the coupling constant at
the quark-meson vertex from the bare value to the "dressed" one. After that, the motion of heavy quarks in the triangle loop is very close to that of free quarks.

In accordance with (8) for the Lorentz decomposition of $\rho_{\mu}\left(p_{1}, p_{2}, q^{2}\right)$, we have

$$
\begin{equation*}
\rho_{\mu}\left(p_{1}, p_{2}, q^{2}\right)=\left(p_{1}+p_{2}\right)_{\mu} \rho_{+}\left(q^{2}\right)+q_{\mu} \rho_{-}\left(q^{2}\right) \tag{36}
\end{equation*}
$$

As we have seen, the nonrelativistic expression of $\rho_{\mu}\left(E_{1}, E_{2}, q_{\text {max }}^{2}\right)$ is proportional to the vector $g_{\mu 0}$, which allows us to isolate the evident combination of form factors $f_{ \pm}$. The relations between the form factors appearing in NRQCD at a recoil momentum close to zero will be considered below. Here, we stress only that we have

$$
\begin{equation*}
\rho_{+}\left(q_{\max }^{2}\right)=\rho_{+}^{\mathrm{B}}\left(q_{\max }^{2}\right) \mathbf{C}, \tag{37}
\end{equation*}
$$

where the factor $\mathbf{C}$ has been specified in (33).
In the case of $B_{c} \longrightarrow J / \psi / v_{l}$ transition, one can easily obtain an analogous result for $\rho_{0}^{A}\left(q^{2}\right)$ (note that the form factor $F_{0}^{A} \sim \rho_{0}^{A}$ gives the dominant contribution to the width of this decay [14]). In the nonrelativistic approximation, we have

$$
\begin{equation*}
\rho_{0}^{A}\left(q_{\max }^{2}\right)=\rho_{0}^{A, \mathrm{~B}}\left(q_{\max }^{2}\right) \mathbf{C} . \tag{38}
\end{equation*}
$$

To conclude this section, note that the derivation of formulas (37) and (38) is purely formal, since the spectral densities are not specified at $q_{\text {max }}^{2}$ (one can easily show $\rho_{i}^{\mathrm{B}}\left(q^{2}\right)$ to be singular in this point). Therefore, the resultant relations are valid only for $q^{2}$ approaching $q_{\text {max }}^{2}$. Unfortunately, this derivation does not give the $q^{2}$ dependence of the factor $\mathbf{C}$. But we suppose that $\mathbf{C}$ does not crucially affect the pole behavior of the form factors. Therefore, the resultant widths of transitions can be treated as the saturated upper bounds in the QCD sum rules.

### 2.3. Gluon-Condensate Contribution

In this subsection, we will discuss the calculation of Borel transformed Wilson coefficient of the gluon-condensate operator for the three-point sum rules with arbitrary masses. The technique used is the same as in [18] with some modifications to simplify the resulting expression. As was noted in [18], this method does not allow for the subtraction of continuum contributions, which, however, only change our results a little, as the total contribution of the gluon condensate to the threepoint sum rule is small by itself ( $\leq 10 \%$ ), and, thus, its continuum portion is small too. The form of the obtained expression does not permit us to use the same argument as in [18] to argue over the absence of those contributions at all. Their argument was based on an expectation that the typical continuum contribution can


Fig. 3. The gluon-condensate contribution to three-point QCD sum rules. The directions of $p_{1}, k_{1}$, and $k_{2}$ momenta are incoming, and that of $p_{2}$ is outgoing.
show up as incomplete $\Gamma$ functions in the resulting expression and the absence of them in the final answer leads authors of [18] to the conclusion that such contributions are actually absent in the processes they considered.

The gluon condensate contribution to three-point sum rules is given by diagrams depicted in Fig. 3. For calculations, we have used the Fock-Schwinger fixedpoint gauge [20, 23]:

$$
\begin{equation*}
x^{\mu} A_{\mu}^{a}(x)=0, \tag{39}
\end{equation*}
$$

where $A_{\mu}^{a}(a=\{1,2, \ldots, 8\})$ is the gluon field.
In the evaluation of the diagrams in Fig. 3, we encounter integrals of the type ${ }^{4)}$

$$
\begin{gather*}
I_{\mu_{1} \mu_{2} \ldots \mu_{n}}(a, b, c)=\int \frac{d^{4} k}{(2 \pi)^{4}} \\
\times \frac{k_{\mu_{1}} k_{\mu_{2}} \ldots k_{\mu_{n}}}{\left[k^{2}-m_{3}^{2}\right]^{a}\left[\left(p_{1}+k\right)^{2}-m_{1}^{2}\right]^{b}\left[\left(p_{2}+k\right)^{2}-m_{2}^{2}\right]^{c}} . \tag{40}
\end{gather*}
$$

[^15]Continuing to Euclidean spacetime and employing the Schwinger representation for propagators

$$
\begin{equation*}
\frac{1}{\left[p^{2}+m^{2}\right]^{a}}=\frac{1}{\Gamma(a)} \int_{0}^{\infty} d \alpha \alpha^{a-1} e^{-\alpha\left(p^{2}+m^{2}\right)} \tag{41}
\end{equation*}
$$

we find the following expression for the scalar integral ( $n=0$ ):

$$
\begin{gather*}
I_{0}(a, b, c)=\frac{(-1)^{a+b+c} i}{\Gamma(a) \Gamma(b) \Gamma(c)} \\
\times \iint_{0}^{\infty} \int_{0}^{\infty} d \alpha d \beta d \gamma \alpha^{a-1} \beta^{b-1} \gamma^{c-1}  \tag{42}\\
\times \int \frac{d^{4} k}{(2 \pi)^{4}} e^{-\alpha\left(k^{2}+m_{3}^{2}\right)-\beta\left(s_{1}+k^{2}+2 p_{1} \cdot k+m_{1}^{2}\right)-\gamma\left(s_{2}+k^{2}+2 p_{2} \cdot k+m_{2}^{2}\right)}
\end{gather*}
$$

This representation proves to be very convenient for applying the Borel transformation with

$$
\begin{equation*}
\hat{B}_{p^{2}}\left(M^{2}\right) e^{-\alpha p^{2}}=\delta\left(1-\alpha M^{2}\right) . \tag{43}
\end{equation*}
$$

We then have

$$
\begin{align*}
& \hat{I}_{0}(a, b, c)=\frac{(-1)^{a+b+c} i}{\Gamma(a) \Gamma(b) \Gamma(c) \cdot 16 \pi^{2}}\left(M_{c c}^{2}\right)^{2-a-c}  \tag{44}\\
& \quad \times\left(M_{b c}^{2}\right)^{2-a-b} U_{0}(a+b+c-4,1-c-b), \\
& \hat{I}_{\mu}(a, b, c)=\frac{(-1)^{a+b+c+1} i}{\Gamma(a) \Gamma(b) \Gamma(c) \cdot 16 \pi^{2}}\left(\frac{p_{1 \mu}}{M_{b c}^{2}}+\frac{p_{2 \mu}}{M_{c c}^{2}}\right)_{(45)}  \tag{45}\\
& \times\left(M_{c c}^{2}\right)^{3-a-c}\left(M_{b c}^{2}\right)^{3-a-b} U_{0}(a+b+c-5,1-c-b), \\
& \hat{I}_{\mu \mathrm{v}}(a, b, c)=\frac{(-1)^{a+b+c} i}{\Gamma(a) \Gamma(b) \Gamma(c) \cdot 16 \pi^{2}}\left(\frac{p_{1 \mu}}{M_{b c}^{2}}+\frac{p_{2 \mu}}{M_{c c}^{2}}\right) \\
& \quad \times\left(\frac{p_{1 v}}{M_{b c}^{2}}+\frac{p_{2 v}}{M_{c c}^{2}}\right)\left(M_{c c}^{2}\right)^{4-a-c}\left(M_{b c}^{2}\right)^{4-a-b} \\
& \quad \times U_{0}(a+b+c-6,1-c-b)  \tag{46}\\
& +\frac{g_{\mu \mathrm{v}}}{2} \frac{(-1)^{a+b+c+1} i}{\Gamma(a) \Gamma(b) \Gamma(c) \cdot 16 \pi^{2}}\left(M_{c c}^{2}\right)^{3-a-c}\left(M_{b c}^{2}\right)^{3-a-b} \\
& \quad \times U_{0}(a+b+c-6,2-c-b),
\end{align*}
$$

where $M_{b c}^{2}$ and $M_{c c}^{2}$ are the Borel parameters in the $s_{1}$ and $s_{2}$ channels, respectively. Here, we have introduced the $U_{0}(a, b)$ function, which is given by the
expression

$$
\begin{gather*}
U_{0}(a, b)=\int_{0}^{\infty} d y\left(y+M_{b c}^{2}+M_{c c}^{2}\right)^{a} y^{b}  \tag{47}\\
\quad \times \exp \left[-\frac{B_{-1}}{y}-B_{0}-B_{1} y\right],
\end{gather*}
$$

where

$$
\begin{gather*}
B_{-1}=\frac{1}{M_{c c}^{2} M_{b c}^{2}}\left(m_{2}^{2} M_{b c}^{4}+m_{1}^{2} M_{c c}^{4}\right. \\
\left.+M_{c c}^{2} M_{b c}^{2}\left(m_{1}^{2}+m_{2}^{2}-Q^{2}\right)\right), \\
B_{0}=\frac{1}{M_{b c}^{2} M_{c c}^{2}}\left(M_{c c}^{2}\left(m_{1}^{2}+m_{3}^{2}\right)+M_{b c}^{2}\left(m_{2}^{2}+m_{3}^{2}\right)\right),  \tag{48}\\
B_{1}=\frac{m_{3}^{2}}{M_{b c}^{2} M_{c c}^{2}} .
\end{gather*}
$$

One can then express the results of calculation for any diagram in Fig. 3 through $\hat{I}_{0}(a, b, c), \hat{I}_{\mu}(a, b, c)$, and $\hat{I}_{\mu v}(a, b, c)$ and their derivatives with respect to the Borel parameters, using the partial fractioning of the integrand expression together with the following relation:

$$
\begin{gather*}
\hat{B}_{p_{1}^{2}}\left(M_{b c}^{2}\right) \hat{B}_{p_{2}^{2}}\left(M_{c c}^{2}\right)\left[p_{1}^{2}\right]^{m}\left[p_{2}^{2}\right]^{n} I_{\mu_{1} \mu_{2} \ldots \mu_{n}}(a, b, c) \\
=\left[M_{b c}^{2}\right]^{m}\left[M_{c c}^{2}\right]^{n} \frac{d^{m}}{d\left(M_{b c}^{2}\right)^{m}} \frac{d^{n}}{d\left(M_{c c}^{2}\right)^{n}}  \tag{49}\\
\quad \times\left[M_{b c}^{2}\right]^{m}\left[M_{c c}^{2}\right]^{n} \hat{I}_{\mu_{1} \mu_{2} \ldots \mu_{n}}(a, b, c) .
\end{gather*}
$$

The obtained expression can be further written down in terms of three quantities $\hat{I}_{0}(1,1,1), \hat{I}_{\mu}(1,1,1)$, and $\hat{I}_{\mu \nu}(1,1,1)$ and their derivatives with respect to the Borel parameters and quark masses by means of

$$
\begin{align*}
& \hat{I}_{\mu_{1} \mu_{2} \ldots \mu_{n}}(a, b, c)=\frac{1}{\Gamma(a) \Gamma(b) \Gamma(c)} \frac{d^{a-1}}{d\left(m_{3}^{2}\right)^{a-1}} \\
& \quad \times \frac{d^{b-1}}{d\left(m_{1}^{2}\right)^{b-1}} \frac{d^{c-1}}{d\left(m_{2}^{2}\right)^{c-1}} \hat{I}_{\mu_{1} \mu_{2} \ldots \mu_{n}}(1,1,1) . \tag{50}
\end{align*}
$$

However, contrary to the case discussed in [18], in such calculations values of parameters $a$ and $b$ will arise for which the $U_{0}(a, b)$ function has no analytic expression (it is connected to nonzero $m_{3}$ mass in our case). The analytic approximations for $U_{0}(a, b)$ at these values of parameters lead to very cumbersome expressions. The search for the most compact form of the final answer leads to the conclusion that the best decision in this case is to express the result in terms of the $U_{0}(a, b)$ function at different values of its parameters. For this
purpose, we have used the following transformation properties of $U_{0}(a, b)$ :

$$
\begin{gather*}
\frac{d U_{0}(a, b)}{d M_{b c}^{2}}=a U_{0}(a-1, b) \\
-\left(\frac{m_{2}^{2}}{M_{c c}^{2}}-\frac{m_{1}^{2} M_{c c}^{2}}{M_{b c}^{4}}\right) U_{0}(a, b-1)  \tag{51}\\
+\frac{m_{1}^{2}+m_{3}^{2}}{M_{b c}^{4}} U_{0}(a, b)+\frac{m_{3}^{2}}{M_{b c}^{4} M_{c c}^{2}} U_{0}(a, b+1), \\
\frac{d U_{0}(a, b)}{d M_{c c}^{2}}=a U_{0}(a-1, b) \\
-\left(\frac{m_{1}^{2}}{M_{b c}^{2}}-\frac{m_{2}^{2} M_{b c}^{2}}{M_{c c}^{4}}\right) U_{0}(a, b-1)  \tag{52}\\
+\frac{m_{2}^{2}+m_{3}^{2}}{M_{c c}^{4}} U_{0}(a, b)+\frac{m_{3}^{2}}{M_{b c}^{2} M_{c c}^{4}} U_{0}(a, b+1) .
\end{gather*}
$$

In Appendix B, we have presented an analytic expression, obtained in this way, for the Wilson coefficient of the gluon-condensate operator, contributing to the $\Pi_{1}=$ $\Pi_{+}+\Pi_{-}$amplitude. One can see that, even in this form, the obtained results are very cumbersome. Thus, we have realized the gluon-condensate corrections as C++ codes, where the functions $U_{0}(a, b)$ are evaluated numerically. Analytic approximations that can be made for the $U_{0}(a, b)$ functions are discussed in Appendix B.

In Fig. 4, we have shown the effect of gluon condensate on the $f_{1}(0)$ form factor in the Borel transformed three-point sum rules.

We can draw the conclusion that the calculation of gluon-condensate term in full QCD sum rules allows one to enlarge the stability region in the parameter space for the form factors, which indicates the reliability of the sum-rule technique.

## 3. THREE-POINT NRQCD SUM RULES

The formulation of sum rules in NRQCD follows the same lines as in QCD; the only difference is the Lagrangian, describing strong interactions of heavy quarks.

### 3.1. Symmetry of Form Factors in NRQCD and One-Loop Approximation

At the recoil momentum close to zero, the heavy quarks in both the initial and final states have small relative velocities, so that the dynamics of heavy quarks is essentially nonrelativistic. This allows us to use the NRQCD approximation in the study of mesonic form factors. As in the case of heavy quark effective theory (HQET), the expansion in the small relative velocities


Fig. 4. The gluon-condensate contribution to the $f_{1}(0)$ form factor in the Borel transformed sum rules at fixed $M_{b c}^{2}=$ $70 \mathrm{GeV}^{2}$. The dashed curve represents the bare-quark-loop results, and the solid curve is the form factor including the gluon-condensate term at $\left\langle\frac{\alpha_{s}}{\pi} G^{2}\right\rangle=10^{-2} \mathrm{GeV}^{4}$.
to the leading order leads to various relations between the different form factors. Solving these relations results in the introduction of a universal form factor (an analog of the Isgur-Wise function) at $q^{2} \longrightarrow q_{\text {max }}^{2}$.

In this subsection, we consider the limit

$$
\begin{gather*}
v_{1}^{\mu} \neq v_{2}^{\mu},  \tag{53}\\
w= \\
v_{1} \cdot v_{2} \longrightarrow 1,
\end{gather*}
$$

where $v_{1,2}^{\mu}=p_{1,2}^{\mu} / \sqrt{p_{1,2}^{2}}$ are the four-velocities of heavy quarkonia in the initial and final states. The study of region (53) is reasonable enough, because in the rest frame of the $B_{c}$ meson ( $p_{1}^{\mu}=\left(\sqrt{p_{1}^{2}}, \mathbf{0}\right)$, the four-velocities differ only by a small value $\left|\mathbf{p}_{2}\right|\left(p_{2}^{\mu}=\left(\sqrt{p_{2}^{2}}, \mathbf{p}_{2}\right)\right)$, whereas their scalar product $w$ deviates from unity only due to a term proportional to the square of $\left|\left|\mathbf{p}_{2}\right|: w=\right.$ $\sqrt{1+\frac{\left|\mathbf{p}_{2}\right|^{2}}{p_{2}^{2}}} \sim 1+\frac{1}{2} \frac{\left|\mathbf{p}_{2}\right|^{2}}{p_{2}^{2}}$. Thus, in the linear approximation at $\left|\mathbf{p}_{2}\right| \longrightarrow 0$, relations (53) are valid and take place.

Here, we would like to note that (53) generalizes the investigation of [14], where the case of $v_{1}=v_{2}$ was considered. This condition severely restricts the relations of spin symmetry for the form factors, and, as a consequence, it provides a single connection between the form factors.

As can be seen in Fig. 1, since the antiquark line with the mass $m_{3}$ is common to the heavy quarkonia, the four-velocity of an antiquark can be written down as a linear combination of four-velocities $v_{1}$ and $v_{2}$ :

$$
\begin{equation*}
\tilde{v}_{3}^{\mu}=a v_{1}^{\mu}+b v_{2}^{\mu} . \tag{54}
\end{equation*}
$$

In the leading order of NRQCD for the kinematical invariants, determining the spin structure of quark propagators in the limit $w \longrightarrow 1$, we have the following expressions:

$$
\begin{gather*}
p_{1}^{2} \longrightarrow\left(m_{1}+m_{3}\right)^{2}=\mathcal{M}_{1}^{2}, \\
p_{2}^{2} \longrightarrow\left(m_{2}+m_{3}\right)^{2}=\mathcal{M}_{2}^{2}, \\
\Delta_{1} \longrightarrow 2 m_{3} \mathcal{M}_{1},  \tag{55}\\
\Delta_{2} \\
u \longrightarrow 2 m_{3} \mathcal{M}_{2}, \\
\lambda\left(p_{1}^{2}, p_{2}^{2}, q^{2}\right) \longrightarrow 4 \mathcal{M}_{2} \cdot w, \\
M_{1}^{2} \mathcal{M}_{2}^{2}\left(w^{2}-1\right) .
\end{gather*}
$$

In this kinematics, it is an easy task to show that in (54) $a=b=-\frac{1}{2}$, i.e.,

$$
\begin{equation*}
\tilde{v}_{3}^{\mu}=-\frac{1}{2}\left(v_{1}+v_{2}\right)^{\mu} . \tag{56}
\end{equation*}
$$

Applying momentum conservation at the vertices in Fig. 1, we derive the following formulas for the fourvelocities of quarks with the masses $m_{1}$ and $m_{2}$ :

$$
\begin{align*}
& \tilde{v}_{1}^{\mu}=v_{1}^{\mu}+\frac{m_{3}}{2 m_{1}}\left(v_{1}-v_{2}\right)^{\mu},  \tag{57}\\
& \tilde{v}_{2}^{\mu}=v_{2}^{\mu}+\frac{m_{3}}{2 m_{2}}\left(v_{2}-v_{1}\right)^{\mu}, \tag{58}
\end{align*}
$$

and in the limit $w \longrightarrow 1$, we have $\tilde{v}_{1}^{2}=\tilde{v}_{2}^{2}=1$, as it should be.

After these definitions have been made, it is straightforward to write down the transition form factor for the current $J_{\mu}=\bar{Q}_{1} \Gamma_{\mu} Q_{2}$ with the spin structure $\Gamma_{\mu}$ $=\left\{\gamma_{\mu}, \gamma_{5} \gamma_{\mu}\right\}$

$$
\begin{gather*}
\left\langle H_{Q_{1} \bar{Q}_{3}}\right| J_{\mu}\left|H_{Q_{2} \bar{Q}_{3}}\right\rangle=\operatorname{tr}\left[\Gamma_{\mu} \frac{1}{2}\left(1+\tilde{v}_{1}^{\mu} \gamma_{\mu}\right)\right.  \tag{59}\\
\left.\times \Gamma_{1} \frac{1}{2}\left(1+\tilde{v}_{3}^{v} \gamma_{v}\right) \Gamma_{2} \frac{1}{2}\left(1+\tilde{v}_{2}^{\lambda} \gamma_{\lambda}\right)\right] h\left(m_{1}, m_{2}, m_{3}\right),
\end{gather*}
$$

where $\Gamma_{1}$ determines the spin state in the heavy quarkonium $Q_{1} \bar{Q}_{3}$ (in our case it is pseudoscalar, so that $\Gamma_{1}=$ $\gamma_{5}$ ), and $\Gamma_{2}$ determines the spin wave function of quarkonium in the final state: $\Gamma_{2}=\left\{\gamma_{5}, \epsilon^{\mu} \gamma_{\mu}\right\}$ for the pseudoscalar and vector states, respectively ( $H=P, V$ ). The quantity $h$ is a universal function at $w \longrightarrow 1$, independent of the quarkonium spin state. So, for the form factors discussed in our paper we have

$$
\begin{gather*}
\left\langle P_{Q_{1} \bar{Q}_{3}}\right| \bar{Q}_{1} \gamma^{\mu} Q_{3}\left|P_{Q_{2} \bar{Q}_{3}}\right\rangle=\left(c_{1}^{P} \cdot v_{1}^{\mu}+c_{2}^{P} \cdot v_{2}^{\mu}\right) h,  \tag{60}\\
\left\langle P_{Q_{1} \bar{Q}_{3}}\right| \bar{Q}_{1} \gamma^{\mu} Q_{3}\left|V_{Q_{2} \bar{Q}_{3}}\right\rangle=i c_{V} \cdot \epsilon^{\mu v \alpha \beta} \epsilon_{\mathrm{v}} v_{1 \alpha} v_{2 \beta} \cdot h, \tag{61}
\end{gather*}
$$

$$
\begin{gather*}
\left\langle P_{Q_{1} \bar{Q}_{3}}\right| \bar{Q}_{1} \gamma_{5} \gamma^{\mu} Q_{3}\left|V_{Q_{2} \bar{Q}_{3}}\right\rangle  \tag{62}\\
=\left(c_{\epsilon} \cdot \epsilon^{\mu}+c_{1} \cdot v_{1}^{\mu}\left(\epsilon \cdot v_{1}\right)+c_{2} \cdot v_{2}^{\mu}\left(\epsilon \cdot v_{1}\right)\right) h,
\end{gather*}
$$

where

$$
\begin{gather*}
c_{\epsilon}=-2, \\
c_{1}=-\frac{m_{3}\left(3 m_{1}+m_{3}\right)}{4 m_{1} m_{2}}, \\
c_{2}=\frac{1}{4 m_{1} m_{2}}\left(4 m_{1} m_{2}+m_{1} m_{3}+2 m_{2} m_{3}+m_{3}^{2}\right), \\
c_{V}=-\frac{1}{2 m_{1} m_{2}}\left(2 m_{1} m_{2}+m_{1} m_{3}+m_{2} m_{3}\right),  \tag{63}\\
c_{1}^{P}=1+\frac{m_{3}}{2 m_{1}}-\frac{m_{3}}{2 m_{2}}, \\
c_{2}^{P}=1-\frac{m_{3}}{2 m_{1}}+\frac{m_{3}}{2 m_{2}} .
\end{gather*}
$$

For the form factors in NRQCD, we then have the following symmetry relations:

$$
\begin{gather*}
f_{+}\left(c_{1}^{P} \cdot \mathcal{M}_{2}-c_{2}^{P} \cdot \mathcal{M}_{1}\right)-f_{-}\left(c_{1}^{P} \cdot \mathcal{M}_{2}+c_{2}^{P} \cdot \mathcal{M}_{1}\right)=0, \\
F_{0}^{A} \cdot c_{V}-2 c_{\epsilon} \cdot F_{V} \mathcal{M}_{1} \mathcal{M}_{2}=0, \\
F_{0}^{A}\left(c_{1}+c_{2}\right)-c_{\epsilon} \cdot \mathcal{M}_{1}\left(F_{+}^{A}\left(\mathcal{M}_{1}+\mathcal{M}_{2}\right)\right.  \tag{64}\\
\left.\quad+F_{-}^{A}\left(\mathcal{M}_{1}-\mathcal{M}_{2}\right)\right)=0, \\
F_{0}^{A} c_{1}^{P}+c_{\epsilon} \cdot \mathcal{M}_{1}\left(f_{+}+f_{-}\right)=0 .
\end{gather*}
$$

Thus, we can claim that, in the approximation of NRQCD, the form factors of weak currents responsible for the transitions between two heavy quarkonium states are given in terms of the single form factor, say, $F_{0}^{A}$. An exception is observed for the form factors $F_{+}^{A}$ and $F_{-}^{A}$, since a definite value is only taken by their linear combination $F_{+}^{A}\left(\mathcal{M}_{1}+\mathcal{M}_{2}\right)+F_{-}^{A}\left(\mathcal{M}_{1}-\mathcal{M}_{2}\right)$. This fact has a simple physical explanation. Indeed, the polarization of vector quarkonium $\epsilon^{\mu}$ has two components: the longitudinal term $\epsilon_{L}^{\mu}$ and transverse one $\epsilon_{T}^{\mu}$ (i.e., $\left(\epsilon_{T} \cdot v_{1}\right)=0$ ). The quantity $\epsilon_{L}^{\mu}$ can be decomposed in terms of $v_{1}^{\mu}$ and $v_{2}^{\mu}$ :

$$
\begin{equation*}
\epsilon^{\mu}=\alpha \epsilon_{L}^{\mu}+\beta \epsilon_{T}^{\mu}, \quad \alpha^{2}+\beta^{2}=1, \tag{65}
\end{equation*}
$$

where

$$
\begin{gather*}
\epsilon_{L}^{\mu}=\frac{1}{\sqrt{s_{2} k}}\left(-2 s_{2} p_{1}^{\mu}+u p_{2}^{\mu}\right) \longrightarrow \frac{1}{\sqrt{w^{2}-1}}\left(-v_{1}^{\mu}+w v_{2}^{\mu}\right), \\
\alpha=-\frac{2 \sqrt{s_{2}}}{\sqrt{k}}\left(\epsilon_{L} \cdot p_{1}\right) \longrightarrow-\frac{1}{\sqrt{w^{2}-1}}\left(\epsilon \cdot v_{1}\right) . \tag{6}
\end{gather*}
$$

From (66), one can see that the decomposition of polarization vector $\epsilon$ into the longitudinal and transverse parts in NRQCD is singular in the limit $w \longrightarrow 1$ :

$$
\begin{equation*}
\epsilon^{\mu}=-\frac{1}{w^{2}-1}\left(-v_{1}^{\mu}+w v_{2}^{\mu}\right)\left(\epsilon \cdot v_{1}\right)+\beta \cdot \epsilon_{T}^{\mu} . \tag{67}
\end{equation*}
$$

It means that the introduction into the form factor $F_{0}^{A}$ of an additional term $\Delta F_{0}^{A}=\left(w^{2}-1\right) \delta h$, which vanishes at $w \longrightarrow 1$ and, thus, is not under control in NRQCD, leads to a finite correction for the form factors $F_{+}^{A}$ and $F_{-}^{A}$. This correction is canceled in the special linear combination of form factors presented in (64).

In the case of $v_{1}=v_{2}$, we reproduce the single relation between form factors $F_{0}^{A}$ and $f_{ \pm}$, as it was obtained earlier in [14].

Thus, we have obtained the generalized relations due to the spin symmetry of NRQCD Lagrangian for the case $v_{1} \neq v_{2}$ in the limit where the invariant mass of lepton pair takes its maximum value, i.e., at a recoil momentum close to zero.

In the one-loop approximation for the three-point NRQCD sum rules, i.e., in the calculation of barequark loop, the symmetry relations (64) already take place for the double spectral densities $\rho_{j}^{\mathrm{NR}}$ in the limit $\left|\mathbf{p}_{2}\right| \longrightarrow 0$. We have checked that the spectral densities of the full QCD in the NRQCD limit $w \longrightarrow 1$ satisfy the symmetry relations (64).

It is easily seen that in this approximation

$$
\begin{equation*}
\rho_{0}^{A, \mathrm{NR}}=-\frac{6 m_{1} m_{2} m_{3}}{\left|\mathbf{p}_{2}\right|\left(m_{1}+m_{3}\right)} . \tag{68}
\end{equation*}
$$

When integrating over the resonance region, we must take into account that

$$
\begin{equation*}
\frac{\left|\omega_{2}-\omega_{1} m_{13} / m_{23}\right| m_{2}}{\left|\mathbf{p}_{2}\right| \sqrt{2 \omega_{1} m_{13}}} \leq 1, \tag{69}
\end{equation*}
$$

so we see that, in the limit $\left|\mathbf{p}_{2}\right| \longrightarrow 0$, the integration region tends to a single point. Here, $p_{1}=\left(m_{1}+m_{3}+\omega_{1}\right.$, $\mathbf{0}), p_{2}=\left(m_{2}+m_{3}+\omega_{2}, \mathbf{p}_{2}\right)$, and $m_{i j}=\frac{m_{i} m_{j}}{m_{i}+m_{j}}$ is the reduced mass of system $Q_{i} \bar{Q}_{j}$.

After the substitutions of variables $\omega_{1}=\frac{k^{2}}{2 m_{13}}$ and $x=\left(\omega_{2}-\frac{k^{2}}{2 m_{23}}\right) \frac{m_{2}}{\left|\mathbf{p}_{2}\right| k}$ in the limit $\left|\mathbf{p}_{2}\right| \longrightarrow 0$ for the
correlation function $\Pi_{0}^{A, N R}$, we have the expression

$$
\begin{align*}
\Pi_{0}^{A, \mathrm{NR}} & =-\frac{1}{(2 \pi)^{2}} \int \frac{d \tilde{\omega}_{1} d \tilde{\omega}_{2}}{\left(\tilde{\omega}_{1}-\omega_{1}\right)\left(\tilde{\omega}_{2}-\omega_{2}\right)} \rho_{0}^{A, \mathrm{NR}} \\
& =\frac{3}{\pi^{2}} \int_{0}^{k_{\mathrm{th}}} \frac{k^{2} d k}{\left(\omega_{1}-\frac{k^{2}}{2 m_{13}}\right)\left(\omega_{2}-\frac{k^{2}}{2 m_{23}}\right)} \tag{70}
\end{align*}
$$

where $k_{\mathrm{th}}$ denotes the resonance region boundary. In the method of moments in NRQCD sum rules, we set $\omega_{1}=$ $-\left(m_{1}+m_{3}\right)+q_{1}$ and $\omega_{2}=-\left(m_{2}+m_{3}\right)+q_{2}$, so that in the limit $q_{1,2} \longrightarrow 0$ we have

$$
\begin{align*}
& \frac{1}{n!} \frac{1}{m!} \frac{d^{n+m}}{d q_{1}^{n} d q_{2}^{m}} \Pi_{0}^{A, \mathrm{NR}}=\Pi_{0}^{A, \mathrm{NR}}[n, m] \\
= & \frac{3}{\pi^{2}} \int_{0}^{k_{\mathrm{th}}} \frac{k^{2} d k}{\left(\mathcal{M}_{1}+\frac{k^{2}}{2 m_{13}}\right)^{n+1}\left(\mathcal{M}_{2}+\frac{k^{2}}{2 m_{23}}\right)^{m+1}} . \tag{71}
\end{align*}
$$

In the hadronic part of NRQCD sum rules in the limit $\left|\mathbf{p}_{2}\right| \longrightarrow 0$, we model the resonance contribution using the following representation:

$$
\begin{align*}
\Pi_{0}^{A, \text { res }}= & \sum_{i, j} \frac{f_{i}^{Q_{1} \bar{Q}_{3}} M_{1, i}^{2}}{\left(m_{1}+m_{3}\right) M_{1, i}^{2}} \frac{f_{j}^{Q_{j} \bar{Q}_{3}} M_{2, j}}{M_{2, j}^{2}} F_{0, i j}^{A}  \tag{72}\\
& \times \sum_{l, m}\left(\frac{q_{1}^{2}}{M_{1, i}^{2}}\right)^{l}\left(\frac{q_{2}^{2}}{M_{2, j}^{2}}\right)^{m}
\end{align*}
$$

Saturating the $p_{1}^{2}$ and $p_{2}^{2}$ channels by ground states of mesons under consideration for the $F_{0,1 S \rightarrow 1 S}^{A}$ form factor, we have

$$
\begin{equation*}
F_{0,1 S \rightarrow 1 S}^{A}=\frac{\Pi_{0}^{A, \mathrm{NR}}[n, m]\left(m_{1}+m_{3}\right)}{f_{1 S}^{Q_{1} \overline{\bar{Q}}_{3}} M_{1,1 S}^{2} f_{1 S}^{Q_{2} \overline{\bar{D}}_{3}} M_{2,1 S}^{2}} M_{1,1 S}^{n} M_{2,1 S}^{m} \tag{73}
\end{equation*}
$$

In the next subsection, we will proceed with the gluoncondensate contribution to NRQCD sum rules.

### 3.2. Contribution of the Gluon Condensate

Following a general formalism for the calculation of gluon-condensate contribution in the Fock-Schwinger gauge [20,23], we have considered diagrams depicted in Fig. 3. In our calculations, we have used the NRQCD approximation and analyzed the limit where the invariant mass of the lepton pair takes its maximum value. Here, we would like to note that the spin structure, in the leading order of relative velocity of heavy quarks, does not change, in comparison with the bare-loop result for the nonrelativistic quarks. Thus, we can conclude that in this approximation the symmetries of

NRQCD Lagrangian lead to a universal Wilson coefficient for the gluon-condensate operator. As a consequence, relations (64) remain valid.

Below, we perform calculations for the form factor $F_{0}^{A}\left(p_{1}^{2}, p_{2}^{2}, q^{2}\right)$ in the limit $q^{2} \longrightarrow q_{\text {max }}^{2}$. The contribution of gluon condensate to the corresponding correlation function is given by the expression

$$
\begin{equation*}
\Delta F_{0}^{G^{2}}=\left\langle\frac{\alpha_{s}}{\pi} G_{\mu \nu}^{2}\right\rangle \frac{\pi}{48}\left[3 R_{0}-R_{2}\right], \tag{74}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{0}=-\frac{1}{\pi^{2} i} \int \frac{k^{2} d k d k_{0}}{P_{3}\left(k, k_{0}\right) P_{1}\left(k, k_{0}, \omega_{1}\right) P_{2}\left(k, k_{0}, \omega_{2}\right)} R_{g}, \\
& R_{2}=-\frac{1}{\pi^{2} i} \int \frac{k^{4} d k d k_{0}}{P_{3}\left(k, k_{0}\right) P_{1}\left(k, k_{0}, \omega_{1}\right) P_{2}\left(k, k_{0}, \omega_{2}\right)} R_{k} . \tag{75}
\end{align*}
$$

In these expressions, the inverse propagators are

$$
\begin{align*}
P_{1}\left(k, k_{0}, \omega_{1}\right) & =\omega_{1}+k_{0}-\frac{k^{2}}{2 m_{1}}, \\
P_{2}\left(k, k_{0}, \omega_{2}\right) & =\omega_{2}+k_{0}-\frac{k^{2}}{2 m_{2}},  \tag{76}\\
P_{3}\left(k, k_{0}\right) & =-k_{0}-\frac{k^{2}}{2 m_{3}} .
\end{align*}
$$

The functions $R_{g}$ and $R_{k}$ are symmetric under the permutation of indices 1 and 2 and are given by

$$
\begin{gather*}
R_{g}=-\frac{1}{m_{1}}\left[\frac{1}{P_{3}}+\frac{1}{P_{1}}\right] \frac{1}{P_{1}^{2}}-\frac{1}{m_{2}}\left[\frac{1}{P_{3}}+\frac{1}{P_{1}}\right] \frac{1}{P_{2}^{2}}, \\
R_{k}=\frac{3}{m_{1}^{2}} \frac{1}{P_{1}^{4}}+\frac{3}{m_{2}^{2}} \frac{1}{P_{2}^{4}}+\frac{3}{m_{1}^{2}} \frac{1}{P_{1}^{3} P_{3}}+\frac{3}{m_{2}^{2}} \frac{1}{P_{2}^{3} P_{3}} \\
+\frac{1}{m_{1} m_{3}} \frac{1}{P_{1}^{2} P_{3}^{2}}+\frac{1}{m_{2} m_{3}} \frac{1}{P_{2}^{2} P_{3}^{2}}-\frac{1}{m_{3}^{2}} \frac{1}{P_{3}^{4}}-\frac{1}{m_{1} m_{3}} \frac{1}{P_{1} P_{3}^{3}}  \tag{77}\\
-\frac{1}{m_{2} m_{3}} \frac{1}{P_{2} P_{3}^{3}}-\frac{1}{m_{1} m_{2}} \frac{1}{P_{1} P_{2} P_{3}^{2}}-\frac{1}{m_{1} m_{2}} \frac{1}{P_{1}^{2} P_{2}^{2}} .
\end{gather*}
$$

Let us note that, in the calculation of the diagrams in Fig. 3, we have used the following vertex for the interaction of a heavy quark with a gluon:

$$
\begin{equation*}
L_{\mathrm{int}}^{V}=-g_{s} \bar{h}_{v} V_{\mu} A^{\mu} h_{v}, \tag{78}
\end{equation*}
$$

where $A_{\mu}=A_{\mu}^{a} \frac{\lambda^{a}}{2}$ and its Fourier transform in FockSchwinger gauge has the form

$$
\begin{equation*}
A_{\mu}^{a}\left(k_{g}\right)=-\frac{i}{2} G_{\mu \nu}^{a}(0) \frac{\partial}{\partial k_{g}}(2 \pi)^{4} \delta\left(k_{g}\right) . \tag{79}
\end{equation*}
$$

After two differentiations of the nonrelativistic propagators

$$
\begin{equation*}
\frac{1}{P\left(p, m_{Q}\right)}=\frac{1}{p v+\frac{p^{2}}{2 m_{Q}}}, \tag{80}
\end{equation*}
$$

two types of contributions to the gluon-condensate correction appear. The first is equal to

$$
\begin{equation*}
v_{\mu} v_{v} \alpha_{s} G_{\mu \alpha}^{a} G_{\nu \beta}^{a} \cdot g^{\alpha \beta} \rightarrow\left\langle\alpha_{s} G_{\mu \nu}^{2}\right\rangle \frac{3}{12}, \tag{81}
\end{equation*}
$$

and it leads to the term with $R_{0}$. The second expression

$$
\begin{gather*}
v_{\mu} v_{v} \alpha_{s} G_{\mu \alpha}^{a} G_{v \beta}^{a} k^{\alpha} k^{\beta} \rightarrow\left\langle\alpha_{s} G_{\mu \nu}^{2}\right\rangle \frac{k^{2}-(v \cdot k)^{2}}{12} \\
=-\left\langle\alpha_{s} G_{\mu \nu}^{2}\right\rangle \frac{|\mathbf{k}|^{2}}{12} \tag{82}
\end{gather*}
$$

leads to the term with $R_{2}$, which is of the same order in the relative velocity of heavy quarks as $R_{0}$, but it is suppressed numerically in the region of moderate numbers for the momenta of spectral densities, where the nonperturbative contributions (condensates) of higher dimension operators are not essential.

It is easy to show that the contributions of $R_{0}$ and $R_{2}$ can be obtained by the differentiation of two basic integrals:

$$
\begin{gather*}
E_{0}=-\frac{1}{\pi^{2}} \int_{0}^{\infty} \int_{0}^{2} \frac{d k d k_{0}}{P_{1} P_{2} P_{3}}=\frac{2 m_{13} \cdot 2 m_{23}}{k_{13}+k_{23}}, \\
E_{2}=-\frac{1}{\pi^{2}} \int_{0}^{\infty} \frac{k^{4} d k d k_{0}}{P_{1} P_{2} P_{3}}  \tag{83}\\
=-\frac{2 m_{13} \cdot 2 m_{23}}{k_{13}+k_{23}}\left(k_{13}^{2}+k_{13} k_{23}+k_{23}^{2}\right),
\end{gather*}
$$

where $k_{13}=\sqrt{-2 m_{13} \omega_{1}}$ and $k_{23}=\sqrt{-2 m_{23} \omega_{2}}$. For $R_{0}$ and $R_{2}$, we then have

$$
\begin{aligned}
& R_{0}=\hat{R}_{g} \cdot E_{0}, \\
& R_{2}=\hat{R}_{k} \cdot E_{2},
\end{aligned}
$$

where operators $\hat{R}_{g}$ and $\hat{R}_{k}$ can be obtained from $R_{g}$ and $R_{k}$ in (77) after the substitutions

$$
\begin{aligned}
& \frac{1}{P_{1}^{n}} \longrightarrow \frac{(-1)^{n}}{n!} \frac{\partial^{n}}{\partial \omega_{1}^{n}}, \\
& \frac{1}{P_{2}^{m}} \longrightarrow \frac{(-1)^{m}}{m!} \frac{\partial^{m}}{\partial \omega_{2}^{m}},
\end{aligned}
$$

$$
\frac{1}{P_{3}^{l}} \longrightarrow \frac{(-1)^{l}}{l!}\left[\frac{\partial}{\partial \omega_{1}}+\frac{\partial}{\partial \omega_{2}}\right]^{l}
$$

As a result, we have

$$
\left.\begin{array}{c}
R_{0}=\left\{\frac{1}{6 m_{1}} \frac{\partial^{3}}{\partial \omega_{1}^{3}}+\frac{1}{6 m_{2}} \frac{\partial^{3}}{\partial \omega_{2}^{3}}+\frac{1}{2 m_{1}}\left(\frac{\partial^{3}}{\partial \omega_{1}^{3}}+\frac{\partial^{3}}{\partial \omega_{1}^{2} \partial \omega_{2}}\right)\right. \\
\left.+\frac{1}{2 m_{2}}\left(\frac{\partial^{3}}{\partial \omega_{2}^{3}}+\frac{\partial^{3}}{\partial \omega_{2}^{2} \partial \omega_{1}}\right)\right\} \frac{2 m_{13} 2 m_{23}}{k_{13}+k_{23}}, \\
+\frac{3}{3!m_{1}^{2}}\left(\frac{\partial^{4}}{\partial \omega_{1}^{4}}+\frac{\partial^{4}}{\partial \omega_{1}^{3} \partial \omega_{2}}\right)+\frac{1}{3!m_{2}^{2}}\left(\frac{\partial^{4}}{\partial \omega_{2}^{4}}+\frac{\partial^{4}}{\partial \omega_{1}^{4}}+\frac{3}{4!m_{2}^{2}} \frac{\partial^{4}}{\partial \omega_{2}^{4} \partial \omega_{1}^{4}}\right) \\
+\frac{1}{4 m_{1} m_{3}}\left(\frac{\partial^{4}}{\partial \omega_{1}^{4}}+2 \frac{\partial^{4}}{\partial \omega_{1}^{3} \partial \omega_{2}}+\frac{\partial^{4}}{\partial \omega_{1}^{2} \partial \omega_{2}^{2}}\right) \\
+\frac{1}{4 m_{2} m_{3}}\left(\frac{\partial^{4}}{\partial \omega_{2}^{4}}+2 \frac{\partial^{4}}{\partial \omega_{2}^{3} \partial \omega_{1}}+\frac{\partial^{4}}{\partial \omega_{1}^{2} \partial \omega_{2}^{2}}\right)-\frac{1}{4!m_{3}^{2}}\left(\frac{\partial^{4}}{\partial \omega_{1}^{4}}\right. \\
\left.+4 \frac{\partial^{4}}{\partial \omega_{1}^{3} \partial \omega_{2}}+6 \frac{\partial^{4}}{\partial \omega_{1}^{2} \partial \omega_{2}^{2}}+4 \frac{\partial^{4}}{\partial \omega_{1} \partial \omega_{2}^{3}}+\frac{\partial^{4}}{\partial \omega_{2}^{4}}\right) \\
\left.-\frac{1}{4 m_{1} m_{2}}\left(\frac{\partial^{4}}{\partial \omega_{1}^{2} \partial \omega_{2}^{2}}\right)\right\}\left(-\frac{2 m_{13} 2 m_{23}}{m_{13}}\right)\left(m_{23}^{2}+k_{13} k_{23}+k_{23}^{2}\right) . \\
-\frac{1}{3!m_{2} m_{3}}\left(\frac{\partial^{4}}{\partial \omega_{2}^{4}}+3 \frac{\partial^{4}}{\partial \omega_{2}^{3} \partial \omega_{1}}+3 \frac{\partial^{4}}{\partial \omega_{1}^{2} \partial \omega_{2}^{2}}+\frac{\partial^{4}}{\partial \omega_{2}^{4} \partial \omega_{1}^{3}}\right) \\
+3 \omega_{1}^{3} \partial \omega_{2}
\end{array}\right)
$$

Equations (74), (84), and (85) represent the most compact analytic expression for the contribution of gluon condensate to the form factor $F_{0}^{A}$, whereas performing the differentiations leads to very cumbersome expressions.

In the moment scheme of sum rules, we suppose

$$
\begin{aligned}
& \omega_{1}=-\left(m_{1}+m_{3}\right)+q_{1} \\
& \omega_{2}=-\left(m_{2}+m_{3}\right)+q_{2}
\end{aligned}
$$



Fig. 5. The QCD sum-rule results in the moment scheme for the $F_{0}^{A}(0)$ form factor in the bare approximation.
and expand $\Delta F_{0}^{G^{2}}$ in a series in $\left\{q_{1}, q_{2}\right\}$ at the point $\{0$, $0\}$, which allows us to determine $\Delta F_{0}^{G^{2}}[n, m]=$ $\frac{1}{n!} \frac{1}{m!} \frac{d^{n+m}}{d q_{1}^{n} d q_{2}^{m}} \Delta F_{0}^{G^{2}}$. Further analysis has been performed numerically with the help of MATHEMATICA.

To conclude, we have calculated the contribution of gluon condensate to the three-point sum rules for heavy quarkonia in the leading order of relative velocity of heavy quarks and in the first order of $\alpha_{s}$. Due to the symmetry of NRQCD in the limit where the invariant mass of the lepton pair takes its maximum value, i.e., at a recoil momentum close to zero, the Wilson coefficient for the form factor $F_{0}^{A}$ is universal in the sense that it determines the contributions of gluon condensate to other form factors, in accordance with relations (64).

## 4. NUMERICAL RESULTS ON THE FORM FACTORS

First, we evaluate the form factors in the scheme of spectral density moments. This scheme is not strongly sensitive to the values of threshold energies determining the region of resonance contribution. In the QCD sum rule calculations, we set (in GeV )

$$
\begin{gather*}
k_{\mathrm{th}}(\bar{b} c)=1.5 \\
k_{\mathrm{th}}(\bar{c} c)=1.2  \tag{86}\\
m_{b}=4.6 \\
m_{c}=1.4
\end{gather*}
$$

where $k_{\mathrm{th}}$ is the momentum of quark motion in the rest frame of quarkonium. The chosen values of threshold momenta correspond to the minimal energy of heavymeson pairs in specified channels.

The typical behavior of form factors in the moment scheme of QCD sum rules is presented in Fig. 5.

Table 1. Form factors for $B_{c}^{+}$decay into heavy quarkonia at $q^{2}=0$ in the bare-quark-loop approximation with allowance for the Coulomb correction

| Approximation | $f_{+}$ | $f_{-}$ | $F_{V}, \mathrm{GeV}^{-1}$ | $F_{0}^{A}, \mathrm{GeV}$ | $F_{+}^{A}, \mathrm{GeV}^{-1}$ | $F_{-}^{A}, \mathrm{GeV}^{-1}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Bare | 0.10 | -0.057 | 0.016 | 0.90 | -0.011 | 0.018 |
| Coulomb | 0.66 | -0.36 | 0.11 | 5.9 | -0.074 | 0.12 |

The evaluation of the Coulomb corrections strongly depends on the appropriate set of $\alpha_{s}$ for the quarkonia under consideration. The corresponding scale of gluon virtuality is determined by quite a low value close to the average momentum transfer in the system. So, the expected $\alpha_{s}$ is about 0.5 . To decrease the uncertainty, we consider the contribution of the Coulomb rescattering in the two-point sum rules giving the leptonic constants of heavy quarkonia. These sum rules are quite sensitive to the value of the strong-coupling constant, as the perturbative contribution depends on it linearly. The observed value for the charmonium, $f_{J / \psi} \approx 410 \mathrm{MeV}$, can be obtained in this technique at $\alpha_{s}^{\mathrm{C}}(\bar{c} c)=0.6$. The value $f_{B_{c}}=385 \mathrm{MeV}$, as it is predicted in QCD sum rules [22], gives $\alpha_{s}^{\mathrm{C}}(\bar{b} c)=0.45$. We present the results of the Coulomb enhancement for the form factors in Table 1.

The result after the introduction of the Coulomb correction is shown in Fig. 6. Such large corrections to the form factors should not lead to confusion, as they resulted from the fair account of the Coulomb corrections both for the bare-quark-loop diagram and for the meson-coupling constant.

Working in the same scheme for the case of NRQCD sum rules, we have plotted in Fig. 7 the value of $F_{0,1 S \rightarrow 1 S}^{A}$ at fixed $n_{c c}=4$ with the following values of the parameters: ${ }^{5)}$

$$
\begin{aligned}
k_{\mathrm{th}} & =1.3 \mathrm{GeV} \\
m_{b} & =4.6 \mathrm{GeV} \\
m_{c} & =1.4 \mathrm{GeV} \\
\left\langle\frac{\alpha_{s}}{\pi} G_{\mu v}^{2}\right\rangle= & 1.7 \times 10^{-2} \mathrm{GeV}^{4}
\end{aligned}
$$

Further, in (72) we can take into account the dominant subleading term, which is the contribution by the $2 S \longrightarrow 2 S$ transition. In this case, one could expect that the form factor is not suppressed in comparison with the contribution by the $1 S \longrightarrow 2 S$ transition, since in the potential picture the latter decay has to be neglected because the overlapping between the wave functions at

[^16]zero recoil is close to zero for the states with the different quantum numbers. ${ }^{6)}$ Thus, we can easily modify the relation (73) due to the second transition and justify the value of $F_{0,2 S \rightarrow 2 S}^{A}$ to reach the stability of $F_{0,1 S \rightarrow 1 S}^{A}$ at low values of moment numbers. We find $F_{0,2 S \rightarrow 2 S}^{A} / F_{0,1 S \rightarrow 1 S}^{A} \approx 3.7$ and present the behavior of the form factor $F_{0}^{A}$ at zero recoil in Fig. 8.

As can be seen in these figures, the gluon contribution, while varying the moment number in the region of bound $\bar{c} c$ states, plays an important role, because it allows us to extend the stability region for the form factor $F_{0}^{A}$ up to three times (from $n<5$ to $n<15$ ) and thus the reliability of sum-rule predictions. Let us also note that, in the scheme of saturation for the hadronic part of sum rules by the ground states in both variables $s_{1}$ and $s_{2}$, the allowance for the gluon condensate leads to the $20 \%$ reduction for the value of form factor $F_{0}^{A}$.

The analysis of the dependence on the moment number $n_{b c}$ in the region of bound states $\bar{b} c$ at fixed $n_{c c}$ shows that the contribution of gluon condensate in this case does not affect the character of this dependence. This may be explained by the fact that the Coulomb corrections to the Wilson coefficient of gluon operator $G_{\mu \nu}^{2}$ play an essential role. ${ }^{7)}$ The summation of $\alpha_{s} / v$ terms for $\bar{b} c$ may give a sizable effect, contrary to the situation with the $\bar{c} c$ system, where the relative velocity of heavy quarks is not too small.

In the scheme of the Borel transformation for QCD sum rules, we find a strong dependence on the thresholds of continuum contribution. We think that this dependence reflects the influence of contributions coming from the excited states. So, the choice of $k_{\mathrm{th}}$ values in the same region as in the scheme of spectral-density moments results in form factors which are approximately $50 \%$ greater than the predictions in the
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Fig. 6. The QCD sum-rule results in the moment scheme for the $F_{0}^{A}(0)$ form factor with allowance for the Coulomb corrections.
moments scheme, where the higher excitations numerically are not essential. In this case, we can explore the ideology of finite-energy sum rules [25], wherein the choice of interval for the quark-hadron duality, expressed by means of sum rules, allows one to isolate the contribution of basic states only. So, if we set

$$
\begin{align*}
k_{\mathrm{th}}(\bar{b} c) & =1.2 \mathrm{GeV},  \tag{87}\\
k_{\mathrm{th}}(\bar{c} c) & =0.9 \mathrm{GeV},
\end{align*}
$$

then the region of the lowest bound states is taken into account in both channels of initial and final states, and the Borel transform scheme leads to results that are very close to those of the moment scheme. The dependence of calculated values on the Borel parameters is presented in Figs. 9 and 10, in the bare and Coulomb approximations, respectively.

As for the dependence of form factors on $q^{2}$, the consideration of bare-quark-loop term shows that, say, for $F_{0}^{A}\left(q^{2}\right)$, it can be approximated by the pole function

$$
\begin{equation*}
F_{0}^{A}\left(q^{2}\right)=\frac{F_{0}^{A}(0)}{1-q^{2} / M_{\text {pole }}^{2}}, \tag{88}
\end{equation*}
$$

with $M_{\text {pole }} \approx 4.5 \mathrm{GeV}$. The latter is in good agreement with the value given in [12]. However, we believe that the pole mass can change after the inclusion of $\alpha_{s}$ corrections. ${ }^{8)}$ From the naive meson dominance model, we expect that $M_{\text {pole }} \approx 6.3-6.5 \mathrm{GeV}$.

We have calculated the total widths of semileptonic decays in the region of $M_{\text {pole }}=4.5-6.5 \mathrm{GeV}$, which result in the $30 \%$ variation of predictions for the modes with the massless leptons and more sizable dependence for the modes with the $\tau$ lepton (see Table 2).

To compare with other estimates, we calculate the width of $\bar{b} \longrightarrow \bar{c} e^{+} v_{e}$ transition as the sum of decays into the pseudoscalar and vector states and find ${ }^{9}$
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Fig. 7. The NRQCD sum-rule results for the $F_{0}^{A}(0)$ form factor. The solid curve represents the bare-quark-loop contribution, the short dashed curve is the result obtained by taking into account the gluon-condensate term $R_{0}$ only, and the long dashed curve is the form factor including the full expression for the gluon condensate.


Fig. 8. The NRQCD sum-rule results for the $F_{0}^{A}(0)$ form factor. The contribution of $2 S \longrightarrow 2 S$ transition has been taken into account. The notation is the same as in Fig. 7.


Fig. 9. The Borel transformed sum-rule results for the $F_{0}^{A}(0)$ form factor in the bare approximation of QCD.


Fig. 10. The Borel transformed sum-rule results for the $F_{0}^{A}(0)$ form factor with allowance for the Coulomb corrections.
$\operatorname{Br}\left(B_{c}^{+} \longrightarrow c \bar{c} e^{+} v_{e}\right) \approx(3.4 \pm 0.6) \%$, which is in good agreement with the value obtained in potential models [6] and in OPE calculations [8], where the following estimate was obtained: $\operatorname{Br}\left(B_{c}^{+} \longrightarrow c \bar{c} e^{+} v_{e}\right) \approx 3.8 \%$. As for our estimates for exclusive decay channels, they also agree with the results obtained previously in the framework of potential models [6].

In the results presented, we have supposed the quark mixing matrix element $\left|V_{b c}\right|=0.040$.

As for the hadronic decays, in the approach of factorization [27], we assume that the width of transition $B_{c}^{+} \longrightarrow J / \psi\left(\eta_{c}\right)+$ light hadrons can be calculated with the same form factors after the introduction of QCD corrections, which can be easily written down as the factor $H=N_{c} a_{1}^{2}$. The factor $a_{1}$ represents the hard $\alpha_{s}$ corrections to the four-fermion weak interaction. Numerically, we set $a_{1}=1.2$, which yields $H \approx 4.3$. So, we find

$$
\begin{equation*}
\operatorname{Br}\left[B_{c}^{+} \longrightarrow J / \psi+\text { light hadrons }\right]=(11 \pm 2) \% \tag{89}
\end{equation*}
$$

Table 2. Width with respect to $B_{c}^{+}$decay into heavy quarkonia and leptonic pair and branching fractions calculated at $\tau_{B_{c}}=0.55 \mathrm{ps}$

| Mode | $\Gamma, 10^{-15} \mathrm{GeV}$ | $\mathrm{Br}, \%$ |
| :---: | :---: | :---: |
| $\eta_{c} e^{+} v_{e}$ | $11 \pm 1$ | $0.9 \pm 0.1$ |
| $\eta_{c} \tau^{+} \nu_{\tau}$ | $3.3 \pm 0.9$ | $0.27 \pm 0.07$ |
| $J / \psi e^{+} v_{e}$ | $28 \pm 5$ | $2.5 \pm 0.5$ |
| $J / \psi \tau^{+} v_{\tau}$ | $7 \pm 2$ | $0.60 \pm 0.15$ |

$$
\begin{equation*}
\operatorname{Br}\left[B_{c}^{+} \longrightarrow \eta_{c}+\text { light hadrons }\right]=(4.0 \pm 0.5) \% \tag{90}
\end{equation*}
$$

Neglecting the decays $\bar{b} \longrightarrow \bar{c} c \bar{s}$, which are suppressed by both the small phase space and the negative Pauli interference of decay product with the charmed quark in the initial state [8], we evaluate the branching fraction of beauty decays in the total width of $B_{c}$ as

$$
\operatorname{Br}\left[B_{c}^{+} \longrightarrow \bar{c} c+X\right]=(23 \pm 5) \%,
$$

which is in agreement with the estimates in other approaches $[6,8]$, where this value is equal to $25 \%$.

## 5. CONCLUSIONS

We have calculated the semileptonic decays of $B_{c}$ meson in the framework of sum rules in QCD and NRQCD. We have extended the previous evaluations in QCD to the case of massive leptons: the complete set of double spectral densities in the bare-quark-loop approximation have been presented. The analysis in the sum-rule schemes of density moments and Borel transform has been performed, and consistent results have been obtained.

We have taken into account the gluon-condensate contribution for the form factors of semileptonic transitions between the heavy quarkonia in the Borel transform sum rules of QCD, wherein the analytic expressions for the case of three nonzero masses of quarks have been presented.

We have considered the soft limit on the form factors in NRQCD at a recoil momentum close to zero, which has allowed one to derive the generalized relations due to the spin symmetry of the effective Lagrangian. The relations have shown good agreement with the numerical estimates in full QCD, which means that the corrections in both the relative velocities of heavy quarks inside the quarkonia and the inverse heavy-quark masses are small within the accuracy of the method. Next, we have presented the analytic results on the gluon-condensate term in the NRQCD sum rules within the moments scheme.

In both the QCD and NRQCD sum rules, the account of the gluon condensate has allowed one to enforce the reliability of predictions, since the region of physical stability for the form factors evaluated was significantly expanded in comparison with the leadingorder calculations of bare-quark-loop contribution.

Next, we have investigated the role played by the Coulomb $\alpha_{s} / v$ corrections for the semileptonic transitions between the heavy quarkonia. We have shown that, as in the case of two-point sum rules, the threepoint spectral densities are enhanced due to the Coulomb renormalization of quark-meson vertices.

The complete analysis shows that the numerical estimates of various branching fractions,

$$
\begin{aligned}
\operatorname{Br}\left[B_{c}^{+} \longrightarrow J / \psi l^{+} v_{l}\right] & =(2.5 \pm 0.5) \% \\
\operatorname{Br}\left[B_{c}^{+} \longrightarrow \bar{c} c+X\right] & =(23 \pm 5) \%
\end{aligned}
$$

agree with the results obtained in the framework of potential models and OPE in NRQCD. More detailed results are presented in tables.

Thus, we draw the conclusion that at present the theoretical predictions on the semileptonic decays of $B_{c}$ meson give consistent and reliable results.
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## APPENDIX A

## Semileptonic Decay Width

In this Appendix, we present the derivation of exclusive semileptonic widths for the $B_{c}$-meson decays into the $J / \psi$ and $\eta_{c}$ mesons with allowance for lepton masses.

The exclusive semileptonic width $\Gamma_{\text {SL }}$ for the decay $B_{c} \longrightarrow J / \psi\left(\eta_{c}\right) l \bar{v}_{l}$, where $l=e, \mu$, or $\tau$, can be written down in the form [28]

$$
\begin{equation*}
\Gamma_{\mathrm{SL}}=\frac{1}{(2 \pi)^{3}} \frac{G_{\mathrm{F}}^{2}\left|V_{b c}\right|^{2}}{M_{B_{c}}} \int d^{4} q \int d \tau_{l} L^{\alpha \beta} W_{\alpha \beta} \tag{A.1}
\end{equation*}
$$

where $d^{4} q=2 \pi|\mathbf{q}| d q^{2} d q_{0}, d \tau_{l}=\left|\mathbf{p}_{l}\right| d \Omega_{l} /\left(16 \pi^{2} \sqrt{q^{2}}\right)$ is the leptonic-pair phase space, $d \Omega_{l}$ is the solid angle of charged lepton $l,\left|\mathbf{p}_{l}\right|=\sqrt{q^{2}} \Phi_{l} / 2$ is its momentum in the dilepton center-of-mass system, and $\Phi_{l} \equiv$ $\sqrt{1-2 \lambda_{+}+\lambda_{-}^{2}}$, with $\lambda_{ \pm} \equiv\left(m_{l}^{2} \pm m_{v_{l}}^{2}\right) / q^{2}$. The tensors $L^{\alpha \beta}$ and $W_{\alpha \beta}$ in (A.1) are given by

$$
\begin{equation*}
L^{\alpha \beta}=\frac{1}{4} \sum_{\text {spins }}\left(\bar{l} O^{\alpha} v_{l}\right)\left(\overline{\mathrm{v}}_{l} O^{\beta} l\right) \tag{A.2}
\end{equation*}
$$

$=2\left[p_{l}^{\alpha} p_{v_{l}}^{\beta}+p_{l}^{\beta} p_{v_{l}}^{\alpha}-g^{\alpha \beta}\left(p_{l} \cdot p_{v_{l}}\right)+i e^{\alpha \beta \gamma \delta} p_{l \gamma} p_{v_{l} \delta}\right]$,

$$
\begin{gather*}
W_{\alpha \beta}=\int \frac{d^{3} \mathbf{p}_{2}}{2 E_{2}} \delta^{4}\left(p_{1}-p_{2}-q\right) \tilde{W}_{\alpha \beta}  \tag{A.3}\\
=\left.\theta\left(E_{2}\right) \delta\left(M_{1}^{2}-2 M_{1} \cdot q_{0}+q^{2}-M_{2}^{2}\right) \tilde{W}_{\alpha \beta}\right|_{p_{2}=p_{1}-q}
\end{gather*}
$$

where

$$
\begin{gather*}
\tilde{W}_{\alpha \beta}=\left(f_{+}(t)\left(p_{1}+p_{2}\right)_{\alpha}+f_{-}(t) q_{\alpha}\right)  \tag{A.4}\\
\quad \times\left(f_{+}(t)\left(p_{1}+p_{2}\right)_{\beta}+f_{-}(t) q_{\beta}\right)
\end{gather*}
$$

for the pseudoscalar particle in the final state, and

$$
\begin{gather*}
\tilde{W}_{\alpha \beta}=-\left(i F_{0}^{4} g_{\alpha e}+i F_{+}^{A} p_{1 e}\left(p_{1}+p_{2}\right)_{\alpha}+i F_{-}^{A} p_{1 e} q_{\alpha}\right. \\
\left.-F_{V} \epsilon_{\alpha e i j}\left(p_{1}+p_{2}\right)^{i} q^{j}\right)\left(i F_{0}^{A}+i F_{+}^{A} p_{1 k}\left(p_{1}+p_{2}\right)_{\beta}\right.  \tag{A.5}\\
\left.+i F_{-}^{A} p_{1 k} q_{\beta}+F_{V} \epsilon_{\beta k m n}\left(p_{1}+p_{2}\right)^{m} q^{n}\right)\left(\sum_{\text {polarizations }} \epsilon^{e} \epsilon^{* k}\right)
\end{gather*}
$$

for the vector meson in the final state with the polarization $\epsilon_{\mu}$, where

$$
\begin{equation*}
\sum_{\text {polarizations }} \epsilon^{e} \epsilon^{* k}=\frac{p_{2}^{e} p_{2}^{k}}{M_{2}^{2}}-g^{e k} \tag{A.6}
\end{equation*}
$$

and $M_{2}$ is the mass of final-state meson $\left(J / \psi\right.$ or $\left.\eta_{c}\right)$.
The integral over the leptonic phase space in (A.1) is given by

$$
\begin{equation*}
\int d \tau_{l} L^{\alpha \beta}=\frac{1}{4 \pi} \frac{\left|\mathbf{p}_{l}\right|}{\sqrt{q^{2}}}\left\langle L^{\alpha \beta}\right\rangle, \tag{A.7}
\end{equation*}
$$

with

$$
\begin{gather*}
\left\langle L^{\alpha \beta}\right\rangle=\frac{1}{4 \pi} \int d \Omega_{l} L^{\alpha \beta} \\
=\frac{2}{3}\left\{\left(1+\lambda_{1}\right)\left(q^{\alpha} q^{\beta}-g^{\alpha \beta} q^{2}\right)+\frac{3}{2} \lambda_{2} g^{\alpha \beta} q^{2}\right\}, \tag{A.8}
\end{gather*}
$$

where $\lambda_{1} \equiv \lambda_{+}-2 \lambda_{-}^{2}$ and $\lambda_{2} \equiv \lambda_{+}-\lambda_{-}^{2}$. Introducing the dimensionless kinematical variable $t \equiv q^{2} / m_{b}^{2}$ and integrating with respect to $q_{0}$, the semileptonic width takes the following form:

$$
\begin{align*}
& \Gamma_{\mathrm{SL}}=\frac{1}{64 \pi^{3}} \frac{G_{\mathrm{F}}^{2}\left|V_{b c}\right|^{2} m_{b}^{2}}{M_{1}^{2}} \\
& \times \int_{t_{\min }}^{t_{\max }} d t \Phi_{l}(t)|\mathbf{q}|\left\langle L^{\alpha \beta}\right\rangle \tilde{W}_{\alpha \beta} \tag{A.9}
\end{align*}
$$

where

$$
|\mathbf{q}|=\frac{1}{2 M_{1}} \sqrt{\left(M_{1}^{2}+m_{b}^{2} t-M_{2}^{2}\right)^{2}-4 m_{b}^{2} M_{1}^{2} t}
$$

In (A.9), the limits of integration are given by $t_{\min }=\frac{m_{l}^{2}}{m_{b}^{2}}$ and $t_{\max }=\frac{1}{m_{b}^{2}}\left(M_{1}-M_{2}\right)^{2}$.

Calculation of $\left\langle L^{\alpha \beta}\right\rangle \tilde{W}_{\alpha \beta}$ yields the expressions

$$
\begin{gathered}
\left\langle L^{\alpha \beta}\right\rangle \tilde{W}_{\alpha \beta} \\
=\frac{1}{3}\left\{3 t^{2} f_{-}^{2}(t) \lambda_{2} m_{b}^{4}+6 t f_{-}(t) f_{+}(t)\left(M_{1}^{2}-M_{2}^{2}\right) \lambda_{2} m_{b}^{2}\right. \\
+f_{+}^{2}(t)\left[t^{2}\left(2 \lambda_{1}-3 \lambda_{2}+2\right) m_{b}^{4}-2 t\left(M_{1}^{2}+M_{2}^{2}\right)\left(2 \lambda_{1}\right.\right. \\
\left.\left.\left.-3 \lambda_{2}+2\right) m_{b}^{2}+2\left(M_{1}^{2}-M_{2}^{2}\right)^{2}\left(\lambda_{1}+1\right)\right]\right\}
\end{gathered}
$$

for the pseudoscalar meson in the final state, and

$$
\begin{aligned}
& \left\langle L^{\alpha \beta}\right\rangle \tilde{W}_{\alpha \beta}=\frac{1}{12 M_{2}}\left\{2 \left[t^{2}\left(\lambda_{1}+1\right) m_{b}^{4}-2 t\left(\left(1+\lambda_{1}\right) M_{1}^{2}\right.\right.\right. \\
& \left.\quad-5\left(1+\lambda_{1}\right) M_{2}^{2}+9 M_{2}^{2} \lambda_{2}\right) m_{b}^{2}+\left(M_{1}^{2}-M_{2}^{2}\right)^{2}(1 \\
& \left.\left.\quad+\lambda_{1}\right)\right]\left(F_{0}^{A}\right)^{2}-2\left[t^{2} m_{b}^{4}-2 t\left(M_{1}^{2}+M_{2}^{2}\right) m_{b}^{2}\right. \\
& \left.\quad+\left(M_{1}^{2}-M_{2}^{2}\right)^{2}\right]\left[F _ { + } ^ { A } \left(2\left(1+\lambda_{1}\right) t m_{b}^{2}-3 t \lambda_{2} m_{b}^{2}\right.\right. \\
& \left.\left.-2\left(1+\lambda_{1}\right) M_{1}^{2}+2\left(1+\lambda_{1}\right) M_{2}^{2}\right)-3 t F_{-}^{A} m_{b}^{2} \lambda_{2}\right] F_{0}^{A} \\
& \quad+\left(t^{2} m_{b}^{4}-2 t\left(M_{1}^{2}+M_{2}^{2}\right) m_{b}^{2}+\left(M_{1}^{2}-M_{2}^{2}\right)^{2}\right) \\
& \times \\
& \quad\left[\left(2 t^{2} m_{b}^{4}+2 t^{2} \lambda_{1} m_{b}^{4}-3 t^{2} \lambda_{2} m_{b}^{4}-4\left(1+\lambda_{1}\right) t M_{1}^{2} m_{b}^{2}\right.\right. \\
& \quad-4\left(1+\lambda_{1}\right) t M_{2}^{2} m_{b}^{2}+6 t M_{1}^{2} \lambda_{2} m_{b}^{2}+6 t M_{2}^{2} \lambda_{2} m_{b}^{2} \\
& + \\
& \left.\quad 2\left(1+\lambda_{1}\right) M_{1}^{4}+2\left(1+\lambda_{1}\right) M_{2}^{4}-4\left(1+\lambda_{1}\right) M_{1}^{2} M_{2}^{2}\right) \\
& \times\left(F_{+}^{A}\right)^{2}+6 t F_{-}^{A} F_{+}^{A} \lambda_{2} m_{b}^{2}\left(M_{1}^{2}-M_{2}^{2}\right)+t m_{b}^{2}\left(3 t\left(F_{-}^{A}\right)^{2}\right. \\
& \times \\
& \\
& \left.\left.\left.\quad \lambda_{2} m_{b}^{2}+16\left(1+\lambda_{1}\right)\left(F_{V}\right)^{2} M_{2}^{2}-24 \lambda_{2} M_{2}^{2}\left(F_{V}\right)^{2}\right)\right]\right\}
\end{aligned}
$$

for the vector meson in the final state.

## APPENDIX B

Gluon-Condensate Contribution to QCD Sum Rules
In this appendix, we illustrate the kind of expressions that arise for the gluon-condensate contribution to the form factors $F^{i}(t)$ in the framework of Borel transformed three-point sum rules in the case of the $f_{1}(t)=$ $f_{+}(t)+f_{-}(t)$ form factor.

Following the algorithm described in Subsection 2.3, for $\Pi_{1}^{\left\langle G^{2}\right\rangle}$, we have the expression

$$
\begin{align*}
\Pi_{1}^{\left\langle G^{2}\right\rangle} & =C_{1}^{(-1,-2)} U_{0}(-1,-2)+C_{1}^{(-1,-1)} U_{0}(-1,-1) \\
\quad & +\sum_{i=-4}^{0} C_{1}^{(0, i)} U_{0}(0, i)+\sum_{i=-5}^{-1} C_{1}^{(1, i)} U_{0}(1, i)  \tag{B.1}\\
\quad & +\sum_{i=-6}^{0} C_{1}^{(2, i)} U_{0}(2, i)+\sum_{i=-6}^{0} C_{1}^{(3, i)} U_{0}(3, i)
\end{align*}
$$

where

$$
\begin{align*}
& C_{1}^{(-1,-2)}=-\frac{M_{b c}^{2}+M_{c c}^{2}}{12 M_{b c}^{2}},  \tag{B.2}\\
& C_{1}^{(-1,-1)}=-\frac{1}{12 M_{b c}^{2}},  \tag{B.3}\\
& C_{1}^{(0,-4)} \\
& =\frac{1}{48 M_{b c}^{6} M_{c c}^{4}}\left(M_{b c}^{10}\left(6 m_{2}^{2}+m_{3}^{2}\right)+8 m_{2}^{2} M_{b c}^{8} M_{c c}^{2}\right.  \tag{B.4}\\
& +\left(-5 m_{1}^{2}+5 m_{2}^{2}+m_{3}^{2}\right) M_{b c}^{6} M_{c c}^{4}+\left(-7 m_{1}^{2}+3 m_{2}^{2}\right. \\
& \left.\left.+2 m_{1}\left(m_{2}-m_{3}\right)\right) M_{b c}^{4} M_{c c}^{6}-4 m_{1}^{2} M_{b c}^{2} M_{c c}^{8}-2 m_{1}^{2} M_{c c}^{10}\right), \\
& C_{1}^{(0,-3)}=\frac{1}{48 M_{b c}^{6} M_{c c}^{4}}\left(\left(m_{1}^{2}-2 m_{1} m_{3}-2 m_{3}^{2}\right) M_{c c}^{8}\right. \\
& +\left(6 m_{2}^{2}+4 M_{c c}^{2}\right) M_{b c}^{8}-\left(2 m_{1}^{2}+2 m_{2}^{2}+6 m_{2} m_{3}+2 m_{3}^{2}\right. \\
& \left.+2 m_{1}\left(-5 m_{2}+m_{3}\right)-11 M_{c c}^{2}-2 Q^{2}\right) M_{b c}^{6} M_{c c}^{2} \\
& +\left(m_{1}^{2}-m_{2}^{2}+2 m_{1}\left(m_{2}-5 m_{3}\right)-2 m_{2} m_{3}+2 m_{3}^{2}\right.  \tag{B.5}\\
& \left.+5 M_{c c}^{2}+Q^{2}\right) M_{b c}^{2} M_{c c}^{6}+\left(-7 m_{1}^{2}+4 m_{1} m_{2}-2 m_{2}^{2}\right. \\
& \left.\left.-10 m_{1} m_{3}-8 m_{2} m_{3}+2 m_{3}^{2}+12 M_{c c}^{2}+2 Q^{2}\right) M_{b c}^{4} M_{c c}^{4}\right), \\
& C_{1}^{(0,-2)}=\frac{1}{48 M_{b c}^{6} M_{c c}^{4}}\left(\left(3 m_{1}^{2}-2 m_{1} m_{3}-2 m_{3}^{2}\right) M_{c c}^{6}\right. \\
& +\left(m_{2}^{2}-5 m_{3}^{2}+9 M_{c c}^{2}\right) M_{b c}^{6}+\left(-4 m_{1}^{2}-7 m_{2}^{2}\right. \\
& +2 m_{1}\left(6 m_{2}-5 m_{3}\right)-8 m_{2} m_{3}-13 m_{3}^{2}+16 M_{c c}^{2}  \tag{B.6}\\
& \left.+4 Q^{2}\right) M_{b c}^{4} M_{c c}^{2}-\left(5 m_{1}^{2}-4 m_{1}\left(m_{2}-4 m_{3}\right)\right. \\
& \left.+2\left(m_{2}^{2}+2 m_{2} m_{3}+m_{3}^{2}-M_{c c}^{2}-Q^{2}\right) M_{b c}^{2} M_{c c}^{4}\right), \\
& C_{1}^{(0,-1)} \\
& =\frac{1}{48 M_{b c}^{6} M_{c c}^{4}}\left(-2 m_{3}^{2} M_{c c}^{4}+\left(-6 m_{3}^{2}+5 M_{c c}^{2}\right) M_{b c}^{4}\right.  \tag{B.7}\\
& +\left(-m_{1}^{2}+2 m_{1} m_{2}-m_{2}^{2}+4 m_{2} m_{3}\right. \\
& \left.\left.-16 m_{3}^{2}+M_{c c}^{2}+Q^{2}\right) M_{b c}^{2} M_{c c}^{2}\right),
\end{align*}
$$

$$
\begin{aligned}
& C_{1}^{(0,0)}=\frac{m_{3}^{2}\left(M_{b c}^{2}+M_{c c}^{2}\right)}{48 M_{b c}^{6} M_{c c}^{4}}, \\
& C_{1}^{(1,-5)}=-\frac{1}{48 M_{b c}^{8} M_{c c}^{6}}\left(m_{2}^{2} M_{b c}^{4}-m_{1}^{2} M_{c c}^{4}\right) \\
& \times\left(\left(5 m_{2}^{2}+m_{3}^{2}\right) M_{b c}^{8}-m_{3}^{2} M_{b c}^{6} M_{c c}^{2}\right. \\
& -\left(4 m_{1}^{2}+3 m_{2}^{2}\right) M_{b c}^{4} M_{c c}^{4}+2 m_{1}\left(m_{2}-m_{3}\right) M_{b c}^{2} M_{c c}^{6} \\
& \left.+2 m_{1}^{2} M_{c c}^{8}\right), \\
& C_{1}^{(1,-4)}=\frac{1}{48 M_{b c}^{8} M_{c c}^{6}}\left(m_{1}^{2}\left(3 m_{1}^{2}+2 m_{1} m_{3}+6 m_{3}^{2}\right) M_{c c}^{10}\right. \\
& +\left(-2 m_{2}^{4}-7 m_{2}^{2} M_{c c}^{2}+m_{3}^{2} M_{c c}^{2}\right) M_{b c}^{10}+\left(8 m_{2}^{4}+4 m_{2}^{3} m_{3}\right. \\
& +3 m_{2}^{2} m_{3}^{2}+2 m_{2} m_{3}^{3}+m_{1}^{2}\left(4 m_{2}^{2}+m_{3}^{2}\right)-2 m_{1}\left(4 m_{2}^{3}\right. \\
& \left.-3 m_{2}^{2} m_{3}+m_{2} m_{3}^{2}-m_{3}^{3}\right)-11 m_{2}^{2} M_{c c}^{2}-3 m_{3}^{2} M_{c c}^{2} \\
& \left.-4 m_{2}^{2} Q^{2}-m_{3}^{2} Q^{2}\right) M_{b c}^{8} M_{c c}^{2}-\left(3 m_{1}^{4}+6 m_{2}^{2} m_{3}^{2}\right. \\
& +m_{1}^{3}\left(-6 m_{2}+4 m_{3}\right)+2 m_{1}\left(m_{2}^{2} m_{3}+2 m_{2} M_{c c}^{2}\right. \\
& \left.-2 m_{3} M_{c c}^{2}\right)+m_{1}^{2}\left(10 m_{2}^{2}+2 m_{2} m_{3}+2 m_{3}^{2}-8 M_{c c}^{2}\right. \\
& \left.\left.-3 Q^{2}\right)\right) M_{b c}^{4} M_{c c}^{6}+\left(4 m_{1} m_{2}^{2} m_{3}+m_{1}^{2}\left(9 m_{2}^{2}+16 M_{c c}^{2}\right)\right. \\
& \left.+m_{2}^{2}\left(2 m_{2}^{2}+4 m_{2} M_{c c}-3 m_{2} m_{3}-4 m_{3}^{2}-M_{c c}^{2}-2 Q^{2}\right)\right) \\
& \times M_{b c}^{6} M_{c c}^{4}-m_{1}\left(6 m_{1}^{3}+4 m_{1}^{2} m_{3}+2 m_{3}^{2}\left(-m_{2}+m_{3}\right)\right. \\
& \left.\left.+m_{1}\left(m_{2}^{2}+2 m_{2} m_{3}-4 m_{3}^{2}+5 M_{c c}^{2}-Q^{2}\right)\right) M_{b c}^{2} M_{c c}^{8}\right), \\
& C_{1}^{(1,-3)}=\frac{1}{48 M_{b c}^{8} M_{c c}^{6}}\left(2 m_{3}\left(m_{1}^{3}+5 m_{1}^{2} m_{3}+2 m_{3}^{3}\right) M_{c c}^{8}\right. \\
& +\left(m_{3}^{4}+m_{2}^{2}\left(9 m_{3}^{2}-4 M_{c c}^{2}\right)+8 m_{2} m_{3} M_{c c}^{2}-3 m_{3}^{2} M_{c c}^{2}\right. \\
& \left.-11 M_{c c}^{4}\right) M_{b c}^{8}+\left(2 m_{2}^{4}+10 m_{2}^{2} m_{3}^{2}+m_{3}^{4}+7 m_{2}^{2} M_{c c}^{2}\right. \\
& +18 m_{2} m_{3} M_{c c}^{2}+2 m_{3}^{2} M_{c c}^{2}-20 M_{c c}^{4}-4 m_{1}\left(m_{2}-m_{3}\right) \\
& \times\left(m_{2}^{2}+2 M_{c c}^{2}\right)+m_{1}^{2}\left(2 m_{2}^{2}+5 M_{c c}^{2}\right)-2 m_{2}^{2} Q^{2} \\
& \left.-5 M_{c c}^{2} Q^{2}\right) M_{b c}^{6} M_{c c}^{2}+\left(-7 m_{2}^{2} m_{3}^{2}-4 m_{3}^{4}\right. \\
& +4 m_{2}^{2} M_{c c}^{2}+10 m_{2} m_{3} M_{c c}^{2}-7 M_{c c}^{4}+2 m_{1}^{2}\left(2 m_{2} m_{3}\right. \\
& \left.-m_{3}^{2}+5 M_{c c}^{2}\right)+m_{1}\left(6 m_{2}^{3}-6 m_{3}^{3}-2 m_{2}^{2} m_{3}+4 m_{2} m_{3}^{2}\right. \\
& \left.\left.+4 m_{2} M_{c c}^{2}+10 m_{3} M_{c c}^{2}\right)+2 m_{3}^{2} Q^{2}-4 M_{c c}^{2} Q^{2}\right) M_{b c}^{2} M_{c c}^{6} \\
& +\left(m_{1}^{4}-2 m_{1}^{3}\left(m_{2}-4 m_{3}\right)+10 m_{3}^{2} M_{c c}^{2}+2 m_{1} m_{3}\left(m_{2}^{2}\right.\right. \\
& \left.+m_{2} m_{3}+m_{3}^{2}-M_{c c}^{2}-Q^{2}\right)+m_{1}^{2}\left(m_{2}^{2}\right. \\
& \left.\left.+2 m_{2} m_{3}+7 M_{c c}^{2}-Q^{2}\right) M_{c c}^{8}\right),
\end{aligned}
$$

$$
\begin{align*}
& C_{1}^{(1,-2)}=\frac{1}{48 M_{b c}^{8} M_{c c}^{6}}\left(m_{3}^{2}\left(3 m_{1}^{2}-2 m_{1} m_{3}+6 m_{3}^{2}\right) M_{c c}^{6}\right. \\
& +\left(14 m_{2} m_{3} M_{c c}^{2}+\left(16 m_{3}^{2}-13 M_{c c}^{2}\right) M_{c c}^{2}\right. \\
& \left.+m_{2}^{2}\left(4 m_{3}^{2}+M_{c c}^{2}\right)\right) M_{b c}^{6}+\left(-5 m_{2}^{2} m_{3}^{2}-2 m_{2} m_{3}^{3}\right. \\
& -2 m_{3}^{4}+4 m_{2}^{2} M_{c c}^{2}+8 m_{2} m_{3} M_{c c}^{2}+32 m_{3}^{2} M_{c c}^{2}-8 M_{c c}^{4} \\
& +m_{1}^{2}\left(-3 m_{3}^{2}+4 M_{c c}^{2}\right)+2 m_{1}\left(3 m_{2} m_{3}^{2}-2 m_{3}^{3}\right. \\
& \left.\left.-2 m_{2} M_{c c}^{2}+6 m_{3} M_{c c}^{2}\right)+3 m_{3}^{2} Q^{2}-4 M_{c c}^{2} Q^{2}\right) M_{b c}^{4} M_{c c}^{2} \\
& -\left(2 m_{1}^{3} m_{3}+m_{1}^{2}\left(-4 m_{2} m_{3}+4 m_{3}^{2}+M_{c c}^{2}\right)\right. \\
& +m_{3}^{2}\left(m_{2}^{2}+2 m_{2} m_{3}+4 m_{3}^{2}-7 M_{c c}^{2}-Q^{2}\right) \\
& \left.\left.+2 m_{1} m_{3}\left(m_{2}^{2}-m_{2} m_{3}+3 m_{3}^{2}-2 M_{c c}^{2}-Q^{2}\right)\right) M_{b c}^{2} M_{c c}^{4}\right), \\
& C_{1}^{(1,-1)}=-\frac{1}{48 M_{b c}^{8} M_{c c}^{6}}\left(2 m_{1} m_{3}^{3} M_{c c}^{4}+\left(4 m_{3}^{4}\right.\right. \\
& \left.-17 m_{3}^{2} M_{c c}^{2}+M_{c c}^{4}\right) M_{b c}^{4}+2 m_{3}^{2}\left(m_{1}^{2}-2 m_{1} m_{2}\right.  \tag{B.13}\\
& \left.\left.+m_{2}^{2}+2 m_{1} m_{3}+4 m_{3}^{2}-6 M_{c c}^{2}-Q^{2}\right)\right), \\
& C_{1}^{(2,-6)}=\frac{\left(M_{b c}^{2}-M_{c c}^{2}\right)\left(m_{2}^{2} M_{b c}^{4}-m_{1}^{2} M_{c c}^{4}\right)^{3}}{96 M_{b c}^{10} M_{c c}^{8}},  \tag{B.14}\\
& C_{1}^{(2,-5)}=-\frac{1}{96 M_{b c}^{8} M_{c c}^{6}}\left(m_{2}^{2} M_{b c}^{4}-m_{1}^{2} M_{c c}^{4}\right) \\
& \times\left(\left(m_{2}^{2}+2 m_{3}^{2}\right) M_{b c}^{6}+7 m_{1}^{2} M_{b c}^{2} M_{c c}^{4}+m_{2}^{2}\left(m_{1}^{2}\right.\right. \\
& -2 m_{1} m_{2}+m_{2}^{2}+2 m_{1} m_{3}+2 m_{2} m_{3}+3 M_{c c}^{2}  \tag{B.15}\\
& \left.-Q^{2}\right) M_{b c}^{4}-m_{1}^{2}\left(m_{1}^{2}-2 m_{1} m_{2}+m_{2}^{2}+2 m_{1} m_{3}\right. \\
& \left.\left.+2 m_{2} m_{3}+7 M_{c c}^{2}-Q^{2}\right) M_{c c}^{4}\right), \\
& C_{1}^{(2,-4)}=\frac{1}{96 M_{b c}^{10} M_{c c}^{8}}\left(-3 m_{1}^{4} m_{3}^{2} M_{c c}^{10}+m_{1}^{3}\left(6 m_{2} M_{b c}^{2}\right.\right. \\
& \left.-6 m_{3} M_{b c}^{2}+m_{1} m_{3}^{2}-2 m_{1} M_{c c}^{2}-4 m_{3} M_{c c}^{2}\right) M_{b c}^{2} M_{c c}^{8} \\
& -\left(12 m_{2}^{3} m_{3} M_{c c}^{2}+4 m_{2} m_{3}^{3} M_{c c}^{2}-12 m_{2}^{2} M_{c c}^{4}-4 m_{3}^{2} M_{c c}^{4}\right. \\
& \left.+m_{2}^{4}\left(3 m_{3}^{2}+4 M_{c c}^{2}\right)\right) M_{b c}^{10}+2 m_{1}\left(-3 m_{2}^{3} M_{b c}^{2}\right. \\
& +4 m_{1} m_{2} m_{3} M_{c c}^{2}-8 m_{1} M_{c c}^{4}+m_{2}^{2}\left(3 m_{3} M_{b c}^{2}-m_{1} m_{3}^{2}\right. \\
& \left.\left.+3 m_{1} M_{c c}^{2}+2 m_{3} M_{c c}^{2}\right)\right) M_{b c}^{6} M_{c c}^{4}+2 m_{1}^{2}\left(-4 m_{2}\left(m_{1}\right.\right.  \tag{B.16}\\
& \left.-2 m_{3}\right) M_{c c}^{2}+m_{2}^{2}\left(m_{3}^{2}+3 M_{c c}^{2}\right)+\left(3 m_{1}^{2}+6 m_{1} m_{3}\right. \\
& \left.\left.+2 M_{c c}^{2}-3 Q^{2}\right) M_{c c}^{2}\right) M_{b c}^{4} M_{c c}^{6}+m_{2}^{2}\left(m_{2}^{2}\left(m_{3}^{2}-4 M_{c c}^{2}\right)\right.
\end{align*}
$$

$$
\begin{gather*}
+4 m_{2}\left(m_{1}-4 m_{3}\right) M_{c c}^{2}+2\left(-2 m_{1}^{2}-4 m_{1} m_{3}+3 M_{c c}^{2}\right. \\
\left.\left.\left.+2 Q^{2}\right) M_{c c}^{2}\right) M_{b c}^{8} M_{c c}^{2}\right), \\
C_{1}^{(2,-3)}=\frac{1}{48 M_{b c}^{8} M_{c c}^{6}}\left(m _ { 1 } \left(9 m_{3} M_{b c}^{2}-m_{1} m_{3}^{2}\right.\right. \\
\left.+m_{2}\left(-9 M_{b c}^{2}-4 m_{1} m_{3}+4 m_{3}^{2}\right)+4 m_{1} M_{c c}^{2}\right) M_{b c}^{2} M_{c c}^{4} \\
\quad-\left(2 m_{2}^{3} m_{3}+9 m_{2}^{2} m_{3}^{2}+m_{3}^{4}+10 m_{2} m_{3} M_{c c}^{2}\right. \\
\left.-10 M_{c c}^{4}\right) M_{b c}^{6}+\left(m_{2}^{4} m_{3}^{2}+2 m_{2}^{3} m_{3}^{3}-3 m_{2}^{2} m_{3}^{2} M_{c c}^{2}\right. \\
-3 m_{2}^{2} M_{c c}^{4}-14 m_{2} m_{3} M_{c c}^{4}+9 M_{c c}^{6}+m_{1}^{2}\left(m_{2}^{2} m_{3}^{2}\right. \\
\left.+2 m_{3}^{2} M_{c c}^{2}-3 M_{c c}^{4}\right)+2 m_{1}\left(-m_{2}^{3} m_{3}^{2}+m_{2}^{2} m_{3}^{3} \quad(\mathrm{~B} .1)\right. \\
\left.+m_{2}^{2} m_{3} M_{c c}^{2}-2 m_{2} m_{3}^{2} M_{c c}^{2}+m_{2} M_{c c}^{4}-3 m_{3} M_{c c}^{4}\right) \\
\left.\quad-m_{2}^{2} m_{3}^{2} Q^{2}-2 m_{3}^{2} M_{c c}^{2} Q^{2}+3 M_{c c}^{4} Q^{2}\right) M_{b c}^{4} \\
+m_{1}\left(m_{1}^{3} m_{3}^{2}+3\left(m_{2}-m_{3}\right) m_{3}^{2} M_{b c}^{2}+m_{1}^{2}\left(3 m_{2} M_{b c}^{2}\right.\right. \\
\left.-3 m_{3} M_{b c}^{2}-2 m_{2} m_{3}^{2}+2 m_{3}^{3}-2 m_{3} M_{c c}^{2}\right)+m_{1} m_{3}^{2}\left(m_{2}^{2}\right. \\
\left.\left.\left.\quad+2 m_{2} m_{3}-3 M_{c c}^{2}-Q^{2}\right)\right) M_{c c}^{4}\right), \\
\quad C_{1}^{(2,-2)}=\frac{1}{96 M_{b c}^{10} M_{c c}^{8}}\left(3 m_{1}^{2} m_{3}^{4} M_{c c}^{6}\right. \\
+m_{1} m_{3}^{2} M_{b c}^{2} M_{c c}^{4}\left(6 m_{2} M_{b c}^{2}-6 m_{3} M_{b c}^{2}+m_{1} m_{3}^{2}\right. \\
\left.-2 m_{1} M_{c c}^{2}+4 m_{3} M_{c c}^{2}\right)+M_{b c}^{6}\left(3 m_{2}^{2} m_{3}^{4}+8 m_{2} m_{3}\left(m_{3}^{2}\right.\right. \\
\left.\left.\quad-M_{c c}^{2}\right) M_{c c}^{2}+4 M_{c c}^{4}\left(-11 m_{3}^{2}+2 M_{c c}^{2}\right)\right) \quad(\mathrm{B} .18  \tag{B.18}\\
+M_{c c}^{4} m_{3}^{2}\left(-8 m_{2}\left(m_{1}-2 m_{3}\right) m_{3} M_{c c}^{2}+m_{2}^{2}\left(m_{3}^{3}\right.\right.
\end{gather*}
$$

$$
\begin{equation*}
C_{1}^{(3,-2)}=-\frac{m_{3}^{2}\left(3 m_{1}^{2} m_{3}^{2} M_{c c}^{4}+M_{b c}^{4}\left(m_{2}^{2} m_{3}^{2}+12 m_{2} m_{3} M_{c c}^{2}-18 M_{c c}^{4}\right)\right)}{96 M_{b c}^{10} M_{c c}^{8}} \tag{B.25}
\end{equation*}
$$

$$
\begin{gather*}
C_{1}^{(3,-1)}=\frac{m_{3}^{4}\left(2 m_{2} M-3 m_{2}^{2}-9 M_{c c}^{2}\right)}{96 M_{b c}^{8} M_{c c}^{8}},  \tag{B.26}\\
C_{1}^{(3,0)}=\frac{m_{3}^{6}}{96 M_{b c}^{10} M_{c c}^{8}} . \tag{B.27}
\end{gather*}
$$

For functions $U_{0}(a, b)$, we have the expressions

$$
\begin{gathered}
U_{0}(a, b)=\sum_{n=1+b}^{1+a+b} 2 C_{n-b-1}^{a} \exp \left[-B_{0}\right] \\
\times\left(M_{b c}^{2}+M_{c c}^{2}\right)^{a+b+1-n}\left(\frac{B_{-1}}{B_{1}}\right)^{n / 2} K_{-n}\left[2 \sqrt{B_{-1} B_{1}}\right]
\end{gathered}
$$

for $a \geq 0$. Here, $K_{n}[z]$ is the modified Bessel function of the second order. In the case of $U_{0}(-1,-2)$ and $U_{0}(-1$, -1 ), we have failed to obtain exact analytic expressions, so we present their analytic approximations:

$$
\begin{aligned}
& U_{0}(-1,-2)=\frac{\exp \left[-B_{0}\right]}{2 v^{3} B_{-1} B_{1}}\left\{2 \exp \left[-\sqrt{\frac{B_{-1}}{B_{1}}}\right] B_{1} v^{2}\right. \\
& +2 \exp \left[-B_{-1}^{1 / 2} B_{1}^{3 / 2}\right] \sqrt{B_{-1} B_{1}} v^{2}+\exp \left[-B_{-1}^{1 / 2} B_{1}^{3 / 2}\right] \\
& \quad \times B_{-1}^{3 / 2} B_{1}^{1 / 2}\left(2+v B_{1}\right) v-2 v^{2} B_{-1} B_{1}^{2} \\
& \times\left(\exp \left[\frac{B_{-1}}{v}\right] \Gamma\left(0, \frac{B_{-1}}{v}+\sqrt{\frac{B_{-1}}{B_{1}}}\right)+\Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& -2 v B_{-1} B_{1}\left(\exp \left[\frac{B_{-1}}{v}\right] \Gamma\left(0, \frac{B_{-1}}{v}+\sqrt{\frac{B_{-1}}{B_{1}}}\right)\right. \\
& \left.+\Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}\right)-\exp \left[v B_{1}\right] \Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}+v B_{1}\right)\right) \\
& -v^{2} B_{-1} \exp \left[B_{-1}^{1 / 2} B_{1}^{3 / 2}\right]-B_{-1}^{2} B_{1}\left(v^{2} B_{1}^{2} \Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}\right)\right. \\
& +2 v B_{1} \Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}\right)+2 \Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}\right) \\
& \left.\left.-2 \exp \left[v B_{1}\right] \Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}+v B_{1}\right)\right)\right\}, \\
& U_{0}(-1,-1)=\frac{-\exp \left[B_{0}\right]}{V^{2}}\left\{\left(\exp \frac{B_{-1}}{V} \Gamma\left(0, \frac{B_{-1}}{V}+\sqrt{\frac{B_{-1}}{B_{1}}}\right)\right.\right. \\
& +\Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}\right)-\exp \left(v B_{1}\right) \Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}+v B_{1}\right) \\
& \left.+v\left(\exp \frac{B_{-1}}{V} \Gamma\left(0, \frac{B_{-1}}{V}+\sqrt{\frac{B_{-1}}{B_{1}}}\right)-\Gamma\left(0, \sqrt{\frac{B_{-1}}{B_{1}}}\right)\right) B_{1}\right) \\
& -\sqrt{\frac{B_{-1}}{B_{1}}} v \exp \left[-B_{-1}^{1 / 2} B_{1}^{3 / 2}\right]+B_{-1}\left(v B_{1} \Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}\right)\right. \\
& \left.\left.+\Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}\right)-\exp \left[v B_{1}\right] \Gamma\left(0, B_{-1}^{1 / 2} B_{1}^{3 / 2}+v B_{1}\right)\right)\right\},
\end{aligned}
$$

where $v=M_{b c}^{2}+M_{c c}^{2}$ and $\Gamma(a, z)$ is the incomplete gamma function, which is given by the integral $\Gamma(a, z)=$ $\int_{z}^{\infty} t^{a-1} e^{-t} d t$.
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#### Abstract

The electroweak-decay width $\Gamma\left(B \longrightarrow X_{s} \gamma\right.$ ) is investigated in a light-front (LF) constituent quark model. A new partonlike formula is derived that establishes a simple relation between $\Gamma\left(B \longrightarrow X_{s} \gamma\right.$ ) and the $b \longrightarrow s \gamma$ decay width. A treatment of the $b$ quark as an on-mass-shell particle and the inclusion of effects that arise from the transverse motion of the $b$ quark in the $B$ meson are basic features of this approach. Adopting different $b$-quark LF distribution functions, both phenomenological ones and those that are derived from constituent quark models, and neglecting perturbative corrections, we compute the photon energy spectra and the moments of the shape function. It is shown that the LF approach can be matched completely with a heavy-quark expansion (HQE), provided that the constituent $b$-quark mass is redefined in a way similar to that used in HQE to define the pole mass of the $b$ quark. In this way, the correction to first order in $1 / m_{b}$ can be eliminated from the total width in agreement with the general statement of HQE . We also show that the photon energy spectra calculated in the LF approach agree well with those obtained in the model of Altarelli et al., provided that the same distribution function is used as an input in both cases. Despite the simplicity of the model, our results are in fairly good agreement both with HQE predictions and with available experimental data. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In the Standard Model (SM), rare $B$-meson decays are induced by one-loop $W$-boson- or up-quarkexchange diagrams. In particular, the flavor-changing neutral-current decay $b \longrightarrow s \gamma$ may proceed via the electroweak penguin diagram [1] where the quark emits and reabsorbs a $W$ boson, thus changing the flavor twice, and a photon is radiated from either the $W$ boson or one of the charged-quark lines. Penguin decays became increasingly appreciated in recent years. They give insight into the SM because these decays can be used to determine various elements of the Cabibbo-Kobayashi-Maskawa (CKM) matrix that enter into the SM Lagrangian. In particular, the penguin transitions $b \longrightarrow s \gamma$ and $b \longrightarrow d \gamma$ are sensitive to $\left|V_{t s}\right|$ and $\left|V_{t d}\right|$, respectively, which will be very difficult to measure in top decay. In addition, penguin decays may be quite sensitive to new physics [2].

At present, $b$-quark decays are under investigation with high-statistics samples from the following three colliders: the CESR at Cornell, which produces $B \bar{B}$ pairs at the $\Upsilon(4 S)$ resonance just above the $e^{+} e^{-} \longrightarrow B \bar{B}$ threshold; the LEP collider at CERN, which produces $b \bar{b}$ pairs in $Z^{0}$ decays; and the Tevatron at FNAL, which produces $b \bar{b}$ pairs in $p \bar{p}$ collisions. For the review of various aspects of these machines, the reader is referred to [3]. Presently, the $B$-meson factories that

[^19]are under consideration at SLAC (BaBar) and KEK (Belle) and the upgraded $B$ factory at CESR (CLEO III collaboration) will drastically change the experimental situation concerning rare $B$ decays in the near future. With an expected high luminosity, radiative $B$ decay will no longer be rare events. An experimental error in the inclusive mode $b \longrightarrow s \gamma$ below $10 \%$ is possible. This is also a motivation for increasing the accuracy of theoretical predictions.

The existence of loop decays was first confirmed experimentally by an observation of an electromagnetic penguin in the exclusive mode $B \longrightarrow K^{*} \gamma$ by the CLEO II collaboration [4]. The branching ratio found for the decay $B \longrightarrow X_{s} \gamma$ by the CLEO collaboration in 1994 is [5]

$$
\begin{gather*}
\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right) \\
=(2.32 \pm 0.57(\text { stat. }) \pm 0.35(\text { syst. })) \times 10^{-4}, \tag{1}
\end{gather*}
$$

and the very recent preliminary updated data from CLEO yield [6]

$$
\begin{gather*}
\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right) \\
=(3.15 \pm 0.80(\text { stat. }) \pm 0.72(\text { syst. })) \times 10^{-4} . \tag{2}
\end{gather*}
$$

The ALEPH measurement of the corresponding branching ratio for $B$ hadrons (mesons and baryons) produced in $Z^{0}$ decays yields [7]

$$
\begin{equation*}
\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)=(3.11 \pm 0.80 \pm 0.72) \times 10^{-4} \tag{3}
\end{equation*}
$$

Note that the measurements by CLEO and ALEPH were quite different and should not be expected to give identical results. The experimental results presented above were obtained by measuring the high-energy section of the photon spectrum and by extrapolating it to the total rate. This requires the theoretical understanding of the photon spectrum.

Processes of the $B \longrightarrow X_{s} \gamma$ type are expected to be dominated by the two-body decays such as $B \longrightarrow$ $K^{*}(892) \gamma$ and by final states with soft-gluon emission that kinematically resemble two-body decays. In this case, the photon energy in the $B$-meson rest frame has a spectrum that peaks approximately at half of the $B$ meson mass. In contrast, charged-current-initiated radiative $b$ decays, such as $b \longrightarrow c W^{*} \gamma$ and $b \longrightarrow u W^{*} \gamma$ (where $W^{*}$ is a virtual $W$ boson), produce photons with a spectrum resembling that from bremsstrahlung and, hence, of much lower energy. The experimental results for the inclusive decay rate were obtained by measuring the high-energy section of the photon spectrum,

$$
\begin{equation*}
\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)\left(E_{\gamma}^{\min }\right)=\int_{E_{\gamma}^{\min }}^{E_{\gamma}^{\max }} \frac{d \mathrm{Br}}{d E_{\gamma}} d E_{\gamma} \tag{4}
\end{equation*}
$$

with the present experimental cut of $E_{\gamma}^{\mathrm{min}} \sim 2.1 \mathrm{GeV}$ by CLEO collaboration [8] and the extrapolation to the total rate. To determine the total branching ratio for $B \longrightarrow X_{s} \gamma$ from such a measurement, one must know theoretically the fraction $R$ of the $B \longrightarrow X_{s} \gamma$ events with photon energies above $E_{\gamma}^{\text {min }}$. Therefore, the study of the photon spectrum from the weak radiative decay $B \longrightarrow$ $X_{s} \gamma$ is important for understanding the possible accuracy that can be attained in the prediction of the total rate in the presence of an experimental cut on the photon energy $E_{\gamma}$. Gross features of the spectrum, such as the average photon energy, may be used to measure the fundamental heavy-quark-expansion (HQE) parameters determining the quark pole mass and the kinetic energy [9, 10].

The experimental results given above have been solely based on the ACM model [11, 12]. This model treats the heavy hadron as a bound state of the heavy quark and a spectator, with a certain momentum distribution $\Phi\left(p^{2}\right)$. The photon energy spectrum from the decay of the $B$ meson at rest is then given by

$$
\begin{gather*}
\frac{d \Gamma\left(B \longrightarrow X_{s} \gamma\right)}{d E_{\gamma}} \\
=\int_{0}^{p_{\max }} d p p^{2} \Phi\left(p^{2}\right) \frac{d \Gamma(b \longrightarrow s \gamma)}{d E_{\gamma}}\left(E_{\gamma}, m_{f}\left(p^{2}\right)\right) \tag{5}
\end{gather*}
$$

Here, $d \Gamma(b \longrightarrow s \gamma) / d E_{\gamma}$ is the photon energy spectrum from the in-flight decay of the $b$ quark with floating
$\operatorname{mass} m_{f}\left(p^{2}\right)=M_{B}-\sqrt{p^{2}+m_{\mathrm{sp}}^{2}}$, where $m_{\mathrm{sp}}$ is the mass of the spectator quark, and $p_{\max }$ is the maximally allowed value of $p$. Distribution $\Phi\left(p^{2}\right)$ is usually assumed to have the Gaussian form determined by a nonperturbative parameter, $p_{\mathrm{F}}$,

$$
\begin{equation*}
\Phi\left(p^{2}\right)=\frac{4}{\sqrt{\pi} p_{\mathrm{F}}^{3}} \exp \left(-\frac{p^{2}}{p_{\mathrm{F}}^{2}}\right) \tag{6}
\end{equation*}
$$

with the wave-function normalization

$$
\int_{0}^{\infty} \Phi\left(p^{2}\right) p^{2} d p=1
$$

Based on calculation of [13] for the photon energy spectrum and adopting the Fermi motion model of [12], CLEO used the value $R=85-94 \%$ [8] to determine $\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)$ from the measured partial branching ratio.

In contrast to the exclusive decays, the inclusive decay modes are theoretically simpler, because no specific model is needed to describe the final hadronic states. Assuming the quark-hadron duality and the fact that the $b$ quark is heavy as compared to the characteristic low-energy scale $\Lambda_{\mathrm{QCD}}$ of the strong interactions, the inclusive $B \longrightarrow X_{s} \gamma$ decay rate was traditionally calculated in a systematic QCD-based expansion [14] in powers of $\Lambda / m_{b}$ :

$$
\begin{equation*}
\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)=\operatorname{Br}(b \longrightarrow s \gamma)+O\left(\frac{1}{m_{b}^{2}}\right) \tag{7}
\end{equation*}
$$

This formula is known under the name of HQE. The free quark decay width including the QCD perturbative corrections from the real and virtual gluons emerges as the leading term in this expansion. The nonperturvative corrections are suppressed by the factor $\Lambda^{2} / m_{b}^{2}$. ${ }^{1)}$ The fact that there are no first-order corrections is based on a particular definition of $m_{b}[16]$ that can be regarded as a nonperturbative generalization of the pole mass.

In the free-quark approximation neglecting the radiative corrections, the spectrum of photons is a monochromatic line:

$$
\begin{equation*}
\frac{d \Gamma(b \longrightarrow s \gamma)}{d E_{\gamma}}=\Gamma(b \longrightarrow s \gamma) \delta\left(E_{\gamma}-\frac{m_{b}}{2}\right) \tag{8}
\end{equation*}
$$

For energy $E_{\gamma}$ not too close to its maximal value, the photon spectrum $d \Gamma(b \longrightarrow s \gamma) / d E_{\gamma}$ has a perturbative expansion in the strong interaction coupling constant $\alpha_{s}$, and the first ( $\alpha_{s}$ independent) term of the expansion

[^20]is given by (8). This expansion is known at the order of $\alpha_{s}[10]$. The $\alpha_{s}^{2} \beta_{0}$ contributions, where $\beta_{0}=11-2 n_{f} / 3$ is the one-loop $\beta$ function, have been recently computed [17]. However, near the end point, the energy released for a light quark system is not of the order $\mathcal{O}\left(m_{b}\right)$ but of the order of $\bar{\Lambda}=M_{B}-m_{b} \sim \Lambda_{\mathrm{QCD}}$. Thus, the expansion parameter is no longer $1 / m_{b}^{2}$, but rather $1 / m_{b} \bar{\Lambda} \sim \mathbb{O}(1 \mathrm{GeV})$, and the operator product expansion breaks down. The divergent series in the effective theory corresponding to the nonperturbative effect due to the soft interactions of the $b$ quark with the light constituents have to be resumed. This so-called "Fermi motion" can be included in the heavy-quark expansion by summing an infinite set of leading-twist contributions into a shape function $F(x)$ [18], where a scaling variable is defined as
\[

$$
\begin{equation*}
x=\frac{2 E_{\gamma}-m_{b}}{\bar{\Lambda}}, \tag{9}
\end{equation*}
$$

\]

$$
\text { with } \bar{\Lambda}=M_{B}-m_{b}+\mathbb{O}\left(1 / m_{b}\right) \text {. }
$$

This is quite similar to what happens for the structure function in deep-inelastic scattering in the region, where the Bjorken variable $x_{\mathrm{B}} \longrightarrow 1$. A model-independent determination of the shape function in the effective theory is not possible at present; however, it may be possible to solve this problem by using lattice QCD [19]. An ansatz for the shape function constrained by the information on its few first moments has been recently used in [20] including the next-to-leading (NLO) perturbative QCD corrections.

In this paper, we consider the light-front (LF) approach to calculation for the photon energy spectra from inclusive $B \longrightarrow X_{s} \gamma$ decay. This approach was originally suggested for the inclusive semileptonic transitions [21-24] and has been recently refined in [25]. The corresponding ansatz from [25] reduces to a specific choice of the input LF distribution function $\left|\psi\left(\xi, p_{\perp}^{2}\right)\right|^{2}$, which represents the probability that the $b$ quark carries a LF fraction $\xi$ and a transverse momentum squared $p_{\perp}^{2}=\left|\mathbf{p}_{\perp}\right|^{2}$. As a result, a new partonlike formula for the width of inclusive semileptonic $b \longrightarrow$ $c, u$ decays has been derived [25], which is similar to the formula obtained by Bjorken et al. [26] in the case of infinitely heavy $b$ and $c$ quarks.

Some of the dynamical features of this model get obscured by the integration over the lepton energy. They are better manifested in the spectrum of the photons in the radiative $B \longrightarrow X_{s} \gamma$ transitions. In this paper, we extend the work of [25] to compute the nonperturbative corrections to the photon spectrum and the inclusive rate $B \longrightarrow X_{s} \gamma{ }^{2}$ ) We attempt to take into account the $B$-meson wave function effects on the photon

[^21]energy and the invariant mass distributions of the hadrons recoiling against the photon. We will compare the photon spectra $d \Gamma / d E_{\gamma}$ calculated in the LF and ACM approaches and will show that the discrepancy between the two is very small.

The paper is organized as follows. In Section 2, we collect the main facts concerning the calculation of the $\mathrm{Br}(b \longrightarrow s \gamma)$ in QCD. In Section 3, we derive the partonic formula for the photon energy spectra from $B \longrightarrow$ $X_{s} \gamma$. In Section 4, we consider the ansätze for the distribution function $f\left(x, p_{\perp}^{2}\right)$. In Section 5 , we discuss the choice of the $b$-quark mass in our approach. The numerical results for the photon energy spectra and the moments are presented in Section 6, where we also present the comparison of our results with those obtained in the ACM model. In Section 7, we discuss the invariant mass spectra and the calculation of $\operatorname{Br}\left(B \longrightarrow K^{*} \gamma\right)$ in our approach. Finally, Section 8 contains our conclusions.

## 2. PERTURBATIVE TREATMENT OF $\Gamma(b \longrightarrow s \gamma)$ IN QCD

In this section, we just briefly recall the main points of the calculation of the $b \longrightarrow s \gamma$ decay in QCD (for general discussion see [28]).

At high energy scale $\mu \sim M_{W}$, the $b \longrightarrow s \gamma$ quark decay is governed by an electroweak penguin diagram. To obtain an effective low-energy theory relevant for scales $\mu \sim m_{b}$, heavy degrees of freedom related to $W$ and $Z^{0}$ bosons and $t$ quark must be integrated out to obtain an effective coupling for the pointlike interactions of initial and final particles. After the integration, the effective Lagrangian for $b \longrightarrow s$ penguin decays takes the form

$$
\begin{equation*}
\mathscr{L}_{\mathrm{eff}}=\frac{4 G_{\mathrm{F}}}{\sqrt{2}} V_{t b} V_{t s}^{*} \sum_{1}^{10} C_{i}(\mu) O_{i}(\mu), \tag{10}
\end{equation*}
$$

where $O_{i}$ are current-current ( $i=1,2$ ), gluonic penguin ( $i=3, \ldots, 6$ ), and electroweak penguin $(i=7, \ldots, 10)$ operators. In (10), $G_{\mathrm{F}}$ is the Fermi constant and $V_{i j}$ are the elements of the CKM matrix. The effects of the heavy degrees of freedom are hidden in the effective gauge coupling constants, running quark masses, and the Wilson coefficients $C_{i}$ describing the effective strength of the local operators $O_{i}$ in (10). The coefficients $C_{i}$ at $\mu \sim M_{W}$ serve in leading order as initial conditions to the renormalization group evolution from $\mu_{W}$ down to $\mu_{b}$. An explicit form of the operators $O_{i}$ in (10) can be found, e.g., in [28]. The operators relevant for leading approximation are the electroweak penguin

$$
\begin{equation*}
O_{7 \gamma}=\frac{e}{32 \pi^{2}} \bar{m}_{b}(\mu) \bar{s}_{\alpha} \sigma_{\mu v}\left(1+\gamma_{5}\right) b_{\alpha} F_{\mu \nu} \tag{11}
\end{equation*}
$$

and the gluonic penguin

$$
\begin{equation*}
O_{8 G}=\frac{g_{s}}{32 \pi^{2}} \bar{m}_{b}(\mu) \bar{s}_{\alpha} \sigma_{\mu \nu}\left(1+\gamma_{5}\right) T_{\alpha \beta}^{a} b_{\beta} G_{\mu \nu}^{a}, \tag{12}
\end{equation*}
$$

where $e$ and $g_{s}$ are the electromagnetic and strong coupling constants, and $F_{\mu \nu}$ and $G_{\mu \nu}^{a}$ denote the electromagnetic and the gluonic field strength tensor, respectively. The contribution of other operators $O_{3}, \ldots, O_{6}$ can be neglected to an excellent approximation. Wilson coefficients of these operators originate from operator mixing only and are numerically small.

Technically, the calculations are performed at a high-energy scale $\mu_{W} \sim \mathcal{O}\left(M_{W}\right)$ at which the full theory is matched with the effective five-quark theory and then is evolved to a low-energy scale $\mu \sim \mu_{b}$ using renormalization group equations. At $\mu_{W} \sim M_{W}$, the contribution of the matrix element of $O_{7 \gamma}$ to the $b \longrightarrow s \gamma$ decay width has the form ${ }^{3)}$

$$
\begin{gather*}
\Gamma_{0}=\Gamma(b \longrightarrow s \gamma) \\
=\frac{\alpha G_{\mathrm{F}}^{2}}{32 \pi^{4}}\left|V_{t b} V_{t s}\right|^{2} c_{7 \gamma}^{2}\left(\mu_{W}\right) \bar{m}_{b}\left(\mu_{W}\right)^{2} m_{b}^{3} . \tag{13}
\end{gather*}
$$

The factor $m_{b}^{3}$ in (13) originates from the two-body phase space. In HQE, $m_{b}$ is usually associated with the $b$-quark pole mass $m_{b, \text { pole }}$. For $\mu_{b} \sim m_{b}$, one has

$$
\begin{equation*}
m_{b}^{2}\left(\mu_{b}\right)=m_{b, \text { pole }}^{2}\left(1-\frac{8}{3} \frac{\alpha_{s}\left(\mu_{b}\right)}{\pi}\right) \tag{14}
\end{equation*}
$$

This difference does not enter the leading approximation. The basic functions $c_{7 \gamma}\left(M_{W}\right)=C_{7 \gamma}^{(0)}\left(x_{t}\right)$ and $c_{8 G}\left(M_{W}\right)=C_{8 G}^{(0)}\left(x_{t}\right), x_{t}=m_{t}^{2} / M_{W}^{2}$ were calculated by many authors, in particular, by Inami and Lim [29]. Their explicit form is

$$
\begin{align*}
C_{7 \gamma}^{(0)}\left(M_{W}\right) & =x_{t}^{2} \frac{3 x_{t}-2}{4\left(x_{t}-1\right)^{4}} \ln x_{t}+\frac{8 x_{t}^{3}+5 x_{t}^{2}-7 x_{t}}{24\left(1-x_{t}\right)^{3}},  \tag{15}\\
C_{8 G}^{(0)}\left(M_{W}\right) & =\frac{-3 x_{t}^{2}}{4(x-1)^{4}} \ln x_{t}+\frac{-x_{t}^{3}+5 x_{t}^{2}+2 x_{t}}{8\left(x_{t}-1\right)^{3}} . \tag{16}
\end{align*}
$$

For $m_{t}=170 \mathrm{GeV}, C_{7 \gamma}^{(0)}=-0.193$, and $C_{8 G}^{(0)}=-0.096$.
Expressions (15) and (16) do not include QCD correction. The evolution of (10) down to $\mu_{b}$ mixes the operators

$$
\begin{equation*}
C_{i}\left(\mu_{b}\right)=\sum_{j} U\left(\mu_{b}, \mu_{W}\right) C_{j}\left(M_{W}\right) . \tag{17}
\end{equation*}
$$

In particular, $\Gamma(b \longrightarrow s \gamma)$ in the leading order is again given by (13) in which $c_{7 \gamma}\left(\mu_{b}\right)$ is replaced by "effective

[^22]coefficient" $C_{7 \gamma}^{(0) \text { eff }}\left(\mu_{b}\right)$ [30]
\[

$$
\begin{gather*}
c_{7 \gamma}\left(\mu_{b}\right) \longrightarrow C_{7 \gamma}^{(0) \mathrm{eff}}\left(\mu_{b}\right)=\eta^{16 / 25} C_{7 \gamma}^{(0)}\left(M_{W}\right) \\
+\frac{8}{3}\left(\eta^{14 / 25}-\eta^{16 / 25}\right) C_{8 G}^{(0)}\left(M_{W}\right)+C_{2}^{(0)}\left(M_{W}\right) \sum_{1}^{8} h_{i} \eta^{a_{i}} \tag{18}
\end{gather*}
$$
\]

with $C_{2}^{(0)}\left(M_{W}\right)=1$ and $\eta=\alpha\left(\mu_{W}\right) / \alpha\left(\mu_{b}\right)$. The "magic numbers" $h_{i}$ and $a_{i}$ are given, e.g., in Table 23 from [28]. The scale $\mu_{b}$ enters into (18) only through $\eta$.

For $m_{t}=170 \mathrm{GeV}, C_{8 G}^{(0)}\left(\mu_{W}\right)=-0.096$. Then, using

$$
\begin{equation*}
\alpha_{s}\left(\mu_{b}\right)=\frac{\alpha_{s}\left(M_{Z}\right)}{1-\beta_{0} \frac{\alpha_{s}\left(M_{Z}\right)}{2 \pi} \ln \frac{M_{Z}}{\mu_{b}}} \tag{19}
\end{equation*}
$$

with $\mu_{b}=5 \mathrm{GeV}$ and $\alpha_{s}\left(M_{Z}\right)=0.118$, one obtains $C_{7 \gamma}^{(0) \text { eff }}\left(\mu_{b}\right)=0.695 C_{7 \gamma}^{(0)}\left(\mu_{W}\right)+0.085 C_{8 G}^{(0)}\left(\mu_{W}\right)-$ $0.158 C_{2}^{(0)}\left(\mu_{W}\right)=-0.3$. In the absence of QCD corrections, we would have $\eta=1$ and $C_{7 \gamma}^{(0) \text { eff }}\left(\mu_{b}\right)=C_{7 \gamma}^{(0)}\left(\mu_{W}\right)$. Therefore, the leading QCD corrections cause the large QCD enhancement of the $B \longrightarrow X_{s} \gamma$ rate [31].

The predictions for $\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)$ are usually obtained by normalizing the result to that for the semileptonic rate, thereby eliminating the uncertainties due to the CKM matrix elements and the factor $m_{b}^{5}$. In the leading approximation, one obtains

$$
\begin{equation*}
\frac{\Gamma\left(B \longrightarrow X_{s} \gamma\right)}{\Gamma\left(B \longrightarrow X_{c} \bar{v}_{e}\right)} \approx \frac{\Gamma(b \longrightarrow s \gamma)}{\Gamma\left(b \longrightarrow c \bar{v}_{e}\right)}=R_{\text {quark }} \tag{20}
\end{equation*}
$$

where

$$
\begin{gather*}
R_{\text {quark }} \\
=\frac{\left|V_{t s}^{*} V_{t b}\right|^{2}}{\left|V_{c b}\right|^{2}} \frac{6 \alpha_{\mathrm{QED}}}{\pi g(\rho)}\left|C_{7 \gamma}^{(0) \text { eff }}\left(\mu_{b}\right)\right|^{2}\left(1-\frac{\delta_{\mathrm{SL}}}{m_{b}^{2}}+\frac{\delta_{\mathrm{RAD}}}{m_{b}^{2}}\right), \tag{21}
\end{gather*}
$$

$g(\rho)=1-8 \rho+8 \rho^{2}-\rho^{4}-12 \rho^{2} \ln \rho$ is the phase space factor in the semileptonic $b \longrightarrow c e \bar{v}$ decay, and $\rho=$ $m_{c, \text { pole }}^{2} / m_{b, \text { pole }}^{2}$. The last factor in (21) parametrizes the nonperturbative corrections in HQE to the semileptonic and radiative decay rates [9]

$$
\begin{gather*}
\delta_{\mathrm{SL}}=\frac{1}{2} \lambda_{1}+\left(\frac{3}{2}-\frac{6(1-\rho)^{4}}{f(\rho)}\right) \lambda_{2},  \tag{22}\\
\delta_{\mathrm{RAD}}=\frac{\lambda_{1}}{2}-\frac{9 \lambda_{2}}{2},
\end{gather*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ parametrize the matrix elements of the kinetic and chromomagnetic operators, respectively, which appear in the effective Lagrangian of HQE at the order of $1 / m_{b}$. The value of $\lambda_{2}$ is known from $B^{*}-B$
splitting, $\boldsymbol{\lambda}_{2}=0.12 \mathrm{GeV}^{2}$. The value of $\lambda_{1}$ is controversial, fortunately it cancels on the right-hand side of (22). The two nonperturbative corrections in (22) both are of a few percent and tend to cancel each other. Therefore, the total nonperturbative correction in (22) is much smaller than the accuracy of the perturbative calculation of $R_{\text {quark }}$. The final result of the leadingorder analysis is [30]

$$
\begin{equation*}
\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)=(2.8 \pm 0.8) \times 10^{-4} \tag{23}
\end{equation*}
$$

where uncertainty reflects mainly the scale ambiguity $\mu_{b}$.
The NLO corrections include the $\alpha_{s}$ corrections to $C_{7 \gamma}^{(0) e f f} \quad$ [32] and the $\alpha_{s}$ corrections originating from oneloop matrix elements $\langle s \gamma| O_{7 \gamma}|b\rangle$ and $\langle s \gamma| O_{8 G}|b\rangle$ and twoloop matrix elements $\langle s \gamma| O_{i}|b\rangle$ of the remaining operators (see Eq. (21) of [32]). A part of NLO corrections originates from the bremsstrahlung corrections. For an updated review of NLO calculation, see [20]. All the theoretical predictions with allowance of the NLO QCD corrections in the SM fall in the range

$$
\begin{equation*}
\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)=(3.3 \pm 0.3) \times 10^{-4} \tag{24}
\end{equation*}
$$

i.e., the LO result is shifted by about $20 \%$, and the present theoretical uncertainty is reduced to about $10 \%$. This theoretical result is in good agreement with updated experimental data (2) and (3).

## 3. THE PARTON FORMULAS

As a preliminary, we briefly discuss a derivation of the inclusive photon energy spectrum for the $B \longrightarrow X_{s} \gamma$ decays in the context of the LF approach of [25]. Similar to the ACM model, the LF quark model treats the beauty meson as consisting of the heavy $b$ quark plus a spectator quark. Both quarks have fixed masses, $m_{b}$ and $m_{\text {sp }}$, though. This is at variance with the ACM model that has been introduced in order to avoid the notion of the heavy quark mass at all.

To calculate the $B \longrightarrow X_{s} \gamma$ decay width, we use the approach of [25] which assumes that the sum over all possible strange final states $X_{s}$ can be modeled by the decay width of an on-shell $b$ quark into an on-shell $c$ quark weighted with the $b$-quark distribution function $f\left(\xi, p_{\perp}^{2}\right)$. Going through the intermediate steps (for the details, see [25]), we obtain the partial decay width of the inclusive $B \longrightarrow X_{s} \gamma$ decay in the form

$$
\begin{equation*}
d \Gamma=4 x_{0} \Gamma_{0} \int \frac{d^{2} p_{\perp} d \xi}{\xi} f\left(\xi, p_{\perp}^{2}\right) d \tau \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{0}=m_{b} / M_{B} . \tag{26}
\end{equation*}
$$

In our phenomenological consideration, we associate $m_{b}$ with the constituent $b$-quark mass (see below). The normalization of $f\left(\xi, p_{\perp}^{2}\right)$ in (25) is as follows:

$$
\begin{equation*}
\pi \int_{0}^{1} d \xi \int_{0}^{\infty} d p_{\perp}^{2} f\left(\xi, p_{\perp}^{2}\right)=1 \tag{27}
\end{equation*}
$$

where the factor $1 / \xi$ comes from the normalization of the $B \longrightarrow b \bar{d}$ vertex [33]. The phase space factor $d \tau$ is given by

$$
\begin{equation*}
d \tau=\delta\left[\left(p_{b}-q\right)^{2}\right] E_{\gamma} d E_{\gamma} . \tag{28}
\end{equation*}
$$

We choose the $z$ axis as being parallel to the 3 -vector $\mathbf{q}$, so that $q_{+}=2 E_{\gamma}, q_{-}=0$, where $q_{ \pm}=q_{0} \pm q_{z}$, then $d \tau$ takes the form

$$
\begin{equation*}
d \tau=\delta\left(m_{b}^{2}-\frac{p_{\perp}^{2}+m_{b}^{2}}{p_{b}^{+}}\right) E_{\gamma} d E_{\gamma} \tag{29}
\end{equation*}
$$

In the first approximation, we neglect $p_{\perp}^{2}$ in the argument of the $\delta$ function. Then, in terms of the scaling variable

$$
\begin{equation*}
y=2 E_{\gamma} / M_{B}, \tag{30}
\end{equation*}
$$

the photon spectrum $d \Gamma / d y$ in $B \longrightarrow X_{s} \gamma$ takes the simple form

$$
\begin{equation*}
\frac{1}{\Gamma_{0}} \frac{d \Gamma\left(B \longrightarrow X_{s} \gamma\right)}{d y}=R_{\mathrm{LF}}(y), \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{\mathrm{LF}}(y)=\frac{1}{x_{0}} y \tilde{f}(y), \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{f}(\xi)=\pi \int_{0}^{\infty} d p_{\perp}^{2} f\left(\xi, p_{\perp}^{2}\right) \tag{33}
\end{equation*}
$$

Equivalently, one can write the spectrum in the standard QCD form [34]

$$
\begin{equation*}
\frac{1}{\Gamma_{0}} \frac{d \Gamma}{d E}=\frac{2}{\bar{\Lambda}} F(x), \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
x=\frac{2 E_{\gamma}-m_{b}}{\bar{\Lambda}}=\frac{y-x_{0}}{1-x_{0}}, \tag{35}
\end{equation*}
$$

and $x_{0}$ is defined by (26). Therefore, the specific choice adopted for $\tilde{f}(\xi)$ corresponds to the following particular form of the QCD shape function

$$
\begin{equation*}
F(x)=\left(\Lambda / M_{B} x_{0}\right) y \tilde{f}(y) . \tag{36}
\end{equation*}
$$

Note that if one uses the infinite momentum frame prescription [21, 22] $p_{b}=\xi P_{B}$, i.e., $m_{b}^{2}(\xi)=\xi^{2} M_{B}^{2}$, then one easily derives from (25) and (29) that $d \Gamma \propto$ $E_{\gamma}^{3} \tilde{f}(y) d E_{\gamma}[35]$.

We take into account now the transverse motion of the $b$ quark, i.e., the term $p_{\perp}^{2}$ in (29), to find a little more complicated expression for $R_{\mathrm{LF}}(y)$ [25]

$$
\begin{equation*}
R_{\mathrm{LF}}(y)=2 m_{b} \pi \int_{y}^{1} f\left(\xi, p_{\perp}^{* 2}\right) d \xi \tag{37}
\end{equation*}
$$

where the integration limits follow from the condition $p_{\perp}^{* 2} \geq 0$, with

$$
\begin{equation*}
p_{\perp}^{* 2}=p_{\perp}^{* 2}(\xi, E)=m_{b}^{2}(\xi / y-1) \tag{38}
\end{equation*}
$$

In this case, the shape of the spectrum is obtained by direct integration of the distribution function $f\left(\xi, p_{\perp}^{2}\right)$. We will see below that the difference between $R_{\mathrm{LF}}(y)$ given by (32) and (37) is very small.

In the free-quark approximation,

$$
\begin{equation*}
f\left(\xi, p_{\perp}^{2}\right)=\delta\left(\xi-\xi_{0}\right) \delta\left(p_{\perp}^{2}\right) \tag{39}
\end{equation*}
$$

the total inclusive width $\Gamma\left(B \longrightarrow X_{s} \gamma\right)$ of the $B$ meson is the same as the radiative width $\Gamma(b \longrightarrow s \gamma)$, and the spectrum of photons is monochromatic [see (8)]. Due to the heavy-quark motion, the $\delta$ function in (8) is transformed into a finite width peak. This effect is solely responsible for the filling in of the windows between $m_{b} / 2$ and the kinematical boundary in the $B$-meson decay, $E_{\max }=M_{B} / 2$. $^{4)}$ Expressions in (32) and (37) exhibit a pronounced peak, which is rather asymmetric. It is a gratifying feature of the LF model, since it is in qualitative agreement with both findings in QCD and experimental data. The perturbative corrections arising from gluon bremsstrahlung and one-loop effects [13] also lead to a nontrivial photon spectrum at the partonic level. Since our primary object here is to discuss nonperturbative effects due to the Fermi motion, we will implicitly ignore perturbative gluon emission throughout our analysis. In this case, the parton matrix element squared is a constant and can be taken out of the integral in (25).

## 4. ANSÄTZE FOR THE LF HEAVY-QUARK DISTRIBUTION

Since we do not have an explicit representation for the $B$-meson Fock expansion in QCD, we shall proceed by making an ansatz for the momentum representation of the wave function. This is a model-dependent enterprise, but it has close equivalence in studies of $B \longrightarrow X_{s} \gamma$ by

[^23]using the ACM model. In what follows, we will adopt both a phenomenological LF wave function and the LF functions corresponding to the various equal time (ET) quark-model wave functions. As to the phenomenological ansatz, we use a model first proposed in [36] and also employed in $[22,24]$ to take into account the bound state effects in $B$-meson decays. It is written in the Lorentz-invariant form
\[

$$
\begin{equation*}
\psi(|\mathbf{p}|)=\mathcal{N} \exp \left(-\frac{\lambda}{2} v_{b} v_{\mathrm{sp}}\right)=\mathcal{N} \exp \left(-\frac{\lambda}{2} \frac{\varepsilon_{p}}{m_{\mathrm{sp}}}\right) \tag{40}
\end{equation*}
$$

\]

where $v_{b}$ and $v_{\text {sp }}$ are the 4-velocities of the $b$ quark and the spectator quark, respectively, and $\varepsilon_{p}=\sqrt{|\mathbf{p}|^{2}+m_{\mathrm{sp}}^{2}}$ is the energy of the spectator. We use the normalization condition

$$
\begin{equation*}
\int_{0}^{\infty} p^{2} d p \frac{\psi^{2}(|\mathbf{p}|)}{2 \varepsilon_{p}}=1 \tag{41}
\end{equation*}
$$

in this case,

$$
\begin{equation*}
\mathcal{N}^{2}=\frac{2 \lambda}{m_{\mathrm{sp}}^{2} K_{1}(\lambda)} \tag{42}
\end{equation*}
$$

where $K_{1}(\lambda)$ is the Macdonald function. The function $\Phi\left(p^{2}\right)=\psi^{2}(|\mathbf{p}|) / 2 \varepsilon_{p}$ represents a momentum distribution of the spectator quark in the rest frame of $B$ meson. We go over from ET to LF momenta by leaving the transverse momenta unchanged and letting

$$
\begin{equation*}
p_{i z}=\frac{1}{2}\left(p_{i}^{+}-p_{i}^{-}\right)=\frac{1}{2}\left(p_{i}^{+}-\frac{p_{i \perp}^{2}+m_{i}^{2}}{p_{i}^{+}}\right) \tag{43}
\end{equation*}
$$

for both the $b$ quark $(i=b)$ and the spectator quark ( $i=$ sp ). The longitudinal LF momentum fractions $\xi_{i}$ are defined as

$$
\begin{equation*}
\xi_{\mathrm{sp}}=\frac{p_{\mathrm{sp}}^{+}}{P_{B}^{+}}, \quad \xi_{b}=\frac{p_{b}^{+}}{P_{B}^{+}} \tag{44}
\end{equation*}
$$

with $p_{b}^{+}+p_{\mathrm{sp}}^{+}=P_{B}^{+}$. In the rest frame of $B$ meson, $P_{B}^{+}=M_{B}$. Then, for the distribution function

$$
\begin{equation*}
f\left(\xi, p_{\perp}^{2}\right)=\frac{1}{8 \pi} \frac{\psi^{2}\left(\xi, p_{\perp}^{2}\right)}{1-\xi} \tag{45}
\end{equation*}
$$

$\left(\xi=\xi_{b}\right)$, normalized according to (27), one obtains

$$
\begin{gather*}
f\left(\xi, p_{\perp}^{2}\right)=\frac{\mathcal{N}^{2}}{8 \pi(1-\xi)} \\
\times \exp \left[-\frac{\lambda}{2}\left(\frac{1-\xi}{\xi_{0}}+\frac{\xi_{0}}{1-\xi}\left(1+\frac{p_{\perp}^{2}}{m_{\mathrm{sp}}^{2}}\right)\right)\right] \tag{46}
\end{gather*}
$$

where $\xi_{0}=m_{\text {sp }} / M_{B}$. Function (46) is sharply peaked at $p_{\perp}^{2}=0, \xi=\xi_{0}$. In what follows, we will refer to the LF wave function of (46) as the case A.

Table 1. Values of the parameters $c_{i}$ (in units of $\mathrm{GeV}^{-3 / 2}$ ) and $\alpha_{i}\left(\right.$ in units of $\mathrm{GeV}^{-2}$ ) in (48) for the analytic parametrization of the $B$-meson wave function corresponding to AL1 and DSR potentials (the wave function is normalized by the condition $\left.\int_{0}^{\infty} \psi^{2}(p) p^{2} d p=1\right)$

| Model | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AL1 | 4.979 | 2.184 | 0.638 | 0.097 | 4.845 | 1.839 | 0.128 | 0.097 |
| DSR | 5.294 | 2.022 | 0.758 | 0.233 | 1.448 | 2.303 | 0.650 | 0.067 |

A priori, there is no relation between the ET momentum distribution $\Phi\left(p^{2}\right)$ of a constituent quark model and LF wave function $\psi\left(x, p_{\perp}^{2}\right)$. However, the mapping between the variables described above converts a normalized solution of the ET equation of motion into a normalized solution of the different-looking LF equation [37]. Because the ET function depends on the relative momentum, it is more convenient to use the quark-antiquark rest frame instead of the $B$-meson rest frame. Recall that these two frames are different in the LF formalism. As a result, one obtains the LF wave function in the form

$$
\begin{equation*}
\psi\left(\xi, p_{\perp}^{2}\right)=\left(\partial p_{z} / \partial \xi\right) \Phi\left(p_{\perp}^{2}+p_{z}^{2}\left(\xi, p_{\perp}^{2}\right)\right) . \tag{47}
\end{equation*}
$$

The explicit form of this function is given by formulas (10) of [24]. It is wave functions made kinematically relativistic in this manner that were used in the recent calculation of the $B_{c}$ lifetime [38]. We calculate the photon energy spectra using the three representative LF wave functions corresponding to the nonrelativistic ISGW2 [39], AL1 [40], and relativized DSR [41] constituent quark models. The ISGW2 equal-time function corresponds to the Gaussian distribution $\Phi\left(p^{2}\right)$ of (6) conventionally employed in the ACM model with $p_{\mathrm{F}}=$ 0.43 GeV . For AL1 and DSR models, we use simple analytic parametrizations of the ET wave functions [42]

$$
\begin{equation*}
\psi(p)=\sum c_{i} \exp \left(-\alpha_{i} p^{2}\right) . \tag{48}
\end{equation*}
$$

The parameters $c_{i}$ and $\alpha_{i}$ are listed in Table 1. The main difference between the ET wave functions of these models lies in the behavior at a high value of the internal momentum (for further discussion see [38]). We believe that the spread of results obtained for these distribution functions is a fair representation of model dependence resulting from the inclusion of Fermi motion.

## 5. CHOICE OF $m_{b}$

Having specified the nonperturbative aspects of our calculations, we proceed to present numerical results for the photon spectrum in the $B \longrightarrow X_{s} \gamma$ decay. In this section, we analyze the sensitivity of the calculated spectra and the energy moments to the choice of the $B$ meson radial functions. We will calculate the photon energy spectra using both expressions (32) and (37) and using the four distribution functions $f\left(\xi, p_{\perp}^{2}\right)$ deter-
mined in the previous section. In the case A, we take $m_{b}=4.8 \mathrm{GeV}, m_{\mathrm{sp}}=0.3 \mathrm{GeV}$, and $\lambda=2$ as reference values. These values are motivated by a study of the $b \longrightarrow$ $c$ decays [24]. For the models B to D, we use the constituent quark masses listed in Table 2.

The choice of $m_{b}$ in our approach deserves some comments. The numerical calculations using the constituent $b$-quark masses show large deviations of the $\Gamma\left(B \longrightarrow X_{s} \gamma\right)$ from the free decay rate $\Gamma_{0} \propto m_{b}^{3}(\approx 10 \%$ for the cases B to D, see Table 2). This points to the appearance of the linear $1 / m_{b}$ corrections to the free quark limit. The reason is that the constituent quark models usually employ the $b$-quark masses that are $300-400 \mathrm{MeV}$ higher than the pole $b$-quark mass. This fact seems to be a subtlety in applying the constituent quark model to calculate the nonperturbative corrections to the $B \longrightarrow X_{s} \gamma$ inclusive rate. To overcome the uncertainties induced by the mass of the constituent $b$ quark, we use a simple phenomenological recipe that considerably improves the situation. Notice that, as in the ACM model [34], $1 / m_{b}$ corrections can be absorbed into the definition of the $b$-quark mass. We introduce

$$
\begin{equation*}
\tilde{m}_{b}=m_{b}+\delta m_{b} \tag{49}
\end{equation*}
$$

by imposing the condition $\bar{y}\left(\tilde{m}_{b}\right)=x_{0}$, where

$$
\begin{equation*}
\bar{y}=\int_{0}^{1} y R_{\mathrm{LF}}(y) d y . \tag{50}
\end{equation*}
$$

Table 2. Values of the constituent quark mass $m_{b}$ and $m_{\text {sp }}$ (in GeV ) for the models A to D [also indicated are the values of $\tilde{m}_{b}$ as defined by the HQET condition $\langle x\rangle=0$ ); $m_{b}^{\mathrm{ACM}}$ are the average values of the floating mass $m_{f}\left(p^{2}\right)$ ]

| Model | A | B | C | D |
| :--- | :---: | :---: | :---: | :---: |
| $m_{b}$ | 4.80 | 5.20 | 5.227 | 5.074 |
| $m_{\text {sp }}$ | 0.30 | 0.33 | 0.315 | 0.221 |
| $\tilde{m}_{b}{ }^{\mathrm{a})}$ | 4.76 | 4.72 | 4.76 | 4.68 |
| $\tilde{m}_{b}{ }^{\mathrm{b})}$ | 4.73 | 4.68 | 4.73 | 4.60 |
| $m_{b}^{\mathrm{ACM}}$ | 4.73 | 4.68 | 4.73 | 4.60 |

Note: Cases ${ }^{\text {a) }}$ and ${ }^{\text {b) }}$ correspond to $R_{\mathrm{LF}}(y)$ given by (32) and (37), respectively.

Table 3. Integrated photon spectra $R_{\mathrm{LF}}$ and $R_{\mathrm{ACM}}$ calculated with the use of (32) (case ${ }^{\text {a }}$ ) and (37) (case ${ }^{\text {b }}$ ) for the wavefunction models A to D [the integrated spectra $R_{\mathrm{ACM}}$ were calculated by using Eq. (55)]

| Model | A | B | C | D |
| :--- | :--- | :--- | :--- | :--- |
| $R_{\mathrm{LF}}\left(m_{b}\right)^{\mathrm{a})}$ | 0.9 | 0.9 | 0.9 | 0.9 |
| $R_{\mathrm{LF}}\left(m_{b}\right)^{\mathrm{b})}$ | 0.973 | 0.900 | 0.905 | 0.899 |
| $R_{\mathrm{LF}}\left(\tilde{m}_{b}\right)^{\mathrm{a})}$ | 0.995 | 0.994 | 0.995 | 0.99 |
| $R_{\mathrm{LF}}\left(\tilde{m}_{b}\right)^{\mathrm{b})}$ | 0.987 | 0.986 | 0.989 | 0.974 |
| $R_{\mathrm{ACM}\left(m_{b}^{\mathrm{ACM}}\right)}$ | 1.008 | 1.005 | 1.008 | 1.003 |

Table 4. Energy moments $\bar{y}^{n}, n=1,2,3$, and HQE moments $\left\langle x^{2}\right\rangle$ and $\left\langle x^{3}\right\rangle$ for cases A to D [the LF photon energy spectra were calculated by using Eq. (32); the scaling variables $x$ and $y$ are defined in Eqs. (9) and (30), respectively]

| Model | A | B | C | D |
| :--- | :---: | :---: | :---: | :---: |
| $\bar{y}\left(m_{b}\right)$ | 0.889 | 0.822 | 0.831 | 0.823 |
| $\bar{y}\left(\tilde{m}_{b}\right)$ | 0.897 | 0.888 | 0.897 | 0.877 |
| $\bar{y}^{2}\left(m_{b}\right)$ | 0.806 | 0.744 | 0.758 | 0.740 |
| $\bar{y}^{2}\left(\tilde{m}_{b}\right)$ | 0.813 | 0.797 | 0.812 | 0.783 |
| $\bar{y}^{3}\left(m_{b}\right)$ | 0.733 | 0.676 | 0.693 | 0.670 |
| $\bar{y}^{3}\left(\tilde{m}_{b}\right)$ | 0.739 | 0.718 | 0.737 | 0.705 |
| $\left\langle x^{2}\right\rangle$ | 0.390 | 0.313 | 0.316 | 0.493 |
| $\left\langle-x^{3}\right\rangle$ | 0.377 | 0.155 | 0.195 | 0.415 |

Table 5. Energy moments $\bar{y}^{n}, n=1,2,3$, and HQE moments $\left\langle x^{2}\right\rangle$ and $\left\langle x^{3}\right\rangle$ for cases A to D [the LF photon energy spectra were calculated by using Eq. (37); the scaling variables $x$ and $y$ are defined in Eqs. (9) and (30), respectively]

| Model | A | B | C | D |
| :--- | :---: | :---: | :---: | :---: |
| $\bar{y}\left(m_{b}\right)$ | 0.873 | 0.806 | 0.818 | 0.795 |
| $\bar{y}\left(\tilde{m}_{b}\right)$ | 0.885 | 0.873 | 0.885 | 0.851 |
| $\bar{y}^{2}\left(m_{b}\right)$ | 0.787 | 0.726 | 0.742 | 0.709 |
| $\bar{y}^{2}\left(\tilde{m}_{b}\right)$ | 0.798 | 0.778 | 0.796 | 0.751 |
| $\bar{y}^{3}\left(m_{b}\right)$ | 0.712 | 0.655 | 0.676 | 0.636 |
| $\bar{y}^{3}\left(\tilde{m}_{b}\right)$ | 0.722 | 0.695 | 0.718 | 0.669 |
| $\left\langle x^{2}\right\rangle$ | 0.378 | 0.295 | 0.302 | 0.456 |
| $\left\langle-x^{3}\right\rangle$ | 0.348 | 0.130 | 0.176 | 0.348 |

This condition coincides with that used in HQE to define the pole mass of the $b$ quark. As a result, the correction to first order in $1 / m_{b}$ will be eliminated from the total width in agreement with the general statement of HQE. ${ }^{5}$

To illustrate our arguments, we consider the exactly solvable case of the photon spectrum of (32) with the distribution function given by (46). In this case, we have

$$
\begin{equation*}
\tilde{f}(\xi)=\frac{2}{\lambda \xi_{0} K_{1}(\lambda)} \exp \left[-\frac{\lambda}{2}\left(\frac{\xi_{0}}{1-\xi}+\frac{1-\xi}{\xi_{0}}\right)\right] \tag{51}
\end{equation*}
$$

and simple analytic expressions for $R_{\mathrm{LF}}=\int_{0}^{1} R_{\mathrm{LF}}(y) d y$ and $\bar{y}$ have the form

$$
\begin{gather*}
R_{\mathrm{FL}}=\frac{1}{x_{0}}\left(1-\xi_{0} \kappa_{2}\right),  \tag{52}\\
\bar{y}=\frac{1}{x_{0}}\left(1-2 \xi_{0} \kappa_{2}+\xi_{0}^{2} \kappa_{3}\right),
\end{gather*}
$$

where $\kappa_{n}=K_{n}(\lambda) / K_{1}(\lambda)$. The $1 / M_{B}$ correction to $R_{\mathrm{LF}}$ can be included into the definition of $\tilde{m}_{b}$. Indeed, neglecting $\xi_{0}^{2}$ and letting $\tilde{m}_{b} \approx\left(1-\xi_{0} \kappa_{2}\right) M_{B}$, one obtains $R_{\mathrm{LF}}=1+\mathbb{O}\left(1 / M_{B}^{2}\right)$. The $B$-meson mass can be eliminated in favor of the $b$-quark mass, so we have the desired result in the form

$$
\begin{equation*}
R_{\mathrm{LF}}=1+\mathbb{O}\left(1 / m_{b}^{2}\right) \tag{53}
\end{equation*}
$$

For the models B to D, we have no analytic results. However, the numerical effect of introducing $\tilde{m}_{b}$ is the same (see Table 3). We have calculated numerically the values of $\tilde{m}_{b}$ in different models using both (32) and (37) for $R_{\mathrm{LF}}(y)$. Although $\tilde{m}_{b}$ depends on the assumed shape of distribution, this dependence is marginal: the uncertainty on $\tilde{m}_{b}$ is between 4.6 and 4.7 GeV depending on the choice of $f\left(\xi, p_{\perp}^{2}\right.$ ) (see Table 2). These values are consistent with the $b$-quark pole mass $m_{b \text {, pole }}=$ $4.8 \pm 0.15 \mathrm{GeV}$ [43].

## 6. PHOTON ENERGY SPECTRA AND THE ENERGY MOMENTS

We study first the photon spectra using (32) and (37). Our results for the integrated photon spectra and energy moments are presented in Fig. 1 and in Tables 3-5. The different curves in Fig. 1 correspond to the models A to D. For each case, we show separately the spectra calculated from (32) and (37) by using the corresponding

[^24]values of $\tilde{m}_{b}$ and the photon energy spectra calculated in the ACM model (see below). The influence of the various choices of the distribution function and the $b$ quark mass can be seen from Table 3, where we show both $R_{\mathrm{LF}}\left(m_{b}\right), R_{\mathrm{LF}}\left(\tilde{m}_{b}\right)$ and analogous quantities $\mathrm{R}_{\mathrm{ACM}}$ for the ACM model. In Tables 4 and 5, we show the average photon energy $\bar{y}$ normalized to $M_{B} / 2$, and the moments $\bar{y}^{2}$ and $\bar{y}^{3}$. We present the results obtained using both (32) (Table 4) and (37) (Table 5). The replacement $m_{b} \longrightarrow \tilde{m}_{b}$ modifies the predictions for the total rate and the moments $\bar{y}$ and $\bar{y}^{2}$ by about 8-9\% for the models B-D, while it changes the corresponding quantities by less than $1.5 \%$ for the model A. Our final results for the integrated photon spectra $R_{\mathrm{LF}}\left(\tilde{m}_{b}\right)$ agree well with the corresponding OPE prediction [9] $R_{\text {OPE }}=$ $1+\delta_{\text {RAD }}$, where $\delta_{\text {RAD }}$ has been defined in (22). For $\lambda_{1}=$ $-0.3 \pm 0.2 \mathrm{GeV}^{2}$ and $\lambda_{2}=0.12 \pm 0.02 \mathrm{GeV}^{2}, R_{\mathrm{OPE}}$ changes the free quark result by a few percent, $R_{\text {OPE }}=0.975 \pm$ 0.005 . Note also that the sensitivity of $R_{\mathrm{LF}}$ to the functional form chosen for the distribution function is small. This behavior agrees again with that based on the global quark-hadron duality that ensures insensitivity of even partially integrated quantities to the bound state effects. Note that the effect of the transverse momentum is considerably smaller than the model-dependent uncertainty.

The dependence of the energy moments $\bar{y}^{n}$ on $m_{b}$ is rather weak, in contrast to that of the QCD moments of the shape function

$$
\begin{equation*}
\left\langle x^{n}\right\rangle=\int_{-2 M_{B} / \bar{\Lambda}}^{1} x^{n} F(x) d x, \tag{54}
\end{equation*}
$$

which are very sensitive to the difference between $M_{B}$ and $m_{b}$. In particular, change of the $b$-quark mass from $m_{b}$ to $\tilde{m}_{b}$ modifies $\left\langle x^{2}\right\rangle$ and $\left\langle x^{3}\right\rangle$ drastically. Note that the resulting values of $\left\langle x^{2}\right\rangle$ and $\left\langle x^{3}\right\rangle$ are still considerably model dependent. Our predictions for $\left\langle x^{2}\right\rangle$ are relatively small, although in agreement (for the model D) with the result of [20] and compatible with the results obtained from the QCD sum rules; $\left\langle x^{2}\right\rangle \approx 0.5$. This means that the LF ansatz can be made consistent with the QCD description, provided the spectator quark is relativistic. This conclusion agrees with the similar conclusion obtained in the ACM model in [34].

In order to compare our results with those derived in the ACM model, we have calculated the inclusive $B \longrightarrow X_{s} \gamma$ photon spectra in a simplified ACM model [34] assuming the monochromatic distribution (8) for the free $b$ quark. In this case, one easily obtains

$$
\begin{equation*}
\frac{d \Gamma_{\mathrm{ACM}}}{d E_{\gamma}} \sim \Gamma_{0} \int_{p_{0}^{2}(\varepsilon)}^{\infty} d p^{2} \Phi\left(p^{2}\right)\left(m_{b}^{f}\left(p^{2}\right)\right)^{3}, \tag{55}
\end{equation*}
$$



Fig. 1. Theoretical predictions for the photon energy spectrum using the LF quark models described in the text. Each plot shows the spectra calculated by using the $b$-quark masses $\tilde{m}_{b}$ from (32) (solid lines) and (37) (dashed lines).
The dash-dotted lines show the photon energy spectra calculated in the ACM model. The curves A to D show the results for the corresponding models.
where $m_{b}^{f}$ is the floating $b$-quark mass and

$$
\begin{equation*}
p_{0}^{2}(\varepsilon)=\frac{1}{4}\left(\frac{m_{\mathrm{sp}}^{2}}{\varepsilon}-\varepsilon\right)^{2}, \quad \varepsilon=M_{B}(1-y) . \tag{56}
\end{equation*}
$$

We have used the momentum distributions $\Phi\left(p^{2}\right)$ of the spectator quark for the models A to D. In all cases, we have found that the spectra calculated in ACM and LF parton models are almost identical. This is not surprising because we have checked numerically that the quark masses $\tilde{m}_{b}$ defined using the LF models practically coincide with the values of the floating $b$-quark mass $m_{b}^{f}$ averaged over the distribution $\Phi\left(p^{2}\right)$ (see Table 2). The integrated energy spectra $R_{\mathrm{ACM}}$ for the models A to D are presented in Table 3. They coincide with $R_{\mathrm{LF}}$ within a percent accuracy. The energy moments for the ACM model are shown in Table 6.

Although in this paper we do not consider perturbative corrections, it is instructive to compare theoretical predictions for the Doppler shifted spectrum $d B / d E_{\text {lab }}$ in the laboratory frame with the CLEO data. To perform a fit to the data, we rebin the boosted photon spectra in the same energy intervals as used by CLEO and,
for each choice of the distribution function, adjust the overall normalization to provide the best fit to the data. The results are reported in Table 7, and the best fits are displayed in Fig. 2. All fits have $\chi^{2} / n_{\text {dof }} \ll 1$, indicating the present accuracy of experiment. Averaging over the models, we obtain

$$
\begin{gather*}
\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right) \\
=(2.5 \pm 0.5(\exp .) \pm 0.3(\text { model })) \times 10^{-4} \tag{57}
\end{gather*}
$$

where the last error originates from the model dependence. This result is consistent with both the updated CLEO value (2), and the recent reanalysis [20] $\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)=\left(2.62 \pm 0.60(\exp .)_{-0.30}^{+0.37}\right.$ (theor. $\left.)\right) \times 10^{-4}$ of the GLEO data.

## 7. INVARIANT-MASS SPECTRUM

In addition to the photon energy spectrum, the invariant hadronic mass distribution in radiative $B$


Fig. 2. Theoretical predictions for the photon energy spectrum in the laboratory frame for the different distribution functions $f\left(\xi, p_{\perp}^{2}\right)$ and the corresponding $\tilde{m}_{b}$. The notation is the same as in Fig. 1. The experimental data are the CLEO results [46]. Both the left-hand plot and the right-hand plot show the results of the best fit reported in Table 7.
decays can be studied. The invariant mass $M_{H}$ of the hadronic final state is related to the scaling variable $y$ by $M_{H}^{2}=M_{B}^{2}(1-y)$. Therefore, the theoretical results for the photon spectrum can be translated into predictions for the hadronic mass spectrum. The $X_{s}$ mass distribution from the reconstruction analysis of CLEO inclusive data shows a clear $K^{*}$ peak followed by a dip which is expected since the next excited-kaon resonance is $K_{1}(1270)$. A broad enhancement at and above $K_{1}(1270)$ is observed; this is also expected since many resonance states exist in this region. The present experimental statistics are insufficient to identify any of the individual resonances beyond $K^{*}$ (892). Combining the exclusive and inclusive measurements, CLEO determines

$$
\begin{align*}
R_{K^{*}(892)} & =\frac{\operatorname{Br}\left(B \longrightarrow K^{*}(892)\right)}{\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)}  \tag{58}\\
& =(18.1 \pm 6.8) \%
\end{align*}
$$

Figure 3 shows the invariant mass distribution of the hadrons recoiling against the photon for the models AD. Our predictions for hadronic mass spectra must be understood in the sense of quark-hadron duality. The true hadronic mass spectrum for low $M_{H}^{2} \propto M_{K^{*}}^{2}$ has a resonance structure that looks rather different from our predictions. A realistic model for the hadronic mass


Fig. 3. Comparison of the theoretical predictions for the invariant hadronic mass spectrum for the LF and ACM models. The notation is identical to that in Fig. 1.

Table 6. Energy moments $\bar{y}^{n}, n=1,2,3$, and HQE moments $\left\langle x^{2}\right\rangle$ and $\left\langle x^{3}\right\rangle$ for cases A to D [the photon energy spectra were calculated by using Eq. (55); the scaling variables $x$ and $y$ are defined in Eqs. (9) and (30), respectively]

| Model | A | B | C | D |
| :--- | :---: | :---: | :---: | :---: |
| $\bar{y}$ | 0.903 | 0.894 | 0.901 | 0.883 |
| $\bar{y}^{2}$ | 0.817 | 0.800 | 0.813 | 0.786 |
| $\bar{y}^{3}$ | 0.743 | 0.718 | 0.737 | 0.706 |
| $\left\langle x^{2}\right\rangle$ | 0.355 | 0.308 | 0.317 | 0.489 |
| $\left\langle-x^{3}\right\rangle$ | 0.289 | 0.141 | 0.206 | 0.427 |

Table 7. Branching ratios $\operatorname{Br}\left(B \longrightarrow X_{s} \gamma\right)$ obtained from a fit to the CLEO data and partial fractions $R_{K^{*}(892)}$

| Model | A | B | C | D |
| :--- | :--- | :--- | :--- | :--- |
| $\Gamma_{0} / \Gamma_{B} \times 10^{4}$ | 2.54 | 2.59 | 2.50 | 2.91 |
| $\left.R_{K^{*}(892)} \mathrm{a}\right)$ | 0.192 | 0.158 | 0.174 | 0.218 |
| $\left.R_{K^{*}(892)} \mathrm{b}\right)$ | 0.168 | 0.131 | 0.149 | 0.181 |

Note: Cases ${ }^{\text {a) }}$ and ${ }^{\text {b) }}$ correspond to $R_{\mathrm{LF}}(y)$ given by Eqs. (32) and (37), respectively.
spectrum consists of a single peak located at the mass $K^{*}(892)$ followed by a continuum (above a threshold value $M_{\mathrm{th}}$ ) which is given by the inclusive spectrum and is dual to a large number of overlapping resonances. In Table 7, we show the ratios $R_{K^{*}(892)}$ obtained by the integration of the inclusive spectrum in the range $M_{H} \leq M_{\mathrm{th}}$. The result crucially depends on the choice of $M_{\mathrm{th}}$; we use a value of $M_{\mathrm{th}}=1.15 \mathrm{GeV}$ adopted in [20]. Averaging over the different model predictions, we obtain $R_{K^{*}(892)}=0.157_{-0.44}^{+0.24}$. This result agrees with both experimental data and theoretical estimates based on QCD sum rules [44] and lattice QCD calculation [45].

## 8. CONCLUSION

We have derived a new parton formula that establishes a simple relation between the electroweak decay rate $\Gamma\left(B \longrightarrow X_{s} \gamma\right)$ and the rate of free $b$-quark decay. The main features of our approach are the treatment of the $b$ quark as an on-mass-shell particle and the inclusion of the effects arising from the $b$-quark transverse motion in the $B$ meson. Formulas (32) and (37) present our main result. Using various $b$-quark distribution functions, we have calculated the photon energy spectra and the corrections to the free decay rate. We have shown that the decay width has no corrections linear to $1 / m_{b}$ only if it is expressed not in terms of the constituent quark mass, but in terms of a mass $\tilde{m}_{b}$ which is defined in the way similar to that used in the HQE to define $m_{b, \text { pole. }}$. In this way, one avoids an otherwise large
(and model-dependent) correction of order $1 / m_{b}$, but at the expense of introducing the shift in the constituent quark mass which substantially compensates the bound state effects. A summary of our results presented in Tables 3-5 shows a fairly good agreement with both the QCD results and the available experimental data. We have also found that the photon energy spectra calculated in our LF partonlike approach agree well with the spectra obtained in the ACM model, provided the same ET distribution function $\Phi\left(p^{2}\right)$ is used as input in both cases. Finally, we note that it would be interesting to check whether the effective values of the $b$-quark mass $\tilde{m}_{b}$ are approximately the same for different channels $(b \longrightarrow c$ vs. $b \longrightarrow u$ or $b \longrightarrow s)$ and for different beauty hadrons. This work is in progress, and the results will be reported elsewhere.
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#### Abstract

The contribution to the kernel of the nonforward Balitsky-Fadin-Kuraev-Lipatov equation from two-gluon production is calculated for the case of the antisymmetric color-octet state of two Reggeized gluons in the $t$ channel. The one-gluon contribution to the kernel in the one-loop approximation is also obtained by using the one-loop expression for the effective vertex of the one-gluon production in Reggeon-Reggeon collisions. An explicit form of the total kernel is presented. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The most common basis for describing processes at small values of $x=Q^{2} / s$ ( $Q^{2}$ is a typical virtuality and $\sqrt{s}$ is the c. m. s. energy) within perturbative QCD is the Balitsky-Fadin-Kuraev-Lipatov (BFKL) equation [1], originally derived in the leading-logarithm approximation (LLA), which means resummation of all terms of the type $\left[\alpha_{s} \ln s\right]^{n}\left[\alpha_{s}=g^{2} /(4 \pi)\right.$ is the QCD coupling constant]. The calculation of radiative corrections to the kernel of this equation took many years of hard work [2-7]. Recently, the kernel was obtained in the next-to-leading approximation (NLA) [8] for the case of forward scattering-that is, for zero momentum transfer $(t=0)$ and the vacuum quantum numbers in the $t$ channel. In the $\overline{M S}$ renormalization scheme with a reasonable scale setting, corrections appear to be large. At present, this problem is being widely discussed in the literature [9]. In this situation, it is very important to be sure that both the basic hypotheses used and the calculations performed in deriving the equation are correct.

It should be recalled that the derivation of the BFKL equation (in the NLA, as well as in the LLA) is based on one of the remarkable properties of QCD-gluon Reggeization [10], which was proved in the LLA [1, 11]. In the NLA, this property was only checked in the first three orders of perturbation theory [6]. Since gluon Reggeization forms a basis for deriving the BFKL equation, it is clear that more powerful tests are necessary.

As for the calculations of radiative corrections to the kernel, they are very complicated, and only some of them has been independently performed [7] or checked [12]. Therefore, the calculations must be carefully verified.

[^25]Both goals-a stringent test of gluon Reggeization and an examination of the calculations-can be solved simultaneously by the check of the bootstrap equations $[13,14]$ appearing as the requirement of the compatibility of gluon Reggeization with $s$-channel unitarity. In fact, the BFKL equation is the equation for the Green's function of two Reggeized gluons. In the color-singlet state, these Reggeized gluons create a Pomeron. Selfconsistency requires that, in the antisymmetric coloroctet state, the two Reggeized gluons reproduce a Reggeized gluon itself (bootstrap condition). The above statements are valid in the NLA, as well as in the LLA. Along with the stringent test of gluon Reggeization, the check of the bootstrap equations provides a global test of the calculations of the NLA kernel, because these equations contain almost all quantities appearing in the calculations.

In the BFKL approach, amplitudes of high-energy processes are expressed in terms of the aforementioned Green's function and impact factors of scattered particles, which are defined by Reggeon-particle scattering amplitudes. The nonforward impact factors for gluon [15] and quark [16] scattering were recently calculated in the NLA, and fulfillment of the bootstrap conditions for them was demonstrated [15-17] for both helicityconserving and helicity-nonconserving parts, in an arbitrary spacetime dimension $D=4+2 \epsilon$.

The quark contribution to the nonforward BFKL kernel was also calculated [18], and fulfillment of the bootstrap conditions for the kernel in the part associated with this contribution was explicitly demonstrated in the NLA $[18,19]$, in an arbitrary spacetime dimension as well. Only one (but the most complicated) bootstrap condition remains unchecked-for the gluon part of the kernel. In this study, we calculate the gluon contribution to the nonforward color-octet kernel of the BFKL equation.

The significance of the nonforward octet kernel is not exhausted by the check of the bootstrap condition. The kernel of the nonforward BFKL equation for an arbitrary color state in the $t$ channel is expressed in terms of the gluon Regge trajectory and the part related to real particle production in Reggeon-Reggeon scattering ("real" part, for brevity). The trajectory is known [4] and enters into the kernel in the universal (not depending on a color state) way [13]. The "real" part includes contributions from one-gluon, two-gluon, and quark-antiquark pair production. The last two contributions can be separated (for an arbitrary color state in the $t$ channel) in two pieces, one of which being determined by the color-octet state. Therefore, the coloroctet piece enters (with some group coefficient) into kernels for other color states-in particular, for the color-singlet state (Pomeron channel). In the Pomeron channel, the nonforward BFKL equation can be used directly to describe experimental data. Evidently, the applicability range of this equation is much wider than the forward-case one.

The ensuing exposition is organized as follows. In Section 2, we present a general form of the gluon contribution to the kernel and an explicit form of the gluon piece of the gluon trajectory. In Section 3, we derive the gluon part of the contribution to the kernel from onegluon production. In Section 4, we consider two-gluon production in collision of two Reggeized gluons. The contribution of this process to the kernel and the result for the total gluon contribution to the kernel are presented in Sections 5 and 6, respectively.

## 2. DEFINITIONS AND BASIC EQUATIONS

In the BFKL approach, the high-energy-scattering amplitudes are expressed in terms of the impact factors $\Phi$ of the scattering particles and of the Green's function $G$ for the scattering of Reggeized gluons [13]. Considering the Green's function, we can take, without any loss of generality, masses of the colliding particles with momenta $p_{A}$ and $p_{B}$ equal to zero: $p_{A}^{2}=p_{B}^{2}=0\left(p_{A}+\right.$ $\left.p_{B}\right)^{2}=2\left(p_{A} p_{B}\right)=s$. As usual, in an analysis of highenergy processes, we use the Sudakov decomposition for particle momenta. The Mellin transform of the Green's function with the initial momenta of the Reggeized gluons in the $s$ channel $q_{1} \simeq \beta p_{A}+q_{1 \perp}$ and $-q_{2} \simeq \alpha p_{B}-q_{2 \perp}$ and the momentum transfer $q \simeq q_{\perp}$ obeys the equation [13]

$$
\begin{align*}
& \omega G_{\omega}^{(\mathscr{R})}\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \mathbf{q}\right)=\mathbf{q}_{1}^{2} \mathbf{q}_{1}^{\prime 2} \delta^{(D-2)}\left(\mathbf{q}_{1}-\mathbf{q}_{2}\right) \\
& \quad+\int \frac{d^{D-2} r}{\mathbf{r}^{2} \mathbf{r}^{\prime 2}} \mathscr{H}^{(\mathscr{R})}\left(\mathbf{q}_{1}, \mathbf{r} ; \mathbf{q}\right) G_{\omega}^{(\mathscr{R})}\left(\mathbf{r}, \mathbf{q}_{2} ; \mathbf{q}\right), \tag{1}
\end{align*}
$$

where $\mathscr{R}$ denotes the representation of the color group in the $t$ channel. The transverse momenta are spacelike and we use the bold font for them. Here and below, we use for brevity $v^{\prime} \equiv v-q$ for any $v$. The spacetime
dimension $D=4+2 \epsilon$ is taken different from 4 to regularize the infrared divergences. We use the normalization adopted in [13].

The nonforward kernel, as well as the forward one, is given by the sum of the "virtual" part, defined by the gluon trajectory $j(t)=1+\omega(t)$, and the "real" part $\mathcal{K}_{r}^{(\mathscr{R})}$, related to the real particle production in the Reggeon-Reggeon collisions

$$
\begin{align*}
& \mathscr{K}^{(\mathscr{F )})}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\left[\omega\left(-\mathbf{q}_{1}^{2}\right)+\omega\left(-\mathbf{q}_{1}^{\prime 2}\right)\right]  \tag{2}\\
& \times \mathbf{q}_{1}^{2} \mathbf{q}_{1}^{\prime 2} \delta^{(D-2)}\left(\mathbf{q}_{1}-\mathbf{q}_{2}\right)+\mathscr{H}_{r}^{(\mathscr{P})}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right) .
\end{align*}
$$

As is seen from (2), the gluon trajectory enters the equation in the universal (independent from $\mathscr{R}$ ) way. In the one-loop approximation (LLA), the trajectory is purely gluonic:

$$
\begin{equation*}
\omega^{(1)}(t)=\frac{g^{2} N t}{2(2 \pi)^{D-1}} \int \frac{d^{D-2} q_{1}}{\mathbf{q}_{1}^{2} \mathbf{q}_{1}^{\prime 2}}, \tag{3}
\end{equation*}
$$

where $t=q^{2}=-\mathbf{q}^{2}$, and $N$ is the number of colors ( $N=$ 3 in QCD). In the NLA, the trajectory was calculated in [4]. Since the quark contribution to the nonforward kernel was already considered [18], we present here the two-loop gluon contribution:

$$
\begin{gather*}
\omega_{G}^{(2)}(t)=\frac{g^{2} t}{(2 \pi)^{D-1}} \\
\times \int \frac{d^{(D-2)} q_{1}}{\mathbf{q}_{1}^{2} \mathbf{q}_{1}^{\prime 2}}\left[F_{G}\left(\mathbf{q}_{1}, \mathbf{q}\right)-2 F_{G}\left(\mathbf{q}_{1}, \mathbf{q}_{1}\right)\right], \tag{4}
\end{gather*}
$$

where

$$
\begin{gather*}
F_{G}\left(\mathbf{q}_{1}, \mathbf{q}\right)=-\frac{g^{2} N^{2} \mathbf{q}^{2}}{4(2 \pi)^{D-1}} \int \frac{d^{(D-2)} q_{2}}{\mathbf{q}_{2}^{2}\left(\mathbf{q}_{2}-\mathbf{q}\right)^{2}}\left[\ln \left(\frac{\mathbf{q}^{2}}{\left(\mathbf{q}_{1}-\mathbf{q}_{2}\right)^{2}}\right)\right. \\
-2 \psi(D-3)-\psi\left(3-\frac{D}{2}\right)+2 \psi\left(\frac{D}{2}-2\right)+\psi(1)  \tag{5}\\
\left.+\frac{2}{(D-3)(D-4)}+\frac{D-2}{4(D-1)(D-3)}\right] ; \\
\psi(x)=\frac{\Gamma^{\prime}(x)}{\Gamma(x)},
\end{gather*}
$$

and $\Gamma(x)$ is the Euler gamma function. In Eqs. (3)-(5) and below, $g$ is the bare coupling constant related to the renormalized coupling $g_{\mu}$ in the $\overline{M S}$ scheme by the relation

$$
\begin{equation*}
g=g_{\mu} \mu^{-\epsilon}\left[1+\left(\frac{11}{3}-\frac{2}{3} \frac{n_{f}}{N}\right) \frac{\bar{g}_{\mu}^{2}}{2 \epsilon}\right] \tag{6}
\end{equation*}
$$

where $n_{f}$ is the number of the quark flavors,

$$
\begin{equation*}
\bar{g}_{\mu}^{2}=\frac{g_{\mu}^{2} N \Gamma(1-\epsilon)}{(4 \pi)^{2+\epsilon}} . \tag{7}
\end{equation*}
$$

Let us stress that in this paper we will systematically use the perturbative expansion in terms of the bare coupling $g$.

The "real" part for the nonforward case in the LLA is $[1,21]$

$$
\begin{equation*}
\mathscr{K}_{r}^{(\mathscr{R}) \mathrm{B}}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\frac{g^{2} c_{R}}{(2 \pi)^{D-1}}\left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}+\mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2}}{\left(\mathbf{q}_{1}-\mathbf{q}_{2}\right)^{2}}-\mathbf{q}^{2}\right), \tag{8}
\end{equation*}
$$

where the superscript B means the LLA (Born) approximation and the color group coefficients $c_{R}$ for the singlet $(R=1)$ and octet $(R=8)$ cases are

$$
\begin{equation*}
c_{1}=N, \quad c_{8}=\frac{N}{2} . \tag{9}
\end{equation*}
$$

In the NLA, the "real" part of the kernel can be presented as [13]

$$
\begin{gather*}
\mathscr{K}_{r}^{(\mathscr{R})}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right) \\
=\int_{0}^{\infty} \frac{d s_{R R}}{(2 \pi)^{D}} \operatorname{Im} \mathscr{A}_{R R}^{(\mathscr{R})}\left(q_{1}, q_{2} ; \mathbf{q}\right) \theta\left(s_{\Lambda}-s_{R R}\right) \\
-\frac{1}{2} \int \frac{d^{D-2} r^{2}}{\mathbf{r}^{2} \mathbf{r}^{\prime 2}} \mathscr{U}_{r}^{(\mathscr{R}) \mathrm{B}}\left(\mathbf{q}_{1}, \mathbf{r} ; \mathbf{q}\right) \mathscr{K}_{r}^{(\mathscr{R}) \mathrm{B}}\left(\mathbf{r}, \mathbf{q}_{2} ; \mathbf{q}\right)  \tag{10}\\
\times \ln \left(\frac{s_{\Lambda}^{2}}{\left(\mathbf{r}-\mathbf{q}_{1}\right)^{2}\left(\mathbf{r}-\mathbf{q}_{2}\right)^{2}}\right) .
\end{gather*}
$$

Here, $\mathscr{A}_{R R}^{(\mathfrak{F})}\left(q_{1}, q_{2} ; \mathbf{q}\right)$ is the scattering amplitude of the Reggeons with the initial momenta $q_{1}=\beta p_{A}+q_{1 \perp}$ and $-q_{2}=\alpha p_{B}-q_{2 \perp}$ at the momentum transfer $q=q_{\perp}$ and the representation $\mathscr{R}$ of the color group in the $t$ channel, and $s_{R R}=\left(q_{1}-q_{2}\right)^{2}=s \alpha \beta-\left(\mathbf{q}_{1}-\mathbf{q}_{2}\right)^{2}$ is the squared invariant mass of the Reggeons. The $s_{R R}$-channel imaginary part $\operatorname{Im} \mathscr{A}_{R R}^{(\mathscr{R})}\left(q_{1}, q_{2} ; \mathbf{q}\right)$ is expressed in terms of the effective vertices for the production of particles in the Reggeon-Reggeon collisions [13]. The second term on the right-hand side of Eq. (10) serves for the subtraction of the contribution of the large $s_{R R}$ region in the first term, in order to avoid a double counting of this region in the BFKL equation. The intermediate parameter $s_{\Lambda}$ in (10) must be taken tending to infinity. At large $s_{R R}$, only the contribution of the two-gluon production does survive in the first integral, so that the dependence of $s_{\Lambda}$ disappears in (10) due to the factorization property of the two-gluon production vertex [13].

The remarkable properties of the kernel are

$$
\begin{gather*}
\mathscr{K}_{r}^{(\mathscr{R})}\left(\mathbf{0}, \mathbf{q}_{2} ; \mathbf{q}\right)=\mathscr{K}_{r}^{(\mathscr{R})}\left(\mathbf{q}_{1}, \mathbf{0} ; \mathbf{q}\right) \\
=\mathscr{K}_{r}^{(\mathscr{R})}\left(\mathbf{q}, \mathbf{q}_{2} ; \mathbf{q}\right)=\mathscr{K}_{r}^{(\mathscr{R})}\left(\mathbf{q}_{1}, \mathbf{q} ; \mathbf{q}\right)=0 \tag{11}
\end{gather*}
$$

and

$$
\begin{gather*}
\mathscr{K}_{r}^{(\mathscr{R})}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\mathscr{K}_{r}^{(\mathscr{R})}\left(\mathbf{q}_{1}^{\prime}, \mathbf{q}_{2}^{\prime} ;-\mathbf{q}\right)  \tag{12}\\
=\mathscr{K}_{r}^{(\mathscr{R})}\left(-\mathbf{q}_{2},-\mathbf{q}_{1} ;-\mathbf{q}\right) .
\end{gather*}
$$

The properties in (11) mean that the kernel turns into zero at zero transverse momenta of the Reggeons and follow from the gauge invariance; expressions (11) are the consequences of the symmetry of the imaginary part of the Reggeon-Reggeon scattering amplitude (see below (13)).

Using the operator $\hat{\mathscr{P}}_{\mathscr{R}}$ for the projection of the two-gluon color states in the $t$ channel on the irreducible representation $\mathscr{R}$ of the color group, we can represent the imaginary part of the Reggeon-Reggeon scattering amplitude entering (10) in the form

$$
\begin{align*}
& \operatorname{Im} \mathscr{A}_{R R}^{(\mathscr{R})}\left(q_{1}, q_{2} ; \mathbf{q}\right)=\frac{\left\langle c_{1} c_{1}^{\prime}\right| \hat{\mathscr{P}}_{\mathscr{R}}\left|c_{2} c_{2}^{\prime}\right\rangle}{2 n_{\mathscr{R}}}  \tag{13}\\
& \times \sum_{\{f\}} \int_{c_{1} c_{2}}^{\{f\}}\left(q_{1}, q_{2}\right)\left(\gamma_{c_{1} c_{2}^{\prime}}^{\{f\}}\left(q_{1}^{\prime}, q_{2}^{\prime}\right)\right)^{*} d \rho_{f} .
\end{align*}
$$

Here, $n_{\mathscr{R}}$ is the number of independent states in the representation $\mathscr{R}$, the sum $\{f\}$ is performed over all states $f$ which are produced in the Reggeon-Reggeon collisions and over all discrete quantum numbers of these states. $\gamma_{c_{1} c_{2}}^{\{f\}}\left(q_{1}, q_{2}\right)$ is the effective vertex for the production of the state $f$, and $d \rho_{f}$ is the phase space element for this state,

$$
\begin{align*}
d \rho_{f}= & \frac{1}{n!}(2 \pi)^{D} \delta^{(D)}\left(q_{1}-q_{2}-\sum_{i \in f} k_{i}\right) \\
& \times \prod_{i \in f} \frac{d^{D-1} k_{i}}{(2 \pi)^{D-1} \cdot 2 \epsilon_{i}}, \tag{14}
\end{align*}
$$

where $n$ is the number of identical particles in the state $f$. In the LLA, only the one-gluon production does contribute in (13), and Eq. (10) gives for the kernel its LLA value (8); in the NLA, the contributing states include also the two-gluon and the quark-antiquark states. The normalization of the corresponding vertices is defined in [13].

The most interesting representations $\mathscr{R}$ are the color singlet (Pomeron channel) and the antisymmetric color octet (gluon channel). We have for the singlet case

$$
\begin{equation*}
\left\langle c_{1} c_{1}^{\prime}\right| \hat{\mathscr{P}}_{1}\left|c_{2} c_{2}^{\prime}\right\rangle=\frac{\delta_{c_{1} c_{1}} \delta_{c_{2} c_{2}^{\prime}}}{N^{2}-1}, \quad n_{1}=1, \tag{15}
\end{equation*}
$$

and for the octet case

$$
\begin{equation*}
\left\langle c_{1} c_{1}^{\prime}\right| \hat{\mathscr{P}}_{8}\left|c_{2} c_{2}^{\prime}\right\rangle=\frac{f_{c_{1} c_{1}^{\prime} c} f_{c_{2} c_{2}^{\prime} c}}{N}, \quad n_{8}=N^{2}-1 \tag{16}
\end{equation*}
$$

where $f_{a b c}$ are the structure constants of the color group.

## 3. THE ONE-GLUON CONTRIBUTION TO THE KERNEL

The gluon contribution to the Reggeon-Reggeongluon (RRG) vertex was calculated in [3]. Recall that the complicated analytic structure [20,3] of the vertex is irrelevant in the NLA, where only the real parts of the production amplitudes do contribute (only these parts interfere with the LLA amplitudes, which are real). Recall also that, in the NLA, the vertex depends on the energy scale $s_{R}$ used in the Regge factors. In (10) and (13), it was assumed that $s_{R}=\mathbf{k}^{2}$, where $k$ is the produced gluon momentum. Neglecting the imaginary part, we have for the gluon contribution to the RRG vertex with this choice of $s_{R}$ [21]

$$
\begin{align*}
& \gamma_{c_{1} c_{2}}^{G}\left(q_{1}, q_{2}\right)=g T_{c_{1} c_{2}}^{d} e_{\mu}^{*}(k)\left\{C^{\mu}\left(q_{2}, q_{1}\right)\right. \\
& \quad \times\left[1+\frac{2 g^{2} N \Gamma(1-\epsilon)}{(4 \pi)^{2+\epsilon}}\left(f_{1}^{(G)}+f_{2}^{(G)}\right)\right] \\
& \quad+\left(\frac{p_{A}}{\left(k p_{A}\right)}-\frac{p_{B}}{\left(k p_{B}\right)}\right)_{\mu} \frac{g^{2} N \Gamma(1-\epsilon)}{(4 \pi)^{2+\epsilon}}  \tag{17}\\
& \left.\quad \times\left[f_{3}^{(G)}-\left(2 \mathbf{k}^{2}-\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right) f_{2}^{(G)}\right]\right\}
\end{align*}
$$

Here, $d$ is the color index of the product gluon, $e^{\mu}(k)$ is its polarization vector, $T_{c_{1} c_{2}}^{d}=-i f_{d c_{1} c_{2}}$ are the matrix elements of the color-group generator in the adjoint representation, $k=q_{1}-q_{2}$,

$$
\begin{align*}
C\left(q_{2}, q_{1}\right)= & -q_{1 \perp}-q_{2 \perp}+\left(q_{1}-q_{1 \perp}\right)\left(1-\frac{2 \mathbf{q}_{1}^{2}}{\mathbf{k}^{2}}\right) \\
& +\left(q_{2}-q_{2 \perp}\right)\left(1-\frac{2 \mathbf{q}_{2}^{2}}{\mathbf{k}^{2}}\right),  \tag{18}\\
2 f_{1}^{(G)}= & \frac{11}{6} \frac{\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}\right)}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)} \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)-\frac{1}{2} \ln ^{2}\left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right) \\
& -\left(\mathbf{k}^{2}\right)^{\epsilon}\left(\frac{1}{\epsilon^{2}}-3 \zeta(2)+2 \epsilon \zeta(3)\right),  \tag{19}\\
2 f_{2}^{(G)}= & \frac{\mathbf{k}^{2}}{3\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)^{2}}\left[\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}-2 \frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)} \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)\right],
\end{align*}
$$

$$
f_{3}^{(G)}=\frac{11}{3} \frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)} \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)+\frac{k^{2}}{6}
$$

where $\zeta(n)$ is a Riemann zeta function. Note that the one-loop contribution to the RRG vertex is not known for arbitrary $\epsilon$. Therefore, Eqs. (19), contrary to all the preceding formulas, are valid only in the limit $\epsilon \longrightarrow 0$. The only term of these equations which remains unexpanded in $\epsilon$ is $\left(\mathbf{k}^{2}\right)^{\epsilon}$. For this term, the expansion is not performed because the RRG vertex is singular at $\mathbf{k}^{2}=0$, and in subsequent integrations of its contribution to the kernel the region $\epsilon\left|\ln \left(\mathbf{k}^{2}\right)\right| \sim 1$ does contribute. In (19), all terms are retained, which gives, after these integrations, contributions nonvanishing in the limit $\epsilon \longrightarrow 0$.

The vertex (17) is explicitly invariant under the gauge transformation

$$
e^{\mu}(k) \longrightarrow e^{\mu}(k)+k^{\mu} \chi,
$$

so that we can use the relation

$$
\sum_{\lambda} e_{\mu}^{*(\lambda)}(k) e_{v}^{(\lambda)}(k)=-g_{\mu v}
$$

Substituting (17) into (13) and using (21) for the sum over polarizations and the relations

$$
\begin{aligned}
& \delta_{c_{1} c_{1}^{\prime}} \delta_{c_{2} c_{2}^{\prime}} T_{c_{1} c_{2}}^{d}\left(T_{c_{1}^{\prime} c_{2}^{\prime}}^{d}\right)^{*}=N\left(N^{2}-1\right), \\
& f_{c_{1} c_{1}^{\prime} c} f_{c_{2} c_{2}^{\prime} c} T_{c_{1} c_{2}}^{d}\left(T_{c_{1}^{\prime} c_{2}^{\prime}}^{d}\right)^{*}=N^{2}\left(N^{2}-1\right) / 2
\end{aligned}
$$

for the sum over color indices, with the help of Eqs. (18), (19), and (14)-(16), we obtain from (10) the gluon part of the contribution to the kernel from the one-gluon production in Reggeon-Reggeon collisions:

$$
\begin{aligned}
& \mathcal{K}_{R R G}^{G(\mathscr{R})}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\frac{g^{2} c_{\mathscr{R}}}{(2 \pi)^{D-1}}\left\{\left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}+\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2}}{\mathbf{k}^{2}}-\mathbf{q}^{2}\right)\right. \\
& \times\left(\frac{1}{2}+\frac{g^{2} N \Gamma(1-\epsilon)}{2(4 \pi)^{2+\epsilon}}\left[-\left(\mathbf{k}^{2}\right)^{\epsilon}\left(\frac{2}{\epsilon^{2}}-\pi^{2}+4 \epsilon \zeta(3)\right)\right.\right. \\
& \left.\left.-\ln ^{2}\left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)\right]\right)+\frac{g^{2} N \Gamma(1-\boldsymbol{\epsilon})}{6(4 \pi)^{2+\epsilon}}\left(\left[\frac{\mathbf{q}_{1}^{\prime 2}-\mathbf{q}_{2}^{\prime 2}}{\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}}\right.\right. \\
& \left.-\frac{\mathbf{k}^{2}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)^{2}}\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}+4 \mathbf{q}_{1}^{\prime} \cdot \mathbf{q}_{2}^{\prime}-2 \mathbf{q}^{2}\right)\right] \\
& \times\left[\frac{2 \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}} \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)-\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right]+11\left[\frac{2 \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}}\right.
\end{aligned}
$$

$$
\begin{gathered}
\left.\left.\left.+\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}-\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2}}{\mathbf{k}^{2}}-\frac{\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}}{\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}} \mathbf{q}^{2}\right] \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)-2 \mathbf{q}_{1}^{\prime} \cdot \mathbf{q}_{2}^{\prime}\right)\right\} \\
+\frac{g^{2} c_{\mathscr{R}}}{(2 \pi)^{D-1}}\left\{\mathbf{q}_{i} \longleftrightarrow \mathbf{q}_{i}^{\prime}\right\}
\end{gathered}
$$

The symmetry properties (12) of $\mathscr{K}_{R R G}^{G(\mathcal{R})}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)$ are evident from (23). The properties in (11) are not so evident, but can be easily checked.

## 4. THE TWO-GLUON PRODUCTION

Let us consider the production of two gluons with momenta $k_{1}$ and $k_{2}$ in collisions of two Reggeons with momenta $q_{1}$ and $-q_{2}$. We will use the Sudakov parametrization for the product-gluon momenta:

$$
\begin{gather*}
k_{i}=\beta_{i} p_{A}+\alpha_{i} p_{B}+k_{i \perp}, \\
s \alpha_{i} \beta_{i}=-k_{i \perp}^{2}=\mathbf{k}_{i}^{2}, \quad i=1,2,  \tag{24}\\
\beta_{1}+\beta_{2}=\beta, \quad \alpha_{1}+\alpha_{2}=\alpha, \\
k_{1 \perp}+k_{2 \perp}=q_{1 \perp}-q_{2 \perp},
\end{gather*}
$$

and the notation

$$
\begin{equation*}
k=k_{1}+k_{2}=q_{1}-q_{2}, \tag{25}
\end{equation*}
$$

so that $s_{R R}=k^{2}$. For the effective vertex of the two-gluon production in the Reggeon-Reggeon collision, we have

$$
\begin{gather*}
\gamma_{c_{1} c_{2}}^{G G}\left(q_{1}, q_{2}\right)=g^{2} e_{\alpha_{1}}^{*}\left(k_{1}\right) e_{\alpha_{2}}^{*}\left(k_{2}\right)  \tag{26}\\
\times\left[T_{c_{1} j}^{d_{1}} T_{j c_{2}}^{d_{2}} A^{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right)+T_{c_{1}, j}^{d_{2}} T_{j c_{2}}^{d_{1}} A^{\alpha_{2} \alpha_{1}}\left(k_{2}, k_{1}\right)\right],
\end{gather*}
$$

where $d_{i}$ are the color indices of the produced gluons, and $e^{\mu}\left(k_{i}\right)$ are their polarization vectors. The tensor $A^{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right)$ obtained in [2] satisfies the transversality conditions

$$
\begin{equation*}
k_{1}^{\alpha_{1}} A_{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right)=k_{2}^{\alpha_{2}} A_{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right)=0 . \tag{27}
\end{equation*}
$$

Due to these conditions, the two terms in (26) are separately invariant with respect to independent gauge transformations of the gluon polarization vectors

$$
\begin{equation*}
e^{\alpha}\left(k_{i}\right) \longrightarrow e^{\alpha}\left(k_{i}\right)+k_{i}^{\alpha} \chi_{i}, \tag{28}
\end{equation*}
$$

so that we can use different gauges for each of the produced gluons and for each of the terms. Choosing

$$
\begin{align*}
& e_{\alpha}\left(k_{1}\right) k_{1}^{\alpha}=e_{\alpha}\left(k_{1}\right) p_{1}^{\alpha}=0,  \tag{29}\\
& e_{\alpha}\left(k_{2}\right) k_{2}^{\alpha}=e_{\alpha}\left(k_{2}\right) p_{2}^{\alpha}=0,
\end{align*}
$$

we can present the polarization vectors as

$$
\begin{align*}
& e\left(k_{1}\right)=e_{\perp}\left(k_{1}\right)-\frac{\left(k_{1} e_{\perp}\left(k_{1}\right)\right)}{k_{1} p_{1}} p_{1}, \\
& e\left(k_{2}\right)=e_{\perp}\left(k_{2}\right)-\frac{\left(k_{2} e_{\perp}\left(k_{2}\right)\right)}{k_{2} p_{2}} p_{2}, \tag{30}
\end{align*}
$$

and their convolution with the tensor $A^{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right)$ as

$$
\begin{gather*}
e_{\alpha_{1}}^{*}\left(k_{1}\right) e_{\alpha_{2}}^{*}\left(k_{2}\right) A^{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right)  \tag{31}\\
\equiv \\
4 e_{\perp \alpha_{1}}^{*}\left(k_{1}\right) e_{\perp \alpha_{2}}^{*}\left(k_{2}\right) c^{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right) .
\end{gather*}
$$

The tensor $c^{\mu \nu}\left(k_{1}, k_{2}\right)$ in the transverse space was defined in [6]. It can be presented in the form

$$
\begin{gather*}
c^{\mu v}\left(k_{1}, k_{2}\right)=\frac{\left(q_{1}-k_{1}\right)_{\perp}^{\mu}\left(q_{1}-k_{1}\right)_{\perp}^{v}}{\tilde{t}_{1}} \\
-\frac{\left(q_{1}-k_{1}\right)_{\perp}^{\mu}}{k^{2}}\left(k_{1}-\frac{\beta_{1}}{\beta_{2}} k_{2}\right)_{\perp}^{v}+\left(k_{2}-\frac{\alpha_{2}}{\alpha_{1}} k_{1}\right)_{\perp}^{\mu} \frac{\left(q_{1}-k_{1}\right)_{\perp}^{v}}{k^{2}} \\
+\frac{k_{1 \perp}^{\mu} k_{1 \perp}^{v}}{k^{2}} \frac{t_{2}}{s \alpha_{1} \beta}+\frac{k_{2 \perp}^{\mu} k_{2 \perp}^{v}}{k^{2}} \frac{t_{1}}{s \alpha \beta_{2}}  \tag{32}\\
-\frac{k_{1 \perp}^{\mu} k_{2 \perp}^{v}}{k^{2}}\left(1+\frac{\tilde{t}_{1}}{s \alpha_{1} \beta_{2}}\right)+\frac{k_{2 \perp}^{\mu} k_{1 \perp}^{v}}{k^{2}}-\frac{1}{2} g_{\perp}^{\mu v}\left(1+\frac{\tilde{t}_{1}}{k^{2}}\right. \\
\left.+\frac{s \alpha_{1} \beta_{2}}{\tilde{t}_{1}}-\frac{s \alpha_{2} \beta_{1}}{k^{2}}+\frac{s \alpha_{1} \beta_{2}}{k^{2}}-\frac{\alpha_{2} t_{1}}{\alpha k^{2}}-\frac{\beta_{1} t_{2}}{\beta k^{2}}\right),
\end{gather*}
$$

where the notation

$$
\begin{equation*}
t_{i}=q_{i \perp}^{2}, \quad i=1,2 ; \quad \tilde{t}_{1}=\left(q_{1}-k_{1}\right)^{2} \tag{33}
\end{equation*}
$$

is used, and $g_{\perp}^{\mu \nu}$ is the metric tensor in the transverse plane,

$$
\begin{equation*}
g_{\perp}^{\mu \nu}=g^{\mu \nu}-\frac{p_{A}^{\mu} p_{B}^{\nu}+p_{B}^{\mu} p_{A}^{\nu}}{\left(p_{A} p_{B}\right)} \tag{34}
\end{equation*}
$$

Since different gauges are used for each of the produced gluons, to obtain the contribution of the second term in (26) one has to change not only $k_{1} \longleftrightarrow k_{2}$ in the contribution of the first term, but also the gauges $e(k) p_{1}=0 \longleftrightarrow e(k) p_{2}=0$, so that

$$
\begin{gather*}
e_{\alpha_{1}}^{*}\left(k_{1}\right) e_{\alpha_{2}}^{*}\left(k_{2}\right) A^{\alpha_{2} \alpha_{1}}\left(k_{2}, k_{1}\right)  \tag{35}\\
=4 e_{\perp \alpha_{1}}^{*}\left(k_{1}\right) e_{\perp \alpha_{2}}^{*}\left(k_{2}\right) \Omega^{\alpha_{1} \beta_{1}}\left(k_{1}\right) \Omega^{\alpha_{2} \beta_{2}}\left(k_{2}\right) c_{\beta_{2} \beta_{1}}\left(k_{2}, k_{1}\right),
\end{gather*}
$$

where

$$
\begin{equation*}
\Omega^{\alpha \beta}(k)=g_{\perp}^{\alpha \beta}-2 \frac{k_{\perp}^{\alpha} k_{\perp}^{\beta}}{k_{\perp}^{2}} . \tag{36}
\end{equation*}
$$

In order to calculate the two-gluon contribution to the imaginary part of the Reggeon-Reggeon scattering amplitude (13) entering Eq. (10) for the kernel, we need
to sum over gluon polarizations and color indices. The first sum can be obtained using the relation

$$
\begin{equation*}
\sum_{\lambda}\left(e_{\perp}^{\alpha(\lambda)}(k)\right)^{*} e_{\perp}^{\beta(\lambda)}(k)=-g_{\perp}^{\alpha \beta} \tag{37}
\end{equation*}
$$

and the second, for the most interesting singlet and octet representations, with the help of

$$
\begin{gather*}
\delta_{c_{1} c_{1}^{\prime}} \delta_{c_{2} c_{2}} T_{c_{1} i}^{d_{1}} T_{i c_{2}}^{d_{2}} T_{c_{1}^{\prime} j}^{d_{1}} T_{j c_{2}^{\prime}}^{d_{2}}=N^{2}\left(N^{2}-1\right) \\
\delta_{c_{1} c_{1}^{\prime}} \delta_{c_{2} c_{2}^{\prime}} T_{c_{1} i}^{d_{1}} T_{i c_{2}}^{d_{2}} T_{c_{1}^{\prime} j}^{d_{2}} T_{j c_{2}^{\prime}}^{d_{1}}=\frac{N^{2}\left(N^{2}-1\right)}{2} \\
f_{c_{1} c_{1}^{\prime} c} f_{c_{2} c_{2}^{\prime} c} T_{c_{1} i}^{d_{1} i} T_{i c_{2}}^{d_{2}} T_{c_{1}^{\prime} j}^{d_{1}} T_{j c_{2}^{\prime}}^{d_{2}}=\frac{N^{3}\left(N^{2}-1\right)}{4}  \tag{38}\\
f_{c_{1} c_{1}^{\prime} c} f_{c_{2} c_{2}^{\prime} c} T_{c_{1} i}^{d_{1}} T_{i c_{2}}^{d_{2}} T_{c_{1}^{\prime} j}^{d_{2}} T_{j c_{2}^{\prime}}^{d_{1}}=0
\end{gather*}
$$

Using these formulas, we obtain

$$
\begin{gather*}
\frac{\left\langle c_{1} c_{1}^{\prime}\right| \hat{\mathscr{P}}_{\mathscr{R}}\left|c_{2} c_{2}^{\prime}\right\rangle}{2 n_{\mathscr{R}}} \sum_{G G} \gamma_{c_{1} c_{2}}^{G G}\left(q_{1}, q_{2}\right)\left(\gamma_{c_{1}^{\prime} c_{2}^{\prime}}^{G G}\left(q_{1}^{\prime}, q_{2}^{\prime}\right)\right)^{*} \\
=8 g^{4} N^{2}\left[\left(a_{R} c^{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right) c_{\alpha_{1} \alpha_{2}}^{\prime}\left(k_{1}, k_{2}\right)\right.\right.  \tag{39}\\
\left.+b_{R} c_{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right) c_{\beta_{2} \beta_{1}}^{\prime}\left(k_{2}, k_{1}\right) \Omega^{\alpha_{1} \beta_{1}}\left(k_{1}\right) \Omega^{\alpha_{2} \beta_{2}}\left(k_{2}\right)\right) \\
\left.+\left(k_{1} \longleftrightarrow k_{2}\right)\right],
\end{gather*}
$$

where $c_{\alpha_{1} \alpha_{2}}^{\prime}\left(k_{1}, k_{2}\right)$ is obtained from $c_{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right)$ by the substitution $q_{i} \longrightarrow q_{i}^{\prime}$ and the coefficients $a_{R}$ and $b_{R}$ for the singlet $(R=1)$ and octet $(R=8)$ representations are

$$
\begin{equation*}
a_{0}=1, \quad b_{0}=\frac{1}{2} ; \quad a_{8}=\frac{1}{4}, \quad b_{8}=0 \tag{40}
\end{equation*}
$$

Evidently the term $\left(k_{1} \longleftrightarrow k_{2}\right)$ in (39) gives the same contribution to the kernel as the preceding terms, so that in the following only these terms will be considered and their contribution to the kernel will be doubled.

To perform in Eqs. (10) and (13) the integration over longitudinal components of the produced gluon momenta, we will use the variable $x \equiv \beta_{1} / \beta$, so that

$$
\begin{equation*}
x_{1}=x, \quad x_{2}=1-x, \quad x_{i}=\frac{\beta_{i}}{\beta}, \quad i=1,2 \tag{41}
\end{equation*}
$$

The alternative choice is $y$, with

$$
\begin{equation*}
y_{2}=y, \quad y_{1}=1-y, \quad y_{i}=\frac{\alpha_{i}}{\alpha}, \quad i=1,2 \tag{42}
\end{equation*}
$$

The variables $x$ and $y$ are connected by the relations

$$
\begin{equation*}
y=\frac{x \mathbf{k}_{2}^{2}}{x \mathbf{k}_{2}^{2}+(1-x) \mathbf{k}_{1}^{2}}, \quad x=\frac{y \mathbf{k}_{1}^{2}}{y \mathbf{k}_{1}^{2}+(1-y) \mathbf{k}_{2}^{2}} \tag{43}
\end{equation*}
$$

which are inverse to each other. Recall that the vector sign is used for the transverse components. The integration measure in (10) and (13) with allowance for (14)
has the same form for both choices:

$$
\begin{gathered}
\frac{d k^{2}}{2 \pi} d \rho_{G G}=\frac{d x}{4 x(1-x)} \frac{d^{D-2} k_{1}}{(2 \pi)^{(D-1)}} \\
=\frac{d y}{4 y(1-y)} \frac{d^{D-2} k_{2}}{(2 \pi)^{(D-1)}} \\
1 \geq x \geq 0, \quad 1 \geq y \geq 0
\end{gathered}
$$

Note that

$$
\begin{equation*}
\mathbf{k}_{1}+\mathbf{k}_{2}=\mathbf{k}=\mathbf{q}_{1}-\mathbf{q}_{2}=\mathbf{q}_{1}^{\prime}-\mathbf{q}_{2}^{\prime} \tag{45}
\end{equation*}
$$

is fixed.
The important symmetry properties of the convolutions

$$
\begin{equation*}
f_{a}\left(k_{1}, k_{2}\right)=c^{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right) c_{\alpha_{1} \alpha_{2}}^{\prime}\left(k_{1}, k_{2}\right) \tag{46}
\end{equation*}
$$

and

$$
\begin{gather*}
f_{b}\left(k_{1}, k_{2}\right) \\
=c_{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right) c_{\beta_{2} \beta_{1}}^{\prime}\left(k_{2}, k_{1}\right) \Omega^{\alpha_{1} \beta_{1}}\left(k_{1}\right) \Omega^{\alpha_{2} \beta_{2}}\left(k_{2}\right) \tag{47}
\end{gather*}
$$

entering (39) are their invariance with respect to the "left-right" transformation

$$
\begin{gather*}
\mathbf{k}_{1} \longleftrightarrow \mathbf{k}_{2}, \quad \alpha_{1} \longleftrightarrow \beta_{2}, \quad \alpha_{2} \longleftrightarrow \beta_{1}, \\
\mathbf{q}_{1} \longleftrightarrow-\mathbf{q}_{2}, \quad \mathbf{q}_{1}^{\prime} \longleftrightarrow-\mathbf{q}_{2}^{\prime} . \tag{48}
\end{gather*}
$$

This invariance follows from the transformation law for the tensor $c^{\mu v}\left(k_{1}, k_{2}\right)$. It is easily seen from (32) that this tensor reduces $c^{v \mu}\left(k_{1}, k_{2}\right)$ under transformation (48). In terms of the variables $\mathbf{k}_{i}, x$, and $y$, this transformation is represented as
$\mathbf{k}_{1} \longleftrightarrow \mathbf{k}_{2}, x \longleftrightarrow y, \mathbf{q}_{1} \longleftrightarrow-\mathbf{q}_{2}, \mathbf{q}_{1}^{\prime} \longleftrightarrow-\mathbf{q}_{2}^{\prime}$.
One can check by a direct inspection that the tensor $c^{\mu v}\left(k_{1}, k_{2}\right)$ (32) is equal to zero when the transverse momentum of one the Reggeons is zero, $\mathbf{q}_{1}=\mathbf{0}$ or $\mathbf{q}_{2}=\mathbf{0}$. This guarantees another important property of the functions $f_{a}\left(k_{1}, k_{2}\right)$ and $f_{b}\left(k_{1}, k_{2}\right)$-they vanish at zero transverse momenta of the Reggeons [compare with (11)].

Let us adopt the first choice ( $x, \mathbf{k}_{1}$ ) of variables for the integration in Eqs. (10) and (13). The two-gluon contribution to the kernel is then represented in the form

$$
\begin{gather*}
\mathscr{K}_{R R G G}^{(\mathscr{R})}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\frac{4 g^{2} N^{2}}{(2 \pi)^{D-1}} \int \frac{d^{D-2} k_{1}}{(2 \pi)^{(D-1)}} \\
\times \int_{0}^{1} \frac{d x \theta\left(s_{\Lambda}-k^{2}\right)}{x(1-x)}\left[a_{R} f_{a}\left(k_{1}, k_{2}\right)+b_{R} f_{b}\left(k_{1}, k_{2}\right)\right]  \tag{50}\\
-\frac{1}{2} \int \frac{d^{D-2} r^{2} \mathscr{r}^{\prime 2}}{\mathbf{r}_{r}^{(\mathscr{R}) \mathrm{B}}\left(\mathbf{q}_{1}, \mathbf{r} ; \mathbf{q}\right) \mathscr{H}_{r}^{(\mathscr{R}) \mathrm{B}}\left(\mathbf{r}, \mathbf{q}_{2} ; \mathbf{q}\right)} \\
\times \ln \left(\frac{s_{\Lambda}^{2}}{\left(\mathbf{r}-\mathbf{q}_{1}\right)^{2}\left(\mathbf{r}-\mathbf{q}_{2}\right)^{2}}\right)
\end{gather*}
$$

where the group coefficients $a_{R}$ and $b_{R}$ are defined in (40) and the functions $f_{a}\left(k_{1}, k_{2}\right)$ and $f_{b}\left(k_{1}, k_{2}\right)$ in (46) and (47), respectively. The functions must be expressed in terms of $x$ and $\mathbf{k}_{1}$. It can be done by using (41) and the relations

$$
\begin{gather*}
k^{2}=\frac{\left((1-x) \mathbf{k}_{1}-x \mathbf{k}_{2}\right)^{2}}{x(1-x)}, \\
\tilde{t}_{1}=-\frac{1}{x}\left((1-x) \mathbf{k}_{1}^{2}+x\left(\mathbf{k}_{1}-\mathbf{q}_{1}\right)^{2}\right),  \tag{51}\\
\mathbf{k}_{1}+\mathbf{k}_{2}=\mathbf{k}, \quad t_{i}=\mathbf{q}_{i}^{2}, \quad \alpha_{i}=\frac{\mathbf{k}_{i}^{2}}{s \beta_{i}}, \quad i=1,2 .
\end{gather*}
$$

To understand the behavior of the functions $f_{a}\left(k_{1}, k_{2}\right)$ and $f_{b}\left(k_{1}, k_{2}\right)$ in the integration region of (50), it is convenient to express the tensor $c^{\mu \nu}\left(k_{1}, k_{2}\right)$ in (32) in terms of $x$ and $\mathbf{k}_{1}$. After this, it is not difficult to show that, for any $x$ in the interval $[0,1]$, the tensor decreases in proportion to $1 / \mathbf{k}_{1}^{2}$, so that the integration over $\mathbf{k}_{1}$ is well convergent in the ultraviolet region. As for the $x$ behavior at fixed $\mathbf{k}_{1}$, it is easy to see that in the limit $x \longrightarrow 0$ the tensor $c^{\alpha_{1} \alpha_{2}}\left(k_{1}, k_{2}\right)$ tends to zero, whereas at $x \longrightarrow$ 1 the tensor has a finite value. It means that the function $f_{b}\left(k_{1}, k_{2}\right)$ [see (47)] turns to zero both at $x=0$ and $x=1$, so that performing the integration of the term with $f_{b}\left(k_{1}\right.$, $k_{2}$ ) in (50) we can ignore the restrictions on the integration region imposed by $\theta\left(s_{\Lambda}-k^{2}\right)$. Recall that the parameter $s_{\Lambda}$ must be taken tending to infinity, therefore, due to the convergence of the integral over $\mathbf{k}_{1}$ in the ultraviolet region, the restrictions have the form

$$
\begin{equation*}
1-\frac{\mathbf{k}_{2}^{2}}{s_{\Lambda}} \geq x \geq \frac{\mathbf{k}_{1}^{2}}{s_{\Lambda}} \tag{52}
\end{equation*}
$$

From the discussion above, it is clear that the restriction from below does not play any role, but the upper limit is important for the integration of $f_{a}\left(k_{1}, k_{2}\right)$ in (50).

The limit $x \longrightarrow 1$ corresponds to the multi-Regge limit of large relative rapidities of the produced gluons, so that the value of $f_{a}\left(k_{1}, k_{2}\right)$ at this limit is related to the LLA kernel $\mathscr{K}_{r}^{(\mathscr{R}) \mathrm{B}}$. Indeed, by using (41) and (51), we find from (32) that

$$
\begin{gathered}
\left.c^{\mu \nu}\left(k_{1}, k_{2}\right)\right|_{x=1}=\frac{-1}{\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}}\left[q_{1}-k_{1}+\frac{\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}}{\mathbf{k}_{1}^{2}} k_{1}\right]_{\perp}^{\mu} \\
\times\left[q_{1}-k_{1}-\frac{\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}}{\mathbf{k}_{2}^{2}} k_{2}\right]_{\perp}^{v} .
\end{gathered}
$$

This result and Eqs. (30), (31), and (18) give us the relation

$$
\begin{gather*}
\left.e_{\mu}^{*}\left(k_{1}\right) e_{v}^{*}\left(k_{2}\right) A^{\mu v}\left(k_{1}, k_{2}\right)\right|_{x=1} \\
=-\frac{e_{\mu}^{*}\left(k_{1}\right) C^{\mu}\left(q_{1}-k_{1}, q_{1}\right) e_{v}^{*}\left(k_{2}\right) C^{v}\left(q_{2}, q_{1}-k_{1}\right)}{\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}}, \tag{54}
\end{gather*}
$$

which means that in the multi-Regge limit, the vertex for the two-gluon production is expressed in terms of the one-gluon production vertices. For the function $f_{a}\left(k_{1}, k_{2}\right)$ (46), we obtain from (53), using (8),

$$
\begin{aligned}
& \left.\left(\frac{2 g^{2} c_{R}}{(2 \pi)^{D-1}}\right)^{2} f_{a}\left(k_{1}, k_{2}\right)\right|_{x=1}=\frac{1}{\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}\left(\mathbf{q}_{1}^{\prime}-\mathbf{k}_{1}\right)^{2}} \\
& \quad \times \mathscr{H}_{r}^{(\Re) \mathrm{B}}\left(\mathbf{q}_{1}, \mathbf{q}_{1}-\mathbf{k}_{1} ; \mathbf{q}\right) \mathscr{K}_{r}^{(\mathscr{R}) \mathrm{B}}\left(\mathbf{q}_{1}-\mathbf{k}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right) .
\end{aligned}
$$

Therefore, the subtraction term in (50) can be written as

$$
\begin{align*}
& -\frac{1}{2} \int \frac{d^{D-2}}{\mathbf{r}^{2} \mathbf{r}^{\prime 2}} \mathscr{K}_{r}^{(\mathscr{R}) \mathrm{B}}\left(\mathbf{q}_{1}, \mathbf{r} ; \mathbf{q}\right) \mathscr{K}_{r}^{(\Re) \mathrm{B}}\left(\mathbf{r}, \mathbf{q}_{2} ; \mathbf{q}\right) \\
& \times \ln \left(\frac{s_{\Lambda}^{2}}{\left(\mathbf{r}-\mathbf{q}_{1}\right)^{2}\left(\mathbf{r}-\mathbf{q}_{2}\right)^{2}}\right)=-\frac{1}{2}\left(\frac{2 g^{2} c_{R}}{(2 \pi)^{D-1}}\right)^{2}  \tag{55}\\
& \times\left.\int d^{D-2} k_{1} \int_{\mathbf{k}_{1}^{2} / s_{\Lambda}}^{1-\mathbf{k}_{2}^{2} / s_{\Lambda}} \frac{d x}{x(1-x)} f_{a}\left(k_{1}, k_{2}\right)\right|_{x=1} .
\end{align*}
$$

Taking into account that $c_{R}^{2}=N^{2} a_{R}$ [compare (9) and (40)], we obtain that the two-gluon contribution to the kernel can be presented as

$$
\begin{gather*}
\mathscr{K}_{R R G G}^{(\mathcal{R})}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\frac{4 g^{4} N^{2}}{(2 \pi)^{D-1}} \int_{0}^{1} \frac{d x}{x(1-x)} \\
\times \int \frac{d^{2+2 \epsilon} k_{1}}{(2 \pi)^{D-1}}\left\{a_{R}\left[f_{a}\left(k_{1}, k_{2}\right)-x\left(\left.f_{a}\left(k_{1}, k_{2}\right)\right|_{x=1}\right)\right]\right.  \tag{56}\\
\left.\quad+b_{R} f_{b}\left(k_{1}, k_{2}\right)\right\}+\frac{2 g^{4} N^{2}}{(2 \pi)^{D-1}} \\
\times\left.\int \frac{d^{2+2 \epsilon} k_{1}}{(2 \pi)^{D-1}} a_{R} f_{a}\left(k_{1}, k_{2}\right)\right|_{x=1} \ln \left(\frac{k_{1}^{2}}{k_{2}^{2}}\right) .
\end{gather*}
$$

Recall that, from general arguments, the kernel must be symmetric [see (12)] with respect to the substitutions $\mathbf{q}_{i} \longleftrightarrow \mathbf{q}_{i}^{\prime}, i=1,2$, and $\mathbf{q}_{1} \longleftrightarrow-\mathbf{q}_{2}, \mathbf{q}_{1}^{\prime} \longleftrightarrow-\mathbf{q}_{2}^{\prime}$ (note that at both of them $\mathbf{q}$ changes its sign). The symmetries of the two-gluon contribution to the kernel can be explicitly demonstrated using representation (50). First of all, it is easy to show with the help of expression (8) for the Born kernel that the subtraction term is symmetric under these substitutions. After this, the symme-
try of the total contribution under the first transformation follows from the evident invariance of the convolutions in (46) and (47) under this transformation. The symmetry under the second transformation follows from the invariance of these convolutions as well as the integration measure [see (44)] with respect to the "leftright" transformation given by (48) and (49). Turning to (56), we see that the contribution of $f_{b}\left(k_{1}, k_{2}\right)$ is symmetric with respect to both transformations. As for the terms with $f_{a}\left(k_{1}, k_{2}\right)$, the last of them gives the contribution antisymmetric under the substitution $\mathbf{q}_{1} \longleftrightarrow-\mathbf{q}_{2}$, $\mathbf{q}_{1}^{\prime} \longleftrightarrow-\mathbf{q}_{2}^{\prime}$. Therefore, this term can be omitted together with antisymmetric contributions from the remaining terms. So, the total contribution of all three terms with $f_{a}\left(k_{1}, k_{2}\right)$ can be obtained by integration of the first term with respect to $x$ from zero to $1-\delta$ at arbitrary small $\delta$ with subsequent omission of terms proportional to $\ln \delta$ and terms antisymmetric under the substitution $\mathbf{q}_{1} \longleftrightarrow-\mathbf{q}_{2}, \mathbf{q}_{1}^{\prime} \longleftrightarrow-\mathbf{q}_{2}^{\prime}$.

## 5. THE TWO-GLUON CONTRIBUTION TO THE OCTET KERNEL

Up to now, our results could be used for any color representation $\mathscr{R}$. Starting from this point, we will consider only the case of the gluon channel (antisymmetric octet representation). In this case, only the function $f_{a}\left(k_{1}, k_{2}\right)$ does contribute to the kernel. From the discussion at the end of the preceding section, it follows that the two-gluon contribution to the octet kernel can be presented as

$$
\begin{align*}
& \mathscr{K}_{R R G G}^{(8)}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\frac{g^{4} N^{2}}{(2 \pi)^{D-1}} \hat{\mathscr{S}} \\
& \times \int_{0}^{1} \frac{d x}{(1-x)_{+}} \int \frac{d^{2+2 \epsilon} k_{1}}{(2 \pi)^{D-1}} \frac{f_{a}\left(k_{1}, k_{2}\right)}{x}, \tag{57}
\end{align*}
$$

where $\hat{\mathscr{S}}$ denotes the operator of symmetrization with respect to the substitution $\mathbf{q}_{1} \longleftrightarrow-\mathbf{q}_{2}, \mathbf{q}_{1}^{\prime} \longleftrightarrow-\mathbf{q}_{2}^{\prime}$ and $(1-x)_{+}$means the subtraction

$$
\begin{equation*}
\int_{0}^{1} \frac{d x}{(1-x)_{+}} f(x) \equiv \int_{0}^{1} \frac{d x}{(1-x)}[f(x)-f(1)] . \tag{58}
\end{equation*}
$$

According to (46), the function $f_{a}\left(k_{1}, k_{2}\right)$ is determined by the convolution of the tensor $c^{\mu \nu}\left(k_{1}, k_{2}\right)$ given by (32) with the tensor $c_{\mu \nu}^{\prime}\left(k_{1}, k_{2}\right)$ given by the same formula with the substitution $q_{i} \longrightarrow q_{i}^{\prime} \equiv q_{i}-q$. We obtain (details of the calculation are given in Appendix A)

$$
f_{a}\left(k_{1}, k_{2}\right)=\left\{\frac { 1 + \epsilon } { k ^ { 2 } } \left[\frac { x ^ { 2 } ( 1 - x ) } { \Sigma } \mathbf { q } _ { 1 } ^ { \prime 2 } \left(\mathbf{q}_{1} \cdot \boldsymbol{\Lambda}\right.\right.\right.
$$

$$
\begin{align*}
& \left.\left.+(1-2 x)(1-x) \frac{\mathbf{q}_{1}^{2}(\boldsymbol{\Lambda} \cdot \mathbf{k})}{\Sigma}\right)+\frac{\left(\mathbf{q}_{1}^{\prime} \cdot \boldsymbol{\Lambda}\right)\left(\mathbf{q}_{1} \cdot \boldsymbol{\Lambda}\right)}{k^{2}}\right] \\
& +\frac{x(1-x) \mathbf{q}_{1}^{\prime 2}}{k^{2} \Sigma}\left(\frac{x(1-x) \mathbf{q}_{1}^{2}}{2 k^{2} \Sigma} k_{\perp}^{\mu} k_{\perp}^{v}-\frac{k_{\perp}^{\mu} q_{1 \perp}^{v}}{k^{2}}\right) \\
& \times\left(2(1+\epsilon) \Lambda_{\mu} \Lambda_{v}+\Lambda^{2} g_{\mu v}^{\perp}\right)+\frac{x^{2} \mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2}}{4 \mathbf{k}_{1}^{2} \Sigma}+\frac{x \mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2}}{4(1-x) \mathbf{k}_{1}^{2} k^{2}} \\
& +\left(\frac{x(1-x)}{\Sigma}\right)^{2} \frac{\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{1}^{2}}{2}\left(\frac{1+\epsilon}{2}-(3+2 \epsilon) x(1-x)\right) \\
& -\frac{x(1-x) \mathbf{q}_{1}^{\prime 2}}{2 k^{2} \Sigma}\left[( 1 - x ) \left((1+\epsilon)\left(2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)-x \mathbf{q}_{1}^{2}\right)\right.\right. \\
& \left.\left.-\epsilon x\left(\mathbf{k}^{2}-\mathbf{q}_{2}^{2}\right)\right)-(1+\epsilon) \mathbf{k}_{2}^{2}+2 \mathbf{q}_{2}^{2}\right]+\frac{x \mathbf{q}_{1}^{2} \mathbf{q}^{2}}{4 \tilde{t}_{1} \mathbf{k}_{1}^{2}} \\
& -\left(\mathbf{q}_{1} \cdot \mathbf{q}\right)(1-x) \frac{\left(\mathbf{q}_{1}^{\prime 2}-2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)\right)}{\tilde{t}_{1} \tilde{t}_{1}^{\prime}}+\frac{(1+\epsilon)(1-x)^{2}}{4}  \tag{59}\\
& \times \frac{\left(\mathbf{q}_{1}^{\prime 2}-2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)\right)\left(\mathbf{q}_{1}^{2}-2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\right)}{\tilde{t}_{1} \tilde{t}_{1}^{\prime}} \\
& +\frac{1}{k^{2} t_{1}}\left[2\left(\left(\mathbf{q}_{1} \cdot \mathbf{q}_{2}\right)\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)-\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{q}_{2}\right)\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\right)\right. \\
& +x \mathbf{q}_{2}^{\prime 2} \mathbf{q}_{1}^{2}-x \mathbf{k}^{2}\left(\mathbf{q}_{1} \cdot \mathbf{q}\right)+\mathbf{q}_{1}^{2}\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{q}\right) \\
& -\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2} \frac{(1-x) \mathbf{k}_{1}^{2}}{\Sigma}+\frac{1+\boldsymbol{\epsilon}}{2}(1-x) \\
& \times\left\{\left(\mathbf{q}_{1}^{2}-2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\right)\left(\mathbf{q}_{1}^{\prime 2}(1-x)-2\left(\mathbf{q}_{1}^{\prime} \cdot \boldsymbol{\Lambda}\right)\right)\right. \\
& \left.\left.+\frac{\mathbf{k}_{1}^{2} \mathbf{k}_{2}^{2} \mathbf{q}_{1}^{\prime 2}}{\Sigma}\right\}\right]+\frac{\left(\mathbf{q}^{2}\right)^{2}}{8 \tilde{t}_{1} \tilde{t}_{1}^{\prime}}+\frac{x \mathbf{q}_{1}^{2} \mathbf{q}^{2} \mathbf{k}^{2}}{4 k^{2} \tilde{t}_{1} \mathbf{k}_{1}^{2}}-\frac{x \mathbf{q}_{1}^{\prime 2}\left(\mathbf{q}_{2}^{2}\right)^{2}}{4 k^{2} \Sigma \tilde{t}_{1}} \\
& -\frac{x \mathbf{q}_{2}^{\prime 2}\left(\mathbf{q}_{1}^{2}\right)^{2}}{4 k^{2} \tilde{t}_{1} \mathbf{k}_{1}^{2}}+\frac{x \mathbf{q}_{2}^{2}\left(\mathbf{q}_{1}^{2}\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{k}_{1}\right)-\mathbf{q}_{1}^{\prime 2}\left(\mathbf{q}_{1} \cdot \mathbf{k}_{1}\right)\right)}{2(1-x) k^{2} \tilde{t}_{1} \mathbf{k}_{1}^{2}} \\
& \left.-\frac{\mathbf{q}_{2}^{2}\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{q}\right)}{2(1-x) k^{2} \tilde{t}_{1}}\right\}+\left\{\mathbf{q}_{i} \longleftrightarrow \mathbf{q}_{i}^{\prime}\right\},
\end{align*}
$$

where $\tilde{t}_{1}^{\prime}$ is obtained from $\tilde{t}_{1}$ (51) by the substitution

$$
\begin{array}{cc}
\mathbf{q}_{1} \longrightarrow \mathbf{q}_{1}^{\prime} & \\
& \Lambda=\left((1-x) k_{1}-x k_{2}\right)_{\perp}, \\
& \Sigma=\mathbf{\Lambda}^{2}+x(1-x) \mathbf{k}^{2} . \tag{60}
\end{array}
$$

Unfortunately, integral (57) cannot be expressed in terms of elementary functions (and dilogarithms) at arbitrary $\epsilon$. Therefore, we present the result (see details of the integration in Appendix B) in a "combined" form, leaving untouched the terms in $f_{a}\left(k_{1}, k_{2}\right)$ which cannot be integrated in elementary functions:

$$
\begin{aligned}
& \mathscr{K}_{R R G G}^{(8)}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\frac{4 g^{4} N^{2} \Gamma(1-\boldsymbol{\epsilon})}{(4 \pi)^{D} \pi^{1+\epsilon}} \frac{\Gamma^{2}(1+\epsilon)}{\Gamma(1+2 \epsilon)} \\
& \times\left\{\frac { ( \mathbf { k } ^ { 2 } ) ^ { \boldsymbol { \epsilon } - 1 } } { 4 \boldsymbol { \epsilon } } \left[( \mathbf { q } _ { 1 } ^ { \prime 2 } \mathbf { q } _ { 2 } ^ { 2 } + \mathbf { q } _ { 2 } ^ { \prime 2 } \mathbf { q } _ { 1 } ^ { 2 } ) \left(\frac{1}{\boldsymbol{\epsilon}}+\psi(1)+\psi(1+\boldsymbol{\epsilon})\right.\right.\right. \\
& \left.\left.-2 \psi(1+2 \epsilon)-\frac{11+7 \epsilon}{2(1+2 \epsilon)(3+2 \epsilon)}\right)-\frac{\mathbf{q}^{2} \mathbf{k}^{2}}{\boldsymbol{\epsilon}}\right] \\
& +\frac{\left(\mathbf{q}^{2}\right)^{\epsilon+1}}{4 \epsilon}\left(-\frac{1}{\epsilon}+\psi(1)-\psi(1-\boldsymbol{\epsilon})+2 \psi(1+\boldsymbol{\epsilon})\right. \\
& \left.-2 \psi(1+2 \epsilon)-\frac{11+7 \epsilon}{2(1+2 \epsilon)(3+2 \epsilon)}\right) \\
& -\frac{11+7 \boldsymbol{\epsilon}}{4 \epsilon(1+2 \epsilon)(3+2 \epsilon)} \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2} \frac{\left(\mathbf{q}_{1}^{2}\right)^{\epsilon}-\left(\mathbf{q}_{2}^{2}\right)^{\epsilon}}{\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}} \\
& +\frac{\mathbf{q}^{2}}{\epsilon(1+2 \epsilon)} \frac{\left(\mathbf{q}_{1}^{2}\right)^{\epsilon+1}-\left(\mathbf{q}_{2}^{2}\right)^{\epsilon+1}}{\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}}+\frac{\mathbf{q}^{2}}{4 \epsilon}\left(\frac{1}{2 \epsilon}-\psi(1+\boldsymbol{\epsilon})\right. \\
& +\psi(1+2 \boldsymbol{\epsilon}))\left(\left(\mathbf{q}_{1}^{2}\right)^{\epsilon}+\left(\mathbf{q}_{2}^{2}\right)^{\epsilon}\right)+\frac{1}{8 \epsilon(1+2 \epsilon)(3+2 \boldsymbol{\epsilon})} \\
& \times\left[\left(2(1+\boldsymbol{\epsilon}) \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}\left(\left(\mathbf{q}_{1}^{2}\right)^{\epsilon}-\left(\mathbf{q}_{2}^{2}\right)^{\epsilon}\right)-\boldsymbol{\epsilon}\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}\right)\right.\right. \\
& \left.\times\left(\left(\mathbf{q}_{1}^{2}\right)^{\epsilon+1}-\left(\mathbf{q}_{2}^{2}\right)^{\epsilon+1}\right)\right)\left(\frac { \mathbf { k } ^ { 2 } } { ( \mathbf { q } _ { 1 } ^ { 2 } - \mathbf { q } _ { 2 } ^ { 2 } ) ^ { 3 } } \left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}+2 \mathbf{q}_{1}^{\prime 2}\right.\right. \\
& \left.\left.+2 \mathbf{q}_{2}^{\prime 2}-2 \mathbf{k}^{2}-2 \mathbf{q}^{2}\right)-\frac{\mathbf{q}_{1}^{\prime 2}-\mathbf{q}_{2}^{\prime 2}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)^{2}}\right) \\
& +\frac{\left(\mathbf{q}_{1}^{2}\right)^{\epsilon+1}-\left(\mathbf{q}_{2}^{2}\right)^{\epsilon+1}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)}\left(\epsilon\left(\mathbf{q}_{1}^{\prime 2}+\mathbf{q}_{2}^{\prime 2}-\mathbf{k}^{2}\right)\right. \\
& \left.\left.\left.-2(1+\boldsymbol{\epsilon}) \mathbf{q}^{2}\right)\right]+\frac{\Gamma(1+2 \boldsymbol{\epsilon})}{4 \Gamma^{2}(1+\epsilon)} I\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)\right\} \\
& +\frac{4 g^{4} N^{2}}{(4 \pi)^{D} \pi^{1+\epsilon}} \Gamma(1-\epsilon) \frac{\Gamma^{2}(1+\epsilon)}{\Gamma(1+2 \epsilon)} \\
& \times\left\{\mathbf{q}_{1} \longleftrightarrow \mathbf{q}_{1}^{\prime}, \mathbf{q}_{2} \longleftrightarrow \mathbf{q}_{2}^{\prime}\right\},
\end{aligned}
$$

where

$$
I\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=4 \hat{\mathscr{Y}} \int_{0}^{1} \frac{d x}{x(1-x)_{+}} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)}
$$

$$
\begin{gather*}
\times\left(\frac{x \mathbf{q}_{2}^{2}}{2 \Lambda^{2} t_{1}}\left[\frac{x\left(\mathbf{q}_{1}^{2}\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)-\mathbf{q}_{1}^{\prime 2}\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\right)}{\mathbf{k}_{1}^{2}}-\left(\mathbf{q} \cdot \mathbf{q}_{1}^{\prime}\right)\right]\right. \\
\left.-\frac{x^{2}(1-x)}{4 \mathbf{\Lambda}^{2} \tilde{t}_{1}}\left[\frac{\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{4}}{\Sigma}+\frac{\mathbf{q}_{1}^{4} \mathbf{q}_{2}^{\prime 2}-\mathbf{q}_{1}^{2} \mathbf{q}^{2} \mathbf{k}^{2}}{\mathbf{k}_{1}^{2}}\right]\right)  \tag{62}\\
-\frac{\Gamma^{2}(\epsilon)}{\Gamma(2 \epsilon)} \frac{\left(\mathbf{k}^{2}\right)^{\epsilon-1}}{2 \epsilon}\left(\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}+\mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2}-\mathbf{q}^{2} \mathbf{k}^{2}\right) \\
-\frac{\left(\mathbf{q}^{2}\right)^{2}}{4} \frac{1}{\pi^{1+\epsilon} \Gamma(1-\boldsymbol{\epsilon})} \int \frac{d^{2+2 \epsilon} l}{\left(\mathbf{q}_{1}-\mathbf{l}\right)^{2}\left(\mathbf{q}_{1}^{\prime}-\mathbf{l}\right)^{2}} \\
\times \ln \left(\frac{\mathbf{l}^{2}(\mathbf{l}-\mathbf{k})^{2}}{\mathbf{q}^{4}}\right) .
\end{gather*}
$$

The first of the symmetries in (12) of the two-gluon contribution is explicit in (61); the second is also easily seen. The properties in (11) are not so evident. It takes some work to demonstrate their existence. In particular, one has to calculate the function $I\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)$ at $\mathbf{q}_{2}=0$ and $\mathbf{q}_{2}^{\prime}=0$. It is not too easy, but possible (for details, see Appendix C), so that we have checked the fulfillment of (11) for the two-gluon contribution at arbitrary $\epsilon$.

In the limit $\epsilon \longrightarrow 0$, we obtain

$$
\begin{align*}
& \mathscr{K}_{R R G G}^{(8)}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\frac{g^{4} N^{2} \Gamma(1-\epsilon)}{(4 \pi)^{D} \pi^{1+\epsilon}} \\
& \times\left\{( \mathbf { k } ^ { 2 } ) ^ { \epsilon - 1 } ( \mathbf { q } _ { 1 } ^ { \prime 2 } \mathbf { q } _ { 2 } ^ { 2 } + \mathbf { q } _ { 2 } ^ { \prime 2 } \mathbf { q } _ { 1 } ^ { 2 } - \mathbf { q } ^ { 2 } \mathbf { k } ^ { 2 } ) \left[\frac{1}{\epsilon^{2}}-\frac{11}{6 \epsilon}+\frac{67}{18}\right.\right. \\
& \left.-4 \zeta(2)+\epsilon\left(-\frac{202}{27}+9 \zeta(3)+\frac{11}{6} \zeta(2)\right)\right] \\
& \quad+\mathbf{q}^{2}\left[\frac{1}{2}\left(\frac{1}{\epsilon}+\ln \mathbf{q}^{2}\right) \ln \left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\mathbf{q}^{4}}\right)-2 \zeta(2)\right. \\
&  \tag{63}\\
& +\frac{11}{6}\left(\ln \left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\mathbf{k}^{2} \mathbf{q}^{2}}\right)+\frac{\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}\right)}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)} \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)\right) \\
& \left.+\frac{1}{4} \ln n^{2}\left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}^{2}}\right)+\frac{1}{4} \ln ^{2}\left(\frac{\mathbf{q}_{2}^{2}}{\mathbf{q}^{2}}\right)\right]+\frac{\mathbf{q}_{1} \cdot \mathbf{q}_{2}}{3}-\frac{11}{6}\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}\right) \\
& -\frac{1}{6}\left(11-\frac{\mathbf{k}^{2}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)^{2}}\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}+4\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{q}_{2}^{\prime}\right)-2 \mathbf{q}^{2}\right)\right. \\
& \\
& \\
& +\frac{\mathbf{q}_{1}^{\prime 2}-\mathbf{q}_{2}^{\prime 2}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)}\left(\frac{2 \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)} \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)-\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)
\end{align*}
$$

$$
\left.+I\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)\right\}+\frac{g^{4} N^{2} \Gamma(1-\epsilon)}{(4 \pi)^{D} \pi^{1+\epsilon}}\left\{\mathbf{q}_{i} \longleftrightarrow \mathbf{q}_{i}^{\prime}\right\}
$$

In this limit, the function $I\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)$ takes the form

$$
\begin{gathered}
I\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\frac{1}{2} \int_{0}^{1} \frac{d x}{\left(\mathbf{q}_{1}(1-x)+\mathbf{q}_{2} x\right)^{2}} \\
\times \ln \left(\frac{\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x}{\mathbf{k}^{2} x(1-x)}\right)\left[\mathbf{q}^{2}\left(\mathbf{k}^{2}-\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)+2 \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}\right. \\
\left.-\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}-\mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2}+\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}-\mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2}}{\mathbf{k}^{2}}\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)\right] \\
\\
+\frac{\mathbf{q}^{2}}{2}\left(4 \zeta(2)-\frac{1}{2} \ln ^{2}\left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)\right)-\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}-\mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2}}{4 \mathbf{k}^{2}} \\
\times \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right) \ln \left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\mathbf{k}^{4}}\right)-\frac{\mathbf{q}^{2}}{4}\left[\left(\frac{1}{\epsilon}+\ln \mathbf{q}^{2}\right) \ln \left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{\prime 2}}{\mathbf{q}^{8}}\right)\right. \\
\left.\quad+\frac{1}{2} \ln ^{2}\left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{1}^{\prime 2}}\right)+\frac{1}{2} \ln ^{2}\left(\frac{\mathbf{q}_{2}^{2}}{\mathbf{q}_{2}^{\prime 2}}\right)\right] .
\end{gathered}
$$

The integral in (64) can be presented in another form:

$$
\begin{align*}
& \int_{0}^{1} \frac{d x}{\left(\mathbf{q}_{1}(1-x)+\mathbf{q}_{2} x\right)^{2}} \ln \left(\frac{\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x}{\mathbf{k}^{2} x(1-x)}\right) \\
& \quad=\int_{0}^{\infty} \frac{d z}{z+\mathbf{k}^{2}} \frac{1}{\sqrt{\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}+z\right)^{2}-4 \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}}  \tag{65}\\
& \times \ln \left(\frac{\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}+z+\sqrt{\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}+z\right)^{2}-4 \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}}{\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}+z-\sqrt{\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}+z\right)^{2}-4 \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}}\right) .
\end{align*}
$$

It is also possible to express the integral in (64) in terms of dilogarithms, but this expression is not too convenient:

$$
\begin{gather*}
\int_{0}^{1} \frac{d x}{\left(\mathbf{q}_{1}(1-x)+\mathbf{q}_{2} x\right)^{2}} \ln \left(\frac{\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x}{\mathbf{k}^{2} x(1-x)}\right) \\
=-\frac{2}{\left|\mathbf{q}_{1}\right|\left|\mathbf{q}_{2}\right| \sin \phi}\left[\ln \rho \arctan \frac{\rho \sin \phi}{(1-\rho \cos \phi)}\right.  \tag{66}\\
\quad+\operatorname{Im}(L(\rho \exp i \phi))],
\end{gather*}
$$

where $\phi$ is the angle between $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$,

$$
\begin{equation*}
\rho=\min \left(\frac{\mathbf{q}_{1} \mid}{\left|\mathbf{q}_{2}\right|}, \frac{\left|\mathbf{q}_{2}\right|}{\left|\mathbf{q}_{1}\right|}\right), \quad L(z)=\int_{0}^{1} \frac{d t}{t} \ln (1-t) . \tag{67}
\end{equation*}
$$

## 6. THE NONFORWARD OCTET BFKL KERNEL

The general form of the kernel (for arbitrary representation $\mathscr{R}$ of the color group in the $t$ channel) is given by Eq. (2). The "virtual" part is universal (does not depend on $\mathscr{R}$ ) and is determined by the gluon Regge trajectory, which is given by Eqs. (3)-(5). (Recall that in this paper we consider pure gluodynamics.) The quark part of the kernel was considered in [18]. The "real" part, related to real particle production in Reggeon-Reggeon collisions, in the NLA is given by the one-gluon and two-gluon contributions considered in Section 3 and Section 5, respectively. Since the radiative corrections to the effective vertex of the one-gluon production are known only in the limit $\epsilon \longrightarrow 0$, the total "real" part of the kernel can be obtained only in this limit. It is given by the sum of (23) and (63). After powerful cancellations (in particular, between the terms with singularities $1 / \epsilon^{2}$ and all terms with $\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)$ in denominators), we obtain

$$
\begin{align*}
& \mathscr{H}_{r}^{G(8)}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)=\frac{g^{2} N}{2(2 \pi)^{D-1}}\left\{\left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}+\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2}}{\mathbf{k}^{2}}-\mathbf{q}^{2}\right)\right. \\
& \times \\
& \times\left[\frac{1}{2}+\frac{g^{2} N \Gamma(1-\epsilon)\left(\mathbf{k}^{2}\right)^{\epsilon}}{(4 \pi)^{2+\epsilon}}\left(-\frac{11}{6 \epsilon}+\frac{67}{18}-\zeta(2)\right.\right. \\
& \left.\left.+\epsilon\left(-\frac{202}{27}+7 \zeta(3)+\frac{11}{6} \zeta(2)\right)\right)\right]+\frac{g^{2} N \Gamma(1-\boldsymbol{\epsilon})}{(4 \pi)^{2+\epsilon}} \\
& \times\left[\mathbf { q } ^ { 2 } \left(\frac{11}{6} \ln \left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\mathbf{q}^{2} \mathbf{k}^{2}}\right)+\frac{1}{4} \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}^{2}}\right) \ln \left(\frac{\mathbf{q}_{1}^{\prime 2}}{\mathbf{q}^{2}}\right)\right.\right.  \tag{68}\\
& \left.\quad+\frac{1}{4} \ln \left(\frac{\mathbf{q}_{2}^{2}}{\mathbf{q}^{2}}\right) \ln \left(\frac{\mathbf{q}_{2}^{\prime 2}}{\mathbf{q}^{2}}\right)+\frac{1}{4} \ln ^{2}\left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)\right) \\
& -\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}+\mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2}}{2 \mathbf{k}^{2}} \ln ^{2}\left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)+\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}-\mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2}}{\mathbf{k}^{2}} \\
& \times \\
& \times \ln \left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)\left(\frac{11}{6}-\frac{1}{4} \ln \left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\mathbf{k}^{4}}\right)\right)+\frac{1}{2}\left[\mathbf{q}^{2}\left(\mathbf{k}^{2}-\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)\right. \\
& \left.+2 \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}-\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}-\mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2}+\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{\prime 2}-\mathbf{q}_{2}^{2} \mathbf{q}_{1}^{\prime 2}}{\mathbf{k}^{2}}\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)\right] \\
& \left.\left.\times \int_{0}^{1} \frac{d x}{\left(\mathbf{q}_{1}(1-x)+\mathbf{q}_{2} x\right)^{2}} \ln \left(\frac{\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x}{\mathbf{k}^{2} x(1-x)}\right)\right]\right\} \\
& \quad+\frac{g^{2} N}{2(2 \pi)^{D-1}}\left\{\mathbf{q}_{i} \longleftarrow \mathbf{q}_{i}^{\prime}\right\} .
\end{align*}
$$

After cancellation of the terms $\sim 1 / \epsilon^{2}$, the leading singularity of the kernel is $1 / \epsilon$. It turns again into $\sim 1 / \epsilon^{2}$ after subsequent integrations of the kernel because of the singular behavior of the kernel at $\mathbf{k}^{2}=0$. The additional singularity arises from the region of small $\mathbf{k}^{2}$, where $\epsilon\left|\ln \mathbf{k}^{2}\right| \sim 1$. Therefore, we have not expanded in $\epsilon$ the term $\left(\mathbf{k}^{2}\right)^{\epsilon}$. The terms $\sim \epsilon$ are taken into account in the coefficient of the expression divergent at $\mathbf{k}^{2}=0$ in order to conserve all nonvanishing contributions in the limit $\epsilon \longrightarrow 0$ after the integrations.

The symmetries (12) of the kernel are easily seen. The first of them is explicit in (68). To notice the second, it is sufficient to change $x \longleftrightarrow(1-x)$ in the integral in (68).

In order to check that the kernel (68) vanishes at zero transverse momenta of the Reggeons (11), one needs to know the behavior of the integral in (68). A suitable representation for this purpose is given in (65). From this representation, one can see that singularities of the integral at zero transverse momenta of the Reggeons are no more than logarithmic. Verifying Eq. (11) therefore involves no more problems.

In conclusion, let us note that in [17] the octet kernel was obtained using as a basis the bootstrap relation and a specific ansatz to solve it. Our results disagree with the results obtained in [17]. To see the disagreement, it is sufficient to observe that the kernel obtained in [17] is expressed in terms of elementary functions. We conclude that the ansatz used in [17] is not correct.
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## APPENDIX A

In this appendix, we present the details of the calculation of the convolution $f_{a}\left(k_{1}, k_{2}\right)(46)$.

It is suitable to represent the tensor $c^{\mu \nu}\left(k_{1}, k_{2}\right)$ in the form

$$
\begin{equation*}
c^{\mu \nu}\left(k_{1}, k_{2}\right)=l_{1}^{\mu \nu}+l_{2}^{\mu \nu}+l_{3}^{\mu v}, \tag{A.1}
\end{equation*}
$$

where

$$
\begin{align*}
l_{1}^{\mu \nu}=- & -\frac{x \mathbf{q}_{1}^{2}}{k^{2}}\left[\frac{k_{2 \perp}^{\mu} k_{2 \perp}^{v}}{\Sigma}+\frac{k_{1 \perp}^{\mu}\left((1-x) k_{1}-k_{2}\right)_{\perp}^{v}}{(1-x) \mathbf{k}_{1}^{2}}\right.  \tag{A.2}\\
& \left.+\frac{g_{\perp}^{\mu \nu}}{2} \frac{(1-x)}{\Sigma}\left(\frac{\Sigma}{1-x}-\frac{\mathbf{k}_{1}^{2}}{x}\right)\right],
\end{align*}
$$

$$
\begin{align*}
& +\frac{1}{\Sigma}\left[(1-x)\left(\mathbf{q}_{1}^{2}-\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)+\frac{1-2 x}{2}\left(\mathbf{q}_{2}^{2}-\mathbf{k}^{2}\right)\right] \\
& +\frac{1}{2(1-x) \mathbf{k}_{1}^{2}}\left(-2\left(1-3 x+x^{2}\right)\left(\mathbf{q}_{1} \cdot \mathbf{k}_{1}\right)\right. \\
& \left.\left.+(1-x) \mathbf{k}^{2}+x \mathbf{q}_{2}^{2}-2 \mathbf{q}_{1}^{2}\right)\right\}, \\
& l_{2}^{\mu \nu} l_{2 \mu \nu}^{\prime}=\frac{x(1-x)}{k^{2}}\left[\frac{\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}}{2}\left(\frac{1}{(1-x)^{2}}+\frac{\mathbf{k}^{2}}{\mathbf{k}_{1}^{2}}\right)\right. \\
& \left.-\frac{\left(\mathbf{q}_{1} \cdot \mathbf{k}_{1}\right)\left(\mathbf{q}_{1}^{\prime} \cdot \boldsymbol{\Lambda}\right)}{(1-x) \mathbf{k}_{1}^{2}}\right]+(1+\boldsymbol{\epsilon}) \frac{\left(\mathbf{q}_{1} \cdot \boldsymbol{\Lambda}\right)\left(\mathbf{q}_{1}^{\prime} \cdot \boldsymbol{\Lambda}\right)}{k^{4}}  \tag{A.8}\\
& +\left\{\mathbf{q}_{1} \longleftrightarrow \mathbf{q}_{1}\right\}, \\
& l_{3}^{\mu \mathrm{v}} l_{3 \mu \nu}^{\prime}=x^{2} \frac{\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}}{2 \mathbf{k}_{1}^{2}}-\frac{\mathbf{q}^{2}\left(\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)}{4 \tilde{t}_{1} \tilde{t}_{1}^{\prime}}+\frac{(1+\boldsymbol{\epsilon})(1-x)^{2}}{4} \\
& \times \frac{\left(\mathbf{q}_{1}^{2}-2 \mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)}{\tilde{t}_{1}} \frac{\left(\mathbf{q}_{1}^{\prime 2}-2 \mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)}{\tilde{t}_{1}^{\prime}}-\frac{x(1-x)}{2 \mathbf{k}_{1}^{2}} \\
& \times \frac{\left(\mathbf{q}_{1}^{\prime 2}-2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)\right)\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)}{\tilde{t}_{1}^{\prime}}-\frac{\mathbf{q}_{1}^{\prime 2}-2 \mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}}{2 \tilde{t}_{1} \tilde{t}_{1}^{\prime}}  \tag{A.9}\\
& \times\left[(1-2 x)\left(\mathbf{q}_{1} \cdot \mathbf{q}\right)+\frac{2 x\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)}{\mathbf{k}_{1}^{2}} \mathbf{q} \cdot\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)\right] \\
& +\left\{\mathbf{q}_{1} \longleftrightarrow \mathbf{q}_{1}^{\prime}, \mathbf{q} \longrightarrow-\mathbf{q}\right\}, \\
& l_{3}^{\mu \nu} l_{2 \mu \nu}^{\prime}=-(1+\boldsymbol{\epsilon})(1-x)\left(\mathbf{q}_{1}^{2}-2 \mathbf{k}_{1} \cdot \mathbf{q}_{1}\right) \frac{\mathbf{q}_{1}^{\prime} \cdot \boldsymbol{\Lambda}}{k^{2} \tilde{t}_{1}} \\
& +x(1-x) \frac{\mathbf{q}_{1}^{\prime} \cdot \mathbf{k}_{1}}{2 \mathbf{k}_{1}^{2 \tilde{t}}{ }_{1}}\left(\mathbf{q}_{1}^{2}-2 \mathbf{k}_{1} \cdot \mathbf{q}_{1}\right) \\
& +\frac{x}{k^{2} \mathbf{k}_{1}^{2}}\left[\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\left(\mathbf{q}_{1}^{\prime} \cdot \boldsymbol{\Lambda}\right)-\left(\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{k}_{1}\right)\left(\mathbf{q}_{1} \cdot \mathbf{k}\right)\right.\right. \\
& \left.\left.-\left(\mathbf{q}_{1} \cdot \mathbf{k}_{1}\right)\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{k}\right)\right)\right]-\frac{x^{2}\left(\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)}{2 \mathbf{k}_{1}^{2}}-\frac{x\left(\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)}{2(1-x) k^{2}} \\
& -\frac{x\left(\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)}{2 \tilde{t}_{1} \tilde{k}_{1}^{2}}\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{1} \cdot \mathbf{k}_{1}\right) \\
& +\frac{\mathbf{q}_{1}^{2}\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{k}_{1}\right)-\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{q}_{1}\right)}{k^{2} \tilde{t}_{1}} \\
& \times\left[2+\frac{x}{2 \mathbf{k}_{1}^{2}}\left(\frac{\mathbf{q}_{1}^{2}+\mathbf{k}^{2}}{1-x}-k^{2}\right)\right]+\frac{x \mathbf{q}_{1}^{2}}{4(1-x) \tilde{t}_{1} \mathbf{k}_{1}^{2} k^{2}} \tag{A.10}
\end{align*}
$$

$$
\begin{gathered}
\quad \times\left[\left(\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)\left(\mathbf{q}_{1}^{2}+(2 x-1) \mathbf{k}^{2}\right)-2 x\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{k}\right) \mathbf{q}_{1}^{2}\right] \\
+ \\
\frac{1}{4(1-x) \tilde{t}_{1} k^{2}}\left\{\left(\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)\left[\mathbf{q}_{1}^{2}(3-4 x)-(1-2 x)^{2} \mathbf{k}^{2}\right]\right. \\
\left.-\mathbf{q}_{1}^{2}\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{k}\right) \cdot 2(1+4 x(1-x))+4\left(\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)\left(\mathbf{q}_{1} \cdot \mathbf{k}\right)\right\} \\
+ \\
+\frac{x}{4(1-x) \mathbf{k}_{1}^{2} k^{2}}\left[2 \mathbf{q}_{1}^{2}\left(\mathbf{q}_{1}^{\prime} \cdot \boldsymbol{\Lambda}\right)+\left(\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)\left(\mathbf{q}_{1}^{2}+\mathbf{k}^{2}\right)\right] \\
\quad-x(1-x) \frac{\left(\mathbf{q}_{1} \cdot \mathbf{q}_{1}^{\prime}\right) \mathbf{k}^{2}}{2 k^{2} \mathbf{k}_{1}^{2}}+\left[\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{k}\right)\right. \\
\\
\left.\quad-\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{k}_{1}\right)\left(\mathbf{q}_{1} \cdot \mathbf{k}\right)\right]\left(\frac{2}{k^{2} \tilde{t}_{1}}+\frac{x \mathbf{q}_{1}^{2}}{(1-x) \mathbf{k}_{1}^{2} \tilde{t}_{1} k^{2}}\right) .
\end{gathered}
$$

With the aid of Eqs. (A.1)-(A.10) and the equations obtained from them by the substitution $\mathbf{q}_{i} \longleftrightarrow \mathbf{q}_{i}^{\prime}$, we come to (59).

## APPENDIX B

In this appendix, we present the details of the calculation of the integrals in (57) with $f_{a}\left(k_{1}, k_{2}\right)$ given by (59). First, let us recall the notation used:

$$
\begin{gathered}
\mathbf{k}=\mathbf{k}_{1}+\mathbf{k}_{2}=\mathbf{q}_{1}-\mathbf{q}_{2}, \\
\boldsymbol{\Lambda}=(1-x) \mathbf{k}_{1}-x \mathbf{k}_{2}, \quad \mathbf{q}_{i}^{\prime}=\mathbf{q}_{i}-\mathbf{q}, \quad i=1,2 ; \\
k^{2}=\frac{\left((1-x) \mathbf{k}_{1}-x \mathbf{k}_{2}\right)^{2}}{x(1-x)}, \quad \Sigma=\boldsymbol{\Lambda}^{2}+x(1-x) \mathbf{k}^{2}, \\
\tilde{t}_{1}=-\frac{1}{x}\left((1-x) \mathbf{k}_{1}^{2}+x\left(\mathbf{k}_{1}-\mathbf{q}_{1}\right)^{2}\right),
\end{gathered}
$$

and $\tilde{t}_{1}^{\prime}$ is obtained from $\tilde{t}_{1}$ by the substitution $\mathbf{q}_{1} \longrightarrow \mathbf{q}_{1}^{\prime}$.
It is easy to see that

$$
\begin{align*}
J_{0}= & \int_{0}^{1} \frac{d x}{x(1-x)} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)}\left\{\frac { 1 + \epsilon } { k ^ { 2 } } \left[\frac{x^{2}(1-x)}{\Sigma}\right.\right. \\
\times & \mathbf{q}_{1}^{\prime 2}\left(\mathbf{q}_{1} \cdot \mathbf{\Lambda}+(1-2 x)(1-x) \frac{\mathbf{q}_{1}^{2}(\mathbf{\Lambda} \cdot \mathbf{k})}{\Sigma}\right) \\
+ & \left.\frac{\left(\mathbf{q}_{1}^{\prime} \cdot \boldsymbol{\Lambda}\right)\left(\mathbf{q}_{1} \cdot \boldsymbol{\Lambda}\right)}{k^{2}}\right]+\frac{x(1-x) \mathbf{q}_{1}^{\prime 2}}{k^{2} \Sigma}  \tag{B.2}\\
& \times\left(\frac{x(1-x) \mathbf{q}_{1}^{2}}{2 k^{2} \Sigma} k_{\perp}^{\mu} k_{\perp}^{v}-\frac{k_{\perp}^{\mu} q_{1 \perp}^{v}}{k^{2}}\right) \\
& \left.\times\left(2(1+\boldsymbol{\epsilon}) \Lambda_{\mu} \Lambda_{v}+\Lambda^{2} g_{\mu v}^{\perp}\right)\right\}=0 .
\end{align*}
$$

The zero appears as a result of the integration with respect to $\mathbf{k}_{1}$ (or, equivalently, with respect to $\mathbf{\Lambda}$ ). The first two terms here give zero due to parity, the third vanishes due to the dimensional regularization, and the remaining terms vanish due to the isotropy of the transverse space leading to the replacement $2(1+\epsilon) \Lambda_{\mu} \Lambda_{v} \longrightarrow$ $-\boldsymbol{\Lambda}^{2} g_{\mu \mathrm{v}}^{\perp}$ after the angular integration.

The calculation of the contributions of terms with the denominators $\Sigma, \Sigma^{2}, k^{2} \Sigma$, and $k^{2} \mathbf{k}^{2}$ is straightforward. We obtain, using usual Feynman parametrization if necessary,

$$
\begin{gather*}
I_{\Sigma}=\int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)^{\Sigma}} \frac{1}{\Sigma}=\frac{-1}{\epsilon}\left[x(1-x) \mathbf{k}^{2}\right]^{\epsilon}, \\
I_{\Sigma^{2}}=\int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{1}{\Sigma^{2}}=\left[x(1-x) \mathbf{k}^{2}\right]^{\epsilon-1}, \\
I_{\Lambda^{2} \Sigma}=\int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{1}{\Lambda^{2} \Sigma}=\frac{1}{\epsilon}\left[x(1-x) \mathbf{k}^{2}\right]^{\epsilon-1},  \tag{B.3}\\
I_{\Lambda^{2} k_{1}^{2}}=\int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{1}{\Lambda^{2} \mathbf{k}_{1}^{2}}=\frac{\Gamma^{2}(\epsilon)}{\Gamma(2 \epsilon)}\left[x^{2} \mathbf{k}^{2}\right]^{\epsilon-1} .
\end{gather*}
$$

The subsequent integration of these terms with respect to $x$ can be done without difficulties.

The integrals of the terms with the denominators $\mathbf{k}_{1}^{2} \Sigma$ and $\boldsymbol{k}_{1}^{2} \tilde{t}_{1}$ with respect to $\mathbf{k}_{1}$ cannot be expressed in terms of elementary functions at arbitrary $\epsilon$. Nevertheless, these terms do not create problems. For such terms, it is convenient to make integration with respect to $\mathbf{k}_{1}$,

$$
\begin{gather*}
I_{k_{1}^{2} \Sigma}=\int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{1}{\mathbf{k}_{1}^{2} \Sigma}=\left(\mathbf{k}^{2}\right)^{\epsilon-1} \int_{0}^{1} \frac{d z}{(x z(1-x z))^{1-\epsilon}}, \\
I_{k_{1}^{2} t_{1}}=\int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{1}{\mathbf{k}_{1}^{2 t_{1}}}  \tag{B.4}\\
=-x\left(\mathbf{q}_{1}^{2}\right)^{\epsilon-1} \int_{0}^{1} \frac{d z}{(x z(1-x z))^{1-\epsilon}},
\end{gather*}
$$

then to introduce the variable $y=x z$ instead of $z$ and to change the order of the integrations with respect to $x$ and $y$. After that, the integrals can be easily calculated.

This way, we obtain

$$
\begin{gathered}
J_{1}=\int_{0}^{1} \frac{d x}{x(1-x)_{+}} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)}\left\{\frac{x^{2} \mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2}}{4 \mathbf{k}_{1}^{2} \Sigma}\right. \\
+\frac{x \mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2}}{4(1-x) \mathbf{k}_{1}^{2} k^{2}}+\frac{x \mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2}}{4(1-x) \mathbf{k}_{1}^{2} k^{2}}+\left(\frac{x(1-x)}{\Sigma}\right)^{2} \frac{\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{1}^{2}}{2}
\end{gathered}
$$

$$
\begin{align*}
& \times\left(\frac{1+\epsilon}{2}-(3+2 \epsilon) x(1-x)\right)-\frac{x(1-x) \mathbf{q}_{1}^{\prime 2}}{2 k^{2} \Sigma}  \tag{B.5}\\
& \times\left[(1-x)\left((1+\epsilon)\left(2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)-x \mathbf{q}_{1}^{2}\right)-\epsilon x\left(\mathbf{k}^{2}-\mathbf{q}_{2}^{2}\right)\right)\right. \\
& \left.\left.-(1+\epsilon) \mathbf{k}_{2}^{2}+2 \mathbf{q}_{2}^{2}\right]\right\}=\frac{\Gamma^{2}(1+\epsilon)}{\Gamma(1+2 \epsilon)} \frac{\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2}}{2 \epsilon \mathbf{k}^{2}}\left(\mathbf{k}^{2}\right)^{\epsilon}\{\psi(1) \\
& \left.\quad+\psi(\epsilon)-2 \psi(2 \epsilon)-\frac{11+7 \epsilon}{2(1+2 \epsilon)(3+2 \epsilon)}\right\}, \\
& J_{2}=\int_{0}^{1} \frac{d x}{x(1-x)_{+}} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{x \mathbf{q}_{1}^{2} \mathbf{q}^{2}}{4 \tilde{t}_{1} \mathbf{k}_{1}^{2}}  \tag{B.6}\\
& = \\
& \quad-\frac{\Gamma^{2}(\epsilon)}{4 \Gamma(2 \epsilon)}\left(\mathbf{q}_{1}^{2}\right)^{\epsilon} \mathbf{q}^{2}[\psi(\epsilon)-\psi(2 \epsilon)] .
\end{align*}
$$

The integrals with $\tilde{t}_{1} \tilde{t}_{1}^{\prime}$ in denominators can be calculated with the help of the trick used in [18]. Let us consider in (59) the first such term. It can be represented as

$$
\begin{align*}
& -\left(\mathbf{q}_{1} \cdot \mathbf{q}\right)(1-x) \frac{\mathbf{q}_{1}^{\prime 2}-2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)}{\tilde{t}_{1} \tilde{t}_{1}^{\prime}} \\
& =\left(\mathbf{q}_{1} \cdot \mathbf{q}\right)(1-x)\left[\frac{1}{\tilde{t}_{1}}+\frac{\mathbf{k}_{1}^{2}}{x \tilde{t}_{1} \tilde{t}_{1}^{\prime}}\right] \tag{B.7}
\end{align*}
$$

The first term on the right-hand side can be integrated with respect to $k_{1}$ and then with respect to $x$. For the second, it seems more convenient to begin with the integration with respect to $x$ in (57), getting

$$
\begin{align*}
& \int_{0}^{1} \frac{d x}{x(1-x)}\left(\mathbf{q}_{1} \cdot \mathbf{q}\right)(1-x) \frac{\mathbf{k}_{1}^{2}}{x \tilde{t}_{1} \tilde{t}_{1}^{\prime}} \\
= & \frac{\mathbf{q}_{1} \cdot \mathbf{q}}{\left(\mathbf{q}_{1}^{\prime}-\mathbf{k}_{1}\right)^{2}-\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}} \ln \frac{\left(\mathbf{q}_{1}^{\prime}-\mathbf{k}_{1}\right)^{2}}{\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}} . \tag{B.8}
\end{align*}
$$

With the help of the representation

$$
\begin{align*}
& \frac{1}{\left(\mathbf{q}_{1}^{\prime}-\mathbf{k}_{1}\right)^{2}-\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}} \ln \frac{\left(\mathbf{q}_{1}^{\prime}-\mathbf{k}_{1}\right)^{2}}{\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}}  \tag{B.9}\\
= & \int_{0}^{1} d z \frac{1}{z\left(\mathbf{q}_{1}^{\prime}-\mathbf{k}_{1}\right)^{2}+(1-z)\left(\mathbf{q}_{1}-\mathbf{k}_{1}\right)^{2}},
\end{align*}
$$

the integration with respect to $k_{1}$ and the subsequent
integration with respect to $z$ become trivial and give

$$
\begin{gather*}
J_{3}=-\int_{0}^{1} \frac{d x}{x(1-x)_{+}} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon}}\left(\mathbf{q}_{1} \cdot \mathbf{q}\right)(1-\boldsymbol{\epsilon}) \\
\times \frac{\mathbf{q}_{1}^{\prime 2}-2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)}{\tilde{t}_{1} \tilde{t}_{1}^{\prime}}=-\frac{\Gamma^{2}(1+\boldsymbol{\epsilon})}{\Gamma(1+2 \boldsymbol{\epsilon})} \frac{\left(\mathbf{q}_{1} \cdot \mathbf{q}\right)}{\epsilon(1+2 \boldsymbol{\epsilon})}  \tag{B.10}\\
\times\left[\left(\mathbf{q}^{2}\right)^{\epsilon}-\left(\mathbf{q}_{1}^{2}\right)^{\epsilon}\right] .
\end{gather*}
$$

Analogously, we obtain

$$
\begin{gathered}
J_{4}=\int_{0}^{1} \frac{d x}{x(1-x)} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi{ }^{1+\epsilon} \Gamma(1-\boldsymbol{\epsilon})} \frac{(1+\epsilon)(1-x)^{2}}{4} \\
\times \frac{\left(\mathbf{q}_{1}^{\prime 2}-2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)\right)\left(\mathbf{q}_{1}^{2}-2\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\right)}{\tilde{t}_{1} \tilde{t}_{1}^{\prime}} \\
=-\frac{\Gamma^{2}(1+\epsilon)}{\Gamma(1+2 \epsilon)} \frac{(1+\boldsymbol{\epsilon})}{8 \epsilon} \frac{\left(\left(\mathbf{q}_{1}^{\prime 2}\right)^{1+\epsilon}+\left(\mathbf{q}_{1}^{2}\right)^{1+\epsilon}-\left(\mathbf{q}^{2}\right)^{1+\epsilon}\right)}{(1+2 \epsilon)(3+2 \boldsymbol{\epsilon})} .
\end{gathered}
$$

The terms in $f_{a}\left(k_{1}, k_{2}\right)$ with the denominator $k^{2} \tilde{t}_{1}$ and with $x^{n}$ in numerators at natural $n$ can be calculated by performing the integration with respect to $\mathbf{k}_{1}$ at fixed Feynman parameter $z$ and then making the change of variable $y=x z$ :

$$
\begin{gather*}
\int_{0}^{1} \frac{d x}{x(1-x)} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{x^{n}}{k^{2} \tilde{t}_{1}} \\
=-\int_{0}^{1} d x \int_{0}^{1} d z \frac{x^{n+1}}{\left\{x z\left[x(1-z) \mathbf{q}_{2}^{2}+(1-x) \mathbf{q}_{1}^{2}\right]\right\}^{1-\epsilon}}  \tag{B.12}\\
=-\int_{0}^{1} d y y^{\epsilon-1} \int_{y}^{1} d x \frac{x^{n}}{\left[x\left(\mathbf{q}_{2}^{2}-\mathbf{q}_{1}^{2}\right)+\mathbf{q}_{1}^{2}-y \mathbf{q}_{2}^{2}\right]^{1-\epsilon}} .
\end{gather*}
$$

The change of variable $y=x z$ has been performed in the last equality. This integral can now be calculated integrating first with respect to $x$ and then with respect to $y$. The complete calculation for all such terms in (59) is long, but straightforward. The integration of the terms

$$
\frac{1}{k^{2} \tilde{t}_{1}}\left[-\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2} \frac{(1-x) \mathbf{k}_{1}^{2}}{\Sigma}+\frac{1+\boldsymbol{\epsilon}}{2}(1-x) \frac{\mathbf{k}_{1}^{2} \mathbf{k}_{2}^{2} \mathbf{q}_{1}^{\prime 2}}{\Sigma}\right]
$$

can be done quite analogously, since under transformation (49) they acquire the form of the terms discussed above. In this way, we obtain

$$
\int_{0}^{1} \frac{d x}{x(1-x)} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{1}{k^{2} \tilde{t}_{1}}\left[2 \left(\left(\mathbf{q}_{1} \cdot \mathbf{q}_{2}\right)\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}^{\prime}\right)\right.\right.
$$

$$
\begin{align*}
& \left.-\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{q}_{2}\right)\left(\mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\right)+x \mathbf{q}_{2}^{\prime 2} \mathbf{q}_{1}^{2}-x \mathbf{k}^{2}\left(\mathbf{q}_{1} \cdot \mathbf{q}\right) \\
& \left.+\mathbf{q}_{1}^{2}\left(\mathbf{q}_{1}^{\prime} \cdot \mathbf{q}\right)-\mathbf{q}_{1}^{\prime 2} \mathbf{q}_{2}^{2} \frac{(1-x) \mathbf{k}_{1}^{2}}{\Sigma}\right]=\frac{\Gamma(\epsilon) \Gamma(1+\epsilon)}{2 \Gamma(2+2 \boldsymbol{\epsilon})} \\
& \times\left[\mathbf{q}_{1}^{\prime 2}\left(\mathbf{q}_{1}^{2}\right)^{\epsilon}+\frac{\left(\mathbf{q}^{2}-\mathbf{q}_{1}^{2}\right)}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)}\left(\left(\mathbf{q}_{1}^{2}\right)^{\epsilon}\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}\right)-2\left(\mathbf{q}_{2}^{2}\right)^{1+\epsilon}\right)\right], \\
& \int_{0}^{1} \frac{d x}{x(1-x)} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{(1+\epsilon)}{2} \frac{(1-x)}{k^{2} \tilde{t}_{1}} \\
& \times\left\{\left(\mathbf{q}_{1}^{2}-2 \mathbf{k}_{1} \cdot \mathbf{q}_{1}\right)\left(\mathbf{q}_{1}^{\prime 2}(1-x)-2 \mathbf{q}_{1}^{\prime} \cdot \mathbf{\Lambda}\right)+\frac{\mathbf{k}_{1}^{2} \mathbf{k}_{2}^{2} \mathbf{q}_{1}^{\prime 2}}{\Sigma}\right\} \\
& =\frac{\Gamma(\epsilon) \Gamma(2+\epsilon)}{4 \Gamma(4+2 \epsilon)}\left[\left(2(1+\epsilon) \mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}\left(\left(\mathbf{q}_{1}^{2}\right)^{\epsilon}-\left(\mathbf{q}_{2}^{2}\right)^{\epsilon}\right)\right.\right. \\
& \left.-\boldsymbol{\epsilon}\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}\right)\left(\left(\mathbf{q}_{1}^{2}\right)^{\epsilon+1}-\left(\mathbf{q}_{2}^{2}\right)^{\epsilon+1}\right)\right)\left(\frac{\mathbf{k}^{2}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)^{3}}\right.  \tag{B.14}\\
& \left.\times\left(\mathbf{q}_{1}^{2}+\mathbf{q}_{2}^{2}+2 \mathbf{q}_{1}^{\prime 2}+2 \mathbf{q}_{2}^{\prime 2}-2 \mathbf{k}^{2}-2 \mathbf{q}^{2}\right)-\frac{\mathbf{q}_{1}^{\prime 2}-\mathbf{q}_{2}^{\prime 2}}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)^{2}}\right) \\
& +\frac{\left(\left(\mathbf{q}_{1}^{2}\right)^{\epsilon+1}-\left(\mathbf{q}_{2}^{2}\right)^{\epsilon+1}\right)}{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)}\left(\epsilon\left(\mathbf{q}_{1}^{\prime 2}+\mathbf{q}_{2}^{\prime 2}-\mathbf{k}^{2}\right)\right. \\
& \left.\left.-2(1+\epsilon)\left(\mathbf{q}^{2}-\mathbf{q}_{1}^{2}\right)\right)\right] .
\end{align*}
$$

All the calculations discussed before were done exactly at arbitrary $\boldsymbol{\epsilon}$. This cannot be done for the remaining terms. They contribute into the function $I\left(\mathbf{q}_{1}\right.$, $\left.\mathbf{q}_{2} ; \mathbf{q}\right)$ [see (62)]. We have used the following equality:

$$
\begin{gather*}
\int_{0}^{1} \frac{d x}{x(1-x)_{+}} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\boldsymbol{\epsilon})} \frac{\left(\mathbf{q}^{2}\right)^{2}}{8 \tilde{t}_{1} \tilde{t}_{1}^{\prime}} \\
=-\frac{\Gamma^{2}(\epsilon)}{\Gamma(2 \epsilon)} \frac{\left(\mathbf{q}^{2}\right)^{1+\epsilon}}{16}\left[\frac{2}{\epsilon}-2 \psi(1)+2 \psi(1-\boldsymbol{\epsilon})\right.  \tag{B.15}\\
-4 \psi(1+\epsilon)+4 \psi(1+2 \boldsymbol{\epsilon})] \\
-\frac{\left(\mathbf{q}^{2}\right)^{2}}{8} \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\boldsymbol{\epsilon})} \frac{\ln \left(\mathbf{l}^{2} / \mathbf{q}^{2}\right)}{\left(\mathbf{q}_{1}-\mathbf{l}\right)^{2}\left(\mathbf{q}_{1}^{\prime}-\mathbf{l}\right)^{2}}
\end{gather*}
$$

This equality can be obtained performing the integration with respect to $x$ first, using the representation
(B.9) and the integral

$$
\int \frac{d^{2+2 \epsilon} l}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{\ln \left(\mathbf{l}^{2} / \mathbf{q}^{2}\right)}{2(\mathbf{q}-\mathbf{l})^{2}}=-\frac{\Gamma^{2}(\epsilon)}{2 \Gamma(2 \epsilon)} \frac{\left(\mathbf{q}^{2}\right)^{\epsilon}}{\mathbf{q}^{2}}
$$

$\times\left[\frac{1}{\epsilon}-2(\psi(1)-\psi(1-\epsilon)+\psi(1+\epsilon)-\psi(1+2 \epsilon))\right]$.
The last integral can be easily obtained with the help of the generalized Feynman parametrization.

Using the integrals calculated above, we come to the representation (61) for the two-gluon contribution to the kernel.

In the limit $\epsilon \longrightarrow 0$, the expression (64) for $I\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right.$; q) was obtained by performing the integration with respect to $\mathbf{k}$ in (62) first. We have

$$
\begin{aligned}
& \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{1}{k^{2} \tilde{t}_{1} \mathbf{k}_{1}^{2}} \simeq-\frac{1-x}{\mathbf{q}_{1}^{2} \mathbf{k}^{2}}\left\{\frac{\Gamma^{2}(\epsilon)}{\Gamma(2 \epsilon)} x^{2 \epsilon-1}\left(\mathbf{k}^{2}\right)^{\epsilon}\right. \\
& +\frac{\left(\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}\right)}{\left(\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x\right)}\left[\operatorname { l n } \left(x\left(\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x\right)^{2}\right.\right. \\
& \left.+\frac{2-\left(\mathbf{q}_{1}^{2}(1-x)\right)^{\epsilon}}{\epsilon}\right]-\frac{2 \mathbf{k}\left(\mathbf{q}_{1}(1-x)+\mathbf{q}_{2} x\right)}{\left(\mathbf{q}_{1}(1-x)+\mathbf{q}_{2} x\right)^{2}} \\
& \left.\times\left[\ln \frac{\mathbf{q}_{1}^{2}\left(\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x\right)}{x \mathbf{k}^{2}}+\frac{1-\left(\mathbf{q}_{1}^{2}(1-x)\right)^{\epsilon}}{\epsilon}\right]\right\}, \\
& \int \frac{d^{2+2 \epsilon} k_{1}}{\pi^{1+\epsilon} \Gamma(1-\epsilon)} \frac{\mathbf{k}_{1}}{k^{22} \tilde{t}_{1} \mathbf{k}_{1}^{2}} \simeq-x(1-x) \\
& \times\left\{\frac { \mathbf { q } _ { 1 } } { \mathbf { q } _ { 1 } ^ { 2 } ( \mathbf { q } _ { 1 } ( 1 - x ) + \mathbf { q } _ { 2 } x ) ^ { 2 } } \left[\ln \frac{\mathbf{q}_{1}^{2}\left(\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x\right)}{x \mathbf{k}^{2}}\right.\right. \\
& \left.+\frac{1-\left(\mathbf{q}_{1}^{2}(1-x)\right)^{\epsilon}}{\epsilon}\right]+\frac{\mathbf{k}}{x \mathbf{k}^{2}}\left[\frac{1}{\left(\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x\right)}\right. \\
& \times\left(\ln \frac{x\left(\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x\right)^{2}}{\mathbf{q}_{1}^{2}(1-x)}+\frac{1}{\epsilon}\right) \\
& \left.\left.-\frac{1}{\left(\mathbf{q}_{1}(1-x)+\mathbf{q}_{2} x\right)^{2}} \ln \frac{\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x}{x(1-x) \mathbf{k}^{2}}\right]\right\}, \\
& \int \frac{d^{2+2 \epsilon} l}{\pi^{1+\epsilon} \Gamma(1-\boldsymbol{\epsilon})} \frac{\ln \left(\mathbf{l}^{2} / \mathbf{q}^{2}\right)}{\left(\mathbf{q}_{1}-\mathbf{l}\right)^{2}\left(\mathbf{q}_{1}^{\prime}-\mathbf{l}\right)^{2}} \\
& \simeq \frac{1}{\mathbf{q}^{2}}\left[\left(\frac{1}{\boldsymbol{\epsilon}}+\ln \mathbf{q}^{2}\right) \ln \left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{1}^{\prime 2}}{\left(\mathbf{q}^{2}\right)^{2}}\right)+\frac{1}{2} \ln ^{2}\left(\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{1}^{\prime 2}}\right)\right] .
\end{aligned}
$$

The integrals (B.17) and (B.18) are calculated for arbitrary small $\mathbf{k}^{2}$ and for $x$ arbitrarily close to zero or unity.

The approximate form (64) for $I\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)$ can be obtained using (B.17)-(B.19) and the relation

$$
\begin{gather*}
\int_{0}^{1} \frac{x d x}{\left(\mathbf{q}_{1}(1-x)-\mathbf{q}_{2} x\right)^{2}} \ln \left(\frac{\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x}{\mathbf{k}^{2} x(1-x)}\right)  \tag{B.16}\\
=\frac{\mathbf{k}^{2}+\mathbf{q}_{1}^{2}-\mathbf{q}_{2}^{2}}{2 \mathbf{k}^{2}} \int_{0}^{\left(\mathbf{q}_{1}(1-x)-\mathbf{q}_{2} x\right)^{2}} \\
\times \ln \left(\frac{\mathbf{q}_{1}^{2}(1-x)+\mathbf{q}_{2}^{2} x}{\mathbf{k}^{2} x(1-x)}\right)-\frac{1}{2 \mathbf{k}^{2}}\left(L\left(1-\frac{\mathbf{q}_{1}^{2}}{\mathbf{q}_{2}^{2}}\right)-L\left(1-\frac{\mathbf{q}_{2}^{2}}{\mathbf{q}_{1}^{2}}\right)\right) \\
-\frac{1}{4 \mathbf{k}^{2}} \ln \left(\frac{\mathbf{q}_{1}^{2} \mathbf{q}_{2}^{2}}{\mathbf{k}^{4}}\right) .
\end{gather*}
$$ them. We obtain

$$
\begin{equation*}
\left.I\left(\mathbf{q}_{1}^{\prime}, \mathbf{q}_{2}^{\prime} ;-\mathbf{q}\right)\right|_{\mathbf{q}_{2}=0}=\frac{\Gamma^{2}(\epsilon)}{2 \Gamma(2 \epsilon)} \mathbf{q}^{2}\left[\left(\mathbf{q}_{1}^{\prime 2}\right)(\psi(\epsilon)-\psi(2 \epsilon))\right. \tag{B.19}
\end{equation*}
$$

$$
\begin{align*}
&-\left(\mathbf{k}^{2}\right)^{\epsilon}(\psi(1)-\psi(2 \epsilon))-\left(\mathbf{q}^{2}\right)^{\epsilon}(\psi(1)-\psi(1-\epsilon) \\
&+2 \psi(\epsilon)-2 \psi(2 \epsilon))]-\frac{\left(\mathbf{q}^{2}\right)^{2}}{4} \frac{1}{\pi^{1+\epsilon} \Gamma(1-\boldsymbol{\epsilon})}  \tag{C.2}\\
& \times \int \frac{d^{2+2 \epsilon} l}{\mathbf{l}^{2}(\mathbf{l}-\mathbf{q})^{2}} \ln \left(\frac{\mathbf{l}^{2}}{(\mathbf{l}-\mathbf{k})^{2}}\right)
\end{align*}
$$

In the sum of (C.1) and (C.2), the terms with $\ln (\mathbf{l}-\mathbf{k})^{2}$ cancel each other; after that, the integrals can be calculated and we obtain

$$
\begin{gather*}
\left.\left(I\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; \mathbf{q}\right)+I\left(\mathbf{q}_{1}^{\prime}, \mathbf{q}_{2}^{\prime} ;-\mathbf{q}\right)\right)\right|_{\mathbf{q}_{2}=0} \\
=\frac{\Gamma^{2}(\epsilon)}{2 \Gamma(2 \epsilon)} \mathbf{q}^{2}\left[\left(\mathbf{q}_{1}^{\prime 2}\right)^{\epsilon}(\psi(\epsilon)-\psi(2 \epsilon))-\left(\mathbf{k}^{2}\right)^{\epsilon}(2 \psi(1)\right.  \tag{C.3}\\
+\psi(\epsilon)-3 \psi(2 \epsilon))-\left(\mathbf{q}^{2}\right)^{\epsilon}(2 \psi(1) \\
-2 \psi(1-\epsilon)+3 \psi(\epsilon)-3 \psi(2 \epsilon))] .
\end{gather*}
$$

With this result, it is a simple task to show that the kernel (61) vanishes at $\mathbf{q}_{2}=0$ [and, due to the symmetries in (12), at zero transverse momentum of any of the Reggeons].
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#### Abstract

The coordinate-space behavior of (vector) strong-coupling constant in the background field $\alpha_{B}(r)$ is compared with that in standard perturbation theory $\alpha_{V}(r)$. The numerically calculated two-loop coupling constant $\alpha_{B}(r)$ is shown to exceed $\alpha_{V}(r)$ by $1-5 \%$ at very small distances, $r \leq 0.02 \mathrm{fm}$, and to be in agreement with lattice measurements of the static potential. At large distances, $\alpha_{B}(r)$ approaches the freezing value at $r \gtrsim 0.5 \mathrm{fm}$. An analytic form of $\alpha_{B}(r)$ is proposed that approximates $\alpha_{B}(r)$ with a precision $\leqslant 2 \%$ in the region $r \gtrsim 0.5 \mathrm{fm}$. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Precise knowledge of the static potential between heavy quarks is very important in quarkonium physics because this potential determines the spectrum and the wave functions of the $Q \bar{Q}$ system. Usually, fundamental quarkonium properties are calculated in coordinate space, where we need to know both perturbative and nonperturbative contributions to the static potential. As is well established now [1], the nonperturbative potential $V_{N P}(r)$ has a linear behavior beginning from rather small distances, $r \geqslant 0.2 \mathrm{fm}$, and, at smaller distances, the exact form of $V_{N P}(r)$ is not very important in quarkonium physics since $V_{N P}(r)$ is much smaller than the perturbative part of interaction. Still, there is the point of view that, at small distances, the linear potential $\sigma_{0} r$ also exists, with $\sigma_{0}$ being approximately equal to the asymptotic value of the string tension $\sigma$ (see [2] and references therein).

The situation with the perturbative static potential, $V_{P}(r)$, is much more uncertain. In perturbation theory, $V_{P}(r)$ is known only at small distances, $r \ll \Lambda_{R}^{-1}$, where $\Lambda_{R}$ is QCD constant in coordinate space which is significantly larger than $\Lambda_{\overline{M S}}$ in $\overline{M S}$ renormalization scheme [3] (see also Section 3):

$$
\Lambda_{R}^{\left(n_{f}\right)}=\Lambda_{\overline{M S}}^{\left(n_{f}\right)} \exp \left(\frac{a_{1}}{2 \beta_{0}}+\gamma_{\mathrm{E}}\right)
$$

for the number of flavors $n_{f}=4, \Lambda_{R}^{(4)}=2.536 \Lambda_{\overline{M S}}^{(4)} \approx$ $710 \pm 100 \mathrm{MeV}$ if the conventional two-loop value of $\Lambda_{\overline{M S}}^{(4)}=280 \pm 40 \mathrm{MeV}$ is used [4]. Therefore, the perturbative static potential calculated recently in the twoloop approximation [5, 6] is, in strict sense, defined

[^26]only in the region $r \ll 0.3 \mathrm{fm}=\Lambda_{R}^{-1}$, while the sizes of quarkonium states below the open-charm or the openbeauty threshold are much larger and change from 0.2 to 1 fm in bottomonium and from 0.4 to 1 fm in charmonium.

A precise determination of the strong-coupling constant at relatively large distances (or at small momenta in momentum space) cannot be performed within standard perturbation theory; therefore, a large variety of potentials were used in phenomenological calculations of quarkonium properties. Among the most popular potentials, we shortly discuss here only QCD-motivated potentials.
(i) For the Cornell potential [7]

$$
V_{\text {Corn }}(r)=-\frac{4}{3} \frac{\alpha}{r}+\sigma r+C,
$$

the running coupling constant $\alpha_{s}(r)$ is taken to be a constant over the entire region $r \geq 0$; yet, this potential gives an excellent description of the $Q \bar{Q}$ spectrum with only one drawback: the wave function at the origin, $\psi(0)$; and therefore the leptonic widths for the Cornell potential are found to be larger than in the case where the asymptotic-freedom behavior of $\alpha_{s}(r)$ is taken into account [8]. As a whole, one can conclude that the freezing phenomenon of the strong-coupling constant is extremely important in quarkonium physics.
(ii) For the Richardson potential defined in momentum space as [9]

$$
\begin{aligned}
& V_{\text {Rich }}(q)=-\frac{4}{3} \frac{\pi}{\beta_{0}} \frac{1}{q^{2} \ln \left(1+q^{2} / \Lambda^{2}\right)} \\
& V_{\text {Rich }}(q) \approx-\frac{4}{3} \frac{4 \pi}{\beta_{0}} \frac{1}{q^{2}} \frac{\Lambda^{2}}{q^{2}} \quad\left(q^{2}<\Lambda^{2}\right),
\end{aligned}
$$

the nonperturbative part $\left(\sim 1 / q^{4}\right)$ corresponds to the linear potential $\sigma r$, and it can be subtracted, so that the
perturbative coupling constant, $\alpha_{\text {Rich }}(q)$, can be defined as

$$
\begin{equation*}
\alpha_{\text {Rich }}(q)=\frac{4 \pi}{\beta_{0}}\left[\frac{1}{\ln \left(1+q^{2} / \Lambda^{2}\right)}-\frac{\Lambda^{2}}{q^{2}}\right] \tag{1}
\end{equation*}
$$

This coupling constant is finite at $q=0: \alpha_{\text {Rich }}(q=0)=$ $2 \pi / \beta_{0}$ - that is, it has a freezing property-and has the correct asymptotic behavior at high momenta, $q^{2} \gg \Lambda^{2}$,

$$
\alpha_{\text {Rich }}(q \longrightarrow \infty)=\frac{4 \pi}{\beta_{0}}\left(\ln \frac{q^{2}}{\Lambda^{2}}\right)^{-1}
$$

However, the nonperturbative part of the Richardson potential is a Lorentz vector by definition, while, as is now established in QCD, the linear potential must be a Lorentz scalar [10, 11].
(iii) In the calculations of meson properties by Godfrey and Isgur [12], the dependence of $\alpha_{s}(q)$ on $q$ was defined phenomenologically: $\alpha_{s}(q)$ was represented as the sum of exponentials and had also the property of freezing-in particular, at low momenta

$$
\alpha_{s}(q \longrightarrow 0) \longrightarrow \text { const }=0.60
$$

(iv) In [8], the asymptotic-freedom behavior of $\alpha_{s}(r)$ at small $r$ and the freezing of $\alpha_{s}(r)$ at $r \geq r_{0}$ were taken into account, which resulted in a good description of the quarkonium spectra and leptonic widths.
(v) In lattice calculations of the static potential [13, 14], it was observed that, at distances $r \gtrsim 0.2 \mathrm{fm}$, the strong-coupling constant, taken as a constant, reproduces lattice measurements with a good accuracy.

Thus, one can conclude that, in phenomenological calculations and in lattice QCD, two important properties of the strong-coupling constant are needed: the asymptotic-freedom behavior at small $r$ and the freezing of $\alpha_{s}(r)$ at relatively large distances.

On the fundamental level, the freezing phenomenon was predicted in the framework of background field theory (BFTh) in [15], where the static potential in vacuum background fields was considered. Later, this approach was applied to the process $e^{+} e^{-} \longrightarrow$ hadrons [16], where it was shown that the presence of a background field results in the appearance of the background mass $m_{B}$, so that the strong-coupling constant in this case depends on the combination $\left(q^{2}+m_{B}^{2}\right)$ instead of $q^{2}$ dependence in perturbation theory. The value of $m_{B}$ was found to be defined by the hybrid excitations [17], and the value of $m_{B} \approx 1.0-1.1 \mathrm{GeV}$ was also extracted from fine-structure splittings in charmonium [18] and bottomonium [19].

Similar ideas were discussed in [20, 21], where the freezing of $\alpha_{s}\left(q^{2}\right)$ was considered as a natural consequence of a picture where the gluon acquires an effective dynamical mass $m_{g}$. In [20, 21], it was suggested (not deduced as in [16]) that $\alpha_{s}\left(q^{2}\right)$ depends on the com-
bination $\left(q^{2}+4 m_{g}^{2}\right)$, i.e., the doubled effective gluon mass, $2 m_{g}$, plays a role of the background mass. In recent calculations of dynamical gluon masses (which depend on chosen quantum numbers) in [22], the lowest gluon mass $m_{g}=0.53 \mathrm{GeV}$ was calculated, so that $2 m_{g}=1.06 \mathrm{GeV}$. This number is in surprising agreement with $m_{B} \approx 1.0 \mathrm{GeV}$ obtained in [17-19].

In the framework of perturbation theory, an analytic effective coupling constant was constructed with the use of an "analytization" procedure [23]. This analytic $\alpha_{\mathrm{an}}(q)$ is finite in the infrared limit and the value of $\alpha_{\mathrm{an}}(q=0)$ was found to be $4 \pi / \beta_{0}$. In this approach, oneloop and two-loop expressions of $\alpha_{s}(q)$ are modified, but they do not contain any background mass. Note also that the freezing value of $\alpha_{\mathrm{an}}(q=0)=4 \pi / \beta_{0}$ is about three times larger than the freezing values predicted in $[16,18]$ and this significant difference can give rise to different predictions of some observed experimental values.

The theoretical formula describing the behavior of the strong-coupling constant in the background field, denoted as $\alpha_{B}(q)$, was deduced in [16] at large momenta, $q^{2} \gtrsim m_{B}^{2}$, and to find the behavior of $\alpha_{B}(q)$ at smaller momenta, $q^{2} \lesssim m_{B}^{2}$, an interpolation of this expression (valid at $q^{2} \gtrsim m_{B}^{2}$ ) was used. Therefore, the precise number of the freezing coupling constant value, $\alpha_{B}(q=0)$, is not still theoretically fixed in BFTh. To get this number, phenomenological analysis and lattice measurements of static potential at small separations can be very useful. Recently, lattice data on the static potential in the range $0.04 \leq r \leq 0.4 \mathrm{fm}$ were published in [24], and from the analysis of these data the background mass $m_{B}$ can be estimated.

Our paper is mostly concentrated on the properties of $\tilde{\alpha}_{B}(r)$ in BFTh with a preliminary discussion of the two-loop coupling constant in momentum and coordinate spaces in perturbation theory, and also on the approximations to $\tilde{\alpha}_{B}(r)$ at large and small distances.

## 2. TWO-LOOP $\alpha_{V}(q)$ IN MOMENTUM SPACE

The perturbative potential $V_{P}(q)$ can be used to define a vector coupling constant $\alpha_{V}(q)$ :

$$
\begin{equation*}
V_{P}(q)=-4 \pi C_{F} \frac{\alpha_{V}(q)}{q^{2}} \tag{2}
\end{equation*}
$$

where $q^{2} \equiv \mathbf{q}^{2}$. The coupling constant, expressed through $\alpha_{\overline{M S}}(\mu)$ in the renormalization scheme $\overline{M S}$, was recently calculated in the two-loop approximation [5, 6]:

$$
\begin{equation*}
\alpha_{V}(q)=\alpha_{s}(\mu)\left\{1+C_{1} \frac{\alpha_{s}(\mu)}{4 \pi}+C_{2}\left(\frac{\alpha_{s}(\mu)}{4 \pi}\right)^{2}\right\} \tag{3}
\end{equation*}
$$

Here, $\alpha_{s}(\mu) \equiv \alpha_{\overline{M S}}(\mu)$ and

$$
\begin{gather*}
C_{1}=a_{1}+\beta_{0} y \\
C_{2}=a_{2}+\beta_{0}^{2} y^{2}+\left(\beta_{1}+2 \beta_{0} a_{1}\right) y \tag{4}
\end{gather*}
$$

and in (4), the variable $y$ is

$$
\begin{equation*}
y=\ln \left(\mu^{2} / q^{2}\right) \tag{5}
\end{equation*}
$$

The constants $a_{1}$ and $a_{2}$ are given by

$$
\begin{gather*}
a_{1}=\frac{31}{3}-\frac{10}{9} n_{f} \\
a_{2}=9\left[\frac{4343}{162}+4 \pi^{2}-\frac{\pi^{4}}{4}+\frac{22}{3} \zeta(3)\right] \\
-\frac{3}{2} n_{f}\left(\frac{1798}{81}+\frac{56}{3} \zeta(3)\right)  \tag{6}\\
-\frac{1}{2} C_{F} n_{f}\left(\frac{55}{3}-16 \zeta(3)\right)+\frac{100}{81} n_{f}^{2}
\end{gather*}
$$

In (6), $C_{F}$ is the Casimir operator of the $S U(N)$ group. In particular, in the quenched approximation $\left(n_{f}=0\right)$ where the lattice measurements exist [24],

$$
\begin{equation*}
a_{1}=31 / 3, \quad a_{2}=456.74884 \ldots \tag{7}
\end{equation*}
$$

In (6), $\zeta(3)=1.202057$ denotes the Riemann $\zeta$ function. On the other hand, if the definition of $\beta^{V}$ function is used,

$$
\begin{equation*}
\beta^{V}=\mu^{2} \frac{\partial \alpha_{V}(\mu)}{\partial \mu^{2}}=-4 \pi \sum_{n=0}^{\infty} \beta_{n}^{V}\left(\frac{\alpha_{V}(\mu)}{4 \pi}\right)^{n+2} \tag{8}
\end{equation*}
$$

then with the help of expression (3) the coefficients of the QCD $\beta^{V}$ function, $\beta_{n}^{V}(n=0,1,2)$, can be found [6]:

$$
\begin{equation*}
\beta_{0}^{V}=\beta_{0}, \quad \beta_{1}^{V}=\beta_{1}, \quad \beta_{2}^{V}=\beta_{2}-a_{1} \beta_{1}+\beta_{0}\left(a_{2}-a_{1}^{2}\right) \tag{9}
\end{equation*}
$$

Here, $\beta_{n} \equiv \beta_{n}^{\overline{M S}}$, and for $n_{f}=0$, we have

$$
\beta_{0}=11, \quad \beta_{1}=102, \quad \beta_{2}=2857 / 2
$$

Correspondingly, for the vector coupling constant $\beta_{0}^{V}=11, \beta_{1}^{V}=102$ are the renormalization scheme (RS) invariants, and the coefficient

$$
\begin{equation*}
\beta_{2}^{V}=4224.1817 \ldots \tag{10}
\end{equation*}
$$

appears to be about three times larger than $\beta_{2}^{\overline{M S}}$.
The value of $\Lambda_{\overline{M S}}^{(0)}$ was recently calculated with a good accuracy in the finite-size lattice technique [25] $\left(n_{f}=0\right)$ :

$$
\begin{equation*}
\Lambda_{\overline{M S}}^{(0)}=\frac{0.602(48)}{r_{0}} \tag{11}
\end{equation*}
$$

where $r_{0}$ denotes the Sommer scale. With the use of expression (3), QCD constant $\Lambda_{V}^{\left(n_{f}\right)}$, defining the run-
ning vector coupling constant $\alpha_{V}(q)$, can be expressed through $\Lambda_{\overline{M S}}^{\left(n_{f}\right)}$ [3]:

$$
\begin{equation*}
\Lambda_{V}^{\left(n_{f}\right)}=\Lambda_{\overline{M S}}^{\left(n_{f}\right)} \exp \left(a_{1} / 2 \beta_{0}\right) \tag{12}
\end{equation*}
$$

or in the case $n_{f}=0$

$$
\begin{equation*}
\Lambda_{V}^{(0)}=1.5995 \Lambda_{\overline{M S}}^{(0)}=\frac{0.963(77)}{r_{0}} \tag{13}
\end{equation*}
$$

If $r_{0}$ is taken to be $r_{0}=0.5 \mathrm{fm} \approx 2.54 \mathrm{GeV}^{-1}$ as in [25], then
$\Lambda_{\overline{M S}}^{(0)}=237 \pm 19 \mathrm{MeV}, \quad \Lambda_{V}^{(0)}=379 \pm 30 \mathrm{MeV}$.
In our calculations below (see Section 6), we will use the following values:

$$
\begin{equation*}
\Lambda_{\overline{M S}}^{(0)}=240.7 \mathrm{MeV}, \quad \Lambda_{V}^{(0)}=385 \mathrm{MeV} \tag{15}
\end{equation*}
$$

which satisfy relation (13).
Since $\Lambda_{V}$ and the coefficients $\beta_{n}^{V}$ are known, the running vector coupling constant $\alpha_{V}(q)$ can be also written in the form

$$
\begin{gather*}
\alpha_{V}(q) \\
=\frac{4 \pi}{\beta_{0} \tilde{y}}\left\{1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln \tilde{y}}{\tilde{y}}+\frac{\beta_{1}^{2}}{\beta_{0}^{4} \tilde{y}^{2}}\left[\ln ^{2} \tilde{y}-\ln \tilde{y}+\frac{\beta_{0} \beta_{2}^{V}}{\beta_{1}^{2}}\right]\right\} \tag{16}
\end{gather*}
$$

where $\beta_{2}^{V}$ is given by number (10) and

$$
\begin{equation*}
\tilde{y}=\ln \left(q^{2} / \Lambda_{V}^{2}\right) \tag{17}
\end{equation*}
$$

Note that, in (16), the small correction coming from the last term, $\left(4 \pi / \tilde{y}^{3}\right)\left(\beta_{2}^{V} / \beta_{0}^{4}\right)$, is about three times larger than that in the $\overline{M S}$ renormalization scheme.

## 3. TWO-LOOP $\tilde{\alpha}_{V}(r)$ IN COORDINATE SPACE

The vector coupling constant in coordinate space, $\tilde{\alpha}_{V}(r)$, is also defined through the static potential:

$$
\begin{equation*}
V_{P}(r)=-C_{F} \frac{\tilde{\alpha}_{V}(r)}{r} \tag{18}
\end{equation*}
$$

By introducing the Fourier transform $V_{P}(q)$,

$$
\begin{equation*}
V_{P}(r)=\frac{1}{(2 \pi)^{3}} \int V_{P}(q) e^{i \mathbf{q} \cdot \mathbf{r}} d \mathbf{q} \tag{19}
\end{equation*}
$$

it can be shown that $\tilde{\alpha}_{V}(r)$ and $\alpha_{V}(q)$, given by (3) or (16), satisfy the relation

$$
\begin{gather*}
\tilde{\alpha}_{V}(r)=\frac{2}{\pi} \int \alpha_{V}(q) \frac{\sin (q r)}{q} d q=\frac{2}{\pi} \int \alpha_{V}(y) \frac{\sin x}{x} d x \\
y(x)=\ln \frac{\mu^{2} r^{2}}{x^{2}} \tag{20}
\end{gather*}
$$

The integral in (20) can be analytically calculated if $\alpha_{V}(q)$ is taken in the two-loop approximation as in (3) (see Appendix), and the following expression for $\tilde{\alpha}_{V}(r)$ was obtained in $[6,26](\mu=1 / r)$ :

$$
=\alpha_{\overline{M S}}\left(\frac{1}{r}\right)\left\{1+A_{1} \frac{\alpha_{\overline{M S}}(r)}{4 \pi}(1 / r), A_{2}\left(\frac{\alpha_{\overline{M S}}(1 / r)}{4 \pi}\right)^{2}\right\} .
$$

Here, the coefficients $A_{1}$ and $A_{2}$ are the following constants:

$$
\begin{gather*}
A_{1}=a_{1}+2 \gamma_{\mathrm{E}} \beta_{0} \\
A_{2}=a_{2}+\beta_{0}^{2}\left(\frac{\pi^{3}}{3}+4 \gamma_{\mathrm{E}}^{2}\right)+2 \gamma_{\mathrm{E}}\left(\beta_{1}+2 \beta_{0} a_{1}\right) \tag{22}
\end{gather*}
$$

Then, with the use of expansion (21), the coefficients of the two-loop $\beta^{R}$ function in coordinate space can be calculated [26]:

$$
\begin{equation*}
\beta^{R}=\mu^{2} \frac{\partial \tilde{\alpha}_{V}(\mu)}{\partial \mu^{2}}=-4 \pi \sum_{n=0}^{\infty} \beta_{n}^{R}\left(\frac{\tilde{\alpha}_{V}(\mu)}{4 \pi}\right)^{n+2} \tag{23}
\end{equation*}
$$

with the following result: $\beta_{0}^{R}=\beta_{0}^{V}=\beta_{0}, \beta_{1}^{R}=\beta_{1}^{V}=\beta_{1}$. They are RS invariants, while

$$
\begin{equation*}
\beta_{2}^{R}=\beta_{2}^{\overline{M S}}-A_{1} \beta_{1}+\beta_{0}\left(A_{2}-A_{1}^{2}\right) \tag{24}
\end{equation*}
$$

In the quenched approximation $\left(n_{f}=0\right)$, we have $\beta_{n}^{R}=$ $8602.9962 \ldots, A_{1}=23.032079 \ldots$, and $A_{2}=$ 1396.27376.... The coefficient $\beta_{2}^{R}$ appears to be about two times larger than $\beta_{2}^{V}$ in (10) and about six times larger than $\beta_{2}^{\overline{M S}}$. It means that the three-loop corrections to the coupling constant in coordinate space are significantly larger than in the $\overline{M S}$ renormalization scheme.

QCD constant $\Lambda_{R}^{\left(n_{f}\right)}$ defining the running coupling constant $\tilde{\alpha}_{V}(r)$ in coordinate space can be expressed through $\Lambda_{\overline{M S}}^{\left(n_{f}\right)}[3,24]$ and turns out to be large:

$$
\begin{equation*}
\Lambda_{R}^{\left(n_{f}\right)}=\Lambda_{\overline{M S}}^{\left(n_{f}\right)} \exp \left(\frac{a_{1}}{2 \beta_{0}}+\gamma_{\mathrm{E}}\right) \tag{25}
\end{equation*}
$$

From here (for $n_{f}=0$ and $n_{f}=4$ ), $\Lambda_{R}^{(0)}$ and $\Lambda_{R}^{(4)}$ are about 2.5-2.8 times larger than $\Lambda_{\overline{M S}}$ :

$$
\begin{equation*}
\Lambda_{R}^{(0)}=2.8488 \Lambda_{\overline{M S}}^{(0)}, \quad \Lambda_{R}^{(4)}=2.5359 \Lambda_{\overline{M S}}^{(4)} \tag{26}
\end{equation*}
$$

If $\Lambda_{\overline{M S}}^{(0)}=240.7 \mathrm{MeV}$ is taken as in [25], then in coordinate space the QCD constant is

$$
\begin{equation*}
\Lambda_{R}^{(0)}=686 \mathrm{MeV} \tag{27}
\end{equation*}
$$

## 4. $\alpha_{B}(q)$ IN BACKGROUND-FIELD THEORY

The properties of the coupling constants in momentum and in coordinate spaces have been discussed above in the framework of perturbation theory, which is applicable only at large momenta, $q \gg \Lambda_{V}$, or at small distances, $\Lambda_{R} r \ll 1$. At smaller $q^{2}$, the influence of vacuum background fields on the interaction becomes important, and, as a result, the vector coupling constant is modified $[15,16]$. The static potential $V_{B}(q)$ in the presence of background fields can be written just as $V_{P}(q)$ in (2):

$$
\begin{equation*}
V_{B}(q)=-4 \pi C_{F} \frac{\alpha_{B}(q)}{q^{2}} \tag{28}
\end{equation*}
$$

It is important that $V_{B}(q)$ does not include a purely confining (scalar) contribution and takes into account only the influence of background fields on the perturbative (vector) part of interaction. In this respect, $V_{B}(q)$ essentially differs from the Richardson potential discussed in the Introduction and takes into account an interference of perturbative and nonperturbative effects at small distances.

As is shown in [16], the strong-coupling constant in the presence of a background field, denoted in (28) as $\alpha_{B}(q)$, depends on the combination $\left(q^{2}+m_{B}^{2}\right)$, where $m_{B}$ is a background mass. This mass can in general depend on a considered channel and in the case of static potential $m_{B}$ is defined by the lowest hybrid excitation $[16,17]$ with $m_{B} \approx 1.0 \mathrm{GeV}$. Just this value of $m_{B}$ was extracted from fine-structure analysis of charmonium and bottomonium in $[18,19]$.

In [16, 27], it was deduced that in BFTh the strongcoupling constant $\alpha_{B}(q)$ at large momenta can be obtained as a generalization of the perturbative expression with $q^{2}$ replaced by the combination $\left(q^{2}+m_{B}^{2}\right)$. Then the generalization of expansion (3) in momentum space can be written in the following way:
$\alpha_{B}(q)=\alpha_{B}^{\overline{M S}}(\tilde{\mu})\left\{1+B_{1} \frac{\alpha_{B}^{\overline{M S}}(\tilde{\mu})}{4 \pi}+B_{2}\left(\frac{\alpha_{B}^{\overline{M S}}(\tilde{\mu})}{4 \pi}\right)^{2}\right\}$,
with

$$
\begin{gather*}
B_{1}=a_{1}+\beta_{0} t \\
B_{2}=a_{2}+\beta_{0}^{2} t^{2}+\left(\beta_{1}+2 \beta_{0} a_{1}\right) t \tag{30}
\end{gather*}
$$

Here, the variable $t$ is

$$
\begin{equation*}
t=\ln \frac{\tilde{\mu}^{2}}{q^{2}+m_{B}^{2}}, \quad \tilde{\mu}^{2}=\mu^{2}+m_{B}^{2} \geq m_{B}^{2} \tag{31}
\end{equation*}
$$

In (30), the coefficients $a_{1}$ and $a_{2}$ are the same as in (6), and the running coupling constant $\alpha_{B}^{\overline{M S}}(\tilde{\mu})$ in the $\overline{M S}$ renormalization scheme now depends on $t_{\overline{M S}}$ :

$$
\begin{gather*}
t_{\overline{M S}}(\mu)=\ln \frac{\mu^{2}+m_{B}^{2}}{\Lambda_{\overline{M S}}^{2}}=\ln \frac{\tilde{\mu}^{2}}{\Lambda_{\overline{M S}}^{2}}  \tag{32}\\
\alpha_{B}^{\overline{M S}}(\tilde{\mu})=\frac{4 \pi}{\beta_{0} t_{\overline{M S}}}\left\{1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln t_{\overline{M S}}}{t_{\overline{M S}}}+\ldots\right\} \tag{33}
\end{gather*}
$$

In (32), it was also assumed that in BFTh $\Lambda_{B}^{\overline{M S}}$ coincides with $\Lambda_{\overline{M S}}$ in perturbative theory. If $m_{B}=0$, then expression (29) reduces to expression (2); therefore, in BFTh the values of $\beta_{n}^{V}$ coefficients [for the coupling constant $\left.\alpha_{B}(q)\right]$ turn out to be the same as in perturbative theory, and the running coupling constant $\alpha_{B}(q)$ can be written as

$$
\begin{gather*}
\alpha_{B}(q)=\frac{4 \pi}{\beta_{0} t_{B}}\left\{1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln t_{B}}{t_{B}}\right. \\
\left.+\frac{\beta_{1}^{2}}{\beta_{0}^{4} t_{B}^{2}}\left[\ln ^{2} t_{B}-\ln t_{B}-1+\frac{\beta_{0} \beta_{2}^{V}}{\beta_{1}^{2}}\right]\right\} \tag{34}
\end{gather*}
$$

The only difference between (34) and (16) is that the variable $\tilde{y}$ is replaced by

$$
\begin{equation*}
t_{B}=\ln \frac{q^{2}+m_{B}^{2}}{\Lambda_{V}^{2}} \quad\left(\Lambda_{B}^{V}=\Lambda_{V}\right) \tag{35}
\end{equation*}
$$

Here, some remarks about QCD constants $\Lambda_{B}^{\overline{M S}}$ and $\Lambda_{B}^{V}$ in BFTh are needed.

In the region of very large momenta,

$$
\begin{equation*}
q \gtrdot \Lambda_{B}^{\overline{M S}} \quad \text { or } \quad q \gg \Lambda_{B}^{V}, \quad \text { and } \quad q \gg m_{B} \tag{36}
\end{equation*}
$$

and $\alpha_{B}(q)$ in (34) and $\alpha_{B}^{\overline{M S}}(q)$ in (33) coincide with perturbative expressions. Therefore, for $n_{f}=5, \mathrm{QCD}$ constants $\Lambda_{V}$ and $\Lambda_{B}^{V}$ in (35) coincide:

$$
\begin{gather*}
\Lambda_{B}^{V}\left(n_{f}=5\right)=\Lambda_{V}\left(n_{f}=5\right) \\
\Lambda_{B}^{\overline{M S}}\left(n_{f}=5\right)=\Lambda_{\overline{M S}}\left(n_{f}=5\right) \tag{37}
\end{gather*}
$$

As is shown in [18], for $n_{f}=4, \Lambda_{B}^{\overline{M S}}$ and $\Lambda_{\overline{M S}}^{(4)}$ also coincide within $1-2 \mathrm{MeV}$ accuracy and even for $n_{f}=3, \Lambda_{B}^{\overline{M S}}$ is only by about $15-20 \mathrm{MeV}$ larger than $\Lambda_{\overline{M S}}^{(3)}$; i.e., they coincide within the theoretical and experimental errors. Therefore we assume here that, in the quenched approximation, we have

$$
\begin{equation*}
\Lambda_{B}^{\overline{M S}} \approx \Lambda_{\overline{M S}}^{(0)}\left(n_{f}=0\right) \tag{38}
\end{equation*}
$$

It is essential that in (35) there exists a region of $q^{2} \sim$ $m_{B}^{2}$ where the condition $q^{2} \gg \Lambda_{V}^{2}$ is still satisfied but the influence of background mass $m_{B}$ under the logarithm becomes important. For example, if $q=m_{B}=$ 1.0 GeV and $\Lambda_{B}^{V}=\Lambda_{V}=380 \mathrm{MeV}$, then $q^{2} / \Lambda_{V}^{2}=7$. This region can be called a preasymptotic one. In (29), $\alpha_{B}(q)$ was defined at $q \gtrsim m_{B}$. However, the coupling constant $\alpha_{B}(q)$ was not defined at small $q^{2}: 0 \leq q^{2} \leq \Lambda_{V}^{2}$. It was only obtained in $[15,16]$ that $\alpha_{B}(q)$ freezes at $q=0$ at some value $\alpha_{B}(0)$ but the exact number of $\alpha_{B}(q=0)$ was not calculated. Our main assumption here will be made about $\alpha_{B}(q)$ behavior at small momenta: the analytic two-loop expression (29) or (34) for $\alpha_{B}(q)$ is assumed to be valid over all range of momenta $q \geq 0$; i.e., expression (34) (obtained for $q^{2} \gtrsim m_{B}^{2}$ ) is extrapolated to the region of small $q^{2}: m_{B}^{2} \gtrsim q^{2} \geq 0$.

This assumption has a pronounced effect on the behavior of the static potential in coordinate space and needs a special check, in particular, by comparison of the theoretical formula for $V_{B}(r)$ with lattice measurements. Therefore, the existing lattice data on the static potential at small and average distances appear to be of great importance for checking different theoretical concepts about the freezing of the strong-coupling constant.

## 5. $\tilde{\alpha}_{B}(r)$ IN COORDINATE SPACE

The strong-coupling constant $\tilde{\alpha}_{B}(r)$ in coordinate space in BFTh can be defined through the static potential as in (18):

$$
\begin{equation*}
V_{B}(r)=-C_{F} \frac{\tilde{\alpha}_{B}(r)}{r} \tag{39}
\end{equation*}
$$

and with the help of the Fourier transform it can be connected with $\alpha_{B}(q)$ in momentum space, as in (20),

$$
\begin{equation*}
\tilde{\alpha}_{B}(r)=\frac{2}{\pi} \int_{0}^{\infty} d q \frac{\sin (q r)}{q} \alpha_{B}(q)=\frac{2}{\pi} \int_{0}^{\infty} d q \frac{\sin x}{x} \alpha_{B}(x) \tag{40}
\end{equation*}
$$

On the right-hand side of (40), $\alpha_{B}(x)$ depends on the variable

$$
\tilde{t}(x)=\ln \frac{\left(\mu^{2}+m_{B}^{2}\right) r^{2}}{x^{2}+m_{B}^{2} r^{2}}
$$

instead of the $y(x)$ dependence in (20).
In the two-loop approximation [with the use of representation (29)], $\tilde{\alpha}_{B}(r)$ can be calculated:

$$
\begin{gather*}
\tilde{\alpha}_{B}(r)=\alpha_{B}^{\overline{M S}}\left(\mu=\frac{1}{r}\right)  \tag{41}\\
\times\left\{1+\tilde{B}_{1}(r) \frac{\alpha_{B}^{\overline{M S}}(\mu=1 / r)}{4 \pi}+\tilde{B}_{2}(r)\left[\frac{\alpha_{B}^{\overline{M S}}(\mu=1 / r)}{4 \pi}\right]^{2}\right\}
\end{gather*}
$$

In contrast to the coefficients $A_{1}$ and $A_{2}$ in (21), now in (41) $\tilde{B}_{1}(r)$ and $\tilde{B}_{2}(r)$ depend on the variable $r$, if the renormalization scale $\mu=1 / r$ is chosen. In a general case, we have

$$
\begin{gather*}
\tilde{B}_{1}(r)=a_{1}+2 \gamma_{1}(r) \beta_{0}, \\
\tilde{B}_{2}(r)=a_{2}+2 \gamma_{1}(r)\left(\beta_{1}+2 \beta_{0} a_{1}\right)+\beta_{0}^{2} \gamma_{2}(r) . \tag{42}
\end{gather*}
$$

Here, the functions $\gamma_{n}(r)(n=1,2)$ are defined by the integrals ( $\mu=1 / r$ )

$$
\begin{equation*}
\gamma_{n}(r)=\frac{2}{\pi} \int d x \frac{\sin x}{x} \tilde{t}^{n}(x) \tag{43}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{t}(x)=\ln \frac{1+m_{B}^{2} r^{2}}{x^{2}+m_{B}^{2} r^{2}} . \tag{44}
\end{equation*}
$$

The function $\gamma_{1}(r)$ (calculated analytically in the Appendix) can be written in two different forms:

$$
\begin{gather*}
\gamma_{1}(r)=\frac{1}{2} \ln \frac{1+m_{B}^{2} r^{2}}{m_{B}^{2} r^{2}}+\operatorname{Ei}\left(-m_{B} r\right) \\
=\frac{1}{2} \ln \left(1+m_{B}^{2} r^{2}\right)+\gamma_{\mathrm{E}}+\sum_{k=1}^{\infty} \frac{\left(-m_{B} r\right)^{k}}{k!k},  \tag{45}\\
\gamma_{1}(r)=\ln \frac{1+m_{B}^{2} r^{2}}{m_{B}^{2} r^{2}} \\
+e^{-m_{B} r}\left[-\frac{1}{m_{B} r}+\frac{1}{\left(m_{B} r\right)^{2}}\right]+O\left(\frac{1}{\left(m_{B} r\right)^{3}}\right),  \tag{46}\\
\text { if } \quad m_{B} r \geqslant 1 .
\end{gather*}
$$

Here, $\gamma_{\mathrm{E}}$ is the Euler constant. To find $\gamma_{1}(r)$ at small $r$, it is convenient to use expression (45), from which it is evident that $\gamma_{1}(r \longrightarrow 0) \longrightarrow \gamma_{\mathrm{E}}$ and with the lowest correction taken into account $\gamma_{1}(r)$ is

$$
\begin{equation*}
\gamma_{1}(r \longrightarrow 0)=\gamma_{\mathrm{E}}-m_{B} r . \tag{47}
\end{equation*}
$$

The behavior of $\gamma_{1}(r)$ at large distances can be found from (46),

$$
\begin{gather*}
\gamma_{1}\left(m_{B} r \gtrdot 1\right)=\frac{1}{m_{B}^{2} r^{2}}-\frac{e^{-m_{B} r}}{m_{B} r} \longrightarrow 0,  \tag{48}\\
\text { if } r \longrightarrow \infty .
\end{gather*}
$$

Thus, the function $\gamma_{1}(r)$ is a decreasing function of $r$, and in the range $0 \leq r<\infty$ it changes from $\gamma_{1}(0)=\gamma_{\mathrm{E}}$ to $\gamma_{1}(\infty)=0$ :

$$
\begin{equation*}
\gamma_{\mathrm{E}} \geq \gamma_{1}(r) \geq 0 . \tag{49}
\end{equation*}
$$

If one defines, as in perturbation theory, QCD constants $\Lambda_{B}^{R}$ in coordinate space in terms of $\Lambda_{B}^{V}$ in momentum space from representation (29),

$$
\begin{equation*}
\Lambda_{B}^{R}=\Lambda_{V} \exp \left(\gamma_{1}(r)\right), \tag{50}
\end{equation*}
$$

then, $\Lambda_{B}^{R}$ depends now on the distance $r$ and only at very small $r$ coincides with the perturbative $\Lambda_{R}$ [28]:

$$
\begin{gather*}
\Lambda_{B}^{R}(r \longrightarrow 0)=\Lambda_{R}  \tag{51}\\
=\Lambda_{V} e^{\gamma_{\mathrm{E}}}\left(r \longrightarrow 0, \gamma_{1}(r) \longrightarrow \gamma_{\mathrm{E}}\right) .
\end{gather*}
$$

At large distances $(r \longrightarrow \infty) \gamma_{1}(r) \longrightarrow 0$; therefore, $\Lambda_{B}^{R}$ coincides with QCD constant $\Lambda_{V}$ in momentum space:

$$
\begin{equation*}
\Lambda_{B}^{R}(r \longrightarrow \infty)=\Lambda_{V} . \tag{52}
\end{equation*}
$$

At the average distances, the values of $\Lambda_{B}^{R}(r)$ lie between $\Lambda_{R}$ and $\Lambda_{V}: \Lambda_{V}<\Lambda_{B}^{R}<\Lambda_{R}$.

The second function $\gamma_{2}(r)$ in (42) is given by the expression (see Appendix)

$$
\begin{gather*}
\gamma_{2}(r, \mu=1 / r)=\ln ^{2}\left(1+m_{B}^{2} r^{2}\right) \\
\quad+4 \ln \left(1+m_{B}^{2} r^{2}\right)\left(\gamma_{\mathrm{E}}+\sum_{k=1}^{\infty} \frac{\left(-m_{B} r\right)^{k}}{k!k}\right)+\xi_{2}(r)  \tag{53}\\
=\left[\ln \left(\frac{1+m_{B}^{2} r^{2}}{m_{B}^{2} r^{2}}\right)\right]^{2}+4 \ln \left(\frac{1+m_{B}^{2} r^{2}}{m_{B}^{2} r^{2}}\right) \operatorname{Ei}\left(-m_{B} r\right)+\tilde{\xi}_{2}(r) .
\end{gather*}
$$

Here, the function $\xi_{2}(r)$ is defined by the integral

$$
\begin{equation*}
\xi_{2}(r)=\frac{2}{\pi} \int d x \frac{\sin x}{x} \ln ^{2}\left(x^{2}+m_{B}^{2} r^{2}\right), \tag{54}
\end{equation*}
$$

while

$$
\begin{equation*}
\tilde{\xi}_{2}(r)=\frac{2}{\pi} \int d x \frac{\sin x}{x} \ln ^{2}\left(1+\frac{x^{2}}{m_{B}^{2} r^{2}}\right) . \tag{55}
\end{equation*}
$$

The function $\xi_{2}(r)$ and therefore $\gamma_{2}(r)$ can be analytically calculated only at small and large distances:

$$
\begin{gather*}
\gamma_{2}(r \longrightarrow 0) \longrightarrow \xi_{2}(r \longrightarrow 0) \\
=4 \gamma_{\mathrm{E}}^{2}+\pi^{2} / 3=4.622580 \tag{56}
\end{gather*}
$$

At large distances, as seen from expression (54) (see also Appendix),

$$
\begin{equation*}
\tilde{\xi}_{2}(r \longrightarrow \infty) \longrightarrow 0, \quad \gamma_{2}(r \longrightarrow \infty) \longrightarrow 0 ; \tag{57}
\end{equation*}
$$

therefore, expression (42) at large distances simplifies,

$$
\begin{equation*}
\tilde{B}_{2}(r \longrightarrow \infty) \longrightarrow a_{2} . \tag{58}
\end{equation*}
$$

It is important to stress here that the dependence $\gamma_{1}(r)$ on $r$ is quite pronounced even at rather small distances; e.g., if $m_{B}=1.0 \mathrm{GeV}$ and $r=0.1 \mathrm{GeV}^{-1}=0.02 \mathrm{fm}$, then the correction to the function

$$
\begin{equation*}
\gamma_{1}(r)=\gamma_{\mathrm{E}}-m_{B} r \tag{59}
\end{equation*}
$$

coming from the second term is about $20 \%$, and it grows for larger distances.

## 6. RUNNING COUPLING CONSTANT IN BFTh

The functions $\tilde{B}_{1}(r)$ and $\tilde{B}_{2}(r)$ in expansion (41) define the coefficients of $\beta^{B R}$ function in BFTh:

$$
\begin{equation*}
\beta^{B R}=\tilde{\mu}^{2} \frac{\partial \tilde{\alpha}_{B}(\tilde{\mu})}{\partial \tilde{\mu}^{2}}=-4 \pi \sum_{n=0}^{\infty} \beta_{n}^{B R}\left(\frac{\tilde{\alpha}_{B}(\tilde{\mu})}{4 \pi}\right)^{n+2}, \tag{60}
\end{equation*}
$$

where $\beta_{0}$ and $\beta_{1}$ are RS invariants, while $\beta_{2}^{B R}$ is RS dependent,

$$
\begin{equation*}
\beta_{2}^{B R}=\beta_{2}^{\overline{M S}}-\beta_{1} \tilde{B}_{1}(r)-\beta_{0}\left[\tilde{B}_{2}(r)-\tilde{B}_{1}^{2}(r)\right], \tag{61}
\end{equation*}
$$

and has different limits at small and large distances. At small $r\left(m_{B} r \ll 1\right)$ coefficient $\beta_{2}^{B R} \longrightarrow \beta_{2}^{R}$, given by (24), and at large distances, $r \longrightarrow \infty$, it approaches $\beta_{2}^{V}$-the coefficient of the vector coupling constant in momentum space:

$$
\begin{equation*}
\beta_{2}^{B R}(r \longrightarrow \infty) \longrightarrow \beta_{2}^{V} \tag{62}
\end{equation*}
$$

Therefore, at large distances, the running coupling constant can be approximated by the simple expression

$$
\begin{equation*}
\tilde{\alpha}_{B}(r \longrightarrow \infty)=\frac{4 \pi}{\beta_{0} t_{0}}\left\{1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln t_{0}}{t_{0}}\right\}, \tag{63}
\end{equation*}
$$

where under the logarithm the variable $t_{0}$ is a number,

$$
\begin{equation*}
t_{0}=\ln \left(m_{B}^{2} / \Lambda_{V}^{2}\right), \tag{64}
\end{equation*}
$$

and QCD constant is equal to $\Lambda_{V}$. From the comparison of (64) and (34), one can easily get that the freezing values in coordinate and momentum spaces coincide:

$$
\begin{equation*}
\tilde{\alpha}_{B}(r \longrightarrow \infty)=\alpha_{B}\left(q=0, \Lambda=\Lambda_{V}\right) \tag{65}
\end{equation*}
$$

## 7. OUR CALCULATIONS

The running coupling constant $\tilde{\alpha}_{B}(r)$ can be numerically calculated. To this end, it is convenient to use for $\alpha_{B}(q)$ expression (34) in integral (40). Also, the last term in (34), proportional to $\tilde{t}^{-3}$, will be neglected here for two reasons. First, its contribution to the coupling constant is less than $1-5 \%$ over all region $q^{2} \geq 0$; the second reason is that two-loop expression used here,

$$
\begin{equation*}
\alpha_{B}^{(2)}(q)=\frac{4 \pi}{\beta_{0} t_{B}}\left\{1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln t_{B}}{t_{B}}\right\}, \tag{66}
\end{equation*}
$$

with

$$
\begin{equation*}
t_{B}=\ln \frac{q^{2}+m_{B}^{2}}{\Lambda_{V}^{2}} \tag{67}
\end{equation*}
$$

contains only RS invariant coefficients $\beta_{0}$ and $\beta_{1}$. If $n_{f}=$ 0 in (67), $\Lambda_{V}=385 \mathrm{MeV}$ will be taken.

In the same approximation, $\tilde{\alpha}_{B}^{(2)}(r)$ in (40) can be written as

$$
\begin{gather*}
\tilde{\alpha}_{B}^{(2)}(r)=\frac{8}{\beta_{0}} \int_{0}^{\infty} d x \frac{\sin x}{x} \frac{1}{t(x)}\left\{1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln t(x)}{t(x)}\right\},  \tag{68}\\
t(x)=\ln \frac{x^{2}+m_{B}^{2} r^{2}}{\Lambda_{V}^{2} r^{2}} .
\end{gather*}
$$

This integral was numerically calculated in the quenched approximation ( $n_{f}=0$ ), and the coupling constant $\tilde{\alpha}_{B}^{(2)}(r)$ is shown by the dotted curve in the figure over the range $0 \leq r \leq 1 \mathrm{fm}$, along with two different approximate curves.
(1) The "exact" $\tilde{\alpha}_{B}^{(2)}(r)$, given by integral (68) with $m_{B}=1.0 \mathrm{GeV}$, is compared to $\alpha_{V}$ in perturbation theory, which was discussed in Section 3. In the two-loop approximation, $\alpha_{V}\left(q=1 / r, \Lambda=\Lambda_{R}\right)$ is given by the expression

$$
\begin{equation*}
\alpha_{V}^{(2)}\left(q=\frac{1}{r}, \Lambda_{R}\right)=\frac{4 \pi}{\beta_{0} y(r)}\left\{1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln y(r)}{y(r)}\right\} \tag{69}
\end{equation*}
$$

with

$$
\begin{equation*}
y(r) \equiv y\left(q=\frac{1}{r}\right)=\ln \frac{1}{r^{2} \Lambda_{R}^{2}} . \tag{70}
\end{equation*}
$$

The behavior of $\alpha_{V}^{(2)}\left(q=1 / r, \Lambda_{R}\right)$ is shown by the dashdotted curve in the figure. The values of $\alpha_{V}^{(2)}(q=1 / r$, $\Lambda_{R}$ ) are also given in Table 1.

From our calculations presented in Table 1, one can see that the perturbative $\alpha_{V}^{(2)}\left(q=1 / r, \Lambda_{R}\right)$ at small dis-

Table 1. Comparison of two-loop $\tilde{\alpha}_{B}^{(2)}(r)$ in background-field theory with $\alpha_{V}^{(2)}\left(q=1 / r, \Lambda_{R}\right)$ in perturbation theory $\left(\Lambda_{R}=\right.$ $686 \mathrm{MeV}, \Lambda_{\overline{M S}}=240.7 \mathrm{MeV}$ ) at small distances

| $r, \mathrm{fm}$ | $\tilde{\alpha}_{B}^{(2)}(r)^{*}$ | $\alpha_{V}^{(2)}\left(q=1 / r, \Lambda_{R}\right)^{* *}$ | $r, \mathrm{fm}$ | $\tilde{\alpha}_{B}^{(2)}(r)^{*}$ | $\alpha_{V}^{(2)}\left(q=1 / r, \Lambda_{R}\right)$ |
| :---: | :---: | :---: | :--- | :--- | :---: |
| 0.002 | 0.09641 | 0.09235 | 0.0355 | 0.19881 | 0.19433 |
| 0.004 | 0.11095 | 0.10505 | 0.041 | 0.20851 | 0.20794 |
| 0.006 | 0.12159 | 0.12089 |  |  |  |
| 0.008 | 0.13032 | 0.12212 | 0.049 | 0.22036 | 0.22636 |
| 0.012 | 0.14455 | 0.13521 | 0.057 | 0.23108 | 0.24549 |
| 0.016 | 0.15640 | 0.14653 | 0.063 | 0.23844 | 0.26053 |
| 0.020 | 0.16657 | 0.15688 | 0.069 | 0.245321 | 0.27635 |
| 0.024 | 0.17573 | 0.16665 | 0.077 | 0.25394 | 0.29894 |
| 0.030 | 0.18797 | 0.18067 | 0.087 | 0.26386 | 0.33026 |

* The values of $\tilde{\alpha}_{B}(r)$ were found by calculating the integral in (68) with $m_{B}=1.0 \mathrm{GeV}$ and $\Lambda_{V}=0.385 \mathrm{GeV}$.
** The approximate $\alpha_{V}\left(q=1 / r, \Lambda_{R}\right)$ is defined by Eq. (69), $\Lambda_{R}=0.686 \mathrm{GeV}$.
tances, $r \leqq 0.04 \mathrm{fm}$, is systematically smaller, by about $1-4 \%$, than the "exact" coupling constant $\tilde{\alpha}_{B}^{(2)}(r)$ in BFTh. This fact takes place even at very small distances; e.g., at $r=0.002 \mathrm{fm}$ the perturbative coupling constant $\alpha_{V}^{(2)}$ is still smaller than $\tilde{\alpha}_{B}^{(2)}(r)$ by about $4 \%$. However, this result is virtually independent of $m_{B}$, because at such small distances the influence of the background mass is immaterial.


Two-loop strong-coupling constant in coordinate space as a function of the distance $r$ in the quenched approximation $\left(n_{f}=0\right)$. The three curves represent perturbative $\alpha_{V}^{(2)}(q=$ $1 / r, \Lambda_{R}$ ) with $\Lambda_{R}=686 \mathrm{MeV}$ (dash-dotted curve); the strong-coupling constant in BFTh $\tilde{\alpha}_{B}^{(2)}(r)$, defined by the integral in (68) with $m_{B}=1.0 \mathrm{GeV}$ and $\Lambda_{V}=385 \mathrm{MeV}$ (dotted curve $)$; and $\alpha_{B}^{(2)}\left(q=1 / r, \Lambda_{V}=385 \mathrm{MeV}\right)$ with $m_{B}=$ 1.0 GeV (solid curve).

To explain this fact, it is convenient to consider the one-loop approximation when

$$
\begin{equation*}
\tilde{\alpha}_{B}^{(1)}(r)=\frac{8}{\beta_{0}} \int_{0}^{\infty} d x \frac{\sin x}{x}\left[\ln \left(\frac{x^{2}+m_{B}^{2} r^{2}}{\Lambda_{V}^{2} r^{2}}\right)\right]^{-1} . \tag{71}
\end{equation*}
$$

For $r \longrightarrow 0$, it is usually assumed [28] that this integral reduces to the one-loop perturbative expression:

$$
\begin{equation*}
\tilde{\alpha}_{V}^{(1)}(r)=\frac{4 \pi}{\beta_{0}}\left(\ln \frac{1}{\Lambda_{R}^{2} r^{2}}\right)^{-1} \tag{72}
\end{equation*}
$$

However, it is possible to use the expansion of the function $t^{-1}(x)$ [where $t(x)$ is given in (68)] at $r \longrightarrow 0$ :

$$
\begin{gather*}
t^{-1}(x)=-\frac{1}{2 \ln \left(\Lambda_{V} r\right)} \\
\times\left\{1+\frac{\ln \left(x^{2}+m_{B}^{2} r^{2}\right)}{2 \ln \left(\Lambda_{V} r\right)}+\frac{\ln ^{2}\left(x^{2}+m_{B}^{2} r^{2}\right)}{\left(2 \ln \left(\Lambda_{V} r\right)\right)^{2}}\right\}, \tag{7}
\end{gather*}
$$

and term $\left(m_{B}^{2} r^{2}\right)$ can be neglected under the logarithm. Then, $\tilde{\alpha}_{B}^{(1)}(r)$ in (71) can be calculated analytically:

$$
\begin{gather*}
\tilde{\alpha}_{B}^{(1)}(r)=\frac{4 \pi}{\beta_{0}\left(-2 \ln \left(\Lambda_{V} r\right)\right)}\left\{1-\gamma_{\mathrm{E}} \frac{1}{\ln \left(\Lambda_{V} r\right)}\right.  \tag{74}\\
\left.+\frac{4 \gamma_{\mathrm{E}}^{2}+\pi^{2} / 3}{\left(2 \ln \left(\Lambda_{V} r\right)\right)^{2}}\right\} \cong \frac{4 \pi}{\beta_{0}}\left\{\ln \frac{1}{\Lambda_{R}^{2} r^{2}}-\frac{\pi^{2}}{3\left(-2 \ln \left(\Lambda_{V} r\right)\right)}\right\}^{-1},
\end{gather*}
$$

where $\Lambda_{R}=\Lambda_{V} \exp \gamma_{\mathrm{E}}$. From (73), one can see that this expression does not actually depend on the background mass $m_{B}$ and in the limit $r \longrightarrow 0$ it goes over to perturbative one-loop coupling constant (72). However, the
contribution of the second (small) term in the denominator remains important up to very small distances: at $r=0.02 \mathrm{fm}$ this correction is $3 \%$, and at $r_{0}=2 \times 10^{-4} \mathrm{fm}$ this correction is still $1.4 \%$. The importance of higher order corrections is a characteristic feature of the coupling constant in coordinate space.
(2) In our calculations, the background and perturbative coupling constants coincide at the point $r_{1} \approx$ 0.04 fm (see Table 1), and at $r>r_{1}$, the perturbative $\alpha_{V}^{(2)}\left(q=1 / r, \Lambda_{R}\right)$ becomes larger than $\tilde{\alpha}_{B}^{(2)}(r)$. This result of ours is in agreement with a similar observation in lattice measurements of the short-distance static potential [24]. In [24], it was observed that the absolute value of the lattice static potential is larger than the twoloop perturbative potential up to the separation $r_{L} \approx$ $0.12 r_{0} \approx 0.06 \mathrm{fm}\left(r_{0}=0.5 \mathrm{fm}\right)$. This value of $r_{L}$ turns out to be rather close to our point $r_{1}=0.04 \mathrm{fm}$ discussed above. Here, it is worth to noting that the value of $r_{L}$ in lattice data can depend on the chosen normalization condition and on the nonperturbative contribution to the static potential and therefore can slightly differ from the point $r_{1}$ where perturbative and background coupling constants are equal.

At larger distances, $0.1>r>0.04 \mathrm{fm}$, the perturbative coupling constant becomes larger than $\tilde{\alpha}_{B}^{(2)}(r)$, being about $25 \%$ larger at the point $r \approx 0.09 \mathrm{fm}$ (see Table 1 and figure).

Thus, one can conclude that the perturbative twoloop coupling constant (70) with $\Lambda=\Lambda_{R}$ has the accuracy $\leqslant 5 \%$ at the distances $r \leq 0.06 \mathrm{fm}$ and is significantly different at larger distances.
3. At large distances, $r \geq 0.2 \mathrm{fm}$, another approximation to $\tilde{\alpha}_{B}^{(2)}(r)$ can be used. To get this approximation, we have taken into account that at large distances QCD constant $\Lambda$ is close to the value $\Lambda_{V}$ and $\tilde{\alpha}_{B}(r)$ freezes if $r \longrightarrow \infty$. Therefore, the two-loop approximation to $\tilde{\alpha}_{B}^{(2)}(r)$ can be chosen as

$$
\begin{equation*}
\alpha_{B}^{(2)}\left(q=\frac{1}{r}, \Lambda_{B}=\Lambda_{V}\right)=\frac{4 \pi}{\beta_{0} t_{B}(r)}\left\{1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln t_{B}(r)}{t_{B}(r)}\right\}, \tag{75}
\end{equation*}
$$

where

$$
\begin{equation*}
t(r)=\ln \frac{1+m_{B}^{2} r^{2}}{\Lambda_{V}^{2} r^{2}} \tag{76}
\end{equation*}
$$

The comparison of the approximate coupling constant $\alpha_{B}^{(2)}\left(q=1 / r, \Lambda_{V}\right)$ and the "exact" coupling constant $\tilde{\alpha}_{B}^{(2)}(r)$ is illustrated by the numbers given in Table 2; see also solid and dotted curves in the figure. From Table 2, one can see that the approximate coupling constant is very close to $\tilde{\alpha}_{B}^{(2)}(r)$ at the distances $r>0.4 \mathrm{fm}$,

Table 2. Comparison of $\tilde{\alpha}_{B}(r)$ with the approximate coupling constant $\alpha_{B}\left(q=1 / r, \Lambda_{V}\right)$ at large distances

| $r, \mathrm{fm}$ | "Exact" $\tilde{\alpha}_{B}(r)^{*}$ | $\alpha_{B}\left(q=1 / r, \Lambda_{V}\right)^{* *}$ <br> $\Lambda=\Lambda_{V}=385 \mathrm{MeV}, m_{B}=1.0 \mathrm{GeV}$ |
| :---: | :---: | :---: |
| 0.2 | 0.3367 | 0.3030 |
| 0.3 | 0.3710 | 0.3489 |
| 0.4 | 0.3914 | 0.3754 |
| 0.5 | 0.4041 | 0.3911 |
| 0.54 | 0.4077 | 0.3956 |
| 0.6 | 0.4121 | 0.4009 |
| 0.7 | 0.4171 | 0.4073 |
| 0.8 | 0.4204 | 0.4117 |
| 0.9 | 0.4225 | 0.4148 |
| 1.0 | 0.4238 | 0.4172 |
| $r \longrightarrow \infty$ | 0.42756 | 0.42756 |

* The values of $\tilde{\alpha}_{B}^{(2)}(r)$ were found by calculating the integral in (68) with $m_{B}=1.0 \mathrm{GeV}$.
** The approximate coupling constant $\alpha_{B}\left(q=1 / r, \Lambda_{V}\right)$ is defined by Eq. (66).
remaining a bit smaller than $\tilde{\alpha}_{B}^{(2)}(r)$ over the entire region. The difference between them is 3.2, 2.3, and $1.6 \%$, respectively, at the distances $0.5,0.7$, and 1.0 fm . Still the approximate expression (74), given in the analytic form, is very simple and can be useful in phenomenological calculations.

It is also important that both coupling constants have the same freezing value (63), which is determined only by the background mass $m_{B}$ since QCD constant $\Lambda_{V}$ is supposed to be known. To define $m_{B}$, the lattice static potential, as well as fine-structure splittings, can be used $[18,19]$.

## 8. CONCLUSIONS

In our study, we have investigated the properties of the strong-coupling constant $\tilde{\alpha}_{B}(r)$ in BFTh, which was numerically calculated in the quenched approximation ( $n_{f}=0$ ).

It was found that at small distances two-loop $\tilde{\alpha}_{B}(r)$ is systematically $1-4 \%$ larger than a perturbative constant up to very small distances, $r \sim 10^{-4} \mathrm{fm}$. This property does not depend on the value of background mass $m_{B}$, playing a role of a regulator, and is a characteristic feature of the coupling constant in coordinate space. This result is in good agreement with lattice data on the static potential over small distances [24].

At average distances, $0.06 \leqslant r \leqslant 0.2 \mathrm{fm}$, it turns out that there is no way to define QCD constant $\Lambda$ in coor-
dinate space as a constant. As a function of the distance $r$, it changes in the range $\Lambda_{R}(r \longrightarrow 0) \geq \Lambda(r) \geq \Lambda_{V}(r \longrightarrow$ $\infty)$, where $\Lambda_{V}=\Lambda_{\overline{M S}} \exp \left(a_{1} / 2 \beta_{0}\right)\left(\Lambda_{V}^{(0)} \approx 1.6 \Lambda_{\overline{M S}}^{(0)}\right.$ for $n_{f}=0$ ).

At large distances, $r \gtrsim 0.4 \mathrm{fm}, \tilde{\alpha}_{B}(r)$ approaches fast the freezing value $\tilde{\alpha}_{B}(r \longrightarrow \infty)$, being only $3 \%$ smaller than $\tilde{\alpha}_{B}(r \longrightarrow \infty)$ at $r=0.5 \mathrm{fm}$. The freezing value in BFTh is fully defined by the background mass $m_{B}$ since QCD constant $\Lambda_{V}$ is supposed to be known (from lattice data or from experiment). The value of $m_{B}=1.0 \mathrm{GeV}$, taken here from fine-structure analysis in charmonium and bottomonium, gives $\tilde{\alpha}_{B}(r \longrightarrow \infty)=\alpha_{B}(q=0)=$ 0.428 , which is very close to the values used in quarkonium phenomenology.
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## APPENDIX

To derive the coefficients $A_{1}$ and $A_{2}$ in expansion (21) of perturbative coupling constant $\tilde{\alpha}_{V}(r)$, one needs to calculate the integrals

$$
\begin{equation*}
J_{n}(\mu)=\frac{2}{\pi} \int_{0}^{\infty} \frac{d x}{x} \sin x\left(\ln \frac{\mu^{2} r^{2}}{x^{2}}\right)^{n} \quad(n=0,1,2) \tag{A.1}
\end{equation*}
$$

Those integrals can be found in [29]:

$$
\begin{gathered}
J_{0}=1, \\
J_{1}(\mu, r)=\left[\ln \left(\mu^{2} r^{2}\right)+2 \gamma_{\mathrm{E}}\right], \\
J_{2}(\mu, r)=\left[\ln ^{2}\left(\mu^{2} r^{2}\right)+4 \gamma_{\mathrm{E}} \ln \left(\mu^{2} r^{2}\right)+4 \gamma_{\mathrm{E}}^{2}+\pi^{2} / 3\right] .
\end{gathered}
$$

By taking the renormalization scale $\mu=1 / r$ in (A.2), one gets

$$
\begin{gather*}
J_{1}=2 \gamma_{\mathrm{E}} \\
J_{2}=4 \gamma_{\mathrm{E}}^{2}+\pi^{2} / 3 \tag{A.3}
\end{gather*}
$$

i.e., $J_{0}, J_{1}$, and $J_{2}$ turn out to be constants. With the use of (A.3), one can obtain the explicit expansions (22) for the coefficients $A_{1}$ and $A_{2}$ in (21).

In BFTh instead of integrals $J_{n}(\mu)$, given by (A.1), one needs to calculate the integrals

$$
\begin{aligned}
\eta_{n}(r, \mu)= & \frac{2}{\pi} \int_{0}^{\infty} d x \frac{\sin x}{x}\left[\ln \frac{\mu^{2} r^{2}+m_{B}^{2} r^{2}}{x^{2}+m_{B}^{2} r^{2}}\right]^{n} \\
& (n=0,1,2)
\end{aligned}
$$

If $n=0$, then $\eta_{0}=J_{0}=1$. The function $\eta_{1}(r, \mu)$ (for $n=$ 1) can be found by considering [29] that the integral

$$
\begin{align*}
& \xi_{1}(x)=\frac{2}{\pi} \int_{0}^{\infty} d x \frac{\sin x}{x} \ln \left(m_{B}^{2} r^{2}+x^{2}\right) \\
& =\ln \left(m_{B}^{2} r^{2}\right)-2 \operatorname{Ei}\left(-m_{B} r\right) \equiv-2 \gamma(r), \tag{A.5}
\end{align*}
$$

$$
\text { since } \operatorname{Ei}(-x)=\gamma_{\mathrm{E}}+\ln (-x)+\sum_{k=1}^{\infty} \frac{x^{k}}{k!k}
$$

Here, $\gamma_{\mathrm{E}}$ is the Euler constant, and

$$
\begin{equation*}
\gamma(r)=\gamma_{\mathrm{E}}+\sum_{k=1}^{\infty} \frac{\left(-m_{B} r\right)^{k}}{k!k} \tag{A.6}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\eta_{1}(r, \mu)=\ln \left(\mu^{2} r^{2}+m_{B}^{2} r^{2}\right)+\gamma(r) \tag{A.7}
\end{equation*}
$$

choosing $\mu=1 / r$, one obtains expression (45) for $\gamma_{1}(r)$ :
$\gamma_{1}(r) \equiv \frac{1}{2} \eta_{1}\left(r, \mu=\frac{1}{r}\right)=\frac{1}{2} \ln \left(1+m_{B}^{2} r^{2}\right)+\gamma(r)$.
In the case of $n=2$, the integral (A.4),

$$
\begin{gathered}
\eta_{2}(r, \mu)=\frac{2}{\pi} \int_{0}^{\infty} d x \frac{\sin x}{x}\left\{\left[\ln \left(\mu^{2} r^{2}+m_{B}^{2} r^{2}\right)\right]^{2}\right. \\
\left.-2 \ln \left(\mu^{2} r^{2}+m_{B}^{2} r^{2}\right) \ln \left(x^{2}+m_{B}^{2} r^{2}\right)+\ln ^{2}\left(x^{2}+m_{B}^{2} r^{2}\right)\right\},
\end{gathered}
$$

can be reduced to the expression

$$
\begin{gather*}
\eta_{2}(r, \mu)=\ln ^{2}\left(\mu^{2} r^{2}+m_{B}^{2} r^{2}\right) \\
+4 \gamma(r) \ln \left(\mu^{2} r^{2}+m_{B}^{2} r^{2}\right)+\xi_{2}(r) \tag{A.10}
\end{gather*}
$$

where the function $\xi_{2}(r)$,

$$
\begin{equation*}
\xi_{2}(r)=\frac{2}{\pi} \int_{0}^{\infty} d x \frac{\sin x}{x} \ln ^{2}\left(x^{2}+m_{B}^{2} r^{2}\right) \tag{A.11}
\end{equation*}
$$

was not found in an analytic form. To get (A.9), expression (A.5) for $\xi_{1}(r)$ was used. Then choosing again in (A.9) the renormalization scale $\mu=1 / r$, one obtains

$$
\begin{align*}
& \eta_{2}\left(r, \mu=\frac{1}{r}\right)=\ln ^{2}\left(1+m_{B}^{2} r^{2}\right)  \tag{A.12}\\
& \quad+4 \gamma \ln \left(1+m_{B}^{2} r^{2}\right)+\xi_{2}(r)
\end{align*}
$$

It was shown (see Section 5) that, in the perturbative limit, $m_{B} \longrightarrow 0, r \longrightarrow 0$, the $\gamma(r)$ and $\xi_{2}(r)$ functions have the following limits:

$$
\begin{gather*}
\gamma(r) \longrightarrow \gamma_{\mathrm{E}} \\
\xi_{2}(r) \longrightarrow 4 \gamma_{\mathrm{E}}^{2}+\pi^{2} / 3 \tag{A.13}
\end{gather*}
$$

therefore, in this case the function $\gamma_{2}(r)$ in (42) is given by

$$
\begin{gather*}
\gamma_{2}(r) \equiv \eta_{2}\left(r, \mu=\frac{1}{r}\right) \longrightarrow 4 \gamma_{\mathrm{E}}^{2}+\frac{\pi^{2}}{3}  \tag{A.14}\\
\left(r \longrightarrow 0, m_{B}=0\right)
\end{gather*}
$$
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#### Abstract

The effect of the baryon-resonance admixture to the deuteron wave function on the momentum dependences of the differential cross section, the tensor analyzing power $T_{20}$, and the polarization-transfer coefficient $\mathrm{k}_{0}$ for backward elastic deuteron-proton scattering at high energies is investigated. The reaction in question is assumed to proceed predominantly through nucleon and nucleon-resonance exchanges. The formalism used in this study is based on light-front dynamics. The effect of various parameters of the problem on the results of the calculations is analyzed, and it is shown that, even at a $1 \%$ level of the total admixture of nucleon resonances to the deuteron wave function, a description of experimental data that is superior to that within the one-nucleon-exchange approximation can be achieved by appropriately choosing the contributions of various resonances. For qualitative agreement between the results of the calculations and experimental data to be attained, it is sufficient to take into account the contributions of the lightest negative-parity baryon resonances. Upon taking into account baryon exchanges, results computed for observables with different deuteron wave functions show a smaller scatter than analogous results obtained within the one-nucleon-exchange approximation. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Among intermediate-energy-physics problems of current interest, that of establishing the degrees of freedom that are operative in processes occurring at sufficiently small distances between hadrons (about 0.30.6 fm ) attracts particular attention. Here, questions that are of prime importance for developing intermedi-ate-energy physics include the following: Is it necessary at such distances to go over from effective hadronic degrees of freedom, which are widely used, for example, to describe nucleon-nucleon interactions, to fundamental quark-gluon degrees of freedom? What kind of dynamics is associated with one degree of freedom or another at such distances?

It is obvious that answers to these questions and some other questions of similar character cannot be obtained immediately-it is sufficient to recall the long way of development of nuclear physics and of the physics of nucleon-nucleon scattering. In the present study, we will attempt to clarify the above questions by analyzing the effect of a baryon-resonance admixture in the deuteron wave function on the characteristics of backward elastic deuteron-proton scattering.

The problem of isobaric states in the deuteron has been discussed for more than two decades. A number of reviews articles (see [1, 2]) and many original studies have been devoted to the subject. It could be thought that the most reliable information about the small-distance structure of the deuteron would come from apply-

[^27]ing electromagnetic probes to it. In particular, such investigations resulted in establishing the existence of meson-exchange currents in the deuteron [3] and in drawing the conclusion that it is necessary to take into account nucleon isobaric states in dealing with such probes [4]. As the time passed, it became clear, however, that the problem of resonances in the deuteron is very involved and that it can be solved only on the basis of additional experimental information accumulated by using both electromagnetic and hadronic probes. Pro-ton-deuteron scattering into the backward hemisphere (in the c.m. frame) is one of the most appropriate reactions for studying the small-distance structure of the deuteron.

Available experimental data on the differential cross section for this process [5-12] show the following special features: (i) The differential angular distribution has an ascending character as the c.m. scattering angle approaches $180^{\circ}$. (ii) At a fixed angle, the differential cross section decreases fast with increasing incidentproton (incident-deuteron) energy. (iii) The cross section as a function of energy has a plateau at proton kinetic energies in the range $0.3-0.7 \mathrm{GeV}$ (for backward elastic deuteron-proton scattering, this approximately corresponds to primary deuteron momenta in the range $1.6-2.6 \mathrm{GeV} / c$ ). To a great extent, these features gave impetus to the original discussion of isobaric states in the deuteron.

A radically new step in the investigation of deu-teron-proton scattering was associated with the analysis of the polarization characteristics of this reaction. In particular, the tensor analyzing power $T_{20}$ for backward
elastic deuteron-proton scattering at primary deuteron momenta between 1.1 and $3.9 \mathrm{GeV} / c$ and between 3.5 and $6.5 \mathrm{GeV} / c$ was measured in Saclay $[13,14]$ and in Dubna [15], respectively; in addition, the coefficient $\kappa_{0}$ of polarization transfer from the vectorially polarized deuteron to the forward emitted proton was measured for the reaction ${ }^{1} \mathrm{H}(d, p) X$ at $3.5 \mathrm{GeV} / c$ [16] and for the reaction ${ }^{12} \mathrm{C}(d, p) X$ in the deuteron-momentum range from 6 to $9 \mathrm{GeV} / c$ [17-19].

A theoretical analysis of backward deuteron-proton scattering in the energy region under investigation is rather complicated, since it involves some unresolved dynamical problems of relativistic nuclear physics. Presently, these questions have not yet been clarified completely, and one has to rely on more or less reasonable approximations. If it is assumed that deuteronproton scattering is dominated by effective hadronic degrees of freedom, the $u$-channel pole mechanism involving the transfer of a nucleon (in general, a baryon) from the deuteron to the proton (see the diagram in Fig. 1 below) appears to be the simplest and most natural reaction mechanism. A covariant treatment of this diagram on the basis of the Bethe-Salpeter equation [20,21] leads to results that do not differ very strongly from those obtained within old-fashioned approaches that relied on a direct use of the deuteron wave function. It is necessary in this case that a right value of the internal nucleon momentum $k$ (that allowing for relativistic kinematics) be substituted into the wave function. A result that is common to such calculations of backward deuteron-proton scattering is that they lead to a noticeable quantitative (and even qualitative in the case of the tensor analyzing power $T_{20}$ ) discrepancy with experimental data. It also appeared that the required behavior of $T_{20}$ could be obtained by assuming a $P$-wave admixture in the deuteron ground state [22]. However, the antinucleon $P$ wave that arises automatically in solving the Bethe-Salpeter equation is overly small to explain the observed internal-momentum dependence of the analyzing power $T_{20}$. A further complication of the mechanism of deuteron-proton scattering within the covariant field-theoretical formalism does not seem reasonable since this would involve introducing poorly defined form factors.

In view of this, the formalism of relativistic quantum mechanics-in particular, its version in the form of light-front dynamics, which realizes the Poincaré group in the basis of a few particles promptly interacting with one another (that is, through an instantaneous potential) [23, 24]-has recently become a popular means for analysis of deuteron-proton processes. This conceptual framework seems quite appealing for the following reasons. Based on calculations in terms of wave functions, it is formally similar to nonrelativistic theory; in addition, it enables one to test the accuracy in solving the scattering problem. Despite this, analyses within relativistic quantum mechanics that make use of a complicated mechanism taking into account, among other things, resonance exchanges, delta-isobar excitations,
and rescattering processes do not lead to reasonable agreement with experimental data [25].

In analyzing backward deuteron-proton scattering, we attempt here to revive the $u$-channel pole diagram within light-front dynamics. Basically, the arguments that motivated our attempt are the following: (i) As was indicated above, the features of this process that are calculated here significantly depend on those internalmomentum values that are substituted into the deuteron wave functions. It will be shown below that the method of light-front dynamics opens new possibilities here. (ii) Although the framework being discussed is very attractive, a situation where some constraints are imposed on the scattering angles cannot be described in terms of relativistic quantum mechanics without invoking very strong hypotheses. Indeed, it seems highly improbable that an exact nonperturbative description can be effectively reduced to a scheme within relativistic quantum mechanics such that the operator associated with the spin of the system being considered ceases to depend on interaction [26]. (iii) Previous calculations of resonance-contribution effects assumed values for the resonance admixture to the deuteron wave function that are hardly justifiable. As is currently discussed, a nucleon-resonance admixture can arise in the deuteron wave function either via the meson mechanism [2] or via the formation of the $s^{4} p^{2}$ six-quark configuration [27, 28]. However, neither mechanism can be quantified precisely. It is especially important to emphasize this because it was found in recent years that the mesonic origin of nucleon-nucleon interaction is not universal even at low energies [29].

The main objective that is pursued in the present study and which is suggested by the aforesaid is twofold. First, we want to calculate spin effects in backward deu-teron-proton scattering within a somewhat modified formalism of light-front dynamics. Second, we will try find out-without microscopically computing the resonance admixture in the deuteron wave function-whether it is possible in principle to attain, at reasonable phenomenological values of this admixture, at least qualitative agreement between the calculated and the measured values of the analyzing power $T_{20}$ for backward elastic deu-teron-proton scattering. An implicit hypothesis here is that it is this scattering process that must be the main source of information about the admixture of, say, the $P$ wave in the deuteron wave function.

## 2. DESCRIPTION OF THE FORMALISM

### 2.1. Baryon Exchange within Light-Front Dynamics

In accordance with the comments presented in the Introduction, we will use methods of quantum field theory and consider that backward elastic deuteron-proton scattering at incident-deuteron momenta about $5 \mathrm{GeV} / c$ is dominated by the exchange mechanism illustrated in Fig. 1. In addition to nucleon exchange, exchange of nucleon resonances also occurs.


Fig. 1. One-nucleon-exchange diagram for backward elastic deuteron-proton scattering.

The covariant form of the amplitude associated with this diagram requires introducing a large number of unknown form factors in the deuteron vertices [30] and nontrivial propagators for particles of spin $s=3 / 2,5 / 2$, ... [31]. Even in the particular case of only one diagram, it is therefore necessary to simplify radically the description of the process. It is of paramount importance that the formalism used be relativistically invariant since, under the kinematical conditions being considered, even the particles transferred in the process are essentially relativistic. In our opinion, light-front dynamics combines the requirements of simplicity and relativistic invariance in the most natural way [32].

Within light-front dynamics, the invariant amplitude $\mathcal{M}_{f i}$ corresponding to the diagram in Fig. 1 can be approximately represented as the sum over poles associated with the exchanges of a nucleon and of its excited states; that is,

$$
\begin{equation*}
\mathcal{M}_{f i}=\sum_{R} \frac{\mathcal{M}\left(d \longrightarrow p^{\prime} R\right) \mathcal{M}\left(p R \longrightarrow d^{\prime}\right)}{2 R^{+}\left(R^{-}-R_{\mathrm{on}}^{-}\right)}, \tag{1}
\end{equation*}
$$

where $\mathcal{M}\left(d \longrightarrow p^{\prime} R\right)$ and $\mathcal{M}\left(p R \longrightarrow d^{\prime}\right)$ are, respectively, the deuteron-breakup and the deuteron-formation amplitude; $R$ is the index labeling resonances (including nucleon); $R^{+}$and $R^{-}$are, respectively, the "plus" and the "minus" components of the resonance 4momentum,

$$
\begin{equation*}
R^{ \pm}=\frac{1}{\sqrt{2}}\left(R^{0} \pm R^{3}\right), \tag{2}
\end{equation*}
$$

$R^{0}$ and $R^{3}$ being, respectively, the zeroth (energy) and the third component of the momentum $R^{\mu}$; and $R_{\text {on }}^{-}$is the minus on-mass-shell component,

$$
\begin{equation*}
R_{\text {on }}^{-}=\frac{M_{R}^{2}+R_{T}^{2}}{2 R^{+}} \tag{3}
\end{equation*}
$$

Here, $R_{T}$ is the $R^{\mu}$ component orthogonal to the $z$ axis, while $M_{R}$ is the resonance mass. In the Feynman diagram technique, which is equivalent in this case to the technique of time-ordered diagrams, we have

$$
\begin{equation*}
R^{-}=d^{-}-p^{\prime-} . \tag{4}
\end{equation*}
$$

Expression (1) is approximate in that the spin part of the resonance propagator is taken on the mass shell, as is usually done [33]. On one hand, this makes it possible to go over from vertices to wave functions; on the other hand, the propagator here proves to be noncovariant, so that relativistic invariance is violated. In order to restore covariance, it is necessary to add a contact part to the propagator [34]. This results in that the numerator of the propagator also involves the component $R^{-}$ rather than $R_{\text {on }}^{-}$. We believe that, in the approximation used here, the above violations of relativistic invariance are minimal.

By using the variable

$$
\begin{equation*}
x=p^{1^{+}} / d^{+}, \tag{5}
\end{equation*}
$$

we can recast Eq. (1) into the form

$$
\begin{equation*}
\mathcal{M}_{f i}=\frac{1}{1-x} \sum_{R} \frac{\mathcal{M}\left(d \longrightarrow p^{\prime} R\right) \mathcal{M}\left(p R \longrightarrow d^{\prime}\right)}{M_{d}^{2}-M_{N T}^{2} / x-M_{R T}^{2} /(1-x)}, \tag{6}
\end{equation*}
$$

where

$$
M_{N T}^{2}=M_{N}^{2}+R_{T}^{2}, \quad M_{R T}^{2}=M_{R}^{2}+R_{T}^{2},
$$

$M_{N}$ and $M_{d}$ being, respectively, the nucleon and the deuteron mass.

In light-front dynamics, the quantity

$$
\begin{equation*}
\frac{\mathcal{M}\left(d \longrightarrow R p^{\prime}\right)}{M_{d}^{2}-M^{2}\left(x, R_{T}\right)}=\varphi_{d}^{N R}\left(x, k_{R T}, \mu, \mu_{R}\right), \tag{7}
\end{equation*}
$$

where $\mu$ and $\mu_{R}$ are the projections of, respectively, the nucleon and the resonance spin onto the quantization axis, plays the role of the wave function in the $N R$ channel. In (7), we have used the new variable $k_{R T}$ defined as

$$
\begin{equation*}
k_{R T}=(1-x) p_{T}^{\prime}-x R_{T}, \tag{8}
\end{equation*}
$$

where the subscript $T$ labels the momentum component transverse with respect to the $z$ axis.

The wave function in (7) is normalized by the condition

$$
\begin{equation*}
\sum_{R} \int\left|\varphi_{d}^{N R}\right|^{2} d \tau_{R}=1 \tag{9}
\end{equation*}
$$

where the integration measure $d \tau_{R}$ has the form

$$
\begin{equation*}
d \tau_{R}=\frac{d x d k_{T}^{R}}{(2 \pi)^{3} \cdot 2 x(1-x)} \tag{10}
\end{equation*}
$$

In terms of the light-front-dynamics wave functions $\varphi_{d}^{N R}\left(x, k_{T}^{R}\right)$, the amplitude in (6) can be represented in the form

$$
\begin{gather*}
\mathcal{M}_{f i}=\frac{1}{1-x} \sum_{R} \varphi_{d}^{N R}\left(x, k_{R T}, \mu^{\prime}, \mu_{R}\right) \varphi_{d}^{N R *}\left(x^{\prime}, k_{R T}^{\prime}, \mu, \mu_{R}\right)  \tag{11}\\
\times\left(M_{d}^{2}-\frac{M_{N}^{2}+k_{R T}^{2}}{x^{\prime}}-\frac{M_{R}^{2}+k_{R T}^{2}}{1-x^{\prime}}\right),
\end{gather*}
$$

where the quantity

$$
\begin{equation*}
x^{\prime}=p^{+} / d^{+} \tag{12}
\end{equation*}
$$

corresponds to the kinematics of a deuteron emitted from the lower vertex of the diagram in Fig. 1.

For the sake of convenience, we further go over from the variables $x$ and $k_{R T}$ to the momentum variables $k_{R}=\left(k_{R T}, k_{R}^{3}\right)$, where $k_{R}^{3}$ is determined by the relations

$$
\begin{gather*}
x=\frac{E_{N}\left(k_{R}\right)+k_{R}^{3}}{E_{N}\left(k_{R}\right)+E_{R}\left(k_{R}\right)},  \tag{13}\\
E_{N, R}=\sqrt{M_{N, R}^{2}+k_{R}^{2}} . \tag{14}
\end{gather*}
$$

In terms of the new variables, the amplitude $\mathcal{M}_{f i}$ assumes the form

$$
\begin{align*}
& \mathcal{M}_{f i}=\frac{1}{1-x} \sum_{R} \varphi_{d}^{N R}\left(k_{R}, \mu^{\prime}, \mu_{R}\right)  \tag{15}\\
& \times \varphi_{d}^{N R *}\left(k_{R}^{\prime}, \mu, \mu_{R}\right) \Delta M^{2}\left(k_{R}^{\prime}\right)
\end{align*}
$$

where

$$
\begin{gathered}
\Delta M^{2}\left(k_{R}^{\prime}\right)=M_{d}^{2}-M^{2}\left(k_{R}^{\prime}\right), \\
M^{2}\left(k_{R}^{\prime}\right)=\frac{M_{N}^{2}+k_{R T}^{2}}{x^{\prime}}+\frac{M_{R}^{2}+k_{R T}^{2}}{1-x^{\prime}} \\
=\left[E_{N}\left(k_{R}^{\prime}\right)+E_{R}\left(k_{R}^{\prime}\right)\right]^{2} .
\end{gathered}
$$

The normalization condition for the functions $\varphi_{d}^{N R}$ then takes the form

$$
\begin{equation*}
\sum_{R \mu \mu_{R}} \int\left|\varphi_{d}^{N R}\left(k_{R}, \mu, \mu_{R}\right)\right|^{2} \frac{d^{3} k_{R}}{(2 \pi)^{3} \cdot 2 \mu_{N R}\left(k_{R}\right)}=1 \tag{16}
\end{equation*}
$$

where

$$
\mu_{N R}\left(k_{R}\right)=\frac{E_{N}\left(k_{R}\right) E_{R}\left(k_{R}\right)}{E_{N}\left(k_{R}\right)+E_{R}\left(k_{R}\right)}
$$

In the ensuing analysis of polarization observables expressed in terms of the $S$ - and $D$-wave components of the deuteron wave function, it is necessary to use the orbital angular momenta and the spin moments. In the $L S$ representation of light-front dynamics, there arise some difficulties, since the spin operator depends, in general, on the interaction. In view of this, we further adopt the approximation in which the wave function used is identified, in each of the $N R$ channels, with the two-body wave function in the relativistic quantum mechanics of the light front $[24,35,36]$. Within this theory, the spin operator of free particles is taken for the spin operator $S$, and the wave function $\varphi_{d}^{N R}\left(k_{R}, \mu, \mu_{R}\right)$
can be represented in the form

$$
\begin{align*}
& \varphi_{d}^{N R}\left(k_{R}, \mu, \mu_{R}\right)=\sum_{l s} \varphi_{l s}^{N R}\left(k_{R}\right)\left\langle\left.\frac{1}{2} v s_{R} v_{R} \right\rvert\, s m_{s}\right\rangle  \tag{17}\\
& \left.\times\left\langle\operatorname{lmsm}_{s} \mid 1 M\right\rangle\left[R^{+}\left(k_{R}\right)\right]_{\mu v}\left[R^{+}\left(-k_{R}\right)\right]\right]_{\mu_{R} v_{R}} Y_{l m}\left(n_{R}\right),
\end{align*}
$$

where $n_{R}$ specifies the proton-emission direction and where the Melosh matrices $R^{+}\left(k_{R}\right)$ [37] are the $D$ functions of the spatial rotation through the Melosh angle, which can be found from the explicit form of the Melosh matrix in the $N N$ channel,

$$
\begin{equation*}
R^{+}\left(k_{T}\right)=\frac{M+E_{N}(k)+k^{3}-i \boldsymbol{\epsilon}_{r s} k_{T r} \sigma_{s}}{\sqrt{2\left[E_{N}(k)+M\right]\left[E_{N}(k)+k^{3}\right]}} \tag{18}
\end{equation*}
$$

Here, $\sigma_{s}$ stands for the Pauli matrices; $r, s=1,2$; and $\boldsymbol{\epsilon}_{r s}$ is the unit antisymmetric tensor normalized by the condition $\epsilon_{12}=-\epsilon_{21}=1$.

The problem of calculating the amplitude for the diagram in Fig. 1 in terms of the deuteron wave functions in various channels can in principle be solved with the aid of Eqs. (15)-(17). Hence, the problem of determining the spin characteristics of backward elastic deu-teron-proton scattering can also be solved at the model level.

So far, our consideration has been quite general. Let us now specify the direction of the $z$ axis. Since the effective Lagrangian of the degrees of freedom being considered must be Lorentz invariant (in particular, invariant under rotations), the $z$ axis can be chosen arbitrarily in general. However, the use of light-frontdynamics wave functions of relativistic quantum mechanics that are subjected to a constraint on angles instead of covariant vertices and the disregard of contact diagrams generally lead to violation of rotational invariance, so that the choice of the direction of the $z$ axis becomes significant. A general consideration of this question is beyond the scope of the present article. Therefore, we only mention that it is common practice to align the $z$ axis with the beam direction. This prescription is adopted, for example, in the theory of deepinelastic scattering [38]. We will follow this tradition. A comparison with experimental data can serve as a criterion of correctness of this choice of direction [39]. Our choice leads to $x \neq x^{\prime}$ and, hence, to $k_{R} \neq k_{R}^{\prime}$. In the case of backward elastic deuteron-proton scattering, we have

$$
\begin{equation*}
x x^{\prime}=\left(M_{N} / M_{d}\right)^{2} . \tag{19}
\end{equation*}
$$

When the $z$-axis direction is chosen in this way, we do not need to take into account Melosh matrices-in the case of backward scattering, all transverse components of the momenta vanish, so that there are no Melosh rotations.

### 2.2. Differential Cross Section for Backward Elastic Deuteron-Proton Scattering

The differential cross section $d \sigma / d \Omega$ for backward elastic deuteron-proton scattering in the c.m. frame is given by

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{1}{6(8 \pi)^{2} s} \operatorname{tr}\left\{\mathcal{M}_{f i} \mathcal{M}_{f i}^{+}\right\} \tag{20}
\end{equation*}
$$

where $s$ is the square of the total c.m. energy, $\mathcal{M}_{f i}$ is the amplitude for the process, and the trace symbol tr implies summation over the spin variables of the initial and of the final state. After some simple, but cumbersome calculations, we arrive at

$$
\begin{align*}
\operatorname{tr} & \left\{\mathcal{M}_{f i} \mathcal{M}_{f i}^{+}\right\}=\frac{1}{(1-x)^{2}} \sum_{\mathrm{k}_{s} R R^{\prime}} B_{\mathrm{K}_{s}}^{R R^{\prime}}\left(k_{R}, k_{R}\right)  \tag{21}\\
& \times B_{\mathrm{k}_{s}}^{R R^{\prime} *}\left(k_{R}^{\prime}, k_{R^{\prime}}^{\prime}\right) \Delta M_{R}^{2}\left(k_{R}^{\prime}\right) \Delta M_{R}^{2}\left(k_{R^{\prime}}^{\prime}\right),
\end{align*}
$$

where

$$
\begin{align*}
& B_{\mathrm{k}_{s}}^{R R^{\prime}}\left(k_{R}, k_{R^{\prime}}\right)=\sum_{l s l^{\prime} s^{\prime}} b_{\mathrm{k}_{s}}^{R R^{\prime}}\left(l s ; l^{\prime} s^{\prime}\right) \phi_{l s}\left(k_{R}\right) \phi_{l^{\prime} s^{\prime}}^{*}\left(k_{R}\right)  \tag{22}\\
& b_{\mathrm{k}_{s}}^{R R^{\prime}}\left(l s ; l^{\prime} s^{\prime}\right)=(-1)^{s_{R^{\prime}}+1 / 2} \frac{3}{4 \pi} \hat{l} \hat{l}^{\prime} \hat{s}^{\prime}\left\langle l 0 l^{\prime} 0 \mid \kappa_{s} 0\right\rangle \\
& \times\left\{\begin{array}{ccc}
l & s & 1 \\
s^{\prime} & l^{\prime} & \kappa_{s}
\end{array}\right\}\left\{\begin{array}{ccc}
s_{R} & s & 1 / 2 \\
s^{\prime} & s_{R^{\prime}} & \kappa_{s}
\end{array}\right\} \tag{23}
\end{align*}
$$

Here, $\mathbf{\kappa}_{s}=\mathbf{s}+\mathbf{s}^{\prime}, \hat{l}=\sqrt{2 l+1},\left\{\begin{array}{ccc}l & s & 1 \\ s^{\prime} & l^{\prime} & \kappa_{s}\end{array}\right\}$ are Wigner
$6 j$ coefficients, and $\left\langle l 0 l^{\prime} 0 \mid \kappa_{s} 0\right\rangle$ are Clebsch-Gordan coefficients. In deriving Eq. (21), we have made use of the relation

$$
\begin{gather*}
\sum_{M \mu} \varphi_{M}\left(k, \mu, \mu_{R}\right) \varphi_{M}^{*}\left(k, \mu, \mu_{R^{\prime}}\right)  \tag{24}\\
=\delta_{\mu_{R} \mu_{R}} \sum_{\kappa_{s}}(-1)^{s_{R^{\prime}}-\mu_{R^{R}}}\left\langle s_{R} \mu_{R} s_{R^{\prime}}-\mu_{R} \mid \kappa_{s} q_{s}\right\rangle B_{\mathrm{\kappa}_{s}}^{R R^{\prime}}\left(k_{R}, k_{R}\right),
\end{gather*}
$$

where $M$ is the projection of the deuteron spin onto the quantization axis (onto the $z$ axis in our case).

If we restrict our consideration to the nucleon channel, it can be found from Eq. (20) that, in the one-nucleon-exchange approximation, the differential cross section has the form [40]

$$
\begin{aligned}
& \frac{d \sigma}{d \Omega}=\frac{3}{\left(64 \pi^{2}\right)^{2}}\left[\frac{M_{d}^{2}-M^{2}\left(k_{N}^{\prime}\right)}{1-x}\right]^{2} \\
& \times\left[\phi_{0}^{2}(k)+\phi_{2}^{2}(k)\right]\left[\phi_{0}^{2}\left(k^{\prime}\right)+\phi_{2}^{2}\left(k^{\prime}\right)\right] .
\end{aligned}
$$

It is interesting to note that this expression is symmetric under the interchange of the primed and unprimed variables $x$ and $k$. This means that the differential cross section for backward elastic deuteron-proton scattering as given by (25) is invariant under the reversal of the $z$-axis direction.

### 2.3. Tensor Analyzing Power for Backward Elastic Deuteron-Proton Scattering

The tensor analyzing power $T_{20}$ is given by

$$
\begin{equation*}
T_{20}=\frac{\operatorname{tr}\left\{\mathcal{M} t_{20} \mathcal{M}^{+}\right\}}{\operatorname{tr}\left\{\mathcal{M} \mathcal{M}^{+}\right\}} \tag{26}
\end{equation*}
$$

where the standard spin-tensor

$$
\begin{equation*}
\langle 1 M| t_{20}\left|1 M^{\prime}\right\rangle=(-1)^{1-M^{\prime}}\langle 1 M 1-M \mid 20\rangle \tag{27}
\end{equation*}
$$

is chosen for the spin operator $T_{20}$.
Substituting expression (15) for the amplitude into (26) and taking into account (17), we obtain

$$
T_{20}
$$

$$
\begin{equation*}
=\frac{\sum_{\frac{\kappa_{s} R R^{\prime}}{}} \Delta M^{2}\left(k_{R}^{\prime}\right) \Delta M^{2}\left(k_{R^{\prime}}^{\prime}\right) A_{\kappa_{s}}\left(k_{R}, k_{R^{\prime}}\right) B_{\kappa_{s}}^{*}\left(k_{R}^{\prime}, k_{R^{\prime}}^{\prime}\right)}{\sum_{\kappa_{s} R R^{\prime}} \Delta M^{2}\left(k_{R}^{\prime}\right) \Delta M^{2}\left(k_{R^{\prime}}^{\prime}\right) B_{\kappa_{s}}\left(k_{R}, k_{R^{\prime}}\right) B_{\kappa_{s}}^{*}\left(k_{R}^{\prime}, k_{R^{\prime}}^{\prime}\right)} \tag{28}
\end{equation*}
$$

where

$$
\begin{gather*}
A_{\kappa_{s}}\left(k_{R}, k_{R^{\prime}}\right)=\sum_{l s l^{\prime} s^{\prime}} a_{\mathrm{\kappa}_{s}}^{R R^{\prime}}\left(l s ; l^{\prime} s^{\prime}\right) \phi_{l s}\left(k_{R}\right) \phi_{l^{\prime} s^{\prime}}^{*}\left(k_{R}\right),  \tag{29}\\
a_{\mathrm{\kappa}_{s}}^{R R^{\prime}}\left(l s ; l^{\prime} s^{\prime}\right)=(-1)^{l^{\prime}+\mathrm{\kappa}_{s}+s-s_{R^{\prime}}+1 / 2} \frac{3}{4 \pi} \hat{s} \hat{S}^{\prime} \hat{l} l^{\prime} \\
\times\left\{\begin{array}{ccc}
s_{R} & s & 1 / 2 \\
s^{\prime} & s_{R}^{\prime} & \kappa_{s}
\end{array}\right\} \sum_{\mathrm{\kappa}_{l} q_{l}}\left\langle l 0 l^{\prime} 0 \mid \kappa_{l} 0\right\rangle\left\langle\kappa_{l} 0 \kappa_{s} 0 \mid 20\right\rangle  \tag{30}\\
\times \hat{\kappa}_{l}\left\{\begin{array}{ccc}
l & \kappa_{l} & l^{\prime} \\
1 & 2 & 1 \\
s & \kappa_{s} & s^{\prime}
\end{array}\right\} .
\end{gather*}
$$

Here, $\kappa_{l}=l+l^{\prime},\left\{\begin{array}{ccc}l & \kappa_{l} & l^{\prime} \\ 1 & 2 & 1 \\ s & \kappa_{s} & s^{\prime}\end{array}\right\}$ are Wigner $9 j$ coefficients, and the expression for $B_{\kappa_{s}}\left(k_{R}, k_{R}\right)$ is given above [see Eq. (22)].

Formula (28) determines the components of the tensor analyzing power $T_{20}$ with the $z$ axis directed along the beam. In a number of experiments, however, the polarization of the deuteron beam was specified with
respect to the $y$ axis that is orthogonal to the beam. It can easily be seen that the tensor analyzing power $T_{20}^{R}$ with respect to this $y$ axis is related to the above quantity $T_{20}$ by a simple equation. (Only the " 20 " component of the density matrix is nonzero for a tensorially polarized deuteron beam.) Indeed, the spin-tensors $t_{2 q}^{R}$ specified with respect to the $y$ axis and the spin-tensors $t_{2 q}$ specified with respect to the $z$ axis are related by the equation

$$
\begin{equation*}
t_{2 q}^{R}=R t_{2 q} R^{-1}=\sum_{q} D_{q^{\prime} q}^{2}(R) t_{2 q^{\prime}}, \tag{31}
\end{equation*}
$$

where $R$ is the rotation from the $z$ axis to the $y$ axis about the $x$ axis and $D_{q q}(R)$ are matrices of an irreducible representation of the group of rotations. In terms of the Euler angles, we have

$$
\begin{equation*}
R=\left(\frac{\pi}{2}, 0,0\right) . \tag{32}
\end{equation*}
$$

From Eqs. (31) and (32), we obtain

$$
T_{20}^{R}=T_{20} / 2
$$

If we take into account only the nucleon channel in expression (28) and set $k=k^{\prime}$, there arises the wellknown formula (see, for example, [41])

$$
\begin{equation*}
T_{20}=\frac{\sqrt{8} u(k) w(k)-w^{2}(k)}{\sqrt{2}\left[u^{2}(k)+w^{2}(k)\right]}, \tag{33}
\end{equation*}
$$

where $u(k)$ and $w(k)$ are the radial wave functions corresponding to the $S$ - and the $D$-wave deuteron state.

### 2.4. Polarization-Transfer Coefficient in Backward Elastic Deuteron-Proton Scattering

The coefficient of polarization transfer from the vectorially polarized deuteron to the proton, $\kappa_{0}$, is given by [42]

$$
\begin{equation*}
\kappa_{0}=\frac{\operatorname{tr}\left\{2 J_{y}^{p} \mathcal{M} J_{y}^{d} \mathcal{M}^{+}\right\}}{\operatorname{tr}\left\{\mathcal{M} \mathcal{M}^{+}\right\}} \tag{34}
\end{equation*}
$$

where $J_{y}^{p}$ and $J_{y}^{d}$ are the $y$ components of the proton and the neutron spin operator, respectively. In order to determine $\kappa_{0}$, we first calculate the quantity

$$
\begin{equation*}
\frac{\operatorname{tr}\left\{t_{1 q}^{p} \mathcal{M} t_{1 q}^{d} \mathcal{M}^{+}\right\}}{\operatorname{tr}\left\{\mathcal{M} \mathcal{M}^{+}\right\}} \tag{35}
\end{equation*}
$$

where $t_{1 q}^{p}$ and $t_{1 q}^{d}$ are the standard spin-tensors for the final proton and the initial deuteron, respectively. By using the simple, albeit cumbersome, relation

$$
\sum_{M M} \varphi_{M}\left(k_{R}, \mu, \mu_{R}\right)(-1)^{1-M}\left\langle 1 M 1-M^{\prime} \mid \kappa q\right\rangle
$$

$$
\begin{align*}
& \times \varphi_{M^{\prime}}^{*}\left(k_{R^{\prime}}, \mu^{\prime}, \mu_{R^{\prime}}\right)=\frac{3}{\sqrt{4 \pi}} \sum_{g}(-1)^{l^{\prime}} \hat{g} \hat{\kappa}_{s} \hat{\kappa}_{s^{\prime}} \hat{s} \hat{s}^{\prime} \hat{l} \hat{l}^{\prime} \times \\
& \times\left\langle l 0 l^{\prime} 0 \mid \kappa_{l} 0\right\rangle\left\langle\kappa_{l} q_{l} g m_{g} \mid 1 q\right\rangle\left\langle\kappa_{s^{\prime}} q_{s^{\prime}} \kappa_{s} q_{s} \mid g m_{g}\right\rangle  \tag{36}\\
& \times\left\{\begin{array}{ccc}
1 / 2 & \kappa_{s^{\prime}} & 1 / 2 \\
s & g & s^{\prime} \\
s_{R} & \kappa_{s} & s_{R^{\prime}}
\end{array}\right\}\left\{\begin{array}{ccc}
l & \kappa_{l} & l^{\prime} \\
1 & 1 & 1 \\
s & g & s^{\prime}
\end{array}\right\}\langle\mu| t_{\kappa_{s} q_{s}}\left|\mu^{\prime}\right\rangle\left\langle\mu_{R}\right| t_{\kappa_{s} q_{s}}\left|\mu_{R^{\prime}}\right\rangle \\
& \times Y_{\kappa_{l} q_{l}}(n) \phi_{l s}\left(k_{R}\right) \phi_{l^{\prime} s^{\prime}\left(k_{R}\right),}
\end{align*}
$$

we find for backward scattering that

$$
\begin{align*}
& \frac{\operatorname{tr}\left\{t_{1 q^{\prime}}^{p} \mathcal{M} t_{1 q}^{d} \mathcal{M}^{+}\right\}}{\operatorname{tr}\left\{\mathcal{M} \mathcal{M}^{+}\right\}} \\
& =\frac{\delta_{q^{\prime} q} \sum_{\mathrm{k}_{s} R R^{\prime}} P_{\mathrm{K}_{s} q}^{R R^{\prime}}\left(k_{R}, k_{R^{\prime}}\right) B_{\mathrm{K}_{s}}^{R R^{\prime}}\left(k_{R}^{\prime}, k_{R^{\prime}}^{\prime}\right) \Delta M^{2}\left(k_{R}^{\prime}\right) \Delta M^{2}\left(k_{R^{\prime}}^{\prime}\right)}{\sum_{\mathrm{K}_{s} R R^{\prime}} B_{\mathrm{K}_{s}}^{R R^{\prime}}\left(k_{R}, k_{R^{\prime}}\right) B_{\mathrm{K}_{s}}^{R R^{\prime} *}\left(k_{R}^{\prime}, k_{R^{\prime}}^{\prime}\right) \Delta M^{2}\left(k_{R}^{\prime}\right) \Delta M^{2}\left(k_{R^{\prime}}^{\prime}\right)}, \tag{37}
\end{align*}
$$

where the quantities $B_{\mathrm{K}_{s}}^{R R^{\prime}}\left(k_{R}^{\prime}, k_{R^{\prime}}^{\prime}\right)$ are determined by Eq. (22) and

$$
\begin{align*}
& P_{\mathrm{\kappa}_{s} q}^{R R^{\prime}}\left(k_{R}, k_{R^{\prime}}\right)=\frac{3 \sqrt{3}}{4 \pi} \sum_{l l^{\prime} s s^{\prime} g \kappa_{s} \kappa_{l}}(-1)^{l^{\prime}} \hat{g} \hat{\kappa}_{s} \hat{s}^{\prime} \hat{S}^{\prime} \hat{l}^{\prime}\left\langle l 0 l^{\prime} 0 \mid \kappa_{l} 0\right\rangle \\
& \times\left\langle\kappa_{l} 0 g q \mid 1 q\right\rangle\left\langle 1 q \kappa_{s} 0 \mid g q\right\rangle\left\{\begin{array}{ccc}
1 / 2 & 1 & 1 / 2 \\
s & g & s^{\prime} \\
s_{R} & \kappa_{s} & s_{R^{\prime}}
\end{array}\right\}  \tag{38}\\
& \times\left\{\begin{array}{lll}
l & \kappa_{l} & l^{\prime} \\
1 & 1 & 1 \\
s & g & s^{\prime}
\end{array}\right\} \phi_{l s}\left(k_{R}\right) \phi_{l s^{\prime}}^{*}\left(k_{R^{\prime}}\right) .
\end{align*}
$$

Here, $q= \pm 1,0$ are the spherical indices of the polarization vector,

$$
\begin{gathered}
P^{x}=\frac{1}{\sqrt{2}}\left(P^{-1}-P^{+1}\right), \\
P^{y}=\frac{i}{\sqrt{2}}\left(P^{-1}+P^{+1}\right), \\
P^{z}=P^{0}
\end{gathered}
$$

and $\hat{g}=\sqrt{2 g+1}, g$ taking the minimal values in the intervals $\left|s-s^{\prime}\right| \leq g \leq s+s^{\prime},\left|1-\kappa_{s}\right| \leq g \leq 1+\kappa_{s}$, and $\left|\kappa_{l}-\kappa\right| \leq g \leq \kappa_{l}+\kappa$.

Returning to the definition of the coefficient $\mathrm{K}_{0}$ in Eq. (34), we note that

$$
\begin{aligned}
J_{y}^{p} & =\frac{i}{2}\left(t_{11}^{p}+t_{1-1}^{p}\right), \\
J_{y}^{d} & =i\left(t_{11}^{d}+t_{1-1}^{d}\right) .
\end{aligned}
$$

With the aid of Eq. (37), we then obtain

$$
\begin{gather*}
\frac{\left\langle 2 J_{z^{p}}^{p} \mathcal{M} J_{z^{d}}^{d} \mathcal{M}^{+}\right\rangle}{\left\langle\mathcal{M} \mathcal{M}^{+}\right\rangle} \\
=-\frac{1}{2}\left\{\frac{\left\langle t_{11}^{p} \mathcal{M} t_{11}^{d} \mathcal{M}^{+}\right\rangle}{\left\langle\mathcal{M} \mathcal{M}^{+}\right\rangle}+\frac{\left\langle t_{1-1}^{p} \mathcal{M} t_{1-1}^{d} \mathcal{M}^{+}\right\rangle}{\left\langle\mathcal{M} \mathcal{M}^{+}\right\rangle}\right\} . \tag{39}
\end{gather*}
$$

If we again restrict our consideration to nucleon exchange and set $k=k^{\prime}$, the result is

$$
\begin{equation*}
\frac{\left\langle 2 J_{z^{*}}^{p} \mathcal{M} J_{z^{d}}^{d} \mathcal{M}^{+}\right\rangle}{\left\langle\mathcal{M} \mathcal{M}^{+}\right\rangle}=\frac{1}{3} \frac{u^{2}(k)-w^{2}(k)-u(k) w(k) / \sqrt{2}}{u^{2}(k)+w^{2}(k)} . \tag{40}
\end{equation*}
$$

This expression differs from that which is used most often only by a trivial normalization factor.

## 3. RESULTS OF THE CALCULATIONS AND DISCUSSION

We begin the discussion of our results by analyzing the potential of the pole diagram in Fig. 1 in the one-nucleon-exchange approximation of the present version of light-front dynamics (that is, we take into account, for the time being, only nucleonic degrees of freedom).

For backward elastic deuteron-proton scattering, the differential cross section $\left(d \sigma\left(180^{\circ}\right) / d \Omega\right)_{\text {c.m. }}$ calculated with the deuteron wave functions for the Paris potential [43], the Reid soft-core potential [44], the $A$ and $B$ versions of the Bonn potential [45], and the Moscow potential [46] (curves 1,2,3,4, and 5, respectively) is displayed in Fig. $2 a$ as a function of the incident-deuteron momentum in the laboratory frame. Also shown in this figure are experimental data from [5-12] \{the angular distributions that were obtained in $[5,9]$ near the angle of $\theta_{\text {c.m. }}=180^{\circ}$ were extrapolated to this angle on the basis of the dependence $\left.(d \sigma(\theta) / d \Omega)_{\text {c.m. }}=\sum_{i=0}^{3} a_{i}|\cos \theta|^{i}\right\}$.

From Fig. 2a, it can be seen that the results of the calculations with the different wave functions differ quite sizably. The figure also shows that the pole diagram does not describe the plateau in the range 2$2.5 \mathrm{GeV} / c$. However, this feature in the energy dependence of the differential cross section for elastic deu-teron-proton scattering can be explained with the aid of the triangle diagram, whereby the cross section for deu-teron-proton scattering is expressed in terms of the cross section for the process $N N \longrightarrow d \pi$, the latter being of a resonance character in the above energy region [47-49]. By taking into account relativistic
effects and the $D$-wave admixture in the deuteron wave function, it was possible to improve additionally the description of experimental data [50].

The tensor analyzing power $T_{20}$ and the polariza-tion-transfer coefficient $\kappa_{0}$ calculated with the same deuteron wave functions are displayed in Figs. $2 b$ and $2 c$, respectively. It is important to emphasize here that the discrepancy between the results of the calculations and experimental data cannot be removed within the one-nucleon-exchange model-in particular, it was shown by Punjabi et al. [14] that, within this model, the correlation between the $T_{20}$ and $\kappa_{0}$ values associated with the same $k$ value represents a circle on the ( $T_{20}, \kappa_{0}$ ) plane, whereas the experimental form of this correlation is helical. A recent phenomenological analysis revealed that the description of experimental data can be somewhat improved by additionally taking into account absorption effects [51].

In order to calculate directly the analyzing power $T_{20}$ and the polarization-transfer coefficient $\kappa_{0}$ within our approach, it is necessary to know the nucleon wave function of the deuteron; the wave functions $\phi_{I S}\left(k_{R}\right)$; the relation between the functions $\phi_{l s}\left(k_{R}\right)$ that are associated with the same resonance, but which correspond to different $s$ values; and, finally, the magnitude of the admixture of baryon resonances to the deuteron wave function. We will now discuss the choice of these parameters in some detail.

### 3.1. Wave Functions $\phi_{l s}\left(k_{R}\right)$

In a consistent treatment, these functions are derived by solving the dynamical problem of a resonance admixture in the deuteron. Since we do not aim here at precisely describing experimental data, we approximate them by oscillator functions, which were successfully used to calculate nuclear hadronic systems localized in space. Specifically, we set

$$
\begin{equation*}
\phi_{l s}\left(k_{R}\right)=C_{R} k_{R}^{l} \exp \left(-\alpha_{R} k_{R}^{2}\right), \tag{41}
\end{equation*}
$$

where $C_{R}$ is a normalization factor and $\alpha_{R}$ is a parameter that characterizes the spatial localization of the resonance. It is natural to assume that the radius of the resonance distribution in the $N R$ channels must be smaller than the deuteron radius (that is, the radius of the $N N$ channel). This follows, in particular, from the uncertainty relation-the resonance formed in the central region of the deuteron cannot travel a distance greater than $1 / \Delta M_{R}$, where $\Delta M_{R}=M_{R}-M_{N}$. From the same considerations, it follows that the heavier the resonance, the smaller the spatial region where it must be localized. In order to avoid increasing the number of parameters, we approximated the oscillator radius $r_{R j}=$ $1 / \sqrt{\alpha_{R j}}$ as

$$
\begin{equation*}
r_{R j}=r_{0} \sqrt{\frac{M_{R 1}-M_{N}}{M_{R j}-M_{N}}} \tag{42}
\end{equation*}
$$



Fig. 2. Differential cross section $(d \sigma / d \Omega)_{c . m}$, tensor analyzing power $T_{20}$, and polarization-transfer coefficient $\kappa_{0}$ for backward elastic deuteron-proton scattering versus the incident-deuteron momentum $p_{d}$ that were calculated in the one-nucleon-exchange approximation with the deuteron wave functions for (curve 1) the Paris potential [43], (curve 2) Reid soft-core potential [44], (curve 3) version $A$ and (curve 4) version $B$ of the Bonn potential [45], and (curve 5) the Moscow potential [46]. Experimental data were borrowed from (open stars) [5], (closed inverted triangles) [6], (closed circles) [7], (open circles) [8], (closed stars) [9], (open triangles) [10], (open diamonds) [11], and (open squares) [12] for (a) the differential cross section; from (closed circles) [14] and (open circles) [15] for (b) the tensor analyzing power $T_{20}$; and from (closed circles) [14] for (c) the polarization-transfer coefficient $k_{0}$.
where $M_{R 1}$ is the mass of the $N(1440)$ resonance and $r_{0}$ is a parameter common to all resonances.

### 3.2. Magnitude of Resonance Admixtures

As was indicated above, mechanisms that can be responsible for the emergence of resonance admixtures in the deuteron wave function are not discussed here. Both conceivable mechanisms mentioned in the Introduction predict the magnitude of the admixture at a level of a few tenths of a percent to a few percent. At the stage of choosing other parameter values, we fixed the total magnitude of the admixture at $2 \%$. As will be seen below, this choice is not crucial-a qualitative description of data can be attained with a value of about $1 \%$ or even with a somewhat smaller value.

### 3.3. Relation between the Functions $\phi_{l s}\left(k_{R}\right)$ Corresponding to Different $s$ Values

In the general case of the exchange of a $\operatorname{spin}-s_{R}$ baryon, two states, that of spin $s_{R}-1 / 2$ and that of spin $s_{R}+1 / 2$, arise in the $N R$ channel. The possible values of the orbital angular momentum are determined by the parity of the exchanged baryon resonance. Since the functions $\phi_{l s}^{N R}\left(k_{R}\right)$ that we use were not derived by solving the dynamical problem, the relations between the functions that describe $N R$ states and which are characterized by different $s$ values are determined by the quality of the description of data.

### 3.4. Wave Function of the NN Channel

As was shown above, the results of the calculations in the one-nucleon-exchange approximation depend on


Fig. 3. Tensor analyzing power $T_{20}$ for backward elastic deuteron-proton scattering versus the incident-deuteron momentum $p_{d}$ according to the calculations in which the deuteron wave function is assumed to include a $2 \%$ admixture of (a) one of the baryon resonances $N\left(1520,3 / 2^{-}\right), N\left(1535,1 / 2^{-}\right), N\left(1675,5 / 2^{-}\right)$, and $N\left(1680,5 / 2^{+}\right)$at $r_{0}=0.4 \mathrm{fm}$; (b) the negative-parity baryon resonances $N(1520), N(1535), N(1650)$, and $N(1675)$ at various values of $r_{0}$ (indicated in the figure); (c) all known resonances from $N(1520)$ to $N(2600)$ at various values of $r_{0}$ (indicated in the figure) under the assumption that a nonvanishing contribution comes only from the wave function $\phi_{l s}^{N R}$ corresponding to the lower channel spin of the possible two values; and (d) the negative-parity resonances $N(1520), N(1535), N(1650)$, and $N(1675)$ at $r_{0}=0.4 \mathrm{fm}$ and various values of the wave-function ratio $\phi_{l s_{\min }} / \phi_{l s_{\max }}$ (indicated in the figure). The dotted curves were computed in the one-nucleon-exchange approximation. The displayed experimental data are identical to those in Fig. $2 b$.
the form of the $N N$-channel wave function. In choosing parameter values, the deuteron wave function for the $B$ version of the Bonn potential [45] was used for the NN channel wave function. The eventual results were obtained for all wave functions with which we performed the calculations in the one-nucleon-exchange approximation.

As can be seen from Fig. 2, the data on the tensor analyzing power $T_{20}$ show the most specific type of momentum dependence; moreover, this spin observable has been presently measured up to the highest values of the internal momentum $k$. For this reason, the baryon-resonance contributions have been analyzed predominantly on the basis of a comparison of the results of the calculations precisely with these data.

As a typical illustration, the calculated analyzing power $T_{20}$ as a function of the incident-deuteron momentum $p_{d}$ is shown in Fig. $3 a$ for the cases where the deuteron wave function contains a $2 \%$ admixture of only one of the baryon resonances $N\left(1520,3 / 2^{-}\right)$, $N\left(1535,1 / 2^{-}\right), N\left(1675,5 / 2^{-}\right)$, and $N\left(1680,5 / 2^{+}\right)$(indicated in parentheses here are the baryon mass, spin, and parity). At a fixed magnitude of the resonance admixture, the resonance-contribution effect on the behavior of $T_{20}$ as a function of momentum depends on the parameter $r_{0}$ and on the relationship between the absolute values and phases of the wave functions $\phi_{l s}^{N R}$ corresponding to the different spin values of $s=s_{R} \pm 1 / 2$. The curves in Fig. $3 a$ were computed at $r_{0}=0.4 \mathrm{fm}$ under the assumption that a nonvanishing contribution
comes only from the function for which the channel spin takes the lower value of the possible two.

As can be seen from this figure, the reversal of the sign of the analyzing power $T_{20}$ in the region $p_{d} \geq$ $0.4 \mathrm{GeV} / c$ is the most spectacular effect of taking into account the contributions of $1 / 2^{-}$resonances [ $N(1535)$ and $N(1650)]$. If, in addition, we include $3 / 2^{-}$resonances, the minimum in the analyzing power $T_{20}$ calculated in the one-nucleon-exchange approximation with the deuteron wave function for version $B$ of the Bonn potential (dotted curve) is slightly filled; concurrently, the $T_{20}$ values are reduced in the momentum region $p_{d} \geq$ $0.4 \mathrm{GeV} / c$. The contributions of the even-parity baryons alone have a smaller effect on the behavior of $T_{20}$. As might have been expected, the inclusion of the $N(1440)$ and $N(1710)$ resonances, which have the nucleon quantum numbers, does not change the shape of $T_{20}\left(p_{d}\right)$.

For the analyzing power $T_{20}\left(p_{d}\right)$ as a function of the incident-deuteron momentum at various values of $r_{0}$, the results of taking into account the total contribution of the $2 \%$ admixture of the negative-parity resonances $N(1520), N(1535), N(1650)$, and $N(1675)$ to the deuteron wave function are shown in Fig. $3 b$ under the above assumption that a nonvanishing contribution comes only from the function $\phi_{l s}^{N R}$ for which the channel spin takes the lower value of the possible two. It can be seen from this figure that the inclusion of the additional contribution from negative-parity resonances changes substantially the result obtained within the one-nucleon-exchange approximation by taking into account only the $N N$-channel wave function for version $B$ of the Bonn potential. Of course, it can hardly be expected that all details of the experimental dependence $T_{20}\left(p_{d}\right)$ will be reproduced by using only one pole diagram and quite a trivial form of the wave functions $\phi_{l s}^{N R}$. Nonetheless, it can be seen that, even with these functions at $r_{0}$ values from the region $0.3-0.5 \mathrm{fm}$, we have achieved a better description of the data than within the one-nucleon-exchange approximation.

Since there are no obvious reasons for taking into account only the admixture of negative-parity resonances, it is of interest to explore the implications of including the exchanges of both negative- and positiveparity baryons. For the analyzing power $T_{20}$, the results of taking into account the total contribution to the deuteron wave function from the $2 \%$ admixture of all known resonances from $N(1520)$ to $N(2600)$ are shown in Fig. $3 c$ for various values of $r_{0}$. Here, we again assumed that a nonvanishing contribution comes only from the function $\phi_{l s}^{N R}$ corresponding to the lower value of the channel spin. As can be seen from Fig. 3c, the inclusion of the exchanges of all resonances again improves the description of the experimental data on $T_{20}$ in relation to the description in one-nucleonexchange approximation with the deuteron wave func-


Fig. 4. Tensor analyzing power $T_{20}$ for backward elastic deuteron-proton scattering versus the incident-deuteron momentum $p_{d}$ according to calculations performed at various values of the total admixture (numbers on the curves) of the negative-parity resonances $N(1520), N(1535), N(1650)$, and $N(1675)$ to the deuteron wave function at $r_{0}=0.4 \mathrm{fm}$ and under the assumption that a nonvanishing contribution comes only from the wave function $\phi_{l s}^{N R}$ corresponding to lower channel spin of the possible two values. The dotted curve was computed in the one-nucleon-exchange approximation. The displayed experimental data are identical to those in Fig. $2 b$.
tion for version $B$ of the Bonn potential. An optimal value of the parameter $r_{0}$ has not yet been chosen among those that were used in the calculations.

For the analyzing power $T_{20}$ as a function of the inci-dent-deuteron momentum, Fig. 3d illustrates the effect of variations in the wave-function ratio $\phi_{l s_{\text {min }}} / \phi_{l s_{\text {max }}}$ on the results of the calculations. In the calculations, we have taken into account the contributions of the nega-tive-parity resonances $N(1520), N(1535), N(1650)$, and $N(1675)$ and set the parameter $r_{0}$ to 0.4 fm . As can be seen from this figure, the best agreement with the experimental data on $T_{20}$ is achieved in the case where the contribution of the functions corresponding to the smaller value of the possible two channel spins exceeds the contribution of the functions corresponding to the higher spin value. In the calculations mentioned so far, the sign of the function $\phi_{l s_{\text {max }}}$ was always taken to be identical to the sign of the function $\phi_{l s_{\text {min }}}$. It is obvious that, in the case where the contribution of the functions corresponding to the smaller value of the channel spin exceeds the contribution of the functions corresponding to its higher value, the reversal of the relative sign is not


Fig. 5. Differential cross section $(d \sigma / d \Omega)_{\text {c.m. }}$, tensor analyzing power $T_{20}$, and polarization-transfer coefficient $\kappa_{0}$ for backward elastic deuteron-proton scattering versus the incident-deuteron momentum $p_{d}$ that were calculated in the one-baryon-exchange approximation with the deuteron wave functions for (curve 1 ) the Paris potential [43], (curve 2) the Reid soft-core potential [44], versions (curve 3) $A$ and (curve 4) $B$ of the Bonn potential [45], and (curve 5) the Moscow potential [46]. In the calculations, we took into account the contribution of a $1 \%$ admixture of the negative-parity resonances $N(1520), N(1535), N(1650)$, and $N(1675)$ to the deuteron wave function at $r_{0}=0.4 \mathrm{fm}$ and assumed that a nonvanishing contribution comes only from the wave function $\phi_{l s}^{N R}$ corresponding to the lower channel spin of the possible two values. The displayed experimental data are identical to those in Fig. 2.
expected to affect significantly the results of the calculations.

Figure 4 illustrates the effect that the change in the magnitude of the baryon-resonance admixture to the deuteron wave function can have on the quality of description of the data on $T_{20}$. In the calculations, we have taken into account the contributions of the nega-tive-parity resonances $N(1520), N(1535), N(1650)$, and $N(1675)$ and set the wave-function ratio $\phi_{l s_{\min }} / \phi_{l s_{\max }}$ to $3 / 1$ and the parameter $r_{0}$ to 0.4 fm . It can be seen that, at high $p_{d}$ values, qualitative agreement with experimental data can be achieved at a relatively small magnitude of the admixture (about $0.5 \%$ ).

Finally, Fig. 5 presents the momentum dependences of the differential cross section $\left.\left[d \sigma\left(180^{\circ}\right) / d \Omega\right)\right]_{\text {c.m. }}$, the tensor analyzing power $T_{20}$, and the polarization-trans-
fer coefficient $\kappa_{0}$ calculated on the basis of the proposed approach. These calculations have been performed with the deuteron wave functions for the Paris potential [43], the Reid soft-core potential [44], versions $A$ and $B$ of the Bonn potential [45], and the Moscow potential [46] (curves 1, 2, 3, 4, and 5, respectively). Also shown are available experimental data. In the calculations, which have been performed under the assumption that a nonvanishing contribution comes only from the functions $\phi_{l s}^{N R}$ corresponding to the lower value of the channel spin, we have taken into account the total effect of the $1 \%$ admixture of the negative-parity resonances $N(1520), N(1535), N(1650)$, and $N(1675)$ to the deuteron wave function and set $r_{0}=0.4 \mathrm{fm}$. A comparison of these results with those calculated within the one-nucleon-exchange approximation (see Fig. 2) shows
that the inclusion of baryon-resonance exchanges, in addition to one-nucleon exchange, improves the description of data in the region of high $p_{d}$ values. It is interesting to note that, upon taking into account baryon exchanges in calculating the observables considered in the present study, the values predicted for these observables with the different deuteron wave functions show a smaller scatter.

Let us briefly discuss the possible uncertainties that are associated with the approximations made in deriving the formulas used in our calculations. We begin by considering contact terms in the propagators. In instan-taneous-form dynamics, a covariant field propagator reduces to the sum of particle and antiparticle propagators only for spinless and spin- $1 / 2$ particles. For example, the vector-particle propagator cannot be represented as the sum of particle and antiparticle propaga-tors-it is necessary to add a contact term [34]. In lightfront dynamics, covariant propagators possess this property for spin- $1 / 2$ particles as well [33]. As long as the field-theory formalism is used, there is no problem here-one can merely use a covariant propagator. But once quantities of the wave-function type are introduced, the problem of a contact part arises, since it cannot be included in a wave function. At present, the question of contact terms has received virtually no study. Following common practice, we simply disregard the contact part since this is a purely spin effect, which is usually insignificant.

The second question concerns the choice of the $z$ axis direction. In light-front dynamics, field theory must be in general invariant under rotations, but it is not straightforward to demonstrate this explicitly. Moreover, mechanisms that restore invariance under rotations (for example, excitations associated with rotations of new degrees of freedom) for the manifestly noninvariant original variables $p^{ \pm}=\left(p^{0} \pm p^{3}\right) / \sqrt{2}$ have not yet been disclosed. Usually, a formal way that consists in introducing additional degrees of freedom (orientation of the light hyperplane) is adopted in solving the problem of invariance under rotations [30, 39], but this significantly complicates the formalism. In our case, the results may depend on the choice of the $z$-axis direction. In all probability, however, the relevant uncertainty is insignificant (as is suggested both by the results of our calculations and by the results presented by Karmanov [39], who studied the spectrum of forward emitted protons in the deuteron-breakup reaction). It was indicated above that, in the case of backward elastic deuteron-proton scattering, the differential cross section associated with nucleon exchange is indeed independent of the reversal of the $z$-axis direction. Estimates show that uncertainties in other observables do not exceed the scatter of the results of the calculations performed with the different deuteron wave functions. A more comprehensive analysis of these questions will be performed elsewhere.

## 4. CONCLUSIONS

We have investigated quantitatively the effect of the baryon-resonance admixture to the deuteron ground state on the differential cross section $\left[d \sigma\left(180^{\circ}\right) / d \Omega\right]_{\text {c.m. }}$, the tensor analyzing power $T_{20}$, and the polarizationtransfer coefficient $\kappa_{0}$ for backward elastic deuteronproton scattering. It has been assumed that, everywhere, with the exception of the region of intermediate momentum values between 1.6 and $2.6 \mathrm{GeV} / c$, the process predominantly proceeds via the transfer of a baryon (exchange of a nucleon and nucleon resonances). The formalism corresponding to this mechanism has been realized within light-front dynamics. The basic results of the present study can be summarized as follows:
(i) General formulas for the differential cross section $\left[d \sigma\left(180^{\circ}\right) / d \Omega\right]_{\text {c.m. }}$, the tensor analyzing power $T_{20}$, and the polarization-transfer coefficient $\kappa_{0}$ have been obtained with allowance for admixtures of arbitrary resonances.
(ii) Predictions for these observables have been analyzed within the semiphenomenological approach that consists in choosing the wave functions for various $N R$ channels and phase relations between them.
(iii) The effect of various parameters of the problem on the results of the calculations have been investigated, and it has been shown that, even at a $1 \%$ level of the nucleon-resonance admixture to the deuteron wave function, a description of experimental data that is superior to that within the one-nucleon-exchange approximation can be achieved by appropriately choosing the contributions of various resonances.
(iv) In order to fit the results of the calculations to experimental data, it has been sufficient to take into account the contributions of the lightest negative-parity baryon resonances, but the addition of the contributions from other resonances, including those of positive parity, has not led to a noticeable mismatch with data.
(v) Qualitatively, the contribution of negative-parity resonances slightly fills the deep minimum in the momentum dependence of the tensor analyzing power $T_{20}$ calculated within the one-nucleon-exchange approximation and strongly diminishes this analyzing power at deuteron-momentum values not less than $3.5 \mathrm{GeV} / c$, thereby reducing the discrepancy between the theoretical and experimental results.
(vi) It has been established that, for the observables considered in the present study, a transition from one set of the deuteron wave functions used to another leads to a smaller scatter of the results when the baryon exchange is taken into account than when it is disregarded.
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#### Abstract

We explore the phenomenological structure of $E_{6}$-inspired grand unified group with the gauge group $S U(3)_{c} \times S U(2)_{L} \times U(1)_{Y} \times U(1)$, the emphasis being laid upon its implications for Higgs boson observation. In particular, we discuss the probability for the mass eigenstate $Z_{2}$ to decay into a Higgs particle and a bound state composed of heavy quarks. Constraints on and relations between the $Z_{2}$ and Higgs masses are presented. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Very rare decay processes provide sensitive tests of new theories and an important testing ground for the Standard Model (SM). The field of very rare decays is diverse and active since it offers a rich potential for major discoveries. Theoretical interest in an extra neutral vector boson $Z^{\prime}$ has been mainly motivated by an experimental observation of possible deviations from SM predictions for the decay of the SM $Z$ boson into $\bar{c} c$ and $\bar{b} b$ quark pairs ( $R_{c}$ and $R_{b}$ ratios) [1]. The deviations may be considered as one of the indications of new physics beyond the SM. The promising explanation of the observed phenomena is implied in the extraZ' models (see references [7-16] in [2]). New gauge bosons can be detected at future high-energy collid-ers-namely, Large Hadron Collider (LHC) at CERN, which can test the nature and structure of many theoretical models at a scale of 1 TeV , at least. Theoretical predictions of new neutral or charged gauge bosons come from various extensions of the SM [3]. New extra bosons naturally appear in the Grand Unification Theory (GUT) models [3]. A simple and well-known version among the extensions of the SM is the minimal one, which is aimed at unifying interactions, the $E_{6}$ GUT model [3]. Since the breakdown of $E_{6}$ GUT into the SM is accompanied by at least one extra $U(1)$ group $\left[E_{6} \longrightarrow S U(3)_{c} \times S U(2)_{L} \times U(1)_{Y} \times U(1)\right]$, there may exist a heavy neutral boson $Z^{\prime}$, which can mix with the ordinary $Z$ boson. There are two new gauge bosons appearing in $E_{6}$ GUT models [3], where only one orig-

[^28]inates from the $S O(10)$ subgroup,
\[

$$
\begin{gathered}
E_{6} \supset S O(10) \times U(1)_{\Psi}, \\
S O(10) \supset S U(5) \times U(1)_{\chi}, \\
S U(5) \supset S U(3)_{c} \times S U(2)_{L} \times U(1)_{Y},
\end{gathered}
$$
\]

while the $Z^{\prime}$ boson is a composition of $Z_{\Psi}$ and $Z_{\chi}$ components mixed with a free angle $\theta$ [3]:

$$
Z^{\prime}=Z_{\Psi} \cos \theta-Z_{\chi} \sin \theta .
$$

In order to seek $Z^{\prime}$ at LHC, it is important to know as much as possible about its decay modes both in standard sectors of the Drell-Yan (DY) type and in the (super)rare ones. Other channels can provide important information about the $Z$ '-boson couplings. If we go beyond the SM, there are several possibilities for some quark bound-state resonances $B \equiv\{\bar{Q} Q\}$ to be produced via particle interplay accompanied by Higgs boson $(H)$ emission. It is known that the $Z$ boson is not yet an exact mass eigenstate, but that it turns out to be mixed with $Z^{\prime}$. In the $Z-Z$ ' mixing scheme, the mass eigenstates $Z_{1}$ and $Z_{2}$ are rotated with respect to the basis formed by $Z$ and $Z^{\prime}$,

$$
\binom{Z_{1}}{Z_{2}}=\left(\begin{array}{cc}
\cos \kappa & \sin \kappa \\
-\sin \kappa & \cos \kappa
\end{array}\right)\binom{Z}{Z^{\prime}},
$$

through the mixing angle $\kappa$,

$$
\kappa=\arctan \left(\frac{M_{Z}^{2}-M_{Z_{1}}^{2}}{M_{Z_{2}}^{2}-M_{Z}^{2}}\right)^{1 / 2},
$$

with $M_{Z_{1}}$ and $M_{Z_{2}}$ being the masses for the mass eigenstates $Z_{1}$ and $Z_{2}$, respectively.

We study a possible extra $Z_{2}$ state and its interpretations that have direct implications for new physics at

LHC. Our interest is in $Z_{2}$ production and possible pair production process $Z_{2}(W, Z)$ with $Z_{2}$ decay into pairs of heavy quarks leading to $\bar{Q} Q$ and $\bar{Q} Q(W, Z)$ events at LHC with $\bar{Q} Q$ invariant mass peaked at an $O(0.4 \mathrm{TeV})$ mass. If the $Z_{2}$ state is sufficiently heavy for producing an $H$ boson, one can determine the effective coupling for $Z_{2}-H$ interaction. Since $H$ bosons are coupled to $Z_{2}$ and quarks, this opens the possibility of finding these Higgs bosons as products originating from the decays of the $Z_{2}$ mass eigenstate. We are to estimate the ratio of the partial decay widths $\Gamma$,

$$
\begin{align*}
& R\left(Z_{2} \longrightarrow H\{\bar{Q} Q\}_{s=1} / \bar{Q} Q\right) \\
& \equiv \frac{\Gamma\left(Z_{2} \longrightarrow H\{\bar{Q} Q\}_{s=1}\right)}{\Gamma\left(Z_{2} \longrightarrow \bar{Q} Q\right)}, \tag{1}
\end{align*}
$$

where $\{\bar{Q} Q\}_{s=1}$ stands for a spin-1 quark-antiquark bound state. Among the possible decays, the process $Z_{2} \longrightarrow H\{\bar{Q} Q\}_{s=1}$ is of great interest, since it is almost kinematically allowed, even for the $Z_{2}$ mass as low as 0.5 TeV . The main backgrounds to $Z_{2}$ decays via Higgs boson emission will depend on the precise secondary modes of the decay of the product Higgs boson. In fact, background branches are most important if the Higgs boson decays primarily to leptons or quarks (with the exception of $t$ quarks), as will be the case for a sufficiently light Higgs boson. Model calculations of the decays of the SM $Z$ boson via Higgs boson emission to onia were performed in [4]. The rates of (super)rare decays $Z_{2} \longrightarrow H\{\bar{Q} Q\}_{s=1}$ could be used as a check of the theory or to extract some of the parameters of the theory that are hard to reach through other processes.

## 2. DESCRIPTION OF THE FORMALISM

To analyze the effects of the $Z_{2}$ state within the model under consideration, we focus on the $Z_{2}$ couplings. The interactions of the mass eigenstates $Z_{i}(i)$ 1) with heavy quarks are described by the Lagrangian density

$$
\begin{equation*}
-L_{z_{i} Q}=g_{Z} \sum_{i=1}^{\infty} \sum_{Q} \bar{Q}\left(g_{V_{i}}-g_{A_{i}} \gamma_{5}\right) \gamma^{\mu} Q Z_{i_{\mu}}, \tag{2}
\end{equation*}
$$

where one of the sums is taken over all heavy quarks $Q$, $g_{z}$ is presented as the SM coupling $g / \sqrt{1-s_{\mathrm{W}}^{2}}\left(s_{\mathrm{W}} \equiv\right.$ $\sin \theta_{\mathrm{W}}$ ), $Z_{1_{\mu}}$ is taken to mean the SM $Z$-boson field, and $Z_{i}$ with $i \geq 2$ are additional $Z$ states in the weak-eigenstate basis. We will consider the model featuring only one light $Z_{2}$ mass eigenstate. The vector and the axial-vector couplings $g_{V_{i}}$ and $g_{A_{i}}(i=1,2)$ in (2) are defined as

$$
\begin{aligned}
& g_{V_{1}}=g_{V} \cos \kappa+g_{V}^{\prime} \alpha \sin \kappa, \\
& g_{A_{1}}=g_{A} \cos \kappa+g_{A}^{\prime} \alpha \sin \kappa,
\end{aligned}
$$

$$
\begin{align*}
& g_{V_{2}}=\alpha g_{V}^{\prime} \cos \kappa-g_{V} \sin \kappa,  \tag{4}\\
& g_{A_{2}}=\alpha g_{A}^{\prime} \cos \kappa-g_{A} \sin \kappa,
\end{align*}
$$

where

$$
g_{V}=\frac{1}{2} T_{3 L}-s_{\mathrm{W}}^{2} e_{Q}, \quad g_{A}=\frac{1}{2} T_{3 L},
$$

$T_{3 L}$ and $e_{Q}$ being the third component of the weak isospin and the electric charge, respectively. Both $g_{V}^{\prime}$ and $g_{A}^{\prime}$ in (3) and (4) represent the chiral properties of the Z'-boson interplay with quarks and the relative strengths of these interactions:

$$
\begin{equation*}
-L_{Z Q}=g_{Z}^{\prime} \sum_{Q} \bar{Q}\left(g_{V}^{\prime}-g_{A}^{\prime} \gamma_{5}\right) \gamma^{\mu} Q Z_{\mu}^{\prime} . \tag{5}
\end{equation*}
$$

For GUT models, the free parameter $g_{Z}^{\prime}$ in (5) is related to $\alpha$ in (3) and (4) as $\alpha \equiv\left(g_{Z}^{\prime} / g_{Z}\right)=\sqrt{(5 / 3) \omega} s_{\mathrm{W}}$ [5], where $\omega$ depends on the symmetry-breaking pattern and the fermion sector of the model, but it is usually taken to be $\omega \sim 2 / 3-1$. The choice of $\alpha \simeq 0.62$ provides the equality of both $g_{Z}$ and $g_{Z}^{\prime}$ on the scale of the mass of the unification $M_{X} \simeq M_{\text {GUT }}$ into $E_{6}$. Neglecting some differences in the renormalization-group evolution of both $g_{Z}$ and $g_{Z}^{\prime}$, one can deal with $\alpha$ at energies $\sim M_{Z^{\prime}} \sim$ $M_{Z_{2}} \sim O(1 \mathrm{TeV})$.

Suppose that the $Z_{2}$ state can be produced at LHC via the subprocess $\bar{q} q \longrightarrow Z_{2}$ and that, in the approximation of a small $Z_{2}$ width, the cross section

$$
\begin{gathered}
\sigma\left(\bar{q} q \longrightarrow Z_{2}\right) \\
=K\left(M_{Z_{2}}\right) \frac{2 \pi G_{\mathrm{F}} M_{Z_{1}}^{2}}{3 \sqrt{2}}\left(g_{V_{2}}^{2}+g_{A_{2}}^{2}\right) \delta\left(s-M_{Z_{2}}^{2}\right)
\end{gathered}
$$

is dependent both on $M_{Z_{2}}$ and on $\kappa$. Here, $G_{\mathrm{F}}$ is the Fermi constant, and the factor $K$ reflects the higher order QCD process [6],

$$
K\left(M_{Z_{2}}\right)=1+\frac{\alpha_{s}\left(M_{Z_{2}}^{2}\right)}{2 \pi} \frac{4}{3}\left(1+\frac{4}{3} \pi^{2}\right) .
$$

Note that the two-loop value is $\alpha_{s}\left(M_{Z_{2}}^{2}\right) \sim 0.1$ at $\Lambda_{\mathrm{QCD}}=$ 200 MeV for $M_{Z_{2}}<2 m_{t}$ (five flavors) and $M_{Z_{2}}>2 m_{t}$ (six flavors), $m_{t}$ being the top-quark mass [2].

The partial width with respect to $Z_{2}$ decays into quarks is determined by the couplings $g_{V_{2}}$ and $g_{A_{2}}$ (4)-namely, we have (the number of colors, $N_{c}=3$, is
taken into account)

$$
\begin{gather*}
\Gamma\left(Z_{2} \longrightarrow \bar{Q} Q\right)=\frac{2 G_{\mathrm{F}} M_{Z}^{2}}{\sqrt{2} \pi} C\left(M_{Z_{2}}^{2}\right)  \tag{6}\\
\times M_{Z_{2}}\left(1-4 r_{q}\right)^{1 / 2}\left[g_{V_{2}}^{2}\left(1+2 r_{q}\right)+g_{A_{2}}^{2}\left(1-4 r_{q}\right)\right] .
\end{gather*}
$$

Here, $r_{q} \equiv m^{2} / M_{Z_{2}}^{2} ; M_{Z}$ and $m$ are the masses of the $Z$ boson and a quark, respectively; and the $C$ factor is defined by the running strong coupling constant $\alpha_{s}$ as

$$
C\left(\mu^{2}\right)=1+\frac{\alpha_{s}\left(\mu^{2}\right)}{\pi}+1.409 \frac{\alpha_{s}^{2}\left(\mu^{2}\right)}{\pi^{2}}-12.77 \frac{\alpha_{s}^{3}\left(\mu^{2}\right)}{\pi^{3}}
$$

with an arbitrary scale $\mu$. The interactions of the $Z_{2}$ state with quarks are expressed in terms of three parameters $x, y^{u}$, and $y^{d}[1]$, where the labels $u$ and $d$ mean, respectively, the up and the down types of quarks:

$$
\begin{array}{ll}
2 g_{V_{2}}^{u}=x+y^{u}, & -2 g_{A_{2}}^{u}=-x+y^{u}, \\
2 g_{V_{2}}^{d}=x+y^{d}, & -2 g_{A_{2}}^{d}=-x+y^{d} .
\end{array}
$$

## 3. RESULTS

The $\{\bar{Q} Q\}_{s=1}$ bound state with a 4-momentum $Q_{\mu}$ and a mass $m_{B}$ may be produced in the decay of a $Z_{2}$ state via the emission of an $H$ boson with a 4-momentum $k_{\mu}$ in the heavy-quark-loop scheme. The decay amplitude is given by [7]

$$
\begin{equation*}
A(k, Q)=\int d^{4} q \operatorname{tr}\left\{\Gamma_{Q}(q) \sum_{i=1}^{3} T_{i}(q, k ; Q)\right\} \tag{7}
\end{equation*}
$$

where $\Gamma_{Q}\left(q_{\mu}\right)$ is the vertex function for the spin-1 quark bound state-it depends on the relative momentum $q_{\mu}$ of $\bar{Q}$ and $Q$-while $T_{i}$ stand for the rest of the total matrix element. In fact, $T_{i}$ in (7) carry the dependence of the interplay of $H$ with heavy quarks $(i=1,2)$ and the interplay of the $Z_{2}$ state with the $H$ boson $(i=3)$ via the couplings $g_{H}=m /\langle H\rangle_{0}$ and $g_{Z_{2} H}=2 M_{Z_{2}}^{2} /\langle H\rangle_{0}$, respectively, where $\langle H\rangle_{0}$ stands for the vacuum expectation value of $H$. Generally, $\Gamma_{Q}\left(q_{\mu}\right)$ is constructed [8] in terms of the quark and antiquark spinors $u\left(Q_{\mu}\right)$ and $v\left(\bar{Q}_{\mu}\right)$ in a given spin configuration accompanied by the covariant confinement-type wave function $\phi_{Q}\left(q^{2} ; \beta\right)$ containing the model parameter $\beta$ [9]:

$$
\begin{equation*}
\Gamma_{Q}\left(q_{\mu}\right)=\bar{u}\left(Q_{\mu}\right) \frac{\delta_{i}^{j}}{\sqrt{3}} U_{\alpha \beta} \phi_{Q}\left(q^{2} ; \beta\right) v\left(\bar{Q}_{\mu}\right) \tag{8}
\end{equation*}
$$

Here, the symmetric rank-2 spinors $U_{\alpha \beta}$ obey the standard Bargmann-Wigner equations [10] $\left(\mathscr{L}-m_{B}\right)_{\alpha}^{\alpha^{\prime}} U_{\alpha^{\prime} \beta}=0$.

Table 1. Values of $R\left(Z_{2} \longrightarrow H\{\bar{b} b\}_{s=1} / \bar{b} b\right) \times 10^{10}$ for various embedding scales $M_{Z_{2}}$ and Higgs boson masses $m_{H}$ via the ratio $x_{H}=\left(m_{H} / M_{Z_{2}}\right)^{2}$

| $M_{Z_{2}}, \mathrm{TeV}$ | $x_{H}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0.2 | 0.4 | 0.6 | 0.8 | 0.9 |  |
| 0.2 | 2.60 | 2.00 | 1.40 | 0.90 | 0.43 | 0.21 |  |
| 0.3 | 1.20 | 0.90 | 0.62 | 0.40 | 0.19 | 0.09 |  |
| 0.5 | 0.42 | 0.32 | 0.23 | 0.15 | 0.07 | 0.03 |  |
| 0.7 | 0.21 | 0.16 | 0.11 | 0.07 | 0.04 | 0.02 |  |

Table 2. Values of $R\left(Z_{2} \longrightarrow H\{\bar{t} t\}_{s=1} / \bar{t} t\right) \times 10^{9}$ for various embedding scales $M_{Z_{2}}$ and Higgs boson masses $m_{H}$ via the ratio $x_{H}=\left(m_{H} / M_{Z_{2}}\right)^{2}$

| $M_{Z_{2}}, \mathrm{TeV}$ | $x_{H}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 | 0.30 | 0.35 | 0.40 |
| 0.6 | 1.00 | 0.81 | 0.61 | 0.49 |  |  |  |  |  |
| 0.8 | 0.33 | 0.30 | 0.26 | 0.22 | 0.18 | 0.10 | 0.06 |  |  |
| 1.0 | 0.17 | 0.15 | 0.14 | 0.12 | 0.11 | 0.09 | 0.07 | 0.05 | 0.02 |
| 1.2 | 0.11 | 0.10 | 0.09 | 0.08 | 0.07 | 0.06 | 0.05 | 0.04 | 0.03 |

The width with respect to the decay $Z_{2} \longrightarrow$ $H\{\bar{Q} Q\}_{s=1}$ is given by

$$
\begin{gather*}
\Gamma\left(Z_{2} \longrightarrow H\{\bar{Q} Q\}_{s=1}\right) \\
=\frac{\left.g_{Z}^{2} g_{V_{2}}^{2} M_{Z_{2}}^{3} N_{c} \cos ^{2} \vartheta x_{\beta}^{2} \sqrt{\lambda\left(1, x_{H}, x_{B}\right.}\right)}{\pi^{3}\left(1-x_{B}\right)\langle H\rangle_{0}^{2}} \\
\times\left(1-6 x_{\beta} / x_{B}\right)\left\{\frac { 1 } { 4 d _ { 0 } } \left[\frac{1}{3}\left(1-x_{H}\right)\left(1-5 \frac{x_{\beta}}{d_{0}}\right)\right.\right.  \tag{9}\\
+\frac{5}{12} x_{B}\left(1+\frac{8 x_{\beta}}{5 d_{0}}\right)+\frac{1}{4} x_{B}-5 x_{\beta} \\
\left.\left.-\frac{1}{3}\left(x_{H}-x_{B}\right)^{2}\left(1+4 \frac{x_{\beta}}{d_{0}}\right)\right]+\frac{1-6 x_{\beta} / x_{B}}{1-x_{B}}\right\},
\end{gather*}
$$

where $x_{B} \simeq\left(2 m / M_{Z_{2}}\right)^{2} ; x_{H} \equiv\left(m_{H} / M_{Z_{2}}\right)^{2} ; x_{\beta} \equiv \beta / M_{Z_{2}}^{2}$; $d_{0} \simeq \frac{1}{2}\left(1+x_{H}-x_{B}\right) ;$ and $\cos \vartheta \equiv\left(\epsilon \cdot \epsilon_{Z_{2}}\right), \epsilon^{\mu}$ and $\epsilon_{Z_{2}}^{\mu}$ being the polarization 4 -vectors of the $B$ and $Z_{2}$ states, respectively. The total relative width $R\left(Z_{2} \longrightarrow\right.$ $\left.H\{\bar{b} b\}_{s=1} / \bar{b} b\right)$ (1) derived from (6) and (9) in the case where $B$ is composed of $\bar{b} b$, but for a DY type of $\bar{b} b$ normalization, is presented in Table 1 as a function of the $H$ boson mass $m_{H}$ via the ratio $x_{H}$.

For the sake of definiteness, we have considered the four values of $M_{Z_{2}}=0.2,0.3,0.5$, and 0.7 TeV . As can be seen, the distribution is very steeply peaked toward low $H$-boson masses and drops to zero at the high-mass end. In fact, we can render the results valid for any masses by merely rescaling the ratios $x_{H, B, \beta}$. To be understood precisely, one has to note the following: first, the $B$ state is treated relativistically [see Eq. (8)] and, in the case of zero binding energy, $m_{B} \simeq 2 m$; second, gluon corrections to the process have not been included. For a heavy $B$ state such as $\{\bar{b} b\}_{s=1}$ or $\{\dot{t} t\}_{s=1}$ (e.g., superheavy toponium bound via a Higgs boson [11]), either approximation should be accepted. The estimates of $R\left(Z_{2} \longrightarrow H\{\bar{t} t\}_{s=1} / \bar{t} t\right)$ for $M_{Z_{2}}=0.6$, $0.8,1.0$, and 1.2 TeV are presented in Table 2.

For a light spin-1 $B$ state (heavier Higgs boson), the results can only be taken as a guide of an order of magnitude of the rates.

## 4. CONCLUSION

We investigated the $Z_{2}$ mass eigenstate of the simplest $E_{6}$-inspired GUT model and explored implications for the production and detection of Higgs bosons accompanied by spin- 1 heavy hadrons. It should be emphasized that (super)rare decays $Z_{2} \longrightarrow H\{\bar{Q} Q\}_{s=1}$ provide complementary information about potential new interactions. These decay processes are sensitive to new vector and axial-vector couplings $g_{V_{2}}$ and $g_{A_{2}}$. The physically constrained nature of the model implies that predictions need only be explored as functions of a few parameters. In this paper, we have chosen these parameters to be (i) the mass of the $Z_{2}$ eigenstate, $M_{Z_{2}}$; (ii) the mass of the Higgs boson, $m_{H}$; and (iii) the mass of the heavy quark $m$; and (iv) the model parameter $\beta$ [7]. The present electroweak experiments lead to the
lower mass bound for the $Z_{2}$ boson on the order of 1 TeV [12]. The $Z_{2}$ boson with $M_{Z_{2}} \sim O(1 \mathrm{TeV})$ should be explored at future colliders such as LHC.

The possible existence of the $Z^{\prime}$ does open the possibility of an additional source of Higgs boson detec-tion-namely, the production of a large number of $Z^{\prime}$ bosons followed by the decays $Z^{\prime} \longrightarrow H\{\bar{Q} Q\}_{s=1}$. In particular, the lightest Higgs boson ( $m_{H}<120 \mathrm{GeV}$ ) that is predicted by the minimal supersymmetric extension of the SM should generally be observable among $Z^{\prime}$ decays. The active program of this investigation has a major advancement in testing $Z^{\prime}$ (super)rare physics within new physics outside of the SM.
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#### Abstract

The features of data accumulated for 1817 h in an experimental search for the $2 K(2 v)$-capture mode of ${ }^{78} \mathrm{Kr}$ decay are discussed. A new limit on the half-life for this decay is found: $T_{1 / 2} \geq 2.3 \times 10^{20} \mathrm{yr}$ (at a $90 \%$ C.L.). © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The first result on the $2 K(2 \mathrm{v})$-capture mode of ${ }^{78} \mathrm{Kr}$ decay was presented in [1,2]. The limit derived from the data collected for 254.2 h was given by $T_{1 / 2} \geq 0.9 \times$ $10^{20} \mathrm{yr}$ (at a $90 \%$ C.L.). The known theoretical predictions for the half-life with respect to the capture reaction ${ }^{78} \mathrm{Kr}(2 e, 2 v){ }^{78} \mathrm{Se}$ are $3.7 \times 10^{21}[3], 3.7 \times 10^{22}$ [4], and $6.2 \times 10^{23}$ yr [5]. The corresponding half-life values for the $2 K(2 v)$-capture decay mode are $4.7 \times 10^{21}, 4.7 \times$ $10^{22}$, and $7.9 \times 10^{23} \mathrm{yr}$ if one considers that $2 K$-electron capture accounts for $78.6 \%$ in the total number of $2 e$ captures for ${ }^{78} \mathrm{Kr}[6]$. The method used in [1, 2] allows one to reach a sensitivity level of up to $10^{22} \mathrm{yr}$ for the half-life and to test some theoretical models. The results of the next step of measurement are presented here.

## 2. EXPERIMENTAL SETUP

Our measurements were performed with aid of a multiwire wall-less proportional counter (MWPC) by using a krypton sample enriched in ${ }^{78} \mathrm{Kr}$. The main features of the counter and measurement conditions were described elsewhere [1, 2]. The MWPC comprises a central main counter (MC) and a surrounding protection ring counter ( RC ) in the same body. A common anode-wire signal (PAC) from the RC and $\mathrm{PC1}$ and PC2 signals from both ends of the MC anode are read out from the MWPC. A scheme with a signal readout from two sides of the MC anode allows one to determine the relative event coordinate $\beta$ along the anode $[\beta=100 \times \mathrm{PC} 1 /(\mathrm{PC} 1+\mathrm{PC} 2)]$ and to eliminate events that do not correspond to the selected working length. A shaping amplifier with an integration and differentiation shaping time of $26 \mu$ s was used to amplify the PC1 and PC2 pulses to have a sufficiently high energy resolution. The parameter $f=1000 \times \mathrm{P} 12 /(\mathrm{PC} 1+\mathrm{PC} 2)$

[^29]was used to obtain information about the pulse rise time and the pulse front features. P12 signals are output pulses of the additional shaping amplifier that amplified the summary signal (PC1 + PC2) with shaping times of $1.5 \mu \mathrm{~s}$. The parameter $f$ depends on the energy space distribution of the event in the MC volume.

The $K$-shell double vacancy of the daughter ${ }^{78} \mathrm{Se}^{* *}$ isotope appears as a result of the capture reaction ${ }^{78} \mathrm{Kr}$ $2 K(2 \mathrm{v}){ }^{78} \mathrm{Se}$. The total energy released is $2 K_{a b}=$ 25.3 keV , where $K_{a b}$ is the binding energy of the $K$ electrons in the Se nucleus. One can find that the total probability for $\mathrm{Se}^{* *}$ to emit one or two characteristic x rays is 0.837 under the assumption that this double-vacancy deexcitation is equivalent to the sum of deexcitations of two single vacancies. A characteristic x ray ( $E_{K_{\alpha}} \cong$ $11.2 \mathrm{keV}, E_{K_{\beta}} \cong 12.5 \mathrm{keV}$ ) has a sufficiently long path length in krypton. Two pointlike energy releases with total energy $2 K_{a b}$ (total energy of the absorption peak) will appear if the x ray is absorbed in the MC working volume. One part is the x-ray energy release, while the other is the release of the Auger electron cascade energy accompanied by the characteristic $L$-shell x-ray energy. The x rays may leave the MC volume. A oneor a two-point event would be detected in this case (escape peak). All single-electron-background events, such as those due to Compton electrons or inner $\beta$ decay electrons, will have one-point energy releases. A multipoint-event pulse P12 would represent a sequence of short pulses with a different time overlap. The number of pulses in the burst corresponds to the number of local regions where total ionization is distributed. The amplitude and the duration of each pulse in a burst depend on a local track length, orientation, and distance from the MC anode. The ADCs used to record the PAC, $\mathrm{PC} 1, \mathrm{PC} 2$, and P12 signals are triggered with the input-pulse-amplitude maximum. The P12 signal triggering will be done for the first amplitude maximum, which corresponds to the energy released in the nearest anode region. The peaks corresponding to one-point amplitudes P12 for the total energy of a fixed event appear in


Fig. 1. Energy spectra of (1) the background and (2) the ${ }^{109} \mathrm{Cd}$ source of $(\mathrm{PC} 1+\mathrm{PC} 2)$ signals for type-1 events from the MWPC filled with pure xenon up to 4.8 atm .
the event-number distribution with respect to the parameter $f$ ( $f$ distribution). Events with energy released only in the MC and in the MC and RC simultaneously are referred to as "type-1" and "type-2" events, respectively.

## 3. RESULTS

Krypton enriched in ${ }^{78} \mathrm{Kr}$ to $94 \%$ was used to seek the ${ }^{78} \mathrm{Kr}(2 \mathrm{~K}, 2 \mathrm{~V})^{78} \mathrm{Se}$ capture mode. It contains an admixture of natural $\beta$-radioactive ${ }^{85} \mathrm{Kr}\left(T_{1 / 2}=10.7 \mathrm{yr}\right.$, $E_{\beta \text { max }}=670 \mathrm{keV}$ ) with the volume activity of $0.14 \mathrm{~Bq} / \mathrm{l}$.

Our measurements were performed in the underground laboratory of the Baksan Neutrino Observatory of the Institute for Nuclear Research (Russian Academy of Sciences, Moscow) at a depth of 4900 mwe.

The MWPC was placed in a low-background shield: 15 cm of lead, 8 cm of borated polyethylene, and 11 cm of copper.

The intrinsic background of the MWPC filled up to 4.8 atm with pure xenon without radioactive contamination was measured preliminary. The background energy spectrum collected for 973.9 h and conveniently scaled spectrum of a ${ }^{109} \mathrm{Cd}$ source ( $E_{\gamma}=88 \mathrm{keV}$ ) are shown in Fig. 1 (curves $l$ and 2, respectively). The spectra consist of (PC1 + PC2) signals from type-1 events. Curve 2 has a peak at $E_{\gamma}=88 \mathrm{keV}$ and a xenon escape peak at $E=E_{\gamma}-E_{\text {Хe } K_{\alpha}}=88-29.8=58.2 \mathrm{keV}$. The peak at 88 keV is not symmetric because of the radiation scattered in the counter wall. The energy resolution for the $88-\mathrm{keV} \gamma$ line is equal to $13.7 \%$.

The background spectrum has some features. The main peaks correspond to the energy values of 16,35 , $50,68,82$, and 92 keV . In the energy region $35-68 \mathrm{keV}$, there are initial peaks accompanied by the escape peaks. The background counting rate in the energy range $20-100 \mathrm{keV}$ is $91 \mathrm{~h}^{-1}$.

Energy spectra of (PC1 + PC2) signals from type-1 and type- 2 events for the ${ }^{109} \mathrm{Cd}$ calibration source and the krypton filling are shown in Fig. $2 a$ (curves 1 and 2, respectively).

One can see the $88-\mathrm{keV}$ peak in the spectrum represented by curve 1 . This spectrum was multiplied by a factor of 0.5 for a convenient comparison. The energy resolution is $10.8 \%$ for this peak. The highest energy peak on curve 2 is the krypton escape peak at $E=E_{\gamma}-$ $E_{\mathrm{Kr}_{\alpha}}=88-12.6=75.4 \mathrm{keV}$. It appears in type-2 events because of absorption in the RC of krypton characteristic radiation from the MC. The escape peak in the spectrum represented by curve $l$ is on the left slope of the total absorption peak. The source radiation scattered in the counter body wall lies in this region too. The $f$ distributions corresponding to this spectra are


Fig. 2. (a) Energy spectra of (PC1 + PC2) signals for (1) type-1 and (2) type-2 events for the ${ }^{109} \mathrm{Cd}$ source and the MWPC krypton filling; (b) corresponding $f$ distributions ( 1 and 2 , respectively). Curves 1 are multiplied by a factor of 0.5 .


Fig. 3. (a) Background energy spectra and ( $b$ and $c$ ) corresponding $\beta$ and $f$ distributions: ( 1 ) $0 \leq \beta \leq 100,1 \leq f \leq 2000$; (2) $36 \leq \beta \leq$ $58,1 \leq f \leq 2000$; ( 3 ) $36 \leq \beta \leq 58,1 \leq f \leq 710$; (4) $36 \leq \beta \leq 58,330 \leq f \leq 710$; and (5) expected $f$ distribution for the $2 K$-capture ${ }^{78} \mathrm{Kr}$ events.
shown in Fig. $2 b$ with the same scaling and notation. One can see a peak on curve $l$ with a maximum at $f_{1}=$ 166, which corresponds to two-point events from the total absorption peak when the $\mathrm{Kr} K_{\alpha}$-ray ionization is collected first on the MC anode. If the photoelectron ionization is collected first, the relevant events form a
peak with a maximum at $f_{2}=920$. The calculated $f$ values of these maxima should be equal to $f_{1}=1000 \times$ $12.6 / 88=143.2$ and $f_{2}=1000 \times(88-12.6) / 88=856.8$ in the calibration when the P12 amplitude is equal to the ( $\mathrm{PC} 1+\mathrm{PC} 2$ ) one for single-point events. Actual values calculated on the basis of experimental data dif-


Fig. 4. (1) Residual energy spectrum of the background; (2) best fit; and (3) expected spectrum of the effect.
fer slightly from the theoretical ones. This could be explained by nonideality of the experimental setup. The parameter $f$ depends on energy for the same reason. The energy spectrum represented by curve 2 in Fig. $2 a$ is formed primarily by one-point events, and its $f$ distribution (curve 2 in Fig. 2b) has no multipoint peaks. The peaks at $f=1015$ and $f=1239$ are one-point peaks for, respectively, the energy region above 16 keV and the krypton $12.6-\mathrm{keV}$ x-ray peak. The $f$ distribution represented by curve 1 has a one-point peak with a maximum at $f=1039$.

The background energy spectrum of the MWPC with krypton due to type-1 event is shown in Fig. $3 a$ (curve 1). It was collected for 1817 h . The counting rate is $1506 \mathrm{~h}^{-1}$ for the energy range $20-100 \mathrm{keV}$. The corresponding $\beta$ and $f$ distributions are shown in Fig. 3b (curve 1 ) and Fig. $3 c$ (curve 1). One can see peaks at the ends of the $\beta$ distribution that are caused by events from a high-energy part of the ${ }^{85} \mathrm{Kr} \beta$ spectrum mainly collected in an ionization mode, the end-effect corrections associated with bugles of the anode being taken into account. In order to eliminate this background component, it is sufficient to perform the $\beta$ selection of events in the range $36 \leq \beta \leq 58$ (Fig. 3b, curve 2). The energy spectrum represented by curve 2 in Fig. $3 a$ and the $f$ distribution represented by 2 in Fig. $3 c$ correspond to this selection. One can see from this $f$ distribution that background events corresponding to $f \leq 710$ are mainly suppressed. The energy spectrum of events characterized
by $36 \leq \beta \leq 58$ and $f \leq 710$ is shown in Fig. $3 a$ (curve 3 ). The shape of this spectrum follows that of the spectrum represented by curve 1 in Fig. 1, with the exception of the escape peaks. This means that almost all one-point events from the ${ }^{85} \mathrm{Kr} \beta$ spectrum are eliminated by the selection used. Curve 5 in Fig. 3c shows roughly the shape and the place of the $f$ distribution expected for the ${ }^{78} \mathrm{Kr}(2 K, 2 v){ }^{78} \mathrm{Se}$ multipoint events.

For a final analysis, we used events corresponding to $36 \leq \beta \leq 58$ and $330 \leq f \leq 710$ because, for such a selection, there are no peaklike distortions of the residual energy spectrum 4 in Fig. $3 a$ in the region of interest.

A low-energy part of this spectrum is shown in Fig. 4 (curve l). A sample of this spectrum and the location of the ${ }^{78} \mathrm{Kr}(2 \mathrm{~K}, 2 \mathrm{v})^{78} \mathrm{Se}$ effect is shown as curve 3 (Fig. 4). The energy region $25.3 \pm 3.8 \mathrm{keV}$ includes $95 \%$ of the events. The background was fitted by using points below and above this region (curve 2). The net fitted background for $25.3 \pm 3.8 \mathrm{keV}$ was found to be 266. The sum over experimental data is equal to 262. The difference is $-4 \pm 23$ or $-19 \pm 111 \mathrm{yr}^{-1}$. Taking into account the event-detection efficiency ( 0.22 ) and the effective counter length ( 0.6 of working length), we find that the limit on the half-life of ${ }^{78} \mathrm{Kr}$ with respect to the $2 K(2 v)$ capture mode is given by $T_{1 / 2} \geq 2.3 \times 10^{20} \mathrm{yr}$ (at a $90 \%$ C.L.).
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#### Abstract

The possibility of calibrating the solar-neutrino detectors GNO, BOREXINO, and LENS with the same artificial neutrino source is discussed. For this purpose, the Russian heavy-water reactor L-2 can be used to produce a 10 MCi neutrino source based on the ${ }^{5 \mathrm{~F}} \mathrm{Cr}$ isotope. For the first time, the possibility of producing and using a neutrino source based on the ${ }^{75} \mathrm{Se}$ isotope is demonstrated. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Four pioneering experiments, Clorine [1], Kamiokande [2], GALLEX [3], and SAGE [4], observed neutrino fluxes with a substantially lower intensity than that predicted by the standard solar model. This discrepancy constitutes the so-called solar-neutrino problem (SNP), which is one of the most intriguing problems in modern physics and astrophysics. The majority of physicists deem that the solution to this problem lies in new neutrino physics, a possibility of great importance for modern physics.

From the experimental point of view, the most important task for solving the solar-neutrino problem is to continue $\mathrm{Ga}-\mathrm{Ge}$ experiments for the reason of sufficient accuracy (SAGE [4] and GNO [5]) and to detect lowenergy neutrino fluxes from the $p p$ and ${ }^{7} \mathrm{Be}$ sources with the real-time detectors BOREXINO [6] and LENS [7].

The detector BOREXINO (now under construction at the Gran Sasso underground laboratory) is intended to measure the ${ }^{7} \mathrm{Be}$ neutrino, as well as to seek the neutrino magnetic moment [8] with an artificial neutrino source (ANS).

The detector LENS [7] uses a Yb target for solarneutrino capture. Neutrino capture by the ${ }^{176} \mathrm{Yb}$ nucleus results in excited isomer states of ${ }^{176} \mathrm{Lu}$, which decay to the ground state of ${ }^{176} \mathrm{Lu}$ with a time delay of 50 ns . These neutrino events have a highly specific signature: two events produced at the same point in the detector with an average delay time. This signature makes it possible to discriminate the neutrino signal against the background by a factor of $10^{7}$. The interpretation of such an experiment has one major problem: only an order of magnitude of the neutrino cross section for the transition of ${ }^{176} \mathrm{Yb}$ to the excited states of ${ }^{176} \mathrm{Lu}$ is known \{this cross section is deduced from the cross sections for $(p, n)$ or $\left(3^{3} \mathrm{He},{ }^{3} \mathrm{H}\right)$ scattering reactions on

[^30]the same isotope [9]\}. The only possibility of solving this problem is to calibrate the full-scale detector with an artificial neutrino source of MCi activity.

Artificial neutrino sources based on the ${ }^{51} \mathrm{Cr}$ isotope with an activity of a few MCi were successfully used to calibrate two gallium detectors, GALLEX [10] and SAGE [11]. For these detectors, an artificial neutrino source was mainly used for an overall check of the detector; for the ${ }^{176} \mathrm{Yb}$ detector, the calibration of the detector is necessary in order to measure the unknown cross section for neutrino capture with an accuracy not poorer than $5 \%$.

A scheme for calibrating three solar-neutrino detectors (GNO, LENS, and BOREXINO) with the same high-activity artificial neutrino source is under development now. The objective of this study is to answer major questions associated with the calibration procedure and with the creation of an artificial neutrino source with a very high activity for this purpose.

## 2. NEUTRINO EXPERIMENTS WITH ARTIFICIAL NEUTRINO SOURCES ON THE BASIS OF ${ }^{51} \mathrm{Cr} \mathrm{AND}{ }^{75} \mathrm{Se}$

The ${ }^{51} \mathrm{Cr}$ isotope decays by electron capture with a $Q$ value of 751 keV and $T_{1 / 2}=27.7 \mathrm{~d}$ to the ground state of ${ }^{51} \mathrm{~V}(90.14 \%$ branching ratio) and to its first excited state $(9.86 \%)$, which is deexcited to the ground state with the emission of a $320-\mathrm{keV} \gamma$ ray. The neutrino spectrum consists of four monoenergetic lines at $746 \mathrm{keV}(81 \%), 751 \mathrm{keV}(9 \%), 426 \mathrm{keV}(9 \%)$, and $431 \mathrm{keV}(1 \%)$ [10, 11].

The ${ }^{75} \mathrm{Se}$ isotope [12] decays by electron capture with a $Q$ value of 865 keV to the excited states of ${ }^{75} \mathrm{As}$, which are deexcited to the ground state with the emission of several $\gamma$ rays of different energies. Considering the atomic levels to which transitions can occur, we find that the neutrino energies are $452 \mathrm{keV}(83 \%), 465 \mathrm{keV}$ (11\%), 585 keV (2\%), and 600 keV (3.5\%). The half-


Fig. 1. Nuclear data for $\mathrm{Ga}-\mathrm{Ge}$ detection of ${ }^{51} \mathrm{Cr}$ and ${ }^{75} \mathrm{Se}$ neutrinos.
life for ${ }^{75} \mathrm{Se}$ is 119.78 d ; this allows one to make the calibration experiment quite uninhibitedly.

It is suggested that the neutrino source (its volume, together with passive shielding, is $0.3 \mathrm{~m}^{3}$ ) will be placed at the center of the GNO (or LENS) detector (that is, in full-angle geometry). The volume of the GNO detector is $54 \mathrm{~m}^{3}$ [3], while the volume of the LENS detector is $108 \mathrm{~m}^{3}$.

The cross section for the inverse-beta-decay reaction was calculated according to [13]. The matrix elements for the transitions to the excited states of ${ }^{176} \mathrm{Lu}$ were evaluated by using their Gamow-Teller strengths $B_{\mathrm{GT}}$, which were measured by $(p, n)$ and $\left({ }^{3} \mathrm{He},{ }^{3} \mathrm{H}\right)$ scattering [9].

Figures 1 and 2 show the simplified nuclear data for ${ }^{71} \mathrm{Ge}$ and ${ }^{176} \mathrm{Lu}$ detection of solar neutrinos. Tables 1 and 2 list the results of the calculations of neutrino-capture events for ${ }^{51} \mathrm{Cr}\left({ }^{75} \mathrm{Se}\right)$ neutrinos in the GNO and LENS detectors.


Fig. 2. Nuclear data for $\mathrm{Yb}-\mathrm{Lu}$ detection of ${ }^{51} \mathrm{Cr}$ and ${ }^{75} \mathrm{Se}$ neutrinos.

To achieve the accuracy required for the GNO detector (about 5\%), the activity of the ${ }^{51} \mathrm{Cr}$ and ${ }^{75} \mathrm{Se}$ sources should not be less than 1.75 and 1.77 MCi , respectively. For the experiment with the LENS detector, the activity of the artificial neutrino source based on ${ }^{51} \mathrm{Cr}$ should not be less than 4.30 MCi (only events produced by $746-\mathrm{keV}$ neutrinos are analyzed). In view of the possible problems of delivering this comparatively short-lived isotope from the reactor to the Gran Sasso underground laboratory, the ${ }^{51} \mathrm{Cr}$ activity should be more than 5.1 MCi. The required activity of the artificial neutrino source based on ${ }^{75} \mathrm{Se}$ should be more than 3.84 MCi (events produced by neutrinos with energies of 452 and 465 keV are analyzed).

Thus, if GNO and BOREXINO (and LENS in the future) are placed in the same underground laboratory, there is an opportunity to calibrate all of these detectors with the same artificial neutrino source of very high activity.

Table 1. Calculation of neutrino-capture events in the GNO detector [activity of the ${ }^{51} \mathrm{Cr}\left({ }^{75} \mathrm{Se}\right)$ source is 1 MCi and exposure time is three months]

| Neutrino <br> source | $E, \mathrm{keV}$ | Events |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ground state, $B_{\mathrm{GT}}=0.0087$ | $175 \mathrm{keV}, B_{\mathrm{GT}}=0.05$ | $500 \mathrm{keV}, B_{\mathrm{GT}}=0.01$ | Sum |
| ${ }^{51} \mathrm{Cr}$ | 746 | 205 | 8.2 | 5.4 | 218.6 |
|  | 426 | 10.3 | -.3 | - | 10.6 |
|  | Sum | 215.3 | 8.5 | 5.4 | 229.2 |
| ${ }^{75} \mathrm{Se}$ | 452 | 177.7 | -4 | 183.1 |  |
|  | 465 | 24.7 | 0.7 | - | 25.4 |
|  | $585 / 600$ | 17.4 | 0.6 | - | 18.0 |
|  | Sum | 219.8 | 6.7 | - | 226.5 |



Fig. 3. Schedule of the GNO, LENS, and BOREXINO experiments with the same artificial neutrino source based on (a) ${ }^{51} \mathrm{Cr}$ and (b) ${ }^{75} \mathrm{Se}$.

Figure $3 a$ shows the schedule of the GNO, LENS, and BOREXINO experiments with the same artificial neutrino source based on ${ }^{51} \mathrm{Cr}$ and the ${ }^{51} \mathrm{Cr}$ activity at various stages of the procedure. The activity of ${ }^{51} \mathrm{Cr}$ at the instant of the reactor shutdown should be more than 8.9 MCi . The ${ }^{75} \mathrm{Se}$ isotope can be used as an artificial neutrino source for the GNO and LENS experiments, and the activity of this source should not be less than 3.48 MCi (Fig. 3b).

For the sake of simplicity, we assume that the time it takes to deliver an artificial neutrino source from the reactor to the laboratory is 7 d and that the time it takes to transfer it from one detector to another is 3 d .

## 3. PRODUCTION OF ARTIFICIAL NEUTRINO SOURCES

### 3.1. Artificial Neutrino Source Based on ${ }^{51} \mathrm{Cr}$

${ }^{51} \mathrm{Cr}$ is produced by neutron capture on ${ }^{50} \mathrm{Cr}(\mathrm{a} 4.5 \%$ natural abundance) with a sufficiently large cross section for thermal and epithermal neutrons (15.9 and 7.8 b , respectively). The source material must be enriched in ${ }^{50} \mathrm{Cr}$ and depleted in ${ }^{53} \mathrm{Cr}$ (because of the large cross section of this isotope equal to 18.2 b ). Owing to a high cost of enriched chromium, it was proposed to use the available material produced for the GALLEX Collaboration [35.6 kg of chromium enriched in ${ }^{50} \mathrm{Cr}$ to $38.6 \%$ and depleted in ${ }^{53} \mathrm{Cr}$ to $0.7 \%)]$.

One more advantage of this material is that it is in the form of chips; therefore, it is easy to homogenize their irradiation and to perform the sampling procedure. As a result, one can determine the activity of the neutrino source by direct methods and by calorimetry [10]. But it should be noted that there is a need for a large volume (about 101 ) in a reactor to place this material because of its low density and a certain temperature of a starting material to avoid sintering of Cr chips.

In Russia, there are three reactors that are suited for producing the required activity of ${ }^{51} \mathrm{Cr}$. These are the fast breeder reactor BN-600 featuring a special irradiation assembly [14], the research reactor SM-3 [15], and the heavy-water reactor L-2 [16]. The reactor L-2 has a very large volume with a high thermal neutron flux (up to $2 \times 10^{14} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ ), a very effective cooling system, and a continuous loading-unloading mode for the starting material. If one takes into account the need for unloading the starting material from the reactor at an appropriate time and the use of ${ }^{50} \mathrm{Cr}$ in the form of chips, then the choice actually has to be the heavywater reactor L-2. It follows from the calculation [17] (Table 3) that the expected activity of ${ }^{51} \mathrm{Cr}$ after the irradiation of 35.6 kg of enriched chromium in the standard mode of the $\mathrm{L}-2$ reactor is 8.5 MCi , and it can be increased to 10 MCi (in a modified mode of the reactor L-2).

### 3.2. Artificial Source on the Basis of ${ }^{75} \mathrm{Se}$

${ }^{75} \mathrm{Se}$ is produced by neutron capture on ${ }^{74} \mathrm{Se}$ with a large cross section for thermal and epithermal neutrons

Table 2. Calculation of neutrino-capture events in the LENS detector [activity of the ${ }^{51} \mathrm{Cr}\left({ }^{5} \mathrm{Se}\right)$ source is 1 MCi and exposure time is three months]

| Neutrino <br> source | $E, \mathrm{keV}$ | Events |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 194.5 keV, <br> $B_{\mathrm{GT}}=0.21$ | 339 keV, <br> $B_{\mathrm{GT}}=0.12$ | sum |
| ${ }^{51} \mathrm{Cr}$ | 746 | 72.7 | 30.7 | 103.4 |
|  | 426 | 4.2 | - | 4.2 |
|  | Sum | 76.9 | 30.7 | 107.6 |
| ${ }^{75} \mathrm{Se}$ | 452 | 70.2 | 26.8 | 97.0 |
|  | 465 | 9.7 | 4.0 | 13.7 |
|  | $585 / 600$ | 6.3 | 2.6 | 8.9 |
|  | Sum | 86.2 | 33.4 | 119.6 |

Table 3. Results of ${ }^{51} \mathrm{Cr}$ production at the L-2 heavy-water reactor [17]

| Site of target | Number of channels | Activity, <br> MCi | Specific activity, $\mathrm{Ci} / \mathrm{g}$ |
| :---: | :---: | :---: | :---: |
| Standard mode. Irradiation time is 130 d |  |  |  |
| Neutron traps | 6 | 6.4 | 270 |
| Core | 3 | 2.1 | 180 |
| Total | 9 | 8.5 | 240 |
| Standard mode. Irradiation time is 50 d (end of reactor campaign) |  |  |  |
| Neutron traps | 6 | 5.3 | 220 |
| Core | 3 | 1.7 | 140 |
| Total | 9 | 7.0 | 200 |
| Modified mode with the reduced loading fuel. |  |  |  |
| Increasing of the reactor power $10 \%$. |  |  |  |
| Irradiation time is 130 d |  |  |  |
| Core | 9 | 9.7 | 270 |

Table 4. Results of ${ }^{75} \mathrm{Se}$ production with the L-2 reactor (the isotopic composition of the starting material is $90 \%{ }^{74} \mathrm{Se}$ and $10 \%{ }^{76} \mathrm{Se}$ )

| Target type | Specific activity, Ci | Mass for $1 \mathrm{MCi}, \mathrm{kg}$ |
| :---: | :---: | :---: |
| $\varnothing 3 \times 3 \mathrm{~mm}$ | 875 | 1.26 |
| $\varnothing 5 \times 5 \mathrm{~mm}$ | 737 | 1.5 |

( 51.8 and 520 b , respectively). The source material should be enriched in ${ }^{74} \mathrm{Se}$ and depleted in ${ }^{76} \mathrm{Se}$ because of the large cross section of the latter isotope ( 85 b ). Fortunately, the enrichment can be performed by a gas centrifugation of volatile $\mathrm{SeF}_{6}$. An optimum value of enrichment of Se in ${ }^{74} \mathrm{Se}$ is on the order of $90 \%$.

The starting material will be in the form of tablets of pressed high-purity Se powder, sealed into a hermetic shell of highly pure Al. The size of the tablets is less than 5 to 6 mm in order to avoid the self-shielding of ${ }^{74} \mathrm{Se}$. Table 4 presents the results of ${ }^{75} \mathrm{Se}$ production with the L-2 reactor [18].

## 4. CONCLUSION

The calibration of detectors involving an artificial neutrino source with well-determined characteristics with to precision not poorer than $5 \%$ is the necessary stage of the next generation of solar-neutrino experiments. The experiments with the GNO, BOREXINO, and LENS detectors can be performed with the same artificial neutrino source based on ${ }^{51} \mathrm{Cr}$ if its activity at the time of reactor shutdown is not less than 8.9 MCi . The activity of the artificial neutrino source based on ${ }^{75} \mathrm{Se}$, which can be used for the GNO and LENS experiments, should be more than 3.48 MCi .

The best way to produce a ${ }^{51} \mathrm{Cr}$ source with an activity of up to 10 MCi is to use the Russian heavy-water reactor $\mathrm{L}-2$. The starting material for this purpose is 35.6 kg of ${ }^{50} \mathrm{Cr}$, which was previously used by the GALLEX collaboration.

The specific activity of ${ }^{75} \mathrm{Se}$ that can be produced at the $\mathrm{L}-2$ reactor is $740-900 \mathrm{Ci} / \mathrm{g}$, resulting in a total activity sufficient for the experiments in the Gran Sasso laboratory, which have been discussed in this article.

## REFERENCES

1. B. T. Cleveland et al., in Proceedings of IV Solar Neutrino Conference, Heidelberg, Max-Planck-Institute für Kernphysik, 1997, p. 85.
2. Y. Suzuki, in Proceedings of the 17th Conference on Neutrino Physics and Astrophysics, Helsinki, 1997 (World Sci., Singapore, 1997), p. 73.
3. GALLEX Collab. (P. Anselmann et al.), Phys. Lett. B 342, 440 (1995).
4. SAGE Collab. (J. N. Abdurashitov et al.), Phys. Lett. B 328, 234 (1994).
5. E. Bellotti et al., Proposal for a Permanent Gallium Neutrino Observatory (GNO) at Laboratori Nazionali del Gran Sasso, 1996.
6. BOREXINO Collab. (C. Arpesella et al.), INFN BOREXINO Proposal, Ed. by G. Bellini, R. Ragavan, et al. (Milano Univ. Press, Milano, 1992), Vols. 1, 2.
7. R. S. Raghavan, Phys. Rev. Lett. 78, 3618 (1997); R. S. Raghavan, in Proceedings of IV Solar Neutrino Conference, Heidelberg, Max-Planck-Institut für Kernphysik, 1997, p. 248.
8. BOREXINO Collab. (G. Alimonti et al.), Proposal to the National Science Foundation, Ed. by F. P. Calaprice et al. (Princeton Univ. Press, Princeton, 1996); N. Ferrari, G. Fiorentini, and B. Ricci, Phys. Lett. B 387, 427 (1996).
9. M. Fudjiwara, Report to the LENS Collab., Grenoble, 1999; Ch. Goodman, Report to the LENS Collab., Grenoble, 1999.
10. GALLEX Collab. (H. Hampel et al.), Phys. Lett. B 420, 114 (1998).
11. E. P. Veretenkin et al., in Proceedings of the IV Solar Neutrino Conference, Heidelberg, Max-Planck-Institute für Kernphysik, 1997, p. 126.
12. J.-F. Cavagniac and M. Cribier, private communication.
13. G. V. Domogatsky, Candidate's Dissertation (Lebedev Institute of Physics, Moscow, 1970).
14. J. N. Abdurashitov et al., At. Énerg. 80, 101 (1996).
15. G. V. Kiselev, Technology of the Production of Radionuclides with Nuclear Reactors (Énergoatomizdt, Moscow, 1990).
16. A. D. Dodonov et al., Reports to Conference "Improvement in Heavy Water Reactors," Moscow, ITEP, 1998.
17. B. P. Kochurov et al., Preprint No. 37-98, ITEP (Institute of Theoretical and Experimental Physics, Moscow, 1998).
18. B. P. Kochurov and V. N. Konev, private communication.

[^0]:    ${ }^{1)}$ Institute of Crystallography, Russian Academy of Sciences, Leninskiĭ pr. 59, Moscow, 117333 Russia.

[^1]:    ${ }^{2)}$ Yamagiwa [27] proposed using an ${ }^{18} \mathrm{O}$ admixture in a $\mathrm{D}^{3} \mathrm{He}$ reactor in order to produce the positron-unstable radionuclide ${ }^{18} \mathrm{~F}$ in the reaction ${ }^{18} \mathrm{O}(p, n){ }^{18} \mathrm{~F}$. Along with ${ }^{11} \mathrm{C},{ }^{13} \mathrm{~N},{ }^{15} \mathrm{O}$, and ${ }^{19} \mathrm{Ne}$, this element can be employed in positron tomography and find diagnostic applications in cancer radiotherapy [28].

[^2]:    ${ }^{3)}$ In the absence of a Coulomb barrier-that is, for neutrons-the reaction cross section must grow indefinitely in this case from the threshold.

[^3]:    ${ }^{4)}$ This notation for the plasma composition emphasizes that a $\mathrm{T}^{6} \mathrm{Li}$ or a T admixture is introduced in a deuterium plasma.

[^4]:    ${ }^{5)}$ It is interesting to note that, under astrophysical conditions, the reaction ${ }^{6} \mathrm{Li}(p, \alpha){ }^{3} \mathrm{He}$ plays an important role. Together with the radiative-capture process ${ }^{4} \mathrm{He}(d, \gamma){ }^{6} \mathrm{Li}$, it is responsible for the abundance of the ${ }^{6} \mathrm{Li}$ isotope in the Universe [50].

[^5]:    ${ }^{6)}$ In passing, we would like to mention the independent investigation of Rowley and Merchant [71], who analyzed the effect of the shape of the barrier on its penetrability in astrophysical reactions.

[^6]:    * This article was submitted by the authors in English.
    ${ }^{1)}$ Center for Quantum Electronics, University of Texas at Dallas, Richardson, USA.
    ${ }^{2)}$ H. Hulubei National Institute of Physics and Nuclear Engineering and IGE Foundation, Bucharest, Romania.
    ${ }^{3)}$ Institute for Nuclear Research, National Academy of Sciences of Ukraine, pr. Nauki 47, UA-252028 Kiev, Ukraine.
    ${ }^{4}$ ) GREMI, CNRS-Universite d'Orleans, France.
    ${ }^{5)}$ Air Force Research Laboratory, DEPA, Kirtland Air Force Base, Albuquerque, New Mexico, USA.
    ${ }^{6)}$ Sandia National Laboratory, Albuquerque, New Mexico, USA.
    ** e-mail: karamian@cv.jinr.dubna.su

[^7]:    * This article was submitted by the authors in English.
    ${ }^{1)}$ Moscow State Engineering Physics Institute (Technical University), Kashirskoe sh. 31, Moscow, 115409 Russia.
    ** e-mail: gani@heron.itep.ru
    *** e-mail: wein@vxitep.itep.ru

[^8]:    ${ }^{1)}$ Admiral Makarov State Marine Academy, St. Petersburg, Russia.

[^9]:    * This article was submitted by the author in English.
    ** e-mail: ladygin@sunhe.jinr.ru

[^10]:    * This parameter is fixed.

[^11]:    * e-mail: gagri@1x2.yerphi.am
    ** e-mail: rogri@1x2.yerphi.am

[^12]:    ${ }^{1)}$ Hereafter, brackets [...] in the subscript denote a complete anti-symmetrization-for example, $A_{[\alpha \beta \gamma]}=1 / 3!\left\{A_{\alpha \beta \gamma}+A_{\beta \gamma \alpha}+\right.$ $\left.A_{\gamma \alpha \beta}-A_{\beta \alpha \gamma}-A_{\alpha \gamma \beta}-A_{\gamma \beta \alpha}\right\}$; parentheses (...) denote a complete symmetrization-for example, $A_{(\alpha \beta \gamma)}=1 / 3!\left\{A_{\alpha \beta \gamma}+A_{\beta \gamma \alpha}+A_{\gamma \alpha \beta}+\right.$ $\left.A_{\beta \alpha \gamma}+A_{\alpha \gamma \beta}+A_{\gamma \beta \alpha}\right\}$.

[^13]:    * This article was submitted by the authors in English.
    ${ }^{1)}$ Institute of Theoretical and Experimental Physics, Bol'shaya Cheremushkinskaya ul. 25, Moscow, 117259 Russia.
    ${ }^{2)}$ We do not consider the production in weak interactions.

[^14]:    ${ }^{3)}$ The meson at the $P$-wave level, for which $\langle 0| \bar{q}_{1} \gamma_{\mu} q_{2}|P(p)\rangle=$ $i_{P} p_{\mu}$, where $P(p)$ denotes the scalar $P$-wave meson under consideration, and $m_{1} \neq m_{2}$.

[^15]:    ${ }^{4}$ Since the diagrams under consideration do not have UV divergences, there is no need for a dimensional regularization.

[^16]:    ${ }^{5)}$ The evaluation of the $\Delta F_{0}^{G^{2}}\left[n_{c c}, n_{b c}\right]$ dependence in a broad range of $\left[n_{c c}, n_{b c}\right]$ takes too much calculation time, so we restrict ourselves by showing the results in Figs. 7 and 8 for the fixed $n_{c c}=4$.

[^17]:    ${ }^{6)}$ The corresponding estimates were performed in [24], where the $1 S \longrightarrow 2 S$ transition is suppressed with respect to $1 S \longrightarrow 1 S$ as 1/25.
    ${ }^{7}$ ) At present, there is an analytic calculation of initial six moments for the Wilson coefficient of gluon condensate in the second order of $\alpha_{s}$ [26]. In this region, the influence of gluon condensate on the sum-rule results is negligibly small for the heavy quarkonia, containing the $b$ quark, which does not allow one to draw definite conclusions on the role of such $\alpha_{s}$ corrections.

[^18]:    ${ }^{8)}$ In HQET, the slope of Isgur-Wise function acquires a valuable correction due to the $\alpha_{s}$ term.
    ${ }^{9)}$ For normalization of the calculated branching ratios, we used the total $B_{c}$ width obtained in the framework of the OPE approach [8].

[^19]:    * This article was submitted by the authors in English.

[^20]:    ${ }^{1)}$ In addition, the nonperturbative contributions from $c \bar{c}$ intermediate states were found which scale like $1 / m_{c}^{2}$ and enlarge the branching ratio by $\approx 3 \%$ [15].

[^21]:    ${ }^{2)}$ A preview of this work can be found in [27].

[^22]:    ${ }^{3)}$ The strange quark mass will be neglected throughout this paper; it only enters the final results quadratically as $m_{s}^{2} / m_{b}^{2}$.

[^23]:    ${ }^{4)}$ The true endpoint is actually located at $\left[M_{B}^{2}-\left(m_{K}+m_{\pi}\right)^{2}\right] / 2 M_{B} \approx$ 2.60 GeV , i.e., slightly below $M_{B} / 2 \approx 2.64 \mathrm{GeV}$.

[^24]:    ${ }^{5)}$ In this way, the bound-state effects are largely compensated by the shift in the $b$-quark mass.

[^25]:    * This article was submitted by the authors in English.
    ** e-mail: fadin@imp.nsk.su
    *** e-mail: gorbachev@inp.nsk.su

[^26]:    * This article was submitted by the authors in English.

[^27]:    * e-mail: azhgirey@cv.jinr.ru
    ${ }^{1)}$ Moscow State University, Vorob'evy gory, Moscow, 119899 Russia.

[^28]:    * This section completes the publication of the Proceedings of the Second International Conference on Nonaccelerator New Physics (NANP) held at the Joint Institute for Nuclear Research (JINR, Dubna, Russia) between June 28 and July 3, 1999. For the main part of these proceedings, the reader is referred to Phys. At. Nucl. 63, 621-1303 (2000).
    ** This article was submitted by the author in English.

[^29]:    * This article was submitted by the authors in English.
    ** e-mail: kuzminov@neutr.novoch.ru
    ${ }^{1)}$ Kharkov State University, pl. Svobody 4, Kharkov, 310077 Ukraine.

[^30]:    * This article was submitted by the author in English.
    ** e-mail: kornoukhov@mail.ru
    *** e-mail: kornoukhov@ vxitep.itep.ru

