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A promising class of functional microelectronic micro- in detail in Ref. 5, where a mathematical model was form
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wave devices are those based on space-charge w
~SCWs! in semiconductors with negative differential co
ductivity ~NDC!, resulting from intervalley electron trans
tions in strong electric fields. In Ref. 1 it is pointed out th
these devices, of which a typical example is a thin-fi
traveling-wave amplifier, can be used as amplifiers, hete
dynes ~with feedback!, delay lines, and switches. In Ref
2–4 it is shown theoretically and experimentally that t
parametric operating regime of such an amplifier with lo
frequency pumping not only increases the limiting SCW a
plification frequency, but it also makes it possible to add
least two possible functions: mixing with a frequency sh
and controllable filtering with tuning by varying the pum
frequency. Theoretical investigations of the interaction~para-
metric amplification, conversion! of space-charge waves i
semiconductors with NDC ordinarily employ one
dimensional spatial models, which limits their applicabilit
because in real amplifiers thin-film semiconductor structu
with a working layer whose thickness is comparable to
wavelength of the space charge are used to prevent G
oscillations.

In the present Letter, the results of a theoretical inve
gation of parametric frequency conversion in thin-film sem
conductor structures with negative differential conductiv
are reported and the effect of the pump parameters and
thickness on the conversion factor is studied.

In the present Letter we investigate frequency conv
sion theoretically using an approach similar to that descri
ves
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lated for analyzing the parametric interaction under stu
The coordinate system is chosen so that they andz axes are
oriented perpendicular and parallel, respectively, to the fi
plane, the latter axis lying in the middle of the film. A stron
dc electric field parallel to the film plane and thez axis is
produced in then-GaAs film; the intensityE0 of this field
corresponds to the section of NDC on the curve of the e
tron drift velocity versusE0. Let us assume that a mor
intense pump wave with frequencyf p, f s ~low-frequency
pump! and amplitudeEp0 is also excited in then-GaAs film
in addition to a weak SCW with frequencyf s ~signal!. As a
result of the nonlinearity of the semiconductor, a wave at
idler frequencyf i5 f s2 f p arises in the electron flow. The
analysis in Ref. 5 led to a system of two first-order ordina
differential equations for the amplitudes of the coupled s
nal and idler frequencies. As a result of the numerical so
tion of this system, in Ref. 5 the amplitudesEs andEi asso-
ciated with the signalf s and idler f i frequencies were
calculated at the end of the interaction section of lengthl and
the transfer coefficient at the frequencyf s was calculated
according to the formula

L520• log~Es /Es0!, ~1!

whereEs0 is the amplitude of the space-charge wave of
signal in the initial section of the interaction.

In the analysis of the results in Ref. 5 it was pointed o
that effective frequency conversion can be obtained with
FIG. 1. Conversion factorLt versusEp0 /E0: f s535 GHz, f p520
GHz, f i515 GHz,T510mm, l540mm ~curve 1!, 50mm ~2! and 60
mm ~3!. Dotted curve —l versusEp0 /E0 for l560 mm.
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parametric interaction studied. In the present Letter we report
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the computational results for the conversion factor:

Lt520• log~Ei /Es0!. ~2!

For numerical calculations we employed the values
the parameters and physical quantities which are chara
istic for n-GaAs: The relative permittivity is 12.5, fo
E055.5 kV/cm the drift velocity is 1.73107 cm/s, and the
diffusion coefficient is 160 cm2/s. The curves of the differ-
ential electron mobility versus frequency, which were calc
lated by the Monte Carlo method in Ref. 6, correspond to
same value ofE0. The variable parameters in the calculatio
were f s , f p , f i , Ep0 /E0, l , and the film thicknessT. The
computational results are presented in Fig. 1, which disp
curves ofLt versusEp0 /E0 for f s535 HGz, f p520 GHz,
and f i515 GHz with film thicknessT510 mm and interac-
tion lengthl540 mm ~curve 1!, 50 mm ~2!, and 60mm ~3!.
For comparison, a curve ofL versusEp0 /E0 calculated ac-
cording to Eq.~1! for the same frequenciesf s , f p , and f i
with film thicknessT510 mm andl560 mm ~dotted curve!
is also presented in Fig. 1.

As one can see from the figure,Lt increases with in-
creasing pump amplitude and for certain values otEp0 /Ep it
becomes a positive quantity (Lt.0 is the autodyne conver
sion!. The computational results also show that increasinl
results in largerLt , since f i in the case chosen for the ca
2 Tech. Phys. Lett. 23 (1), January 1997
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SCWs, as a result of which the idler SCW is increasing ev
in the absence of parametric interaction. As a result of
weakening of the space charge and the fact that some line
force exit the film, a decrease of the film thicknessT results
in a decrease of bothL andLt .

In summary, the results of the present work show that
agreement with the experimental results of Ref. 4, the pa
metric interaction of surface-charge waves inn-GaAs-based
thin-film semiconductor structures with negative different
conductivity with a low-frequency pump can be used f
effective frequency conversion in the 8-mm range.
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Influence of amplitude modulation of a light beam on electron interference:

the Aharonov–Bohm effect

A. N. Ageev and S. Yu. Davydov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted October 28, 1996!
Pis’ma Zh. Tekh. Fiz.23, 9–12~January 12, 1997!

Expressions are derived for the change in the width of the central peak in the Aharonov–Bohm
effect. © 1997 American Institute of Physics.@S1063-7850~97!00201-2#

Since the discovery of the Aharonov–Bohm effect,1 re- A similar expression is obtained forF(t). If the detection
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searchers have concentrated their attention on studying
phase characteristics of electron waves in static magn
fields,2 whereas the influence of a varying electromagne
field on the Aharonov–Bohm effect has only been examin
in a few publications.3–6 The authors of Ref. 4 derived a
expression relating the broadening of the central interfere
maximum to the frequency of lightv, the amplitude of the
vector potential created by itA0, and the electron velocity
v. These investigations were continued in Refs. 5 and 6
the present paper the model discussed in Refs. 4–6 is us
analyze the influence of amplitude modulation of an opti
signal on the interference pattern in the Aharonov–Bo
effect.

We express the vector potentialA in the form7

A5A0~11m cosVt !cosvt, ~1!

wherem5DA/A0 is the modulation coefficient andV is the
frequency of the modulating signal. It was shown in Ref
that interference between two electron beams diffracted f
two slits separated by the distanced is determined by the
probabilityP

P5
1

2 H 11cosF2ev\ E
0

t

Adt1
ev
\ E

2t

0

Adt2vetG J . ~2!

Here e is the electron charge,\ is the reduced Planck’s
constant,c is the velocity of light,t is time interval for
electrons diffracted from different slits to arrive at the sa
point on the screen, andve is the angular frequency of th
electron wave. Substituting Eq.~1! into Eq. ~2! gives

P5
1

2 H 11cosFR•F~ t !1
1

2
R•F~t!2vetG J , ~3!

where

R5
2evA0

\v
, ~4!

F~ t !5sin vt1mvFsin~v2V!t

v2V
1
sin~v1V!t

v1V G . ~5!

We expand expression~5! in the small parameterV/v,
which gives

F~ t !5sin vt12mFsin Vt•cosvt2
V

v
cosVt•sin vt G .

~6!
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system records the buildup of diffracted electrons at e
point on the screen, the condition corresponding to the h
height of the central maximum is4

vet2FR•F~ t !1
1

2
R•F~t!G

max

5
p

2
. ~7!

It can be shown that the principal correction to the fun
tion F(t) caused by the modulation is (22mV/v) and con-
sequently

Fmax~ t !>122m
V

v
. ~8!

The correction to the functionF(t) may be disregarded
sincevt is small. Then repeating all the procedures of R
5, we obtain the relative angle for the central diffraction pe

u2u0
u0

5
4

p

evA0

\v S 122m
V

v
1

p

4

v

ve
D . ~9!

Thus amplitude modulation of the optical signal narro
the central diffraction peak.

It is interesting to consider the influence of amplitu
modulation on the contrast of the diffraction pattern. By r
peating the calculations made in Ref. 6, one can show
the d.c.~low-frequency! component of the diffraction prob
ability Pd.c has the form

Pd.c.5
1

2 H 11cos~bvet!J0FRS 122m
V

v D G J , ~10!

whereb512vR/2ve . Thus, the contrast of the interferenc
pattern

K[~Pd.c. max2Pd.c. min!/~Pd.c. max1Pd.c. min!

is

K5UJ0FRS 122m
V

v D GU. ~11!

From this it follows that whenR(122mV/v),2.40~this is
the first zero of the Bessel functionJ0), an increase in
mV/v enhances the contrast of the interference patte
Conversely, in the range

2.40,R~122mV/v!,3.84,

110011-02$10.00 © 1997 American Institute of Physics



i.e., on the rising part of the functionuJ0@R(122mV/v)#u,
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1Y. Aharonov and D. Bohm, Phys. Rev.115, 485 ~1959!.
2M. Peshin and A. Tonomura, Lecture Notes Phys.340, 3 ~1984!.
an increase inmV/v reducesK, and so forth. This follows

from the oscillating nature of the Bessel function: on t
decaying sections ofuJ0u an increase inmV/v enhances the
contrast whereas on the rising parts ofuJ0u, the opposite
effect occurs.

Amplitude modulation therefore narrows the central
terference maximum and for smallR,2.40 enhances the
contrast of the diffraction pattern in the Aharonov–Boh
effect.
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Influence of active oxygen on the superconducting properties

on-
of an yttrium ceramic investigated by a diffraction method
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A diffractometric method of determining the amount of oxygen in intergranular media is
described and the superconducting properties of YBaCuO ceramic are related to the intergranular
oxygen content. ©1997 American Institute of Physics.@S1063-7850~97!00301-7#

It has been established that the superconducting proper-content remained constant. The hold time was 5 h. The c
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ties of YBaCuO ceramic are very sensitive to the oxyg
content.1 Most existing methods determine the concentrat
of oxygen atoms averaged over the entire volume of hi
temperature superconductors.2 However, a knowledge of this
average concentration is insufficient to explain many of
detailed effects observed in these materials. An exampl
these effects is the loss of superconducting properties in
orthorhombic phase YBa2Cu3O72d at d50.1 ~Ref. 3!. This
observation indicates that the superconducting propertie
this phase are not uniquely determined by a uniform oxy
distribution. In fact, it has been shown by thermostimula
desorption that some of the oxygen atoms in a YBaC
ceramic are in a weakly bound active state, i.e., in bound
layers between structural units~such as granules and twins!,
and are easily removed under various external influence4,5

In this context, it has also been noted that the products
high-temperature self-propagating synthesis contain a
nificantly larger amount of weakly bound oxygen compar
with ceramics synthesized directly in a furnace.4 It has there-
fore become necessary to make a reliable determinatio
the amount of active oxygen and its influence on the sup
conducting properties of a granular YBaCuO system a
whole.

The experiment was carried out using a DRON-UM
~CuKa) x-ray diffractometer fitted with additional collimat
ing systems to improve the signal-to-noise ratio at small s
tering angles.6 An advantage of this method is that in a sing
experiment we can obtain information on the phase stat
the sample, the structural parameters, and the separate
centrations of oxygen in the bulk of the granules and in
intergranular media. The samples were textured super
ducting yttrium ceramic tablets 12 mm in diameter and
mm thick. The degree of texturing wasFt50.64 ~Ref. 5!. In
the initial state before heat treatment, the composition of
sample was YBa2Cu3O6.85, slightly below stoichiometric,
with the lattice parametersa53.823 Å, b53.882 Å, and
c511.677 Å. The superconducting transition temperat
was determined by the van der Pauw method and co
sponded toTc585 K with a width of 2 K. With the aim of
varying the concentration of active intergranular oxygen
oms, the samples underwent isothermal annealing in vac
(1024 Pa! at 473 K during which the intragranular oxyge

13 Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/
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centration of lattice oxygen atoms in the bulk of the granu
was determined using the lattice parameterC in accordance
with the empirical law

~72d!562.69424.785C ~1!

and by measuring the distance between the diffraction pe
~200! and ~020! ~Ref. 6!.

The problem of determining the oxygen content in t
intergranular spaces is not a trivial one. A detailed analy
of the intensity of the diffraction peaks observed f
YBaCuO ceramic as a function of temperature revealed
some structural peaks of different parity are extremely s
sitive to the oxygen content in the intergranular media. T
diffraction peak doublet~012! and ~102! proved most suit-
able for x-ray diffraction. Since these peaks occur at sm
scattering angles (2u;27–28°), the amplitude of the sca
tering of x-rays by oxygen atoms is greatest in this case
the negative influence of angular and thermal factors on
intensity of these peaks is the smallest. For a homogene
orthorhombic phase with 0<d<0.5 the ratio of the structure
factors of these peaks, omitting the constant coefficients
given by

F~012!

F~102!
5

~ f Ba1 fCu2 f Y!2 f O~12d!

~ f Ba1 fCu2 f Y!2 f Od
, ~2!

where f Ba, fCu, fY , and f O are the scattering amplitudes o
barium, copper, yttrium, and oxygen atoms, respective
The final empirical dependence of the oxygen cont
(72d)g in the intergranular layers on the ratioI 012/I 102 of
the peak intensities is a square root dependence and ma
expressed as follows:

~72d!g5
126.963~ I 012/I 102!

1/21227.053

27.131~ I 012/I 102!
1/2127.333

. ~3!

When the intergranular oxygen content varies between 7
6.5, the ratio (I 012/I 102)

1/2 varies in the range
0.5674<(I 012/I 102)

1/2<1.0. It follows from expression~3!
that the error in the determination of the oxygen cont
depends mainly on the statistical error in the measuremen

130013-03$10.00 © 1997 American Institute of Physics
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the peak intensities, which may be reduced by choosing
appropriate exposure to record the diffraction patterns.

Figure 1 gives the concentration (72d)g plotted as a
function of (I 012/I 102)

1/2, which differs almost negligibly
from linear. The experimental points are a good fit to t
solid curve calculated according to Eq.~3!. The measure-
ment error in this case was60.005 a.u. Figure 2 gives th
oxygen content in the bulk of the granules~curve2! and in
the intergranular media~curve1! plotted as a function of the
hold time for soft vacuum heat treatment atT5473 K. It can
be seen that when the compositions of the initial YBaC
ceramic is nonstoichiometric@(72d),7#, the concentration
of structured oxygen in weakly ordered intergranular me
is considerably lower than the concentration of lattice o
gen in the bulk of the granule~the points att50 in Fig. 2!.
The critical superconducting transition temperatureTc585
K corresponds to an intergranular oxygen cont
(72d)g56.70 a.u. As the hold time was increased
t51.5 h, the concentration of structured oxygen atoms in
intergranular media decreased linearly to (72d)g56.61 a.u.
for this sample. The observed removal of weakly bound o
gen atoms from intergranular structures was accompanie
a 9.2% increase in the background below the diffract
peaks compared with the initial level. In the ran
t51.5–5 h the curve (72d)g(t) reaches a plateau, i.e., th
mechanism of structural rearrangement involving intergra
lar oxygen atoms reaches saturation.

It was found that when the intergranular oxygen cont
was reduced to (72d)g56.61 a.u., the superconductin
transition temperature dropped toTc;78 K. It is important
to note that, the oxygen content (72d) in the bulk of the
granule remained constant over the entire hold time (t 5
0–5 h! under heat treatment~Fig. 2, curve2!. This synchro-
nous correlation between the parameters (72d) for the gran-
ules and (72d)g for the intergranular space, and also wi
the increase in the background level near the~012! and~102!
peaks indicates that some of the active structured oxyge

FIG. 1. Intergranular oxygen content (72d)g versus intensity ratio of~012!
and~102! peaks: circles — experimental values, solid curve — calculati
using Eq.~3!.

14 Tech. Phys. Lett. 23 (1), January 1997
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incorporated in the amorphous phase of the intergranular
dia. This structural rearrangement of the intergranular me
with a change in the ratio of the crystalline and amorpho
phases towards the latter causes an abrupt deterioration i
superconducting properties of YBaCuO ceramic. In this c
the superconducting transition temperatureTc decreases
from 85 to 78 K. Under our experimental conditions th
process was reversible.

Subsequent heat treatment of the samples in air at 72
for 5 h completely restored the oxygen content in the int
granular media to its initial value@(72d)g56.70 a.u.# and
thus restored the critical superconducting transition temp
ture toTc585 K. It should be stressed that the entire expe
mental cycle described~vacuum heat treatment at 473 K an
regenerative annealing in air at 723 K! can be accurately
reproduced both in the change in the intergranular oxy
content and in complete conservation of the bulk oxyg
content. Increasing the vacuum heat treatment temperatu
573 K altered the oxygen content in the bulk of the granu
and therefore hindered the process.

These results suggest that the superconducting prope
of yttrium ceramic depend strongly on the behavior of t
active oxygen in the intergranular media and also at twinn
boundaries, blocks, and other submicron structural units.
der external influences, complex structural rearrangem
takes place in the intergranular media involving weak
bound oxygen and these processes influence the supe
ducting properties of the YBaCuO ceramic. Further inves
gations are required to identify the mechanisms for th
processes.

1Yu. M. Ba�kov, E. A. Shalkova, and T. A. Ushakova, Sverkhprovodimo
~KIAE ! 6, 449 ~1993!.

2A. Amannazarov and A. I. Sharnopol’ski�, Methods and Instruments fo
Determination of Oxygen@in Russian#, Khimiya, Moscow~1988!.

3A. G. Merzhanov, Yu. N. Barinov, I. P. Borovinskayaet al., Pis’ma Zh.
Tekh. Fiz.15~11!, 1 ~1989! @Sov. Tech. Phys. Lett.15, 413 ~1989!#.

FIG. 2. Time dependence of oxygen content under vacuum isotherma
nealing: curve1— oxygen content in intergranular media, curve2— oxy-
gen content in bulk of granules,j — oxygen content in vacuum heat
treated samples after regenerative annealing in air.
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Nonequilibrium fluctuations of the rates of steady-state chemical reactions
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Nonequilibrium fluctuations of the rate of a molecular association–dissociation reaction are
analyzed. The correlation function of a Langevin source is obtained as a function of a nonlinear
dissipative coefficient. ©1997 American Institute of Physics.@S1063-7850~97!00401-1#

In the approximation of local thermodynamic equilib-
I5¸~n1n2!

am12a@e~12a!
Dm
T 2e2a

Dm
T #, ~4!
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rium fluctuations are determined by Langevin sources wh
correlation functions depend on dissipative coefficients.1 If
the system is linear and nonequilibrium, the correlation fu
tions of the Langevin source have the same form as those
an equilibrium system. If the system is nonlinear and n
equilibrium, the correlation functions of the Langevin sour
will generally have a different form. In order to determin
these correlation functions, only the thermodynamic for
are varied and all the other parameters are assumed t
constant.

Let us consider nonlinear fluctuations for the case o
molecular association–dissociation reaction: let substancA
combine with substanceB to form reaction productC. This
reaction may be represented schematically as

A1B�C. ~1!

The mathematical expression describing the rate of this
action has the form

I5wn1n22vm, ~2!

wheren1 is the concentration of particlesA, n2 is the con-
centration of particlesB, M is the concentration of particle
C, w is the probability per unit time of formation of mol
eculeC from atomsA andB, v is the probability of disso-
ciation of moleculeC, andI is the reaction rate.

Equation ~2! expresses the rate of an associatio
dissociation reaction in terms of corpuscular kinetic theo
In the local-equilibrium approximation the reaction rate c
also be expressed in terms of nonequilibrium thermodyn
ics, i.e., as the functionI5I (Dm), whereDm is the differ-
ence between the chemical potentials on the left- and ri
hand sides of Eq.~1!:

Dm5Dm01T lnS n1n2m D , ~3!

whereDm0 is a function of pressure and temperature.
The explicit form of the functionI (Dm) may be deter-

mined by using the principle of correspondence between
kinetic and thermodynamic descriptions of the reaction ra
The correspondence principle for this reaction may be
mulated as: expressions givingI in kinetic and thermody-
namic variables should have the same functional form for
particle concentration.2 The correspondence principle wa
used in Ref. 2 to obtain the following expression f
I (Dm):

16 Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/
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where¸ anda are the linear and nonlinear dissipative coe
ficients, respectively. In this case the following relations a
satisfied

w5¸e~12a!
Dm0

T , v5¸e2a
Dm0

T , ~5!

In order to find the current fluctuationsdI , we shall pos-
tulate that the system is locally in equilibrium and all th
thermodynamic parameters do not depend on time. In
approximation the methods described in Ref. 3 may be u
to find the fluctuations and we introduce the corresponden

Ẋ→dI ; X→d~Dm!. ~6!

We write the Langevin equation forX

Ẋ1lX5j~r ,t !, ~7!

wherej(r ,t) is a Langevin source of reaction rate fluctu
tions. The correlation functionj may be expressed in th
form3

^j~r 1 ,t1!j~r 2 ,t2!&52tld~r 12r 2!d~ t12t2!. ~8!

To find l we vary Eq.~4! with respect toDm to give

l5¸~n1n2!
am12a

1

T
@~12a!e~12a!

Dm
T 1ae2a

Dm
T #.

~9!

Equation~5! can then be used to expressl in terms of the
probabilitiesw and v. Converting Eq.~2! to a stochastic
equation then gives

I5wn1n22vm1j, ~10!

where

^j~r 1 ,t1!j~r 2 ,t2!&52@~12a!wn1n21avm#

3d~r 12r 2!d~ t12t2!.

The Langevin source of reaction~2! is thus determined
not only by the probabilitiesw and v but also by another

160016-02$10.00 © 1997 American Institute of Physics



parameter, the nonlinear dissipative coefficienta. If the sys-
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a were obtained in Ref. 2 although it can be seen from Eq.
le

a

tem is in equilibrium, thenwn1h25vm is found and it can be
seen from Eq.~10! that in this case the correlation functio
of the Langevin source does not depend ona.

It should be noted that in physical terms, the variation
the thermodynamic forced(Dm) is caused not by loca
changes in the particle concentration but by external forc
i.e., by random redistribution of the molecular momenta.
order to find the fluctuations in the particle concentration,
need to substitute the stochastic expression for the reac
rate ~10! into the conservation laws and seek their solut
subject to various boundary conditions.

No constraints on the nonlinear dissipative coefficie
17 Tech. Phys. Lett. 23 (1), January 1997
s,

e
on

t

~10! that if a.1 or a,0, the system may become unstab
far from equilibrium.

Nonequilibrium fluctuations of the particle flux across
phase interface may be analyzed similarly.

1R. L. Stratonovich,Nonlinear Nonequilibrium Thermodynamics@in Rus-
sian#, Moscow~1985!.

2A. P. Grigin, Pis’ma Zh. Tekh. Fiz.21~19!, 38 ~1995! @Tech. Phys. Lett.
21, 785 ~1995!#.

3L. D. Landau and E. M. Lifshits, Zh. E´ksp. Teor. Fiz.32, 618~1957! @Sov.
Phys. JETP5, 512 ~1957!#.

Translated by R. M. Durham
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Calculation of non-steady-state thermal conduction for low Fourier numbers (Fo <0.001)

V. S. Loginov, A. R. Dorokhov, and N. Yu. Repkina

Tomsk Polytechnic University
~Submitted October 25, 1996!
Pis’ma Zh. Tekh. Fiz.23, 22–25~January 12, 1997!

Assuming that for small Fourier numbers heat transfer is determined by the specific heat of a
heated layer of thicknessd5Aa•t, an equation is derived for the temperature field,
whose solution is satisfied in finite quadratures and has a fairly simple form. The results of
calculations made using the proposed dependence are compared with the accurate solutions
obtained by A. V. Lykov. This suggests that acceptable calculation accuracy may be
achieved for Fo,0.001 and Bi,20. In this case the values of the dimensionless temperature do
not depend on the shape of the body, and the proposed dependence can be used for
calculations of plates, cylinders, or spheres. ©1997 American Institute of Physics.
@S1063-7850~97!00501-6#

Fast thermal processes are being increasingly widely ]T
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r•C• 5div~q!. ~2!

x:

ion
la

01
used in various technologies and industrial systems. Th
include pulsed methods of treating thin films and promis
designs of inkjet printers. The important factor here is t
the characteristic times of the thermal process are 0.01–1
Calculations of the heat transfer by thermal conduction
such short times are made by various methods.

These methods include first, numerical techniques
second, various analytical techniques~such as the Fourie
method, the Laplace method, and so forth!. In principle, each
of these methods can achieve the required calculation a
racy but the only problem is the feasibility of implementin
these methods and their accessibility to a wide range of
gineering workers.

The range of small Fourier numbers~Fo,0.001! typical
of fast thermal processes is extremely inconvenient for a
lytical techniques. In the Fourier method for example, th
is a substantial increase in the number of terms in the se
which must be calculated to achieve an acceptable degre
accuracy. In the Laplace method it is difficult to operate w
an error function in practical calculations. It is therefore
some interest to find new methods and procedures for s
ing non-steady-state heat conduction problems for fast
cesses.

Here we consider an approximate method of calculat
based on the following assumptions.

Experience of the diagnostics of the thermal regime
plasma jets1 suggests that a procedure using so-called h
flux detectors is well justified. The simplest theory of th
type of detector, known as a capacitive detector, is base
using the following relation for the heat flux

q5C•r•d•
]T

]t
. ~1!

HereC and r are the specific heat and density of t
detector material, andd is the thickness of the sensing el
ment of the detector.

Let us consider the fundamental heat conduction eq
tion

18 Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/
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The next step in the transformation of Eq.~2! usually
involves assuming the Fourier hypothesis for the heat flu

q52l•grad~T!, ~3!

wherel is the thermal conductivity of the material.
Substituting Eq.~3! into Eq. ~2!, we obtain the well-

known nonsteady-state heat conduction equation:

]T

]t
5a•

]2T

]x2
. ~4!

Herea5l/(r•C) is the thermal diffusivity of the body.
It may be supposed that for short times the express

~1! for the heat flux can be justifiably assumed in formu
~2!. We then have

]T

]t
5d

]

]x S ]T

]t D . ~5!

Introducing the notationC5 ]T/]t, we obtain an ordi-
nary differential equation for the functionC, whose solution
has the form

C~x,d!5C1•expS xd D . ~6!

Assumingd5Aat in Eq. ~6!, then with Cauchy bound-
ary conditions and the initial conditionT5T0 at t50, we
obtain

u~X,Fo!5
q~x,t!

q0
5
T~x,t!2Tzh
T02Tzh

512
exp@~X21!/AFo#
11@1/~BiAFo!#

. ~7!

Here the parameters are defined as: Fo5(at/R2) is the
Fourier number, Bi5(aR/l) is the Biot number, and
X5(x/R) is the dimensionless coordinate.

180018-02$10.00 © 1997 American Institute of Physics
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TABLE I. Comparison between calculations using formula~7! and the
exact solutions.2
In order to assess the applicability of this expression
calculate the temperature field for small Fourier numbers,
calculations using this expression were compared with
solution presented in Ref. 2.

The results of such a comparison for the Fourier num
Fo50.0003 and various Biot numbers are presented in Ta
I. It can be seen that there is a negligible difference betw
the calculations according to formula~7! and the accurate
solution, although they are more cumbersome.

This solution is of practical use since it can give a dire
estimate of the heat flux for small Fo. We obtain

q52l
]q

]x
5AlrC

t
$q0@2u~X,Fo!11#%. ~8!

It is readily established that solution~7! satisfies the lim-
iting cases: for Fo→0, u(X,Fo)→1 and for Fo→`,
u(X,Fo)→0.

In Table I the results of calculations of the dimensionle
temperature made using formula~7! are compared with the

Formula~7! Data ~Ref. 2!

Bi Fo 5 0.0003 Plate Cylinder Sphere

0.1 0.998 0.999 0.999 0.999
0.5 0.991 0.996 0.991 0.991
1 0.983 0.980 0.987 0.981
4 0.935 0.927 0.925 0.926
10 0.852 0.833 0.830 0.831
20 0.743 0.705 0.701 0.703
19 Tech. Phys. Lett. 23 (1), January 1997
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seen that as far as Biot numbers Bi520 the calculations us
ing the approximate formula~7! provide entirely satisfactory
accuracy. This conclusion applies to all bodies of canon
form ~plates, spheres, and cylinders!.

Similar comparisons were made for other Fourier nu
bers. The upper limit of the range of validity of this formu
may be taken as Fo<0.001.

On the basis of the agreement between the approxim
and exact solutions for a specific range of Biot and Fou
numbers, we can draw some conclusions on the validity
the assumptions made to derive the initial equation wh
solution yielded formula~7!.

Two factors are clearly fundamental here—the spec
expression for the heat flux in the form~1! and the determi-
nation of the expression for the scaled. This reduces the
order of the resulting differential equation. Similar transfo
mations and assumption were made in Ref. 3 to calculate
heat flux but in this case the order of the differential equat
was of third order in the temperature. For the range of
mensionless parameters determining the process
nonsteady-state heat exchange by heat conduction, the
sumptions made can be considered to be entirely justifie

1Yu. V. Polezhaev and F. V. Yurevich, inHeat Protection, ed. by A. V.
Lykov @in Russian#, Énergiya, Moscow~1976!.

2A. V. Lykov, Theory of Heat Conduction@in Russian#, Vyssh. Shkola,
Moscow ~1967!.

3N. M. Galin and L. P. Kirillov,Heat and Mass Exchange (in Nuclea
Power Engineering)@in Russian#, Énergoatomizdat, Moscow~1987!.

Translated by R. M. Durham
19Loginov et al.



Generation of vibrationally excited H 2 molecules in a hydrogen stream flowing

n a
through a cesium–hydrogen discharge
F. G. Baksht and V. G. Ivanov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted November 5, 1996!
Pis’ma Zh. Tekh. Fiz.23, 26–32~January 12, 1997!

A theoretical analysis is made of the electronic–vibrational kinetics in a stream of molecular
hydrogen flowing through a cesium–hydrogen discharge. An analysis is made of the
vibrational pumping of hydrogen molecules in the discharge and vibrational relaxation is studied
in the cold flow zone beyond the discharge. It is shown that a very substantial increase in
the concentration of vibrationally excited H2 molecules may be achieved in the old zone. ©1997
American Institute of Physics.@S1063-7850~97!00601-0#

1. Methods of generating fairly highly vibrationally ex- concentration of excited molecules may be achieved i

be
lo

rg
ed
u
y
m
ow

ith

A
ces-

-

old
.

cited H2 molecules are now attracting increased interest
cause of their plasma-chemical applications and the deve
ment of volume plasma sources of H2 ions.1 It was shown in
Refs. 2–5 that a low-voltage cesium–hydrogen discha
may be used for efficient generation of vibrationally excit
H2 molecules. In the present paper we report the first res
of a theoretical analysis of the vibrational kinetics in a h
drogen stream flowing through this type of discharge plas
It is shown that by selecting suitable discharge and fl
conditions, a very substantial (;103–104) increase in the
-
p-

e

lts
-
a.

particular part of the vibrational spectrum as compared w
their concentration in a steady-state discharge.

2. The flow model studied is illustrated in Fig. 1a.
stream of hydrogen flows in a plane channel, passing suc
sively through sections I and II. A low-voltage Cs–H2 dis-
charge is initiated in section I and the H2 molecules undergo
vibrational excitation, forming the initial vibrational distribu
tion function f v(0) over the vibrational levelsv. In the fol-
lowing section II the hydrogen stream flows between c
planes whose temperatureT is close to room temperature
t

FIG. 1. a — Diagram showing hydrogen flow in channel: I —
discharge zone and II — gas flow in cold channel; b — vibra-
tional distribution function of H2 molecules in section II:1—
f v(0) @NH2

(0)5331016 cm23#, 2 — f v(xm) @xm54.12 cm,
NH2

(xm)51.9431016 cm23#, 3 — f v(H) @H57 cm,
NH2

(H)53.7631015 cm23#, calculated with allowance for vi-
brational relaxation of molecules at the walls,4— f v(H) cal-
culated same as curve3 but neglecting vibrational relaxation a
the walls, and5 — probability of formation of an H2 ion by
dissociative attachment of an electron to levelv (Te50.7 eV!.

20 20Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/010020-03$10.00 © 1997 American Institute of Physics



Here the tail of the distribution becomes populated as a result
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of Treanor diffusion of quanta into the range of highv. At
the edge of the channel (x5H) the vibrationally excited gas
flows out at the velocity of soundVs .

3. The vibrational distribution function of the molecule
formed in the discharge, i.e., in section I, was determined
solving a system of rate equations6 for the vibrational level
populationsNv with allowance fore–v exchange,v–v and
v–t exchange, transitions between vibrational levels as a
sult of interaction between H2 molecules and Cs atoms, dis
sociative attachment, associative detachment, and transi
between H2 vibrational levels due to stripping of H2 ions.
Vibrational deexcitation of H2 molecules at the electrode
was also taken into account in the model.2,5 For the upper
vibrational levels in the model interaction between an2
molecule excited to levelv and the wall results in the estab
lishment of an approximately plateau-shaped distribut
over levelsv8 betweenv85v andv850 after collision with
the wall.7 For the v51 lower excited level the model2,5

yields @in agreement with the experiment~Ref. 8, p. 38!# an
extremely low probabilityw1051023. The plasma was as
sumed to be homogeneous over the gap. The plasma pa
eters were determined as a result of a self-consistent solu
of the equations describing the particle and energy balanc
the plasma and the electronic–vibrational kinetics.5

Figure 1b gives an example of the calculated distribut
function f v(0) of H2 molecules in the discharge, normalize
to unity. The initial discharge parameters were: hydrog
concentrationNH2

(0)5331016 cm23, total cesium density

NCs
(0)51014 cm23, interelectrode gapL50.3 cm, cathode

emission current j s510 A/cm2, and discharge voltage
U56.9 V. The calculated electron temperature and den
are:Te50.7 eV andne56.431013 cm23.

4. The molecular distribution function established g
flow in section II was determined assuming a decrease in
molecular densityNH2

as a result of a drop in the gas pre
sure over the length of the channel. The fundamental r
tions determining the flow of hydrogen in section II may
obtained by assuming, as in Ref. 9, Poiseuille flow fo
compressible gas in a long (H@L) channel between two
parallel planes and approximating the average velocity o
the cross section~Ref. 10, p. 81! at the edge of the channe
(x5H) to the velocity of soundVs. This yields the follow-
ing relation between the channel lengthH and the pressure
ps at the channel edge, i.e., at the gas outflow point:

H/L5~Rs/24!~cp /cv!
21@~p0 /ps!

221#. ~1!

Herep0 is the hydrogen pressure atx50, i.e., approximately
the pressure in the discharge,Rs5rsLVs /h is the Reynolds
number calculated for the velocity of soundVs and the chan-
nel widthL, h is the viscosity of hydrogen~Ref. 11, p. 365!,
andrs5MH2

ps /kT is the gas density atx5H.
The pressure distributionp(x) over the channel length in

section II is given by

p~x!5@p0
22~p0

22ps
2!•x/H#1/2. ~2!

In the calculations the channel lengthH was varied to
obtain the highest populationNv* (H) at the channel edge fo

21 Tech. Phys. Lett. 23 (1), January 1997
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any levelv* is the upper part of the spectrum. In our e
ample this level isv*510. Note that the distribution
Nv(x) of the level populations over length in the upper p
of the spectrum is nonmonotonic so that the maximum po
lation is achieved at a certain pointx5xm,H ~Fig. 2!.

The vibrational distribution function of the H2 molecules
in section II was determined by solving the following syste
of equations:

d~Nv•V!

dx
5I v

vv$Nv%1I vM
vt $Nv%

1
1

t F (
v8.v

Nv8wv8v2Nv (
v8,v

wvv8G ~3!

~v,v850,1,2,. . . ,14!,

whereV(x)5Vsps /p(x) is the gas flow rate in the channe
averaged over the cross section.

The terms on the right-hand side of Eq.~3! describe
v–v and v–t exchange with H2 molecules and vibrationa

FIG. 2. Absolute populations of vibrational levels of H2 molecules as a
function of channel length in section II. Solid curves — calculated w
allowance for vibrational relaxation at the walls. Dashed curves — negl
ing vibrational relaxation at the walls.

21F. G. Baksht and V. G. Ivanov



relaxation of H2 molecules at the walls:t'I 2/Dsd is the
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average drift time for H2 molecules between the electrode
Dsd is the coefficient of self-diffusion of the H2 molecules
~Ref. 11, p. 375!, andwvv8 is the probability of vibrational
deexcitation at the walls. The populationsNv(0) in the dis-
charge are used as the initial conditions for Eq.~3!. It is
assumed that Cs freezes out at the cold walls and does
influence the vibrational relaxation of H2 in section II.

5. The results of the calculations are plotted in Figs.
and 2. Figure 1b gives the functionsf v(H) in the stream
flowing out of the channel andf v(xm) corresponding to
maximum excitation of thev*510 level inside the channe
normalized to unity. The dashed curves give the distribut
function at the edge (x5H) calculated neglecting vibrationa
deexcitation of H2 molecules at the channel walls. Figure
gives the absolute populationsNv(x) of various vibrational
levels in the upper part of the spectrum. The solid a
dashed curves, respectively in Fig. 2 were calculated w
and without allowance for vibrational deexcitation of H2

molecules at the walls. It can be seen from Fig. 1b that d
in the channel is accompanied by a very substantial incre
in the populations of vibrationally excited states in a cert
part of the vibrational spectrum (v58–11). To a consider-
able extent, this applies to those vibrational levels wh
vibrational excitation is important for the generation of H2

ions by dissociative attachment. This is illustrated in Fig.
which givesgv(Te)5Kv(Te)• f v(H)/SvKv(Te)• f v(H), this
being the probability of the formation of an H2 ion by at-
tachment of an electron to an H2 molecule excited to leve
v, normalized to unity.12 Since the vibrational relaxation
time is increased substantially when molecules are injec
22 Tech. Phys. Lett. 23 (1), January 1997
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distribution functions of H2 molecules may be promising fo
two-chamber sources of H2 ions. In these sources the vibra
tional excitation of H2 molecules and generation of H

2 ions
by dissociative attachment of electrons to vibrationally e
cited molecules are spatially separated.

This work was supported by a grant from INTAS~Grant
No. 94-316 and by a grant from the International Scien
Foundation and the Russian Government~Grant No.
NTZ000!.
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Lasing in submonolayer CdSe structures in a ZnSe matrix without external

e it
optical confinement
I. L. Krestnikov, N. N. Ledentsov, M. V. Maksimov, A. V. Sakharov, S. V. Ivanov,
S. V. Sorokin, L. N. Tenishev, P. S. Kop’ev, and Zh. I. Alferov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted November 12, 1996!
Pis’ma Zh. Tekh. Fiz.23, 33–38~January 12, 1997!

It is shown that in order to achieve lasing in structures with CdSe submonolayers inserted in a
ZnSe matrix, no additional optical confinement of the active region using thick wide-gap
layers is required. The high oscillator strength of the excitons trapped at CdSe islands modulates
the permittivity and thus produces a natural exciton-induced waveguiding effect. ©1997
American Institute of Physics.@S1063-7850~97!00701-5#

It has recently been shown that by using tunnel-coupledhave been studied in detail for InAs–GaAs systems, wher
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vertically self-organized quantum dots in the active region
a III–V double-heterostructure heterolaser, lasing can
achieved via the exciton ground state in quantum dots u
room temperature.1 In this case however, the actual design
the laser waveguide2 was the same as before, i.e., the act
region with the quantum dots was confined by thick wid
gap layers of lower refractive index.

In many cases, it is difficult to fabricate thick wide-ga
layers either because there is no suitable heteropair~for the
silicon matrix! or because of the difficulties of doping
wide-gap compound~for p-ZnMgSSe,p-GaN layers!. In the
present paper we shall show that at least in structures
CdSe quantum islands in a ZnSe matrix, there is no s
need for additional optical confinement, since a waveguid
effect may be produced by an increase in the refractive in
in the exciton resonance range. Lasing even occurs if
average CdSe content in the quantum island region is o
4%.

The deposition of submonolayer coatings in III–V com
pounds results in the formation of ordered arrays of tw
dimensional monolayer-high islands with good si
uniformity.3–5Submonolayer insertions in wide-gap matric
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has been demonstrated that the exciton transitions hav
ultrahigh oscillator strength,6 the momentum selection rule
are lifted,7 and the exciton binding energy is enhanced.8 In
this system however, the total exciton localization ene
relative to states in the barrier is only between a few m
and;20 meV, which is insufficient for most instrumenta
applications at room temperature. On the other hand the h
carrier effective masses in wide-gap II–VI compounds a
group-three nitrides, which are responsible for the sm
Bohr radius of the exciton, give rise to an appreciable ex
ton localization energy at the islands, making these structu
highly promising for applications in optoelectronics.

We have investigated a structure whose active reg
had no additional optical confinement by thick wide-gap la
ers with a significantly lower refractive index. A short-perio
superlattice of twenty periods, consisting of submonola
CdSe insertions with an average thickness of 0.4 monola
separated by 28 Å ZnSe barriers, was grown on a GaAs~100!
substrate by molecular beam epitaxy.9 The superlattice was
separated from the substrate and the surface by 1.5mm- and
500 Å-thick ZnSSe layers whose lattices were matched w
GaAs. Thin layers of ZnMgSSe;100 Å thick located at a
wer
0
-
n-
FIG. 1. Surface photoluminescence spectra at a pump po
density of 1 W/cm2 ~a!, lasing from the end for pump power 5
kW/cm2 ~b!, optical reflection~c!, and its second energy de
rivative ~d!. ~The arrow indicates the range of the excito
induced waveguiding effect!.
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FIG. 2. Integrated laser radiation intensity versus pump pow
density ~a!. Lasing spectra obtained at various pump pow
densities~b!: 100 kW/cm2 ~1!, 83 kW/cm2 ~2!, 58 kW/cm2 ~3!,
and 28 kW/cm2 ~4!, and surface photoluminescence spectra a
pump power density of 1 W/cm2 ~5!.
distance of 500 Å on both sides of the superlattice were used
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cult to estimate the actual exciton waveguiding efficiency.
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for electronic confinement of the carriers in the superlatt
region.

The structures with submonolayer CdSe coatings i
ZnSe matrix were investigated by high-resolution transm
sion electron microscopy.10 It was shown that the submono
layer coating forms itself into an array of quantum islan
with average dimensions of;4 nm in the lateral plane an
;1.2 ML in the direction of growth. Under repeated dep
sition cycles the islands are mainly formed one on top of
other, similar to the quantum dots in an InAs–Ga
system.11

The photoluminescence, reflection, and lasing spectr
this structure are shown in Fig. 1. It can be seen that
reflection spectrum exhibits a conspicuous feature cause
the high oscillator strength of the excitons bound at quan
islands. The range of appreciable modulation of the refr
tive index extends by 25 meV in both the long-waveleng
and short-wavelength directions, which can be identified p
ticularly clearly on the graph of the second derivative of t
energy reflection coefficient. It was shown in Ref. 12 that
increase in the refractive index occurs in the energy ra
near the exciton resonance on the long-wavelength s
which induces a waveguide effect. It can be seen from Fi
that the lasing line is only shifted by 16 meV in the lon
wavelength direction from the exciton resonance energy,
lasing takes place directly in the range of exciton modulat
of the refractive index.

It was shown in Ref. 13 that the feasibility of lasing v
exciton states arises from the lifting of the momentum se
tion rules caused by the spatial localization of the exci
and the reduced symmetry of the system. In ZnCdSe/Z
quantum-well structures the lasing wavelength is usu
shifted by 30–60 meV in the long-wavelength direction d
to the exciton–phonon amplification mechanism in fre
exciton structures,14 since a ‘‘hot’’ exciton with a large wave
vector cannot undergo radiative recombination.15 It was also
demonstrated in Ref. 13 that lasing may be achieved i
structure with CdSe/ZnSSe submonolayers. In this case h
ever, the active region was confined by thick wide-gap lay
of significantly lower refractive index, which made it diffi
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The structure studied here has no thick wide-gap layers
lasing is achieved as a result of the exciton-induc
waveguiding effect.

Figure 2 gives lasing spectra for various pump pow
densities and the integrated luminescence intensity is
plotted as a function of pump power density. It can be se
that above 40 kW/cm2, the photoluminescence line narrow
abruptly to 3 meV and a sharp increase is observed in
differential efficiency of the radiation, suggesting a transiti
to lasing. As the pump power density is increased to 1
kW/cm2, the lasing line is broadened to 7 meV as a result
multimode lasing and at 100 kW/cm2 the lasing line is a
superposition of two lines with half-widths of 2.5 and
meV.

CONCLUSIONS

We have demonstrated that in semiconductor structu
with CdSe/ZnSe quantum islands, lasing may be achieve
a result of the formation of an exciton waveguide witho
any thick wide-gap emitters having a reduced refractive
dex compared with the active region. In addition, the spa
localization of the excitons in these islands lifts the mome
tum selection rules.

This work was supported by Grant No. INTAS-94-48
and by a Grant from the Russian Fund for Fundamental
search, No. 95-02-04056.
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Self-consistent model of a low-pressure rf capacitive discharge

ace
A. S. Smirnov and K. E. Orlov
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A simple self-consistent model of a low-pressure rf capacitive discharge is formulated. Effects
associated with stochastic heating of the electrons and the nonlocal nature of the electric
field are taken into account. The relations obtained can be used for a qualitative analysis of the
main features of these low-pressure discharges. The results of the numerical calculations
show good agreement with available experimental data. ©1997 American Institute of Physics.
@S1063-7850~97!00801-X#

Radio-frequency capacitive discharges are widely used
1
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01
in plasma technologies for semiconductor materials.In
many respects, the quality and efficiency of the plasma tr
ment processes depend on the parameters of the plasm
the electrode sheaths of the discharge. This has been res
sible for the sustained interest in the development of sim
methods of calculating the characteristics of rf dischar
over a wide range of external parameters~pressure and com
position of working gas, dimensions of chamber and el
trodes, power input to discharge, and so forth!. In most cases
of practical importance, low-pressure discharges are u
wherep•L050.1–0.001 cm•Torr ~wherep is the pressure in
the discharge chamber andL0 is the length of the interelec
trode gap!. Under these conditions, the electron energy
laxation length may exceed the characteristic dimension
the system, the electron distribution function becomes n
local, and the energy spectrum is determined by the distr
tion of the oscillatory conduction field over the total leng
of the discharge gap. Rare-gas discharges are the simple
analyze theoretically. Even in this case however, it is
possible to obtain an accurate analytic solution. In princip
all the plasma parameters of an rf capacitive discharge ca
obtained by the now commonly used numerical simulat
based on the Monte Carlo method and its modifications,
these procedures require a large amount of computer tim
addition, it is generally difficult to construct physical scalin
laws based on these calculations because of the difficu
involved in identifying the role of the various physic
mechanisms responsible for the processes in the plasm
method of calculating the electron distribution functions p
posed in Ref. 2, based on averaging the transport equa
over the range of electron motion, also requires fairly co
plex numerical calculations. The simple model proposed
Ref. 3 is not closed since the electron temperature in
plasma must be defined using experimental data. In
present paper we propose a simple self-consistent model
discharge which can be used to calculate its main parame

The conditionv i!v!ve ~wherev i andve are the ion
and electron plasma frequencies, respectively, andv is the
frequency of the rf field! is ordinarily satisfied in rf dis-
charges. In this case, the ions form a steady-state de
profile while the electrons oscillate between one electr
and the other at a frequency equal to the rf field frequency
shown in Fig. 1a. If the Debye length is much shorter th
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charge sheath boundary is abrupt and forms a potential b
rier of infinite height for the electrons. In the central part o
the discharge gap, where the quasineutrality condition is sa
isfied over the entire period, the ion profile is formed by
ambipolar diffusion. In the electrode sheaths drift of ions t
the electrodes is governed by the average space charge fi
over a period. To simplify the following analysis, we shall
assume that the densities in the sheath and in the plasma
constant and are respectivelyns andnp . We shall also ap-
proximate the potential drop from the plasma to the shea
by a step profile with a jump at the boundary with the spac
charge sheath. Corresponding distributions of the ion dens
and potential are plotted in Figs. 1b and 1c. Subject to the
assumptions, the ion flux from the plasma may be estimat
as

Gp5np•A2f

Lp

el iA2
M

, ~1!

FIG. 1. Position of plasma–space charge sheath boundary as a function o
voltage phase~a!; distribution of ion density~b! and potential~c! in inter-
electrode gap.

260026-03$10.00 © 1997 American Institute of Physics
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These conditions hold fornp@ns . We shall assume that as a
all
he

al-
-

.
be

eath

ing

re
electron charge,f is the constant plasma potential at t
boundary with the sheath, andLp is the plasma length. Sinc
no ionization takes place in the sheaths, the ion flux in
sheath remains constant andGp is equal to the ion flux to the
electrodes;

Gs5nsA4p j 0

v

el iA2
M

, ~2!

where j 0 is the peak discharge current density. The den
rations /np may be obtained from Eqs.~1! and~2!, where the
densityns is determined by the condition for closure of th
discharge current by the displacement current in the shea
the space charge phase:3

ns5
2 j 0

veLs
, ~3!

where Ls is the length of the space charge sheath. In
plasma phase the discharge current is transported by the
duction current, and the amplitude of the oscillatory field
the plasma phase is related to the density by the conditio
discharge current continuity

j 05e•be•np•Ep5e•be•ns•Es , ~4!

whereEp,s is the amplitude of the conduction field in th
plasma and the sheath, andbe is the electron mobility.

We shall make a qualitative analysis of the proces
shaping the electron distribution in the plasma in order
determine the discharge parameters. Heating of elect
with energies«.ef is determined by the spatially average
oscillatory field. For a simple ‘‘two-stage’’ model of th
plasma density distribution between the electrodes, tri
averaging is performed and the energy flux for the hig
energy part of the distribution function is given by

G«,H5FLpL0Ep
21

Ls
L0

Es
2G e2n«3/2

6m2~v21n2!

] f H
]«

5D«,H

] f H
]«

,

~5!

wherem is the electron mass,n is the transport frequency o
the electron collisions, and« is the electron energy. Elec
trons with energies«,ef do not enter the sheath and th
field for the low-energy part of the distribution function
equal to the oscillatory field in the plasma. The energy fl
for the low-energy part of the distribution is therefore

G«,C5Ep
2 e2n«3/2

6m2~v21n2!

] f C
]«

5D«,C

] f C
]«

. ~6!

Assuming that f C has no singularities for«→0 and
ef,«* , where«* is the energy of the first excitation leve
of the gas atoms, we introduce the following approxim
normalization conditions for the functionsf C and f H :

np5
4p

3
f C
0 ~ef!3/2, ~7!

ns5
4p

3
f H
0 ~e* 3/22ef3/2!. ~8!
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result of inelastic collisions with atoms, electrons lose
their kinetic energy and return to the low-energy part of t
distribution with«50. Then when 0,«,«* , the fluxG« is
conserved andG«,C5G«,H5const(«). Equating Eqs.~5! and
~6! with allowance for Eqs.~7! and ~8! we obtain

S «*

«f
D 3/2215

ns
np

S 11FLpL0 1
Ls
L0

Es
2

Ep
2G D . ~9!

The Townsend formula for a static field can be used to c
culate the ionization frequency.4 Then the number of ioniza
tions in the plasma volume is:

Z5ns•Eeff•be•A•p•expS 2
Bp

Eeff
D ~10!

where

Eeff
2 5

1

2 FLpL0Ep
21

Ls
L0

Es
2G n2

~v21n2!
~from Ref. 5!,

p is the gas pressure, andA andB are empirical constants
The charged particle losses from the plasma volume may
expressed in terms of the ion flux in the space charge sh
~2!. EquatingGs /Lp and Z, we obtain an equation for the
charged particle balance in the plasma volume. By solv

FIG. 2. a — Electron density (ne) at center of discharge gap versus pressu
(p) for argon;L052 cm, andj 052.67 mA/cm2. Solid curve — calcula-
tions, points — experimental values.6 b — Average electron density (ne) in
plasma versus power (W) deposited in discharge for argon,L054 cm;1, 3
— p50.11 Torr,2, 4 — p50.02 Torr,1, 2 — calculations, and3, 4 —
experimental values.7

27A. S. Smirnov and K. E. Orlov



Eqs. ~9! and ~10! simultaneously, we can determineLs( j 0)
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andf( j 0). Then all the plasma parameters can be calcula
using these values ofLs andf ~Ref. 3!.

At low pressures~whenle>Ls , wherele is the electron
mean free path!, stochastic heating of the electrons becom
an important factor.2 This effect can be approximately take
into account by incorporating the additional ter
3
2(VB/n) Es

2 in Eq. ~5!, whereVB5A2«/m/Lp is the fre-
quency of electron collisions with moving plasma–she
boundaries.

Figure 2a gives the densitynp in the plasma as a func
tion of pressure for an argon discharge (j 052.67 mA/cm2,
L052 cm! calculated using Eqs.~9! and~10!. The results of
the calculations agree with the experimental data6 within
measurement error and reflect the qualitative dependence
tained from Eqs.~1!–~3!:

np~p!}
1

Ls
ALp

ufu
}A 1

ufu
. ~11!

In a highly asymmetric discharge, where the influence
a small sheath can be disregarded,Ls should be replaced by
Ls/2 in the formula for the averaged electric field~5!. The
results of calculations for an asymmetric argon discha
(L054 cm,p 5 0.02 and 0.11 Torr! are plotted in Fig. 2b.
The power deposited in the discharge is calculated as
sum of the powers deposited in the electron and ion com
28 Tech. Phys. Lett. 23 (1), January 1997
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the calculations over a wide range of input powers.
Despite the simplifications, the proposed model correc

takes into account the main characteristics of a low-press
rf capacitive discharge. The results of the numerical calcu
tions yield accurate qualitative relationships and reasona
quantitative agreement with the available experimental d

This work was supported by the Russian Fund for Fu
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Simultaneous recording and readout of x (2)-holograms in glasses

e

A. I. Valeev and V. M. Churikov

University Academic Department of Nonlinear Optics, Institute of Electrophysics, Urals Branch
of the Russian Academy of Sciences and Chelyabinsk State Technical University
~Submitted June 5, 1996!
Pis’ma Zh. Tekh. Fiz.23, 46–51~January 12, 1997!

A new method for readout ofx (2)-holograms recorded by noncollinearly polarized light beams
of different frequencies is proposed and implemented. The hologram is read out and
recorded simultaneously by the same reference beam, thus eliminating any influence of the
readout radiation on the recorded hologram. ©1997 American Institute of Physics.
@S1063-7850~97!00901-4#

In 1986 Österberg and Margulis1 first observed efficient out of x (2)-holograms which, in our view, can avoid thes
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second harmonic generation in a germanosilicate fiber. A
high-power neodymium laser radiation has propagated f
long time in the fiber~the so-called preparation process!, the
fiber begins to convert the infrared radiation to the seco
harmonic. This discovery was unexpected, since the q
dratic susceptibility in glass is zero and the phase-match
condition is not satisfied. Stolen and Tom2 showed that the
preparation process may be speeded up considerably by
pling both the infrared radiation and its second harmo
simultaneously into the fiber. It was shown in Refs. 2 an
that mutually coherent optical fields at frequenciesv and
2v write a quadratic susceptibility grating (x (2)-hologram!
in a fiber. The authors of Ref. 4 recordedx (2)-holograms in
bulk glasses. Experiments to study the tensor propertie
x (2)-gratings indicated that a spatially periodic electrosta
field with a period satisfying the phase-matching condit
for second harmonic generation is produced in the fiber5,6 or
in bulk glass.7,8 However, these experiments did not identi
the mechanism responsible for produced this field. It w
also shown9 that this mechanism may differ for differen
glasses. Additional information on the mechanism for
cording ofx (2)-holograms could be provided by experimen
to study the dynamics of recording for various ratios betwe
the intensities of thev and 2v beams. However, such inves
tigations encounter serious problems because recording
be terminated to measure the signal level reconstructed
the hologram and this is accompanied by periodic erasur
the recorded hologram by the readout radiation,4 which dis-
torts the results. These distortions will obviously be grea
the more points we try to measure.

In the present paper we propose a new method for re
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difficulties. The method essentially involves simultaneou
recording the hologram and reading the signal from the
logram by the same reference beam. Since the frequency
direction of propagation of the signal and the external sec
harmonic are the same, these waves can only be separa
their polarizations differ. Thus at the exit from the samp
the external second harmonic may be quenched by the
lyzer. In that case the fraction of the signal intensity prop
tional to sin2u, whereu is the angle between the polariza
tions of the external second harmonic and the signal, pa
through the analyzer and may be recorded by the photo
tector. It was shown in Ref. 7 that the polarizations of t
external and readout second harmonic differ if t
x (2)-hologram is recorded by linearly polarizedv and 2v
waves for which the angle between the polarizations is n
ther zero nor 90°. Interference between an external sec
harmonic and a signal whose intensity was equalized by
exit analyzer was observed in Ref. 10. The results of th
studies suggested that the proposed method could be im
mented experimentally.

The apparatus is shown schematically in Fig. 1. The
diation source was a Q-switched actively mode-lock
Nd:YAG laser. The pulse length was 100 ps, each train c
tained 30 pulses, and the repetition frequency of the tra
was 7 kHz. The average infrared radiation power in the gl
was;400 mW and the second harmonic power was appro
mately 0.1 mW. The holograms were recorded using Zh
glass from the GOST 9411-81 set of light filters. The las
radiation was partially converted to the second harmonic
KTP crystal and was then passed through a polarizing s
tem, after which thev and 2v waves were linearly polarized
FIG. 1. Diagram of apparatus:1— laser,2— KTP crystal,
3 — plane plate,4, 15— SZS-23 filter,5 — FD-24 pho-
todiode,6 — input polarizer,7 — polarizing system con-
sisting of three mica plates,8, 10 — lenses,9 — glass
sample,11 — diaphragm,12 — infrared mirror, 13 —
birefringent plate,14 — analyzer,16 — photomultiplier,
and17— oscilloscope.

29 29Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/010029-03$10.00 © 1997 American Institute of Physics
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at an angle of 45° to each other. A calibrated FD-24 pho
diode was used to measure the radiation intensity. The ra
tion was focused into the ZhS-4 glass sample by means
microscope objective having a focal length of 5 mm. An e
analyzer~Glan prism! was used to separate the second h
monic signal reconstructed by the recorded hologram.
signal was recorded with an FE´U-127V photomultiplier. The
analyzer almost completely quenched the external sec
harmonic in the absence of the ZhS-4 glass. When the g
was present, total quenching was not achieved for two
sons. First, induced birefringence~the optical Kerr effect!
occurs in the field of thev high-power light wave in the
glass so that the 2v external linearly polarized radiatio
~Fig. 1a! was elliptically polarized at the exit from the glas
Second, the light underwent depolarization in the glass a
result of scattering. Thus, in addition to the reconstruc
signal~Fig. 1d!, depolarized radiation~Fig. 1c! and radiation
corresponding to the minor axis of the ellipse~Fig. 1b! also
propagated through the analyzer. The signal read out f
the hologram is obviously summed differently with the d
polarized and Kerr components of the parasitic signal. In
first case, the intensities are simply summed whereas in
second case, it is the amplitudes that are summed, bu
antiphase, since the phases of the waves corresponding t
major and minor axes of the ellipse differ byp/2 and the
phase of the wave corresponding to the major axis of
ellipse, i.e., the external second harmonic, differs byp/2
from the phase of the second harmonic signal read out f
the hologram.10 This factor explains the drop in the tota
second harmonic intensity at the beginning of recordi
When the amplitude of the signal from the hologram w
equal to the amplitude corresponding to the minor axis of
ellipse, these signals canceled each other and the photod
tor only recorded the depolarized component of the radiat
To check out this statement, we ‘‘linearized’’ the Kerr ellip
using a birefringent plate at the beginning of recording.
this case, the intensity recorded by the photodetector

FIG. 2. Intensity of second harmonic after propagating through anal
versus hologram recording time.
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reduced to the level observed at the minimum of the curve
Fig. 2. This indicates that the influence of the Kerr effe
may be eliminated and the parasitic signal will be determin
only by the depolarized component. Figure 3 gives the ti
dependence of the intensity of the second harmonic pro
gating through the analyzer during recording. The polari
tion ellipticity induced by the Kerr effect was eliminated b
using a birefringent plate. Thus, if the signal from the ho
gram is not too strong compared with the parasitic signal,
Kerr effect must first be eliminated and then, when analyz
the results, the intensity corresponding to the depolari
radiation must be subtracted. If the signal is fairly stron
these effects can be neglected.

It has therefore been demonstrated that ax (2)-hologram
can be read out and recorded simultaneously by the s
reference beam, without separating these two processe
time. The proposed method can be used to study the gro
dynamics and for continuous monitoring of the power
recordedx (2)-holograms, and also to record short-lived qu
dratic polarizability gratings.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 96-02-16059-a!. The authors
would like to thank B. Ya. Zel’dovich and Yu. V. Miklyaev
for useful discussions of this problem.
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Luminescence of erbium-doped porous silicon
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Doping of silicon with erbium is a promising direction in diation with wavelength less than 1.54mm, giving rise to
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optoelectronics, since Si:Er structures emit light with
wavelength of 1.54mm, which corresponds to a minimum o
losses and dispersion in quartz optical fibers.1 The formation
of a surface layer of porous silicon makes it possible to s
plify substantially the doping of silicon with erbium. It wa
previously established that erbium-doped porous silicon w
a porosity of 60–80% luminesces in the visible region of
spectrum and efficiently emits light with wavelength 1.
mm.2–5 However, highly porous structures have a low m
chanical strength, high resistivity, and unstable physi
chemical properties.6

In the present Letter, it is demonstrated for the first tim
that intense 1.54-mm luminescence can be obtained in laye
of dense porous silicon formed with a different structure
silicon single crystals withn-type andp-type conduction.

The initial samples consisted ofp andn1 silicon single
crystals doped with boron and antimony up to 831016 and
431018 cm23, respectively. Layers of porous silicon wit
thickness 1–20mm were formed by anodization in 12–48%
HF with a current density of 2–40 mA/cm2. Cathodic depo-
sition of erbium was conducted from an alcohol solution
Er~NO3)35H2O with a current density of 125mA/cm2 in a
period of 30 min. Next, the samples were subjected to h
treatment at 800–1200 °C in air, by means of halogen lam
for 30 s or in a diffusion furnace for 2–10 min. Contr
samples of single-crystalline silicon with electrochemica
deposited erbium were fabricated in the same conditio
The luminescence was excited with an Ar laser (lexc5488
nm). The emission spectra were recorded at 77 and 30
with an MDR-23 grating monochromator with a liquid
nitrogen-cooled Ge:Cu photodetector.

Two wide bands with maxima at 1.3 and 0.85mm were
recorded in the luminescence spectrum ofp-type porous sili-
con. There was no luminescence in then1-type porous sili-
con samples. Electrochemical deposition of erbium had
tually no effect on the luminescence spectrum of poro
silicon.

After high-temperature~800–1200 °C! annealing, an ad-
ditional narrow luminescence peak with wavelength 1
mm characteristic for erbium was recorded on all erbiu
doped porous silicon samples. There was no such lumi
cence in the control samples without the porous silicon,
with electrochemically deposited Er. The intensity of t
1.54-mm luminescence of porous silicon layers onn1 silicon
was much lower than that of porous silicon onp-silicon.
This difference could be due to the different structures of
p- andn1-type porous materials7 and/or the presence of ra
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additional excitation of erbium, in the spectrum ofp-type
porous silicon.

The intensity of the radiation associated with the op
cally active Er depended on the heat-treatment tempera
For p-type porous silicon an increase in the annealing te
perature up to 1000 °C was accompanied by an increas
the intensity of the 1.54-mm peak~Fig. 1!. This is apparently
associated with an increase in the degree of oxidation of
surface of pores and, correspondingly, with an increase in
degree of optical activation of the erbium ions, a necess
condition for which is the formation of complexes of an E
13 ion with six oxygen atoms.8 A further increase of the
temperature resulted in weaker erbium luminescence~Fig.
1!. This could be due to the dissociation of ‘‘erbium
oxygen’’ impurity complexes and/or the formation of cry
tallographic defects, which increase the probability of non
diative recombination, in the silicon core of the poro
layer.1 For a more densen1-type porous material a highe
temperature~up to 1200 °C! and 5–10 min anneal were re
quired for 1.54-mm luminescence to appear.

Increasing the thickness of the porous silicon layer un
the same erbium deposition conditions resulted in stron
1.54-mm luminescence~Fig. 2!. With constant deposition
times and constant cathode current density the amoun
erbium introduced should be the same. Therefore an incre
in the 1.54-mm radiation intensity indicates that the fractio
of optically active Er increases with increasing thickness
the porous silicon layer. This confirms indirectly that th

FIG. 1. Intensity of the 1.54-mm photoluminescence of erbium-dope
p-type porous silicon versus the erbium activation temperature. The po
silicon layer is 5mm thick. Measurement temperatures:1—77 K; 2—300 K.

30003-02$10.00 © 1997 American Institute of Physics
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deposition of metal occurs predominantly on the walls of
pores and not on the surface of the sample.

It should be especially noted that the intensity of the
peak remained practically unchanged when the measure
temperature was increased from 77 K up to room temp
ture. This contrasts with erbium-doped single-crystal silic
for which the 1.54-mm luminescence intensity characteris
cally drops sharply by several orders of magnitude.1 A com-
parative analysis2 of different erbium-doped semiconducto
showed that as the band gap of the semiconductor incre
from 0.807 eV~for GaInAsP! up to 2.42 eV~for CdS!, the
thermal quenching of the Er radiation decreases. The exp
mentally observed~Fig. 1! weak temperature dependence

FIG. 2. Intensity of 1.54-mm photoluminescence versus the thicknessd of
the erbium-dopedp-type porous silicon layer. Optical activation of erbiu
with halogen lamps: temperature — 1000 °C; duration — 30 s, medium
air.
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ion is located in material with a larger bandgap than in
initial silicon single crystal. This material could be silico
nanocrystals, whose band structure is modifed by the qu
tum size effect, or an amorphous layer on their surface.

In summary, the experimental results obtained show t
the low-porosity materials, sponge-type material onp-type
silicon and dendritic porous silicon based onn1-type silicon
can be used for light-emitting structures. The latter mate
is widely employed for gettering of defects, formation
insulating regions and ‘‘silicon on insulator’’ structures, an
as a buffer layer in homo- and heteroepitaxial structure9

Doping of such a material with erbium makes it possible
expand the range of device structures. Specifically, the in
duction of erbium into integrated optical waveguides bas
on porous silicon10 can be used for devices for filtering, am
plification, and generation of optical signals.
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Wall effects in improved confinement modes in the FT-2 tokamak

roi-
V. N. Budnikov, V. V. D’yachenko, L. A. Esipov, E. R. Its, S. I. Lashkul, A. D. Lebedev,
A. Yu. Stepanov, I. E. Sakharov, V. Yu. Shorikov, S. V. Shatalin, E. O. Chechik,
and O. N. Shcherbinin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted November 10, 1996!
Pis’ma Zh. Tekh. Fiz.23, 52–57~January 12, 1997!

An analysis is made of the transition to improved confinement~H-mode! observed in lower
hybrid heating experiments in the FT-2 tokamak. Particular attention is paid to processes taking
place near the wall, including the suppression of microfluctuations accompanying the L–H
transition and the buildup of edge-localized modes~ELM activity!. The conditions for transition
to the H-mode are discussed only for Ohmic heating. The data are compared with the
results of large tokamak experiments. ©1997 American Institute of Physics.
@S1063-7850~97!01001-X#

A transition to improved energy and particle confine- quency, the wave was either backscattered outside the to
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ment in the FT-2 tokamak (a58 cm,R555 cm,Bt52.2 T,
andI p522–40 kA! has been observed in lower hybrid hea
ing experiments (PRF<150 kW, f5920 MHz! after the end
of the rf pulse: an abrupt decrease in the emission on
Hb line was observed with an increase in the average den
and the diamagnetic signal. It was also observed that M
oscillations were suppressed and the plasma loop vol
Up decreased slightly. The energy lifetime, which is;0.8
ms for Ohmic heating, was doubled or trebled after the e
of the rf pulse and was comparable with estimates obtai
using the Kaye–Goldstone scaling and DIIID-JET scalin1

From the effects observed, this regime could be identified
the H-mode. In the present paper we report new experime
data on the transition to improved confinement.

It has been established that the anomalously high h
and particle transport in a tokamak and its reduction in
H-mode are caused by plasma microfluctuations and t
suppression. In this study plasma oscillations in the f
quency rangef,500 kHz were investigated by enhanc
scattering diagnostics and reflectometry.2 The plasma was
probed on the strong magnetic field side by an extraordin
wave at frequencies of 53–78 GHz. Depending on the
e
ity
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d
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dal plasma in its upper hybrid resonance~amplified scatter-
ing! or in the cutoff region on the inside~reflectometry!. It
was observed that during the rf pulse the plasma oscillati
are reduced by;50% and maximum suppression is achiev
at the edge of the discharge at the radiusr567 cm. In
addition, as a result of the L–H transition the level of osc
lations on the inside of the torus was also lower after the
of the rf pulse. It was difficult to estimate the change in t
energy lifetime in the plasma during the additional heat
because of the neglected rf power losses in the grill reg
Nevertheless, the increase in the particle lifetime and
suppression of the fluctuations suggested that the trans
losses are reduced in the course of lower hybrid heating.
actual transition to improved confinement is masked by
additional flux of neutral hydrogen from the walls caused
bombardment of the surface with epithermal high-ene
particles. In cases where the additional influx of neutral h
drogen from the wall was small, as for example in expe
ments with a large plasma currentI pl540 kA and
PLH5100 kW, characteristic decay of theHb emission was
observed during the rf pulse.

It was noted in Ref. 1 that on transition to the H-mod
-

y
ted
n-

s.
FIG. 1. a—Oscilloscope traces ofHb emission, mag-
netic probe signalḂQ , and reflectometer signal on tran
sition to the H-mode. TheHb spikes are associated with
ELM instability. The magnetic precursor indicated b
the arrow is given on an enlarged scale. The dot
curve gives the reflectometer signal from the inner a
tenna — ~ref_in!; ~ref_out! — signal from outer an-
tenna; b—arrangement of the reflectometer antenna
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vealed sharp peaks attributable to edge-localized mo
known as ELMs. Additional information on the nature
these effects was also obtained during recent experimen
the FT-2 tokamak. Figure 1a shows oscilloscope traces o
magnetic probe signals and reflectometer signals integr
over the frequency band between 10 and 500 kHz, wh
ELM activity was observed in the H-mode. It was observ
that before the ELM spikes the magnetic probes record c
acteristic coherent oscillations. The frequencies of th
magnetic precursor oscillations were in the rangenprec'
~24–32! kHz. A cross correlation analysis of the magne
probe signals revealed a high-m poloidal mode in this case
probablym;9, developing on theq54.5 resonant magneti
surface. The configuration of the reflectometer antenna
shown schematically in Fig. 1b. In these measurements
plasma was probed at a frequency of 27 GHz. Power
coupled in as an ordinary wave via an antenna located be
the toroidal chamber. Two other neighboring antenn
~ref_in! and ~ref_out!, positioned in this poloidal cross sec
tion were used to detect the signal reflected from the in
and outer regions of the toroidal plasma filament, resp
tively. Information on the plasma oscillations was contain
in the amplitude modulation of the reflected radiation. O
transition to the H-mode, the reflectometer, as did the m
netic probes, recorded the suppression of microfluctuati
This was accompanied by reduced turbulence throughou
spectral rangef,500 kHz. In addition, each ELM spike wa
preceded by the buildup of coherent oscillations at frequ
cies corresponding to the mode determined by the magn
probes and these oscillations were synchronized with
magnetic precursor. The oscillations were localized at
edge of the discharge on the weak magnetic field side at
radiusr56 cm, whereq54. It can be seen from Fig. 1a tha
they are mainly observed on the signal from the outer
tenna ~ref_out!. The results of our measurements can
compared with large tokamak experiments to explain th
phenomena. For example, under conditions of transition
the H-mode and the buildup ELM-instabilities, the appe
ance of a characteristic magnetic precursor was attribute
the evolution of resistive ballooning modes at the discha
edge. These ELM-instabilities were classified as type
ELMs as opposed to the types-I and II ELMs whose pe
was considered mainly in terms of the buildup of ideal b
looning modes.3

It has been established that a transition takes place f
the L- to the H-mode when the thermal flux across
plasma separatrix reaches a certain threshold valuePthr ~Ref.
4!. For example, using the scaling obtained for the ASD
tokamakPthr50.043ne3S•Bt @MW, m23

•1020, m22, T#,
for n̄e5331019 m23 the threshold value for the FT-2 toka
mak isPthr555 kW. At the same time, on the basis of th
experimental data for Ohmic heating, the heat flux across
last closed flux surface~LCFS! of the discharge allowing for
radiative lossesPrad and losses due to changes in the inter
energy, dW/dt, was estimated asPLCFS5POH2Prad

2dW/dt5~30–40! kW. It therefore follows that
Pthr.PLCFS and the L–H transition would thus require a
additional input of energy which was provided by the low

33 Tech. Phys. Lett. 23 (1), January 1997
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hybrid heating. It may be postulated that the improved c
finement initiated under lower hybrid heating was only su
tained after the end of this heating by virtue of a hystere
effect, i.e., on account of the conditionPthr

L-H.Pthr
H-L This has

already been observed in large tokamaks.4 The threshold
power for the reverse H–L transition is lower, evidently b
cause of broadening of the current channel profile and
duced hydrogen recycling at the discharge edge.1

The transition to improved confinement in recent expe
ments on the FT-2 tokamak was achieved under conditi
of purely Ohmic heating. For this purpose the plasma w
pressed toward the outside of the toroidal chamber by me
of control fields in the third millisecond of the discharg
This controlled displacement~within 0.5 cm! caused a char-
acteristic drop in theHb emission as shown in Fig. 2 for two
mutually perpendicular central chords. This was accom
nied by suppression of microfluctuations and by an incre
in the average density and ion temperatureTi(0) of the
plasma. In this case, the conditionPLCFS>Pthr

L-H was satisfied
by a reduction inPrad. Measurements in the shadow of th
limiter using a Langmuir probe showed that an apprecia
increase in the densityneL from (121.5)31012 cm23 to
3310212 cm23 and in the temperatureTeL from 5 to 10 eV
may be observed as a result of this displacement on the
side of the toroidal plasma in the shadow of the limiter at
radius r58.5 cm ~as compared with the inside!. It may be
noted that in this case a plasma state free from ELM ins
bilities in the H-mode is sustained for a longer time. Seve
mechanisms are considered in the literature as possible
sons for the suppression of plasma turbulence at the
charge edge, particularly increased shear of the plasma
tion. A reduction in the frictional forces caused by a decre

FIG. 2. Experimental data for the Ohmic L–H transition:Hb
vert andHb

hor are
the spectral signals along two mutually perpendicular chords, vertical
horizontal, respectively;~ref_out!, Ti(0), andn̄e are the reflectometer signa
from the outer antenna, the central ion temperature, and the average de
respectively.
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in the neutral hydrogen concentration may also play a deci-
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results of our measurements agree with the conclusions ob-
6

n-

sive role.

These experimental investigations therefore indicate
the parameters of the wall plasma play an important par
influencing the conditions for the L–H transition. It has be
observed that when the microfluctuations are suppres
their changes exhibit poloidal asymmetry. A particularly im
portant role in the transition to improved confinement
played by the conditions established on the outside of
toroidal plasma on the strong magnetic field side, where
greatest reduction in plasma fluctuations andHb emission is
observed as a result of the L–H transition. In this respect
34 Tech. Phys. Lett. 23 (1), January 1997
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tained on other larger tokamaks.
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Influence of surface wettability on the cathodic electroluminescence of porous silicon

ate
D. N. Goryachev, O. M. Sreseli, and L. V. Belyakov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted November 12, 1996!
Pis’ma Zh. Tekh. Fiz.23, 58–63~January 12, 1997!

It is shown that the wettability of porous silicon influences the efficiency of its cathodic
electroluminescence in electrolytes. A model is proposed to explain the nature of the
electroluminescence in a system consisting of porous silicon and an oxidizing electrolyte.
© 1997 American Institute of Physics.@S1063-7850~97!01101-4#

It has been established that the electroluminescence ef-containing an oxidizing but nonetching potassium persulf
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ficiency of porous silicon is highest in systems consisting
porous silicon and an electrolyte, especially when the silic
is used as the cathode.1,2 In this case however, the lumines
cence quantum yield does not exceed 1022 and the stability
of the systems is poor. Investigations of the processes ta
place at the interphase boundary with the electrolyte
therefore urgently required. The pore sizes are small (,10
nm! ~Ref. 3! and their surface is strongly hydrophobic4

These factors fundamentally influence the nature of the
minescence. It was shown in Ref. 5 for the case of ano
luminescence that preliminary~before immersion in the elec
trolyte! wetting of the surface of porous silicon with ethan
appreciably enhances the emission. In the present pape
study the influence of the wettability of silicon on its c
thodic electroluminescence in the visible range and we
forward some new ideas on the mechanism of current flow
this system.

Layers of porous silicon were prepared by anodic et
ing of n-Si~100! samples with a resistivity of 2V•cm in an
electrolyte containing 48% hydrofluoric acid and ethanol
the ratio 1:1 by volume, under intense illumination by wh
light. The anodic current density was 10–20 mA/cm2 and the
total charge was 5–12 C/cm2. An Ohmic contact had bee
deposited previously on the back of the substrates.

Electroluminescence was observed in an electrolytic
f
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~0.1N K2S2O8 1 1N H2SO4) electrolyte when the sampl
was connected as the cathode.1 The solvent was a mixture o
water and acetone. It is known that the surface of por
silicon is lyophilic to organic compounds.4 It could thus be
expected that these mixtures would efficiently wet the s
face and enhance the electrical contact. A linearly increas
voltage was applied to the cell at a sweep rate of 80 m
and the polarization curve was recorded, i.e., the density
the current (j ) flowing through the cell as a function of th
cathode potential (w) measured relative to a saturate
calomel electrode, and the time for the onset of luminesce
was identified. The quality of the contact between the el
trolyte and the porous silicon layer was assessed from
cathode resistivity, which was determined by a graphi
method by linearizing the polarization curves plotted
semilogarithmic coordinates logj (w). Preliminary experi-
ments have shown that for a smooth silicon surface the
sistivity does not exceed 1V•cm2.

Figure 1 gives the resistivity of a porous silicon catho
as a function of the acetone content in the electrolyte. It
be seen that the addition of up to 50% acetone to the e
trolyte reduces the cathode resistivity more than twe
times, i.e., to values typical of a smooth silicon substra
These results indicate that this electrolyte almost comple
impregnates the porous silicon layer and provides electr
FIG. 1. Cathode resistivityR versus acetone concentrationC
in electrolyte. Wetting time 20 min.
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FIG. 2. Current densityj versus cathode potentialw relative to
saturated calomel electrode. The arrows indicate the onse
visible luminescence from the porous silicon. The acetone c
centration ~%! in the electrolyte is:1 — 0, 2 — 25, and
3— 50.
contact directly with the silicon substrate or with macrocrys-
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tallites on the substrate. The resistivity of the electrolyte
approximately 10V•cm and as a result of quantum-we
broadening of the band gap, the resistivity of the microcr
tallites is 106–108 times higher than that of the substrate.6 It
can therefore be confirmed that the electrolyte efficien
shunts the high-resistivity microcrystallites. Under these c
ditions, electroluminescence should be completely absen
the visible range, which does not correlate with the exp
mentally achieved luminescence quantum yield of arou
1022 ~Ref. 1!. This contradiction has not yet been adequat
explained.

Note that the visible luminescence occurs at the po
where the polarization curves flatten out, and the potentia
which this occurs and the potential for the onset of hydrog
evolution decrease with increasing acetone concentratio
the electrolyte. Thus a clear correlation can be establis
between the occurrence of emission and the onset of hy
gen evolution.

The visible luminescence is caused by the recombina
of electrons and holes in microcrystallites. Since the mic
crystallites are not electrically conducting, the carriers m
obviously be transferred to the microcrystallites by a diff
ent method. The mechanism for injection of holes in se
conductors with a smooth surface in contact with a persul
electrolyte is fairly well-known.7 Short-lived but extremely
active electron acceptors known as ion radicals,~SO4)

2, are
formed at the cathode as the current flows. These ion rad
interact with the surface of the semiconductor, trapping e
trons from the valence band, i.e., injecting holes. If we
sume that the ion radicals possess finite lifetimes and
capable of diffusing in the electrolyte, this mechanism m
be extended to porous silicon. By diffusing in the electroly
and becoming adsorbed at the surface of microcrystalli
these ion radicals may inject holes into the microcrystallit
The holes are therefore transported to the microcrystallite
the porous crystal by a diffusive ionic mechanism.

It has already been noted that when the electrode po
tial is sufficiently negative, hydrogen ions begin to be
duced with the formation of atomic hydrogen, which is

36 Tech. Phys. Lett. 23 (1), January 1997
s

-

y
-
in
i-
d
y

t
at
n
in
ed
o-

n
-
t
-
i-
te

ls
c-
-
re
y

s,
.
in

n-
-

hydrogen atoms then associate to form molecules and
eous hydrogen is released at the electrode. Other hydro
atoms diffuse in the electrolyte and may become adsorbe
the surface of the electrically neutral size-quantized micr
rystallites. A comparison between the standard electroche
cal potential of atomic hydrogen~22.1 V relative to a satu-
rated calomel electrode! with the position of the Fermi leve
in silicon shows that atomic hydrogen is an energetic el
tron donor relative to silicon and is capable of injecting ele
trons directly into the conduction band of the microcryst
lites ~Fig. 2!.

Both holes and electrons can therefore be injected fr
the electrolyte into porous silicon microcrystallites whic
possess only intrinsic conductance or are not even cou
electrically to the substrate. In this case the electrical neut
ity of the microcrystallites is conserved and the bipolar
jection of carriers into the microcrystallites produces visib
luminescence.

An increase in the wettability of porous silicon by th
electrolyte enhances the contact with the substrate and
sures that sufficient charge carriers are generated, both
radicals and hydrogen atoms. At the same time, this g
wettability establishes contact between the electrolyte and
extensive surface, which results in adsorption of~SO4)

2 ions
and hydrogen atoms by numerous microcrystallites, effici
injection of charges into these microcrystallites, and th
produces more efficient electroluminescence.

In systems comprising porous silicon and an electroly
it has therefore been found that charges are transferred to
electroluminescence centers of the microcrystallites by
ion diffusion mechanism rather than an electron mechani
This should give rise to delayed luminescence kinetics
these systems. In our experiments8 we did in fact observe
millisecond time delays of the emission pulses relative to
current pulses. This observation gives strong support to
proposed concept.

This work was partially supported by the Russian Fu
for Fundamental Research~Grant No. 96-02-17903! and by
INTAS ~Grant No. 93-3325-ext!.
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Kinetic model of GaAs(100) growth from molecular beams

S. Yu. Karpov and M. A. Ma orov

Advanced Technology and Development Center, St. Petersburg
~Submitted November 10, 1996!
Pis’ma Zh. Tekh. Fiz.23, 64–71~January 12, 1997!

A kinetic model for the growth of GaAs~100! by molecular beam epitaxy is constructed. The
elementary processes at the surface are analyzed, including chemisorption of atoms and
molecules, incorporation of atoms into the crystal, decomposition of the crystal, and desorption
of group-III atoms and group-V molecules in vacuum. The sticking coefficients and rate
constants are obtained from a direct comparison with experimental data. The model can be used
to determine the desorbed and reflected fluxes, the growth rate, and the coverage by
groups III and V atoms as functions of the incident fluxes and temperature. The model can also
be used to estimate the limits of validity of the thermodynamic approach and the minimum
epitaxy temperature. The results of the calculations show good agreement with the experimental
observations. ©1997 American Institute of Physics.@S1063-7850~97!01201-9#

A kinetic model is proposed for the growth of
2

sm•~12uAs!
2

is

t t
d
V
os
th
ro
t
or
t
of
su
it

v
u
e
c

s
n
n-
ad
er
ce
t
s

ta

e
a

e

S 5~12u ! ; S 5 , ~1!

-
om-

at-
and

tant

w-
ns
by

-

s III
ent
m-
ure.

ro-
, ex-
tate

01
GaAs~100! by molecular beam epitaxy, with a minimum
number of parameters that can be estimated by compar
with experiment.

We consider the elementary processes taking place a
surface of GaAs~100!: chemisorption of group-III atoms an
group-V molecules, incorporation of group-III and group-
atoms from the adsorbed layer into the crystal, decomp
tion of the crystal, where atoms are transferred back to
adsorbed layer, and desorption of atoms and molecules f
the adsorbed layer into vacuum. We confine ourselves to
processes taking place in a single adsorbed layer incorp
ing anion and cation sublayers. We shall assume that
crystal grows layer-by-layer and that the probability
nucleation on terraces between steps is low. The cation
layer adjacent to the crystal is assumed to be filled w
gallium ~Ga! atoms while the anionic~upper! sublayer may
contain chemisorbed gallium and arsenic~As! atoms. The
unoccupied sites in the anionic layer are assumed to be
cancies. We assume that the adsorbed atoms are distrib
statistically over the surface, i.e., we neglect cooperative
fects, dimerization of atoms, and the influence of surfa
reconstruction.

It is well known that the sticking coefficient of Ga atom
on a GaAs~100! surface is close to unity and does not depe
on its state. This implies that the lifetime of the gallium-o
gallium and gallium-on-arsenic complexes formed in the
sorption process is considerably longer than the charact
tic time for hopping of atoms between neighboring latti
sites. In this case, the interaction between Ga atoms and
surface is nonlocal: an atom migrates and finds a vacant
before it is desorbed from the adsorbed layer. It is assum
that the Ga atoms exhibit similar behavior when the crys
undergoes decomposition.

The sticking coefficient of Asn molecules depends on th
coverage by adsorbed As atoms and on the type of inter
ing molecules~As2 or As4). In Ref. 1 we constructed a
model where the sticking coefficients of dimers~As2) and
tetramers~As4) on a GaAs~100! surface are related to th
arsenic coverageuAs by
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As2 As As4 12sm1sm•~12uAs!
2

wheresm50.5 is the maximum sticking coefficient of As4 on
a GaAs~100! surface.2

The growth ratevg is determined by competing pro
cesses of incorporation of atoms into the crystal and dec
position of the crystal. Introducing the incorporation (g) and
decomposition (d) rate constants and assuming that the
oms obey a statistical distribution in the adsorbed layer,
imposing above assumptions, we can derive

ng5g•uGa•uAs2d•~12uAs!, ~2!

whereuGa is the gallium atom coverage.
The main particles desorbed from the GaAs~100! surface

are gallium atoms and arsenic dimers.3 The rate of desorp-
tion is governed by the appropriate desorption rate cons
(kGa or kAs2) and by the coverage (uGa or uAs). In this case,
desorption of As2 is a second-order reaction.4,5

With this reasoning in mind and assuming that the gro
ing crystal is stoichiometric, we can obtain rate equatio
describing the dynamics of the change in the coverage
groups III and V atoms:

]uGa
]t

5FGa2kGa•uGa2ng~uGa,uAs!,

]uAs
]t

5n•sAsn•FAsn
22kAs2uAs

2 2ng~uGa,uAs!, ~3!

whereFGa and FAsn
are the external fluxes of the compo

nents measured in monolayers per second. The system~3!
can be used to calculate the surface coverage by group
and V atoms, the crystal growth rate, the sticking coeffici
of group-V molecules, and the desorbed fluxes of the co
ponents as functions of the external fluxes and temperat

A solution of system~3! exists for uGa1uAs<1. This
condition follows from the assumption that the surface p
cesses take place in a single adsorbed layer. Otherwise
cess Ga or As builds up on the surface. Under steady-s
conditions, the inequalityuGa1uAs<1 is satisfied when

380038-03$10.00 © 1997 American Institute of Physics
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TABLE I. Activation energies and preexponential factors of rate constants
extrapolated in the formR5R0exp(2Ea /kBT).

e for
where

u65~2g!21@~g1d2kGa!6A~g2d1kGa!
224gFGa#.

~4!

The rate constants generally depend exponentially on the
ciprocal temperature. It can be seen from Eq.~4! that at low
enough temperatures when the rate constants are compa
with or smaller than the external fluxes, the steady-state
lution of system~3! vanishes. This takes place at the te
peratureTe which may be estimated from

FGa5
1

4
g21~g2d1kGa!

2>
1

4
g~Te! for g@d, kGa. ~5!

In fact Te is the minimum epitaxy temperature belo
which layer-by-layer crystal growth is terminated because
the accumulation of excess group III or V atoms on the s
face.

We need to estimate the constantskGa, kAs2, g, andd to
compare theory with experiment. The constantkAs2 is taken
in accordance with the recommendations made in Ref
and 5. It was shown in Ref. 6 that the rate of desorption
group-III atoms from a III–V surface is similar to the rate
vaporization of the corresponding element from the liqu
phase. The desorption constant of Ga was determined u
data on its saturated vapor pressure above the liquid ph7

We estimatedg using experimental data on the pha
diagram of a GaAs~100! surface.8 It was noted in Ref. 8 tha
for any external Ga flux, there exists a temperature be
which the growing surface suddenly exhibits roughness.
sociating this temperature with the minimum epitaxy te
peratureTe and using relation~5!, we can estimate the con
stantg and its temperature dependence from a compar
with the data from Ref. 8.

The other constantd may be found by considering
‘‘vapor–crystal’’ thermodynamic equilibrium for which two
conditions are satisfied: a! the rate of growth~vaporization!
is zero and b! the component fluxes leaving the surface ha
the same magnitude and composition as the incoming flu
For gallium arsenide the equilibrium vapor contains p
dominantly As2 dimers and Ga atoms.9,10

In equilibrium the Ga and As2 fluxes (FGa
eq andFAs2

eq ) are

interrelated in accordance with the law of mass action:

FGa
eq
•~FAs2

eq !1/25KGaAs* bGabAs2
1/25KGaAs, ~6!

whereKGaAs* is the equilibrium constant of GaAs formatio
from the gas phase,bn5(2pmnkBT)

21/2 is the Hertz–
Knudsen factor,mn is the atomic~molecular! mass, andkB is
the Boltzmann constant. Expressing the equilibrium con
tions ~a! and~b! from Eqs.~2! and~3!, and using Eq.~6!, we
can obtain a relation linking the rate constants of the elem
tary processes:

kGa•d•kAs2
1/2 /g5KGaAs. ~7!

Table I gives the activation energies and preexponential
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tors of the rate constants extrapolated in Arrhenius form.
external Ga and As2 fluxes the system~3! can have the ap-
proximate analytic solutions:

uAs>12AFGa/2FAs2
, ng>FGa

for KGaAs
2/3 !kAs2!FAs2

, FGa, ~8!

uAs>ADF/kAs2, ng5FGa2KGaAs/~DF !1/2

for KGaAs
2/3 !FAs2

, FGa!kAs2, ~9!

whereDF5FAs2
2 1

2FGa. Solution~8a! corresponds to mod
erate and low temperatures while solution~8b! corresponds
to high temperatures, where the growth rate decreases
increasing temperature as a result of desorption of galliu
Expression~8b! is also valid for an As4 flux if FAs2

is re-
placed by 2smFAs4

.
We calculated the temperature dependence of

GaAs~100! growth rate to compare theory with experime
~Fig. 1!. The data taken from Ref. 11 correspond to an
ternal gallium flux of 1 ML/s. The experimental points i
Ref. 11 were obtained for an external fluxFAs2

51.9 ML/s
andFAs4

53.8 ML/s. A numerical solution of system~3! and
the analytical relations~8! yielded curves ofng(T) with a
relative temperature shift of less than 2 K.

R R0 Ea , eV

KGaAs 1.0331023 ~ML/s!3/2 4.56
kAs2 2.2131022 ~ML/s! 3.90
kGa 4.1631013 ~ML/s! 2.71
g 5.363108 ~ML/s! 1.07
d 8.893106 ~ML/s! 0.97

FIG. 1. Growth rate versus temperature. Data11 obtained for an incoming
arsenic fluxFAs2

5 1.9 ML/s andFAs4
5 3.8 ML/s. The dashed and solid

lines give the theoretical curves. The inset shows the change in coverag
these cases.
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It has been noted8 that the accumulation of more tha
one monolayer of gallium atoms on a GaAs surface result
the formation of a liquid phase. In our model this corr
sponds to a decrease in the coverageuAs to values less than
u2 @see Eq.~4!#. Estimates show that at temperatures e
ceedingTe by more than 40 K anduAs close tou2 , the
adsorbed layer is almost completely filled with gallium a
oms. The conditionuAs>u2 can thus be taken as the lim
for the appearance of the liquid phase on the surface. In
2 the curves calculated from the conditionuAs>u2 are com-
pared with the experimental points corresponding to the tr
sition to a Ga-stabilized (432) surface, which is accompa
nied by the formation of liquid gallium droplets.9 It can also
be seen from Fig. 2 that the minimum epitaxy temperat
for FGa50.64 ML/s isTe'370°C.

In the thermodynamic approach10,12,13frequently used to
describe the growth of III–V compounds, the fluxes of de
orbed components from the surface (FGa

d andFAs2
d ) are as-

sumed to be interrelated as in Eq.~6!. In order to estimate the
limits of validity of the thermodynamic calculations, we in
troduced the parameterh:

h5
FGa
d ~FAs2

d !1/2

KGaAs
. ~10!

Values ofh close to unity correspond to validity of the the
modynamic approach, but, as can be seen from Fig. 3, ex

FIG. 2. Limit of formation of the liquid phase. The experimental poin8

corresponds to a (234)→(432) transition at various growth rates. Th
minimum epitaxy temperature is indicated at a growth rate of 0.64 ML/
40 Tech. Phys. Lett. 23 (1), January 1997
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for the case of free vaporization this condition is only sat
fied in a limited range of relatively high temperatures.

The proposed kinetic model may be generalized to ot
III–V semiconductors, including multicomponent com
pounds.

This work was supported by the International Scien
Foundation~Grant No. 16300!.
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Mesa stripe for the 3–3.6 mm range lasers utilizing gadolinium-doped

le-
InAsSbP/InGaAsSb double heterostructures
N. V. Zotova, S. A. Karandashev, B. A. Matveev, M. A. Remenny , N. M. Stus’,
and G. N. Talalakin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted November 10, 1996!
Pis’ma Zh. Tekh. Fiz.23, 72–76~January 12, 1997!

Data are presented on diode mesa stripe lasers utilizing InAsSbP/InGaAsSb double
heterostructures, which are the first long-wavelength lasers to be doped with the rare-earth
element gadolinium. It is shown that doping enhances the threshold characteristics. Measurements
made of the current modulation of the laser radiation indicate that these lasers may be used
in spectroscopic measurements. ©1997 American Institute of Physics.@S1063-7850~97!01301-3#

Diode lasers utilizing narrow-gap semiconductors emit-knowledge, the active region of long-wavelength doub
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ting in the middle infrared~3–5mm! may be used in spec
troscopy and to monitor atmospheric pollution since the
sorption bands of many industrial gases such as CH4 ~3.3
mm!, HCl ~3.54mm!, CO2 ~4.2mm!, and CO~4.6mm! lie in
this spectral range. In addition, when these sources are
in conjunction with chalcogenide and fluorite glass fibers,
optical losses are reduced by an order of magnitude c
pared with quartz fibers, making these lasers promising
applications in fiber-optic communication lines.1

In the present paper we report mesa stripe lasers emi
in the 3.2–3.5 mm spectral range, utilizing InAsSbP
InGaAsSb/InAsSbP double heterostructures fabricated
liquid-phase epitaxy onn-InAs~111! substrates with a
gadolinium-dopedn-InGaAsSb active layer.

The literature contains little information on structur
grown on~111!-orientedn-InAs substrates although growin
heterostructures on~111!-oriented substrates at high tem
peratures~conditions for high substrate plasticity! can pro-
duce graded-index layers and double heterostructures w
low mismatch dislocation density because of the preferen
formation of defects in the substrate.2,3 To the best of our
-

ed
e
-
r

ng

y

a
al

heterostructure lasers has not so far been doped with r
earth elements.

The double heterostructures were prepa
as described in Ref. 4 and consisted of an undo
n-InAs~111! substrate (n5~1–2!31016 cm23) and three
layers: a wide-gapn-InAs12x2ySbxPy confining layer,
an n-In12vGavAs12zSbz~Gd! laser active layer
(0.01<v<0.07, 0.065<z<0.07), and a p-~Zn!-
InAs12x2ySbxPy wide-gap emitter (0.05<x<0.09,
0.09<y<0.18). The thickness of the wide-gap layers w
4–6 mm and that of the active layer was 1.5–3mm. Mesa
stripe lasers with a stripe width of 10 or 20mm were fabri-
cated by photolithography and were 200–1000mm long.

Measurements of the Hall effect revealed that dop
InGaAsSb epitaxial layers with gadolinium reduces the el
tron concentration from 131017 to ;431015 cm23 and in-
creases their mobility to;105 cm2/V•s. When the
InGaAsSb active layer in an InAsPb/InGaAsSb/InAsS
double heterostructure is doped, the half-width of the pho
luminescence spectra of the active-layer material is redu
er
FIG. 1. Current-power characteristic of a pulsed las
~5 ms, 500 Hz!, with a gadolinium-doped InGaAsSb
active region and a stripe width of 20mm, T 5 77 K
(W is the pulse power!.

41 41Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/010041-02$10.00 © 1997 American Institute of Physics



to ;1.5 kT ~77 K!, the emission intensity is increased
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TABLE I.
FIG. 2. Laser spectra for various currents: a—I th , b—1.7I th , and c—
2I th .

W, mm l, mm Jth , A/cm
2 I th , A

InGaAsSb Gd 20 3.335 350 35
InGaAsSb - 20 3.49 800 70
InGaAsSb Gd 10 3.355 2000 75
InGaAsSb - 10 3.324 2600 130
InAs Gd 10 3.228 950 100
InAs - 10 3.164 10000 390
42 Tech. Phys. Lett. 23 (1), January 1997
;20–30 times, and the threshold lasing current is reduc
as can be seen from Table I. This behavior may be cause
the formation of complexes5 which reduce the residual dono
concentration.

Table I gives the main parameters of the fabricated
sers: the active region material and dopant, the stripe w
W, the lasing wavelengthl, the threshold current densit
Jth , and the threshold currentI th at T577 K. An increase in
the threshold current with decreasing stripe width is e
dently caused by an increase in the leakage current acros
side surfaces of the stripe. Figure 1 gives the current-po
characteristic of one of these lasers operating in a pu
mode~pulse length 5ms and repetition frequency 500 Hz!.
Figure 2 gives laser radiation spectra for various currents
can be seen that single-mode lasing is observed in the ra
I5~1–2!I th . A Fabry–Perot resonator was used to meas
the shift of the lasing mode with increasing pump curre
The tuning rate was;30 cm21/A in the long-wavelength
direction: forI th 5 30 mA, the red shift of the mode was 5.
Å when the current was increased by 18 mA, which satis
the requirements for most applications of laser diode sp
troscopy. The lasers possess stable parameters~output power
and threshold current! and we are hopeful that they can b
used in gas analysis systems.

The authors would like to thank M. A�daraliev and N. D.
Il’inskaya for help with fabricating the lasers, A. N. Imenko
for making the mode tuning measurements, and also Yu
Yakovlev for his attention and interest in this work. Th
work was carried out as part of the ‘‘Optics. Laser Physic
program~Project 4.14!.
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Use of a scanning charge-coupled photodetector for compression of optical signals

e

with linear wavelength modulation
N. A. Esepkina and A. P. Lavrov

St. Petersburg State Technical University
~Submitted October 28, 1996!
Pis’ma Zh. Tekh. Fiz.23, 77–81~January 12, 1997!

An analysis is made of a processor for compression of optical signals with linear wavelength
modulation. The processor system is equivalent to a diffraction spectrometer except that
a linear charge-coupled photodetector operating in a delay-and-add mode is inserted in its spectral
plane. By this means the processor isolates the signal from the noise and is invariant to the
signal arrival time, and it can be tuned by a simple electronic technique to select signals with a
different rate of change in wavelength. The compression coefficient may be several
thousand. Other characteristics of the processor and its maximum capabilities are discussed.
© 1997 American Institute of Physics.@S1063-7850~97!01401-8#

1. Optical methods of signal processing are attractingwheren561,62, and so forth, is the diffraction order. W
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serious attention because of their unique potential. This
tential arises from the structure of optical processors
their components whose refinement will enhance their ca
bilities. However new scope for the development of opti
processors is offered by using known components in unc
ventional operating modes. An example is a processor in
porating multielement charge-coupled photosensitive dev
operating not in the standard mode as an optical image
tector but in a special delay and add mode, in other word
a continuous scanning mode.1 Optical processors have ther
fore been constructed for various applications, including
ear signal conversion~convolution, correlation, spectra
analysis!, formation of a radio image of a region i
synthesized-aperture systems, tracking the motion of an
age in optical telescopes with fixed mirrors, and so forth.2–6

We have shown that an efficient acoustooptic processor
compression of radio signals with linear frequency modu
tion can be developed by incorporating a linear photose
tive charge-coupled device, operating in a delay-and-
mode, in a well-known acoustooptic spectrum analyzer
radio signals.4,5 In the present paper we consider a simi
processor for compression of optical signals with line
wavelength modulation.

2. The optical signal processor is shown schematicall
Fig. 1. A collimated light beam of wavelengthl is incident
at the anglea to the normal on a plane transmission diffra
tion grating with the line periodd. The diffracted light is
collimated by an objectiveL of focal lengthF having a
linear multielement charged-coupled photodetector opera
in a time delay and storage mode, inserted in its focal pla
Clock signals at frequencyf are fed to the photodetecto
from a controller to ensure continuous motion of the pot
tial wells in the photodetector and its coupled elements. T
output signal from the charge-coupled photodetector is
processor output signal. This optical system corresponds
conventional diffraction spectrometer. The angle of diffra
tion b relative to the normal to the grating is determined
the grating equation7

n•l5d•~sina1sinb!, ~1!
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shall analyze the first order (n51).
If the collimated beam incident on the diffraction gratin

is linearly modulated with respect to wavelength in acc
dance with the expression

l~ t !5l01a•t, 0<t<Tc, ~2!

where a is the rate of change in wavelength~the rate of
linear modulation!, Tc is the duration of the modulated opt
cal signal, andl0 is the average signal wavelength, a narro
spatial distribution or response is formed in the spec
plane of the spectrometer, whose positionl is given by

l ~ t !5 l 01vs•t, ~3!

wherevs is the rate of displacement of the response, which
determined by the rate of change in the diffraction an
db/dt as given by

vs5F•db/dt; ~4!

l 0 is the position of the response at timet50. The position
of the origin for the coordinatel is not important in this
analysis.

In this operating mode the elements of the photodetec
comprising a multielement shift register with optically tran
parent polycrystalline silicon electrodes, are transported b
continuous ladder network~conveyor! from one end of the
photosensitive region to the other and the elements also
tect the optical signal and store it in the form of char
packages.1 At the output of the charge-coupled photosen
tive device, these charge packets are converted into the
put voltage. The transport rate of the elementsve is equal to
l e• f , wherel e is the spacing of the elements in the photod
tector, andf is the clock frequency.

When the transport rate of the photodetector eleme
and of the spectral response are equal, a group of elemen
transported synchronously with the latter, accumulat
charge packets proportional to the light intensity in the
sponse. At a time uniquely related to the time of applicat
of an optical linearly wavelength-modulated signal to t
spectrometer, a short video pulse is observed at the phot

430043-03$10.00 © 1997 American Institute of Physics
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FIG. 1. Schematic diagram of optical processor for compression
linearly wavelength-modulated optical signals.
tector exit, its amplitude proportional to the energy of this

es

i

a
r
on
th
t

a

nc
na
he
r

e
th

n
e
tio
ra

m
ta

r.
o

The duration of the compressed signal is determined by
-
han-

er-

.

o-

pres-
or

se
ram-

-

ents
th

ele-
he
im-
ode-
r
s-
o-
fer,

ngth

ro-
ge of
signal. The processor thus compresses and detects the
early modulated signal.

In order to determine the condition for equal velociti
of scanning and of the response, we analyze expression~4!.
Expressing the rate of change in the angle of diffraction
terms of the angular dispersion of the diffraction grating

db/dt5~db/dl!•~dl/dt! ~5!

and using expressions~1! and ~2!, we obtain

db/dt5a/~d•cosb! ~6!

and thus

vs5F•a/~d•cosb!. ~7!

The rate of displacement of the response must rem
constant for the duration of the processed signal in orde
obtain the maximum output signal for the minimum durati
in this processor. To linearize the time displacement of
response in the spectral plane, it is advisable to select
spectrometer parameters so that forl5l0, the angle of dif-
fraction isb50, and the axis of the objectiveL coincides
with the normal to the grating. In this case, the velocity c
be assumed to be constant and equal tovs05a•F/d over a
fairly large wavelength rangel06Dl.

From the condition of equal velocities we then have

f5a•F/~d• l e! ~8!

from which it can be seen that the required clock freque
of the charge-coupled photodetector is directly proportio
to the rate of linear modulation of the wavelength in t
processed~compressed! signal. When the rate of linea
modulation changes, the clock frequency must be altered
a simple electronic technique. The processor can therefor
tuned electronically to process different linearly waveleng
modulated signals.

When the velocities of the elements and the respo
differ, the output signal from the charge-coupled photodet
tor decreases rapidly in magnitude and increases in dura
which makes the processor selective to the modulation
signals defined by the clock frequency.

It is important to note that background illumination fro
wide-band and monochromatic noise only alters the cons
component in the processor output signal.

We examine the main characteristics of the processo
A. Duration of compressed output signal from process

44 Tech. Phys. Lett. 23 (1), January 1997
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the time d t for propagation of the wavelength of the pro
cessed signal across the width of an equivalent spectral c
nel ~spectrometer resolution! dl:

d t5dl/a. ~9!

It is known7 that the resolution of a spectrometer is det
mined by its resolving power and is

dl5l0 /N, ~10!

whereN is the number of lines in the diffraction grating
Thus we have

d t5l0 /~N•a!. ~11!

B. Compression coefficient of optical signal.
The compression coefficient is given by

Kcom5Ts /dt5Tc•a•N/l05N•Dls /l0 , ~12!

whereDls is the range of wavelength variation in the pr
cessed signal. Since the resolving powerN of the spectrom-
eters may be thousands or tens of thousands, the com
sion coefficientKcom of this processor may be hundreds
even thousands.

C. In addition to the diffraction grating parameters, the
processor characteristics are also influenced by the pa
eters of the charge-coupled photodetectors.

An upper limit on the compression coefficient is im
posed by the finite number of elementsNe in the charge-
coupled photodetector. When two or three measurem
~photodetector elements! are used over the response leng
d15db•E, Kcom cannot exceedKcommax

' ~0.3–0.4! •Ne.
Note that linear photodetectors with several thousand
ments are now coming onto the market. A lower limit on t
duration of the compressed signal in the processor is
posed by the response time of the charge-coupled phot
tector since the velocityve of its components has an uppe
limit imposed by the inefficiency of the charge packet tran
fer. For commercially available silicon charge-coupled ph
todetectors with a bulk channel for charge packet trans
the maximum clock frequencyfmax is 10–20 MHz, which for
two or three photodetector elements over the response le
yields the estimatedtmin' 100–200 ns.

D. Range of signal wavelengths.
The range of signal wavelengths which may be p

cessed in the processor is determined by the spectral ran

44N. A. Eseplina and A. P. Lavrov
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1D. F. Barb, inSolid State Imaging, NATO Advanced Study Institute Se-
ries E, No. 16, ed. by P. G. Jespers, F. van der Wiele, and M. F. White

4,

c.

,

Advantages of this processor are: its indifference to
signal arrival time, its adaptivity—electronic tuning o
modulation rate over a wide range, its high selectivity
terms of modulation rate, and its capacity to operate un
strong background illumination by wide-band and mon
chromatic noise.

This processor may be used to develop various mea
ing systems, remote probing systems, and communica
systems. A tunable external-cavity semiconductor laser m
be used as a controllable source of linearly waveleng
modulated optical signals. The tuning range of these lase
tens of nanometers.8
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Acoustooptic interaction in uniaxial gyrotropic paratellurite crystals

u-
G. V. Kulak

Mozyr’ State Pedagogical Institute
~Submitted August 19, 1996!
Pis’ma Zh. Tekh. Fiz.23, 84–89~January 12, 1997!

An analysis is made of an intermediate mode of light diffraction by ultrasound in a uniaxial
gyrotropic paratellurite crystal. A system of coupled wave equations is presented to calculate the
polarization and energy characteristics of the diffracted light for the Raman–Nath,
intermediate, and Bragg modes of acoustooptic interaction. The diffraction of light propagating at
small angles to the crystal optic axis by a slow ultrasonic shear wave propagating along the
@110# crystallographic axis is studied. The amplitude–frequency characteristics of a
modulator–deflector for optical radiation are investigated. Curves of the diffraction efficiency as
a function of the ultrasonic wave intensity are plotted for various acoustooptic interaction
lengths. ©1997 American Institute of Physics.@S1063-7850~97!01501-2#

Acoustooptic interaction in uniaxial gyrotropic crystals close to Bragg diffraction in a uniaxial gyrotropic paratell
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has been investigated in Refs. 1–5. It was shown in Re
that paratellurite is one of the most promising crystals
fabricating acoustooptic information processing devic
~such as modulators, deflectors, filters, processors, an
forth!. It was suggested that the acoustooptic diffraction
light propagating at a small angle to the crystal optic axis
a slow ultrasonic shear wave propagating along the@110#
crystallographic axis should be used. Highly efficient mod
lation of arbitrarily polarized multicomponent laser radiati
controlled by an acoustic wave was studied in Ref. 5. T
authors of Refs. 6 and 7 investigated acoustooptic interac
in the Raman–Nath, intermediate, and Bragg diffract
modes for a nongyrotropic insulator. It was shown that p
Bragg diffraction is not observed in practice. An interme
ate interaction mode characterized by angular selectivity
several diffraction maxima is normally observed.

In the present paper the constitutive equations for a
rotropic insulator8,9 and the method of slowly varying ampl
tudes is used to analyze intermediate acoustooptic diffrac
2
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rite crystal.
When light propagates near the optic axis of an ani

tropic crystal, the acoustooptic diffraction is determined
the Klein–Cook wave parameterQ5 f 0

2l0l /nv
2, wheren is

the refractive index in the direction of propagation of t
incident light wave,l0 is the wavelength of light in vacuum
f 0(v) is the frequency~phase velocity! of the ultrasonic
wave, andl is the length of the acoustooptic interactio
region.6 Bragg diffraction is observed forQ→` and
Raman–Nath diffraction is observed forQ→0 ~Ref. 7!. For
a light wave incident at the Bragg anglewB'l0f 0/2nv and
not too high ultrasonic power levels we can confine o
selves to four diffraction orders~as opposed to two for Bragg
diffraction!.6

We select theXYZ coordinate system so that the ultr
sonic wave is excited in the direction of theX axis and a
plane light wave is incident at the anglewB to theZ optical
axis. The ultrasonic wave occupying the space between
g

FIG. 1. Relative intensityh11 of diffracted light versus
detuningD f of ultrasound frequency from the Brag
frequency for various ultrasonic wave intensitiesI a :
1 — 0.15 W/cm2, 2 — 0.25 W/cm2, 3 — 0.35
W/cm2, and 4 — 0.5 W/cm2 ( l51.2 cm,Ai51, and
A'50).
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riodic change in the permittivity tensorD« i j , which is re-
lated to the elastic deformationsÛ ik5(1/2)(¹kUi1¹ iUk)
and the photoelastic constants P̂i jkl by:
D«̂ i j52 «̂ i l «̂ jkP̂lkmnÛmn , where«̂ is the permittivity tensor
of the unperturbed crystal.

The Maxwell equations and the constitutive equation8,9

for a gyrotropic insulator yield the wave equation for t
optical field intensity in the region occupied by the ultr
sound, which is given in Refs. 4 and 10.

Using the results of Refs. 4 and 10, we derive a sys
of coupled wave equations for the complex amplitudes
larized in the diffraction plane (Am) and orthogonal to the
diffraction plane (Bm):

dAm
dz

5 iDma
an
•Am1rm•Bm1 ixm,m11

a,a Am11exp~2 idmz!

1 ixm,m11
a,b Bm11exp~2 idmz!

1 ixm,m21
a,a Am21exp~ idm21z!

1 ixm,m21
a,b Bm21exp~ idm21z!,

dBm
dz

5 iDmb
an
•Bm2rm•Am1 ixm,m11

b,a
•Am11exp~2 idmz!

1 ixm,m21
b,b Bm11exp~2 idmz!

1 ixm,m21
b,a Am21exp~ idm21z!

1 ixm,m21
b,b Bm21exp~ idm21z!. ~1!

Here the following notation is introduced:

Dma,b
an 5qm@em,2~ «̂–«!em,2#, rm5~Gmkm!/ukmu,

xm,m11
a,b 5qm11~emD«̂e2!, xm,m11

a 5qm11~emD«̂em61!,

xm,m21
b,b 5qm21~e2D«̂e2!, xm,m21

a,a 5qm21~emD«̂* em–1!,

xm,m–1
a,b 5qm21~emD«̂* e2!, xm,m11

b,a 5qm11~e2D«̂* em11!,

xm,m21
b,a 5qm21~e2D«̂* em21!, xm,m11

b,b 5qm11~e2D«̂e2!,

where km is the wave vector of themth-order
(m50,61,62, . . . ) diffracted wave,Gm is the gyration
vector,11 qm5vm/2eA«coswm @vm is the frequency of the
diffracted wave, wm is the angle of diffraction,
«̄5(1/3)Sp«̂#, anddm5ukmz2km11,zu is the detuning of the
phase matching. The solution of system~1! should be sough
using the boundary conditions:A0(0)5Ai , B0(0)5A' ,
Am(0)5Bm(0) formÞ 0, whereA'(Ai) is the amplitude of
thes-(p-!polarized incident light wave. The relative intensi
hm is given byhm5(uAmu21uBmu2)/(uAiu2)1uA'u2).

The system~1! was solved numerically for four diffrac
tion orders when optical radiation with the wavelengt
l050.4416mm, l050.6328mm, and l051.06mm is dif-
fracted by an ultrasonic shear wave propagating along
@110# crystallographic axis and polarized along the@ 1̄10#
axis of a paratellurite crystal. The dimensions of the aco
tooptic cell corresponded to the dimensions given in Re
and the specific rotation parameter of TeO2 was r520
deg/mm (l051.06mm, Ref. 11!.
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The expressiond05pl0f 0D f /nv2 (D f is the detuning
of the ultrasound frequency from the Bragg frequencyf 0)
from Ref. 6 was used to investigate the amplitude–freque
characteristics of an acoustooptic light wave modulat
deflector at the wavelengthl051.06 mm. Figure 1 gives
h11 as a function of the detuning parameterD f for various
ultrasonic wave intensitiesI a . The central frequency of the
ultrasonic wave source wasf 0 5 28 MHz. It can be seen tha
the results of the numerical calculations~curve3! agree well
with the experimental results presented in Ref. 2. The
lowing characteristics of acoustooptic diffraction are o
served: at the center of the amplitude–frequency charac
istic the diffraction efficiency is negligible, the right and le
sections are asymmetric, and the maxima ofh11 are
achieved at frequenciesf differing from the central fre-
quency f 0. Figure 2 gives the relative intensityh11 as a
function of the ultrasonic wave intensityI a for various
acoustooptic interaction lengthsl . It can be seen from Figs. 1
and 2 that Bragg diffraction can only be achieved when
interaction length, ultrasound intensity, and frequency det
ing parameter are optimized. For light waves in the visib
(l050.6328mm! and ultraviolet (l050.4416mm! the de-
pendences ofh11 on D f and I a are similar to those plotted
in Figs. 1 and 2.
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Reconstruction of the mass distribution of charged particles in a periodic electric field

Yu. K. Golikov and E. Yu. Flegontova

St. Petersburg State Technical University
~Submitted October 1, 1996!
Pis’ma Zh. Tekh. Fiz.23, 1–7 ~January 26, 1997!

A method is proposed for determining the mass spectrum of a monochromatic precisely directed
source by means of a plane- parallel capacitor with a sinusoidally time-dependent voltage
on the plates. The mass spectrum is reconstructed from an integral equation that relates the current
to the collector with the amplitude of the ac part of the voltage. ©1997 American
Institute of Physics.@S1063-7850~97!01601-7#

It is well known that the trajectories of charged particlesspecific time interval that depends on the massm and the

th
ly

tic
in
ce
e
po
th
te
to
in
te
r

s
ew
e
o
th
th
f
e.
ric

a
t
in
o

m

f
a
ar
le
in

he
s on
t at
nce
um.
ent

of

d

he

y
ver

rs

01
in electric fields do not depend on the mass, and for
reason electric fields are employed in mass analyzers on
the time-of-flight type~see, e.g., Ref. 1!. By creating a time-
varying field~varying slowly enough so that electromagne
effects can be neglected! one can mass-separate the flux
space~as was done, for example, in Ref. 2 for pulsed sour
synchronized with the field!. The integrated nature of th
mass analysis method proposed in this paper makes it
sible to analyze sources that are not synchronized with
time-varying field ~in this particular case a steady-sta
source! since the analysis takes into account all the trajec
ries of particles emanating from the source at different
stants of time. The simplest and most easily implemen
field structure is used~the field of a parallel plate capacito!
along with a very simple time dependences~sinusoidal volt-
age on the plates!. The integral nature of the method, a
mentioned above, implies from a mathematical point of vi
the solution of an integral equation relating the mass sp
trum with the dependence of the current to the collector
the ratio of the ac and dc components of the voltage on
plates. The simplicity of this system enabled us to solve
integral equation in quadratures and propose algorithms
reconstructing the mass distribution function in the sourc

Let us consider the sinusoidally time-varying elect
field of a parallel plate capacitor

F5F0~11a sin 2pnt !, ~1!

wheren is the frequency andt is the time. We assume that
steady-state point source of charged particles is located in
plane of the lower electrode, with the particles emanat
from the source with a given initial energy and direction
velocity. We choose a coordinate system such that theX axis
coincides with the lower electrode and theY axis is antipar-
allel to the field lines. At the pointXs on theX axis we place
a collector of finite width along theY axis. This system may
be two-dimensional or axially symmetric~see Fig. 1!.

The distribution function at the instant of emission fro
the source does not depend on the timet0 of emission, but
the trajectories of the particles oscillate depending ont0
within limits determined by the amplitude of oscillation o
the voltage and the mass of the particle. Particles with a m
greater than some threshold value strike the collector reg
less of the phase of emission, while the only light partic
that strike the collector are those that leave the source
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ratio a of the ac to the dc components of the field. T
current to the collector averaged over one period depend
a and is given by the instantaneous value of the curren
each point integrated over the collector. This depende
also is an integral equation for the unknown mass spectr

Let us write the equation for the charged particle curr
through a plane perpendicular to theX axis:

j ~X,Y,t !

5E
0

`

dmE
2`

t

dt0E
0

`

dXE
2`

`

dẎẊf ~m,X,Y,Ẋ,Ẏ,t,t0!,

~2!

where f (m,X,Y,Ẋ,Ẏ,t,t0), the total distribution function of
the particles, satisfies the equation of continuity~see Ref. 3!
with the initial condition

f ~m,X,Y,Ẋ,Ẏ,t !u t5t0
5 f 0~X,Y,Ẋ,Ẏ!

5g~m!d~X2X0!d~Y2Y0!

3dSmẊ21Ẏ2

2
2«0D

3dS tan21
Ẏ

Ẋ
2q0D , ~3!

whereg(m) is the mass distribution to be determined,q0 is
the angle of emission,«0 is the initial energy andd(•) is the
Dirac delta function.

It is assumed that the characteristics of the equation
continuity, c1 ,c2 ,c3 and c4 are known functions of
m,X,Y,Ẋ,Ẏ,t, andt0 . The distribution function is expresse

in terms of the characteristics and the initial condition in t
following way:3

f ~m,X,Y,Ẋ,Ẏ,t,t0!5 f 0~m,c1 ,c2 ,c3 ,c4!. ~4!

Substituting Eq.~4! into ~3!, integrating the current densit
over the collector, averaging the current to the collector o
a period, and changing the order of integration~all the inte-
grals depend uniformly and continuously on the paramete!,
we obtain

490049-03$10.00 © 1997 American Institute of Physics
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m5m/m0 , m05qF0/4p2n2L2. ~10!
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I ~Xs ,a!5nE
0

`

dmE
0

1/n

dtE
a

h

dYE
2`

t

dt0E
0

`

dẊ

3E
2`

`

dẎẊf 0~m,c1 ,c2 ,c3 ,c4!. ~5!

Equation~5! is the starting equation for the reconstru
tion of the mass spectrum. In order to find its explicit for
we integrate the equations of motion.

Before integrating the equations of motion it is useful
transform to a dimensionless physical model following t
scheme in Ref. 4. In dimensionless coordinates the equa
are simplified and the interdependence among the var
parameters becomes more transparent. As the unit of le
we choose the distanceL between the plates and go over
the dimensionless coordinatesx andy and the dimensionles
time t:

x5X/L, y5Y/L, t5t/T, ~6!

whereT is a scale factor defined by the condition

mL2/T25qF0 , ~7!

andq is the charge of a particle~the equality of the factors
multiplying the ‘‘kinetic’’ and ‘‘potential’’ terms in the La-
grangian!. The dimensionless and actual velocities and
energy are related in the following way:

ẋ5
dx

dt
5A m

qF0

dX

dt
, ẏ5

dy

dt
5A m

qF0

dY

dt
, ~8!

«5m
Ẋ21Ẏ2

2
5
mL2

T2
ẋ21 ẏ2

2
5
mL2

T2
W5qF0W. ~9!

HereE andW are, respectively, the actual and the dime
sionless energy. It can be seen that the unit of energy in
model is the energy of a particle passing through the cha
teristic potentialF0 .

We now introduce the dimensionless parameter defin
the actual massm in fractions of some characteristic ma
m0 :

FIG. 1. Coordinate system and cross section of the electrodes:1— source,
2— collector,3— particle trajectories.
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Finding in dimensionless coordinates the characterist
w1, w2 , w3 , andw4 , we obtain a new form of Eq.~5!

N~x!5
1

4p2nI E0
`

GmdmE
0

2pAm
dtE

a/L

b/L

dyE
2`

t

dt0

3E
0

` 2pn

Am
ẋ dẋE

2`

`

dẏd~w12x0!d~w22y0!

3dS w3
21w4

2

2
2W0D dS tan21

w4

w3
2q0D . ~11!

Here

G~m!5g~m~m!!, N~x!5I ~X~x!!, ~12!

and xs is a parameter, the dimensionless coordinate of
collector, which for brevity will be dropped from the formu
las.

Carrying out the inner integral, we can convert Eq.~11!
to the form

N~a!5
ẋ0
2pE0

a

v~s!4 arcsin
s

a
ds1 ẋ0E

a

`

v~s!ds, ~13!

where

s5hmY
AS 12cosAm

xs2x0

ẋ
D 21S Am

xs2x0

ẋ
2sinAm

xs2x0

ẋ
D 2,

v~s!ds5
G~m!

m
dm. ~14!

Differentiating Eq.~13! with respect to the upper limi
and making an elementary transformation, we obtain
Shlömilch equation

P~a!5E
0

a

w~s!
1

Aa22s2
ds, ~15!

where

sv~s!5w~s!,
pa

2x0

dN~a!

da
5P~a!, ~16!

for which the formula for the inverse transformation
known.5 Performing the inversion, we find the functio
v(s):

v~s!5
2

pE0
s P8~j!

As22j2
dj. ~17!

Substituting this expression into Eq.~14!, we find G(m).
Then we can transform again to dimensional mass and de
mineg(m) by formula ~12!.

A computer implementation of this calculation using fo
mula ~17! for an actual mass spectrum of the integrated c
rent to the collector can be carried out by a variety of mea
For example:

50Yu. K. Golikov and E. Yu. Flegontova



a! Direct calculation ofv(s) from the integral formula
e
re

to

.

en

xi

2
N

s jn

ta-

ce

s

-
-

,

-

~17!, in view of the improper nature of the integral, becom
possible for a numerical simulation if the singularities a
removed by means of the obvious transformation

E
0

s P8~j!

As22j2
dj5E

0

sP8~j!2P8~s!

As22j2
dj1

p

2
P8~s!. ~18!

b! It is possible to use any convenient approximation
the experimentally measured functionP8(j) in Eq. ~17! that
ensures calculation ofv(s) in a class of known functions
For example, in a trigonometric approximation toP8(j) by a
section of a Fourier series, we obtain the following repres
tation for the required functionv(s)

v~s!5
2

p (
n50

N

CnE
0

scosnpj

As22j2
dj5 (

n50

N

CnJ0~nps!, ~19!

whereCn are the Fourier coefficients andJ0(x) is the zero-
order Bessel function.

c! Sometimes it is useful to use a polynomial appro
mation toP8(j), in which case the calculational algorithm
looks like
51 Tech. Phys. Lett. 23 (1), January 1997
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v~s!5
p (

n50
dnE

0As22j2
dj

5
1

p (
n50

N

dnBS n11

2
,
1

2D sn, ~20!

wheredn are the coefficients of the polynomial represen
tion andB( 2

n11, 12! is the beta function~see Ref. 6!.
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Propagation of shear waves in a magnetic liquid with frozen-in magnetization

V. V. Sokolov and V. V. Tolmachev
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~Submitted August 12, 1996!
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In Ref. 1 the equations of ferrohydrodynamics of a non-5v0 exp(2ivt) andvx(z50)5vz(z50)50. From the sym-
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conducting ideal magnetic liquid, possessing magnetiza
frozen into the material of the liquid, were derived with th
aid of a generalized principle of virtual work. A linear ap
proximation of these equations made it possible to desc
satisfactorily the experimental results on the anisotropy
the propagation velocity of ultrasound in a magnetic liquid
a static magnetic field and to predict the existence of a n
magnetohydrodynamic mode — Alfve´n-type waves. Just a
in magnetohydrodynamics, this wave is transverse, bu
this wave the magnetization and not the magnetic field int
sity oscillates. In Ref. 2 the equations of ferrohydrodynam
of a nonconducting magnetic liquid were generalized tak
account of dissipation effects due to thermal conductiv
viscosity, and the finiteness of the timet* for establishing an
equilibrium value of the magnetic field intensity.

In the present Letter the properties of the predicted n
magnetohydrodynamic mode are discussed in detail and
conditions under which this mode can be observed exp
mentally are determined.

Consider an infinite plane (z.0), bounding an incom-
pressible, nonconducting, magnetic liquid that oscillates
nusoidally along they axis with frequencyv. A static, ex-
ternal, uniform magnetic fieldH, directed along thez axis, is
applied to the liquid. Let the temperature of the liquid
constant. In accordance with Ref. 2, the initial system
equations for this problem assumes the form

r
dv i
dt

52
]p

]xi
1~Hi

eq2Hi !
]~rmj !

]xj

1rmj

]Hi
eq

]xj
1h¹2v i ; ~1!

]~rv j !
]xj

50; p5S ] f

]r D
T,m

; Hi
eq5S ] f

]mi
D

r,T

;

r
dmi

dt
5rmi

]v i
]xj

1
Hi
eq2Hi

t
; Hi52

]c

]xi
;

¹2c54p
]~rmi !

]xj
.

The specific free energyf of the magnetic liquid is as
sumed to be a known function of the densityr of the liquid,
the temperatureT, and the componentsmi of the vector of
the specific magnetization density.

We confine our attention to a linear approximation
the system presented above. We give the velocity of the
cillations of points in the plane in the formvy(z50)

5 Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/
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metry of the problem we can see thatvx(z)50, mx5my

50, andmz5m0 and from the boundary conditions and th
first equation of the system it follows thatvz(z)50. We take
account of the perturbation introduced by the shear wave
representing the free energy by the expression

f ~r,T,mi !5 f 0~r0 ,T0 ,mi0!1S ] f

]mi
D

r,T

mi8 .

Then the perturbation of the equilibrium magnetic field i
tensity is related linearly with the perturbation of the spec
magnetizationhi

eq5b i jmj8 . We assume that the tensor

b i j5S ]2f

]mi]mj
D
0

is diagonal with componentsbxx5byy5b' andbzz5b i .
As a result, the linear approximation of the initial syste

assumes the form

]vy
]t

5m0b'

]Hy
eq

]z
1n

]2vy
]z2

;

]my

]t
5m0

]vy
]z

2
b'

rt*
my ;

]mz

]t
5

b i

rt*
mz . ~2!

Heren5h/r is the kinematic viscosity. The last equation
the system~2! splits off and its solution is written in the form
mz5m0exp(2bi /rt* t).

A solution in the form of a damped shear wave for t
two remaining equations of the system~2! leads to the fol-
lowing expressions for the propagation velocity

c5A 2~A21B2!

B1AA21B2
~3!

and the absorption coefficient for the modified shear wa
under study

a5
Acv2

2~A21B2!
, ~4!

where

A5
m0
2b'vt

11v2t2
1
cs
2

2
, B5

m0
2b'v2t2

11v2t2
, t5t* r/b' .

50005-02$10.00 © 1997 American Institute of Physics



In the casem050 the expressions~3! and ~4! pass into the
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2b' /h. Then from Eq.~3! fol-

-
ing

ate
-

re

in
well-known formulas for the propagation velocit
cs5A2mv and the absorption coefficientas5Av/2n of
shear waves in a standard viscous liquid. The other limit
case, corresponding to the absence of viscosity,h50, de-
scribes a damped purely Alfve´n wave, whose propagatio
velocity and absorption coefficient are given by the relatio

c5A 2m0
2b'vt

vt1A11v2t2
, ~5!

a5~m0tA2b'~11A11v2t2!!21Avt,

respectively. In the case of an ideal magnetic liquid with
frozen-in magnetization it follows from Eq.~5! that
c5m0Ab'. This result was obtained previously in Ref. 1.

It follows directly from the formulas~3! and~4! derived
above that it is difficult to observe an Alfve´n-type wave in a
magnetic liquid with frozen-in magnetization, since it
masked by a shear wave and possesses a high abso
coefficient.

To determine the conditions under which it can be o
served experimentally, we shall examine the frequency
pendence of the velocity and the absorption for two case
6 Tech. Phys. Lett. 23 (1), January 1997
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lows c5cs and from Eq.~4! a5as . Therefore it is impos-
sible to observe an Alfve´n-type wave for these high frequen
cies, since the ordinary shear wave plays the determin
role.

In the case vt!1 and t*@h(rm0)
2 we obtain

c5m0A2rt*v and a5v/c. Therefore an Alfve´n wave
should be observed in this frequency range. Let us estim
the applicability of our approximation for the following typi
cal values of the parameters of magnetic liquids:r51 g/cm3,
m0510 G•cm3/g, and h55 cp, so that h/(rm0)

2

5531024. Therefore ift*@1023, then one of the condi-
tions of our approximation is satisfied. Unfortunately, the
are no published data on the value oft* . To satisfy the other
condition,vt!1, the measurements must be performed
the infrasonic range.

1V. V. Sokolov and V. V. Tolmachov inSev. Int. Conf. on Magnetic
Fluids, Bhavnagar, India, 1995, pp. 194–195.

2V. V. Sokolov and V. V. Tolmachev in14th Int. Riga Conf. on Magne-
tohydrodynamics, Jurmala, Latvia, 1995, p. 168.

Translated by M. E. Alferieff
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Modulational instability of electromagnetic waves in long Josephson junctions
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This paper examines the modulational instability of electromagnetic waves in long Josephson
junctions under conditions where the electrodynamics of the junction are nonlocal. A
region is found containing a modulational instability of nonlinear plane electromagnetic waves in
the junction. ©1997 American Institute of Physics.@S1063-7850~97!01701-1#

A great deal of attention has recently been focused on Let us consider the modulational instability of the sol
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the phenomenon of modulational instability of waves in no
linear media.1,2 Examples are the modulational instability
electromagnetic waves in optical fibers, which is describ
by an instability in the solution of the nonlinear Schro¨dinger
equation,2 and in long Josephson junctions in connecti
with an instability in the solution of the sine-Gordo
equation.3,4 In addition to the theoretical interest, the ph
nomenon of modulational instability has a number of pra
cal applications. It is used, in particular, for generating tra
of ultrashort optical pulses with a high repetition rate2 and
for the development of logical devices.5

In many situations study of the modulational instabil
requires consideration of nonlocal modifications of the n
linear Schro¨dinger equation and the sine-Gordon equation6,7

Specifically, in long Josephson junctions, when the elec
magnetic wave is much shorter than the Josephson pen
tion depthlJ and whenlJ,l, wherel is the London pen-
etration depth, the electrodynamics of the junction becom
nonlocal. The equation for the phase differencew(x,t) has
the form of nonlocal sine-Gordon equation7

w tt5
lJ
2

plE2`

`

K0~ ux2yu!wyydy2sin w, ~1!

where K0(x) is the zero-order Macdonald function. Th
equation is not integrable. It is equivalent to the sine-Gord
equation with all the higher even partial derivatives w
respect to the spatial variablex.

The purpose of this work was to study the modulatio
instability of small-amplitude electromagnetic waves in lo
Josephson junctions. We consider the evolution of nonlin
oscillations of small-amplitude waves~breather type waves!
in the junction. We write the fieldw in the form

w5eiVtv* ~x,t !1e2 iVtv~x,t !. ~2!

Expanding sin(x) in a series and retaining terms up to a
including the third order in the field, and setting

V251, t5t/4, a5
2lJ

2

pl2 ,

we obtain the equation

iut1aE
2`

`

K0~ ux2yu!uyydy1uuu2u50. ~3!

This is the nonlocal nonlinear Schro¨dinger equation.

52 Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/
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tion in the form of a nonlinear plane wav
u05A exp(iA2t). We shall seek a solution in the form

u5@A1c~x,t !#exp$ iA2t%. ~4!

This gives us an equation for the correctionc(x,t):

ic t1aE
2`

`

K0~ ux2yu!cyydy1A2~c1c* !50. ~5!

Setting c5v1 iW we obtain from Eq.~5! the system of
equations

v t1aE
2`

`

K0~ ux2yu!wyydy50,

~6!

2wt1aE
2`

`

K0~ ux2yu!vyydy12A2v50.

Carrying out the Fourier transformation in Eqs.~6!, we find
for the Fourier componentsv̄(k,t)

v̄ tt~k!1āK0~k!k2~aK0~k!k222A2!v̄~k!50. ~7!

We obtain as a result the following dispersion relation

V25
apk2

A11k2
S a

pk2

A11k2
22A2D . ~8!

FIG. 1.

520052-02$10.00 © 1997 American Institute of Physics



The plane wave becomes unstable whenV2,0. We thus
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development of a modulational instability will evolve into a
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arrive at the condition that modulations of nonlinear elect
magnetic plane waves are unstable when the wave num
k are less than a critical valuekc

kc
25

2A4

a2p2 ~11A11a2p2/A4!. ~9!

Figure 1 shows the region of modulational instability f
A51 anda50.1, 0.2, and 0.3. Let us examine the value
kc for various limiting cases:

a! takingA4/a2p2@1, we find thatkc52A2A2/ap.
b! takingA4/a2p2!1, we find thatkc5A2A/Aap.
The maximum gain isgm5 Im Vm5A2, which is at-

tained for modulations with the wave numberkm'A2/ap.
In summary, a region of modulational instability ha

been found for electromagnetic waves in long Joseph
junctions. The modulated nonlinear plane plane wave in
53 Tech. Phys. Lett. 23 (1), January 1997
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train of pulses~small-amplitude breathers!. The pulse repeti-
tion rate will depend on the modulation period of the initi
wavek,kc .

The modulational instability of large-amplitude waves
a nonlocal junction based on the nonlinear nonlocal si
Gordon equation requires a separate treatment.

1V. I. Bespalov and V. I. Talanov, JETP Lett.3, 307 ~1966!.
2A. Hasegawa, Opt. Lett.9, 288 ~1984!.
3N. N. Akhmediev, V. M. Eleonski�, and N. E. Kulagin, Izv. Vyssh.
Uchebn. Zaved. Radiofiz.31, 244 ~1988!.

4N. M. Ercolani, M. G. Forest, and D. W. McLaughlin, Lett. Appl. Math
23, 149 ~1986!.

5M. Islam,Ultrafast Optical Devices~Oxford University Press, 1993!.
6M. Alfimov, V. M. Eleonsky, and N. E. Kulagin, Chaos2, 454 ~1992!.
7A. Gurevich, Phys. Rev. B46, 3187~1992!.
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Acoustooptical processor for radio signals with discrete frequency modulation

the
N. A. Esepkina, A. P. Lavrov, and S. V. Dmitriev

St. Petersburg State Technical University
~Submitted November 18, 1996!
Pis’ma Zh. Tekh. Fiz.23, 12–19~January 26, 1997!

A study is made of a processor for pulsed radio signals with discrete frequency modulation,
where the frequency varies discontinuously within a pulse and takes onN different values. The
spectral components are separated with an acoustooptic spectrum analyzer whose spectral
plane is imaged onto a linear charged-coupled photodetector by means of a planar~one-
dimensional! spatial converter made of optical fibers. In the imaging, the spectral
components of the signal injected into the fiber are transposed by a special arrangement
~permutation! of the fibers. The charge-coupled detector, which operates in the time-delay and
accumulation mode, detects the spectral components and sums them with the required
delay, and thereby compresses the signal and separates it from the noise. The compression factor
is limited by the value ofN and can be several hundred. Results of experimental
investigations of a prototype of the processor are presented. ©1997 American Institute of
Physics.@S1063-7850~97!01801-6#

1. Optical devices for processing radio signals by meansquency,$g i% is the frequency-code sequence that defines
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of charge-coupled photodetectors have recently receive
great deal of attention. With the use of modern basic e
ments ~semiconductor lasers, broad-band acoustoo
modulators, multielement photodetectors! such devices pro-
vide characteristics superior to those of analogous electr
devices.1 Additional possibilities of optical processors b
come evident when charge coupled photodetectors are
in the time delay and accumulation mode. This mode of
eration allows the development of processors of the c
veyor type, which are effective for the solution of vario
problems, such as constructing a radio image of the Ear
surface in synthetic-aperture systems~see Refs. 2, 3, and
others!. Previously we have demonstrated the possibility4 of
using these time-delay and accumulation devices for mak
adaptive acoustooptic processors for radio signals with lin
frequency modulation.

In this paper we examine this type of acoustooptic p
cessor for processing radio signals with discrete freque
modulation. Such signals are widely used in various m
surement and communication systems. The change in
type of modulation~discrete in place of linear! has required
that an additional element be introduced into the design
the processor — a fiber-optic converter.

2. A description of signals with discrete frequen
modulation can be found in Ref. 5. We shall consider a s
nal with discrete frequency modulation as a collection ofN
sequential abutting elementary~partial! signals — simple ra-
dio pulses:

U in~ t !5 (
i50

N21

U0 cos@2p~ f d1g iD f !t#•rectS tt2
1

2
2 i D ,

~1!

where rect(x) is defined in the following way: it equals unit
if uxu<1/2 and 0 ifuxu.1/2; the quantityU0 is the amplitude
of an elementary signal,t is its length,f i5 f d1g iD f is the
frequency of thei th elementary signal,f d is the lower fre-
quency of the signal,D f is the discrete change in the fre

54 Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/
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order of the time variation of the frequency in the sign
The frequency-code sequence$g i% has a length N
( i50,1, . . . ,N21) and represents a sequence ofN distinct
whole numbers in the range from 0 toN21, whose order is
defined by a special rule5 and to an outside observer seems
be random. The partial signals occupy a collection ofN
neighboring channels over the spectrum with a total f
quency bandND f .

3. The structural design of the acoustooptic processor
processing signals with discrete frequency modulation
shown in Fig. 1. Its basic elements are1 — a laser,2 — a
beam expander-shaper,3— an acoustooptic modulator,4—
a Fourier-transforming lens,5 — a fiber-optic converter,6
— a linear charge-coupled photodetector, and7— a control-
ler for the latter.

The principle of operation of this processor is as follow
The acoustooptic modulator with the Fourier lens carries
a spectral analysis of the radio signal incident on the aco
tooptic modulator.1 The intensity distribution of the dif-
fracted light at the focal plane of the lens corresponds to
power spectrum of the radio signal. Consequently, whe
signal with discrete frequency modulation is incident on t
modulator at the focal plane of the lens~along theX1 axis!,
a diffraction spot is formed that jumps about discontinuou
in accordance with the changes in the frequency of the in
dent signal. The discrete locations of the centers of the s
are given byX1i5k f i , wherek is a coefficient of propor-
tionality determined by the optical elements of the aco
tooptic spectrum analyzer. Figure 2a shows an example
the location of a diffracted spot in the focal plane of t
processor for a signal with a short (N55) frequency-code
sequence,g i53, 0, 2, 4, 1, and the corresponding frequenc
time representation of this signal.

A new element is included at the focal plane of the le
in this acoustooptic processor — a fiber-optic converter in
the form of a single-layer flat bundle of optical fibers all
the same length. The number of fibers in the bundle is eq

540054-03$10.00 © 1997 American Institute of Physics



ig-
FIG. 1. Diagram of the acoustooptic processor for s
nals with discrete frequency modulation~1 — laser,2
— beam expander-shaper,3— acoustooptic modulator,
4 — Fourier-transforming lens,5 — fiber-optic con-
verter,6 — linear charge-coupled photodetector,7 —
photodetector controller.
to the number of discrete frequency values in the signal with
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~Fig. 2b!. In this way the light spot is transported from the
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discrete frequency modulation; i.e., it is equal toN. The
fiber-optic converter transmits the image with an intens
I 1 from its entrance plane to the output plane onto a disc
number of spots of dimensionS corresponding to the diam
eter of the fiber core. In this processor the converter ima
the focal plane~along theX1 axis, spots with centers at th
pointsX1i) onto the plane of the charge-coupled photodet
tor ~along theX2 axis!. The input image is averaged withi
the confines of the spots. In addition to imaging, the fib
optic converter also carries out a spatial conversion. T
occurs by virtue of the transposition of the fibers in the o
put plane~Fig. 1!. The transposition follows the frequency
coding by the sequence of the processed signal accordin
a simple rule: the spot labeledg i along theX1 axis is imaged
on the spot with the labeli along theX2 axis. The intensities
I 1 and I 2 at the entrance and exit, respectively, of the fib
are thus related asI 2i5I 1g i

.
When this converter is used in the processor the spe

components of a signal with discrete frequency modulati
separated by means of the acoustooptic spectrum anal
are introduced into the corresponding fiber through the
and are transmitted to the plane of the photodetector, illu
nating the exit ends along theX2 axis one after the othe

FIG. 2. Change with time of the signal frequency with discrete freque
modulation and the positions of the center of the diffraction spot at
entrance to the fiber-optic converter~a! and at the exit from the converte
~b!.
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illuminated end along the photodetector with an average
locity Vs5Dx/t.

The photodetector in the processor operates in the t
delay and accumulation mode. In this mode of operation
elements are shifted from one end to the other by a cont
ous chain~a conveyor! with the elements simultaneously ca
rying out spatial discretization and detection of the opti
signal and accumulating it in the form of charge packets.6 In
the output unit these packets are converted into an ou
voltageUout. In the time delay and accumulation mode t
output voltage is

Uout~ t !5 (
i50

N21

I 2i~ t2~N21!Dx/Ve!, ~2!

whereI 2i is the light intensity at the exit from the fiber-opti
converter in thei th fiber ~proportional to the power of the
i th component of the signal! whileVe is the rate of motion of
the elements of the photodetector:Ve5 l eF, wherel e is the
spacing of the elements andF is the clock frequency applied
to the photodetector from the controller~Fig. 1!.

WhenVs andVe are equal, the output signal is

Uout~ t !5 (
i50

N21

I 2i~ t2~N21!t!, ~3!

i.e., the partial responses of all the frequency channels
detected and summed with the required delay. Thus a s
video pulse is formed at the output with an amplitude p
portional to the signal energy and a durationtc close to the
duration of an elementary signal. Hence this processor c
presses a signal with discrete frequency modulation and
tects it. The instant of arrival of the signal is irrelevant to th
processor.

The compression factor obtained in this process
K5Nt/tc is not greater thanN and is limited by the baseline
of the acoustooptic modulator and the number of element
the photodetector. Presently existing element baselines
mit a valueKmax'103, which is much greater than in elec
tronic processors based on a set of band-pass filters.5 Be-
cause of the finite speed of the detector the duration of

y
e
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compressed signal is limited from below to a val
tcmin'0.1–0.2 ms. To process signals with differen
frequency-code sequences it is necessary to replace the
optic converter.

4. A laboratory prototype of an acoustooptic modula
was made using an acoustooptic modulator based o
TeO2 crystal with a time aperture of 10ms and a 500 ele-
ment linear photodetector of the type FPZS-1L. The fib
optic converter~the fiber bundle! consisted of 16 fibers with
a core diameter of 100mm and a distance of 140mm be-
tween centers at the entrance and exit planes, and c
sponded to a signal with a frequency-code sequenceg i57, 2,
8, 12, 1, 4, 9, 13, 0, 5, 10, 14, 3, 6, 11, 15. The signal w
discrete frequency modulation was formed by means o
voltage-controlled oscillator. The durationt of an elemen-
tary signal was 20ms, and the duration of the entire sign
was 320ms. An IBM-type PC was used to control the osc
lator and record the output signal from the processor.

Various experiments were carried out with the prototy

FIG. 3. Output signal of the acoustooptic processor for different signals
discrete frequency modulation. Curve1— Frequency code sequence of th
signal matches the fiber-optic converter; curve2 — the frequency-code
sequence of the signal has been changed.
56 Tech. Phys. Lett. 23 (1), January 1997
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the acoustooptic processor when signals with differ
frequency-code sequences were fed into it. Curve1 corre-
sponds to a signal matched with the arrangement of the fi
in the bundle, and curve2 corresponds to a signal with
different frequency-code sequence~6 of the 16 signals are
transposed in time!. As one can see from this figure, whe
the frequency-code sequence is changed the amplitude i
duced by about 35%, which agrees with the calculatio
while the dc component of the output signal is increased. T
duration of the output signal is somewhat greater than
expected 30ms.

The appropriate software must be developed to inve
gate the characteristics of the processor and for simulatin
operation.

In summary, the results show that when acoustoop
techniques are used for separating the frequency compon
of a radio signal, along with a fiber-optic converter and
charge-coupled photodetector operated in the delay and
cumulation mode, it is possible to make an acoustooptic p
cessor that compresses radio signals having discr
frequency modulation. Such a processor may find use
various radio electronic systems.
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Dynamics of dislocations and disclinations of the field of a few-order optical fiber:

I. Creation and annihilation of C6 disclinations

A. V. Volyar and T. A. Fadeeva

Simferopol State University
~Submitted November 11, 1996!
Pis’ma Zh. Tekh. Fiz.23, 20–27~January 26, 1997!

It is shown experimentally and theoretically that the interconversion dynamics of the field of the
LP11 mode combination of a few-mode optical fiber is determined by the interaction of
circularly polarized pure edgeC1 andC2 disclinations. TheC1 andC2 disclinations correspond
to characteristics of the field for which the right- or left-circularly polarized electric field
goes to zero. During propagation the uniformly linear-polarized dislocationsDy break down into
four C1 disclinations travelling in opposite senses. When each pair ofC2 andC1

disclinations meet they annihilate each other and form linear polarization. The field of the
linearly polarized disclinations thus created sums up out of phase into the original field and forms
a uniformly linearly polarized field withDx dislocations. ©1997 American Institute of
Physics.@S1063-7850~97!01901-0#

In the propagation of light waves through an optical fiber et~LP11x
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interference-induced exchange of energy occurs between
fields of the natural modes having similar values of t
propagation constantb. These field conversions are well i
lustrated in the example of the LP11 mode. This mode is
four-fold degenerate — twofold in the parity and twofold
the polarization, and is a combination of an even or o
He21 mode and TM01 or TE01 eigenmodes, having identica

propagation constantsb̃ in the scalar approximation of th
wave equation. In the first approximation of the vector wa
function each of the eigenmodes obtains an additional po
ization correctionDb to the propagation constant.1 This cor-
rectionDb lifts the degeneracy of the LP11 mode and cause
polarization conversions in the distributions of the transve
electric and magnetic fields.

We have shown in Ref. 2 that the field of the eige
modes of an optical fiber includes optical vortices~screw
dislocations!, by means of which one can describe perturb
tions of the fields in the optical fiber. However, for a com
plete description of the evolution of the LP11 wave field it is
still not enough to use only optical vortices. It is necessary
expand the classification schemes of scalar dislocations
describing the evolution of a microwave vector field in fr
space Ney and Hajnel3,4 introduced the concept of vecto
dislocations, calling them disclinations of the electroma
netic field and requiring that both theEx and theEy compo-
nents of the field vanish in the vicinity of the disclination.

The purpose of this work was to study the interconv
sion of dislocations and disclinations of the field of t
LP11 mode of a few-mode optical fiber.

1. The studies were made on the even LP11x
(e) mode lin-

early polarized in the planez50, with the assumption tha
these results can also be reproduced for the other t
LP11 modes.

The field of the LP11x
(e) mode for a centrosymmetric me

dium can be written as1
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1 i ŷ sin~w!sin~dbz!%F1~R!exp~ i b̃z!, ~1!

wherex̂ and ŷ are the polarization unit vectors,w andR are
the azimuthal and radial coordinates,db is the half-
difference in the polarization corrections of the TM01 and
He21

(e) eigenmodes,F1(R) is the radial distribution function
of the electric field:F1(R)5RF18(R) ~Ref. 2!.

Expression~1! shows that the field of the LP11x
(e) mode

contains two pure edge dislocations.3 In general the trans-
verse mode, expression~1!, is nonuniformly polarized and it
cannot be described by means of dislocations of a sc
field.

Let us write expression~1! in the circular polarization
basis (ê1, ê2):

e5@ ê1 cos~dbz2w!1ê2 cos~dbz1w!#

3F1~R!exp~ i b̃z!. ~2!

We require that the amplitude of the field vanish f
right-circular polarizationê1 or left-circular polarization
ê2. This requirement is expressed by the equations

w56p/21dbz, ~a! w56p/22dbz, ~b! ~3!

where ê150 for expression (a) andê250 for expression
(b).

Equations~3! describe the motion of two circularly po
larized parts of the field of the LP11 mode with variation in
the longitudinalz coordinate. Following Ref. 4, we shall de
fine a circular disclinationC1 as the state of the field fo
which the amplitude of its left-circular component vanish
~Im e25Ree250), and the disclinationC2 as the state of
the field for which the amplitude of the right-circular com
ponent vanishes~Im e15Ree150).

Then the dynamics of propagation and interaction of
C1 andC2 disclinations can be represented in terms of
distribution of the intensityI (r,w) and the eccentricity

570057-04$10.00 © 1997 American Institute of Physics



FIG. 1. ~a! — Distributions of the intensity and eccentricity modulus of the LP11 mode for various cross sectionsF2dbz of the fiber~the dark regions
indicate the circular polarization and the light regions the linear polarization!; ~b! — photographs of the distribution of the radiation field of the LP11 mode
for the lengthsz53.6 m, 0.5 m, and 0.9 m.
Q(w) of the field of the LP11 mode~Fig. 1a!. It can be seen
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n
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d

form a Dy dislocation with uniform polarization along the

of

ich

the
from this figure that the pure edgeC1 andC2 disclinations
are created from anx̂-polarized dislocationDx . Simulta-
neously an immobileLy disclination is created. This discli
nation is linearly polarized along they axis. TheC1 and
C2 disclinations move oppositely to one another and an
hilate atw5p/2 and 3p/2, creating anLx disclination. The
field of the createdLx disclination is polarized in antiphas
to the field polarized along thex direction and lying on the
axesw5p/2 and 3p/2. Therefore these two fields add an

58 Tech. Phys. Lett. 23 (1), January 1997
i-

y axis. These processes can be represented as

Dx→C11C21Ly , C11C21Lx→Dy . ~4!

Ordinarily the processes of creation and annihilation
field dislocations are represented by the curves ReE50 and
Im E50 ~Ref. 7! plotted in thex, y coordinates. Therefore
the phase portrait shown in Fig. 2a contains lines for wh
e150 or e250 in accordance with expression~3!. In a
polar coordinate system the radial coordinate represents
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FIG. 2. a—Phase portrait of the creation and annihi
tion of C1 andC2 disclinations; the dashed curve co
responds toC1 disclinations and the solid curve to
C2 disclinations; b — dependence of the eccentricit
Q on the azimuthal coordinatew at various lengthsz
along the fiber~the theoretical results are given by th
solid line, and the experimental points by the crosse!.
lengthz of a fiber, while the location of the axis of a discli-
t
s
lo

e
h
e

e

th
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o

or a holographic filter can be used. In addition, in order to
of
llel
the
a
am
gth

r

ed.

he
site
nation in the transverse cross section is represented by
azimuthal anglew. The points of intersection of the curve
correspond to a creation-annihilation event involving dis
cations and disclinations.

2. To study experimentally the disclination dynamics w
examined the distribution of the state of polarization of t
radiation field in a few-mode optical fiber. We used a fib
with a radiusr53.5mm with a reduced diameterV53.6.

If this fiber is excited by a Gaussian beam of a TEM00

laser mode, then an HE11 mode is generated at the same tim
as the LP11 mode. The field of the HE11 mode does not have
a singularity on the axis of the fiber, but the presence of
mode influences substantially the distribution and the nu
ber of dislocations of the field. To reduce the contribution
this mode the fiber can be excited with a TEM01 laser mode,

59 Tech. Phys. Lett. 23 (1), January 1997
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excite only one of the LP11 modes and not a superposition
them, the linear polarization vector must be oriented para
or perpendicular to the axis of the edge dislocation of
excitation field. In our experiment the fiber was excited by
holographic method by passing the excitation laser be
through the hologram of a pure edge dislocation. The len
of the beats of the LP11 mode wasL52p/db53.6 m. To
study the dependence of the eccentricityQ5b/a on the
length z0 ~hereb and a are the semiminor and semimajo
axes of the polarization ellipse! the fiber was broken off ev-
ery Dz051 cm and the Stokes parameter was measur6

The dependence of the eccentricityQ on the azimuthal co-
ordinatew for various lengthsz0 is shown in Fig. 2b. It is
found that in parts of the radiation field symmetric about t
z axis the circulations of the polarization states have oppo

59A. V. Volyar and T. A. Fadeeva



signs. The azimuth of the inclination of the semimajor axis
o
t

he

nd

th

d
e
th
er

al
o

r
fi-

ber. The circularly polarizedC6 pure edge disclinations are
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of the polarization ellipse makes an angle of either 0
p/2 with thex axis, in agreement with the calculations. A
the instant of annihilation of the circular disclinations t
transverse radiation field is uniformly linearly polarized.

In Fig. 1b we show photographs of the fields correspo
ing to the lengthsz52p/db, p/(4db), andp/(2db). The
field in the first and third photographs corresponds to
pure edge dislocationsDy andDx . The field shown in the
second photograph resembles superficially a pure screw
location. However, the characteristic ‘‘forked’’ interferenc
pattern cannot be obtained for arbitrary polarization of
reference beam. This is because the field in the transv
cross section is nonuniformly polarized:e; x̂X1 ŷY; i.e., it
is a vector superposition of two pure edge dislocations.

To summarize, it has been shown both experiment
and model-theoretically that the propagation of the field
the LP11 mode is not a static wave process, but a dynam
sequence of creation and annihilation of dislocations and
tataryC6 disclinations propagating along the axis of the
60 Tech. Phys. Lett. 23 (1), January 1997
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created out ofDx dislocations; they move in opposite sens
to one another with the same angular velocity and they
nihilate to formDy dislocations.

This work was partially supported by the Internation
Soros Program for the support of higher education in the a
of the exact sciences~ISSEP!, Grant No. N PSU062108.
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Laser control of the state of a plasma in a selective optical trap

the
A. P. Gavrilyuk, I. V. Krasnov, and N. Ya. Shaparev

Computation Center, Siberian Division of the Russian Academy of Sciences, Krasnoyarsk
~Submitted November 6, 1996!
Pis’ma Zh. Tekh. Fiz.23, 28–32~January 26, 1997!

Laser cooling of resonant ions is shown to be applicable to the effective control of the
temperature of charged particles in a low-temperature electron-ion plasma confined in a magnetic
trap. © 1997 American Institute of Physics.@S1063-7850~97!02001-6#

A magnetooptical trap was proposed in Ref. 1 for ancharged particles is short compared to the dimensions of
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ultracold highly ionized charged plasma~with electron an
ion temperaturesTe andTi,0.01 eV!. One of the main ad-
vantages of this optical confinement of a plasma is its se
tivity: an ultrapure plasma with the ion component reson
with the laser radiation is accumulated in the trap and i
lated from contact with walls. A natural consequence of t
circumstance is the possibility of effective laser cooling
the plasma. It should be noted that despite the spectac
success in the use of laser cooling methods in fundame
physics experiments with atom and ion traps,2,3 an electron
plasma has never been considered a suitable candidat
these methods. We shall show that a combination of la
cooling of ions and high-frequency microwave heating
electrons under conditions of magnetooptical plasma c
finement permits the state of the plasma to be controlled;
it is possible to establish and maintain at will the electr
and ion temperatures over a very wide range of poss
values. We believe that this conclusion together with the i
of magnetooptical plasma confinement1 opens up prospect
for the creation of plasma devices of a new type, in wh
fairly weak electromagnetic radiation can fine-tune the m
plasma parameters. The area of their application lies in
study of the fundamental properties and the possible ap
cations of ultracold gas plasmas.

Let us consider a homogeneous completely ioniz
plasma confined in a magnetooptical trap1 and subjected to a
microwave field and uniformly irradiated with monochr
matic light ~in the form of a standing wave along then
direction with an amplitudeE5E0 cos(kn•r )) quasiresonan
with a transition of the plasma ions and having a freque
v shifted towards the red relative to the resonant freque
v21: v2v215D,0. Then the ion is acted on by a frictiona
force, which in the case of a weak field (uVu!g) and large
detunings from resonance (uDu@g,kATi /m) can be written
in the form4

F5mx~v•n!n, ~1!

where x.(\k2gg/mD) is the coefficient of friction
(x,0), g5uV/Du2, V is the Rabi frequency (V5dE0 /\),
d is the dipole moment matrix element,g is the rate of
spontaneous decay of an excited ion,m is the ion mass, and
v is the ion velocity. We assume that the ion plasma f
quency isv i!g. From Eq.~1! we obtain the expression fo
the rate of change of the average ion kinetic energy« i re-
sulting from laser cooling when the mean free path of

61 Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/
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trap and the rate of cooling is low compared to the rate
ion–ion collisions

d« i
dt U

c

5^F•v&5xTi , ~2!

where the angle brackets denote averaging over the equ
rium ion velocity distribution.

Because of the high frequency and relatively low inte
sity of the optical field under these conditions the direct
tion on the electrons by the optical field can be neglected.
the other hand, the slowing absorption of the microwave
diation with a frequencyvh and intensityI in electron–ion
collisions increases the electron kinetic energy«e . The rate
of microwave heating of the electrons forvh@nei is

5,6

d«e
dt U

h

5
mI

n
5~4pe2/mecvh

2!Inei , ~3!

wherem is the coefficient of slowing absorption,n is the
density of charged particles,me is the electron mass,nei is
the effective rate of electron-ion collisions,6 nei5(4A2p/3)
3(e4n ln L/me

1/2Te
3/2), and ln(L) is the Coulomb logarithm.

Taking into account relations~2! and~3! and the energy
exchange between the electron and ion subsystems, we
sume that the plasma lifetimet in the trap1 and the recom-
bination lifetimet r are considerably longer than the chara
teristic collision time,;nei

21 and the characteristic optica
cooling timeux21u ~the condition that the plasma density
quasistationary!, and write the energy balance equation f
the charged particles

dTe
dt

5Wh~Te ,I !2
4

3
nei~Te2Ti !

me

m
, Wh5

2

3
•

d« i
dt U

h

,

~4!

dTi
dt

5
4

3 H nei~Te2Ti !
me

m
1

x

2
Ti J .

These equations differ from the standard equations
scribing nonresonant microwave heating in the second t
on the right-hand side of the equation for the io
temperature—the term relating to the effect of laser cooli

A qualitative analysis of the nonlinear autonomous s
tem ~4! in the phase plane shows that forx(D,V),0 it has a
single stable stationary state (Ti ,Te). The steady-state tem
peratures satisfy the following relations

610061-02$10.00 © 1997 American Institute of Physics
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TABLE I. Characteristics of an ultracold plasma and their dependences on
the intensity of the microwave field for fixed parameters of the optical field.
Te2Ti5C1•
m

me
•

I

vh
2 , Te

3/2Ti5C1•C2

ln LnI

vh
2uxu

, ~5!

whereC1 andC2 are a combination of physical constan
C153pe2/mec andC258A2pe4/3me

1/2. It is readily seen
from Eqs.~5! that by varying the intensityI of the micro-
wave field, the intensityI 0, and the detuning of the optica
field ~which govern the coefficient of friction
x}uVu2/D3}I 0 /D

3), one can quite arbitrarily control th
electron and ion temperatures.1! For I!I c5(C2

2/3/C1)
3(n/uxu)2/3(me /m)

5/3 the plasma is isothermal
u5(Te2Ti)/Ti!1:

Ti.Te.~C1•C2• ln LnI/vh
2uxu!2/5. ~6!

If I.I c the plasma is not isothermal,u;1, while if
I@I c it is highly nonisothermal,u@1. The electron tempera
ture is determined only by the microwave field, while the i
temperature~for fixed Te) can be set by an appropriate s
lection of the parameters of the optical radiation (D,I 0)

Te.C1

m

me

I

vh
2 , Ti

ln L•nvh

uxuI 1/2 Sme

mi
D 2/3• C2

C1
1/2 . ~7!

A remarkable circumstance is that attaining and ma
taining a given temperature in the ultracold plasma requ
only fairly low intensities of the optical fieldI 0 and the mi-
crowave fieldI . In Table I we list the temperaturesTi and
Te and for comparison the characteristic recombination ti
t r and time t1 for establishing a quasi-steady state f

I , W/cm2 1022 431023 1023 431024 1024

Te, eV 5.731022 2.331022 5.731023 1.531023 6.031024

Ti , eV 6.531025 1024 231024 831024 6.031024

t r , s 2.13108 3.53106 6.63103 16.0 0.26
t1, s 63 16.0 2.0 0.27 0.07
62 Tech. Phys. Lett. 23 (1), January 1997
-
s

e

W/cm , D52310 s (uxu521 s ), vh510 s , and
n5106 cm23.

In conclusion we note that a plasma that is isolated fr
the walls, that is quasistationary, ultracold, in resonance w
the optical radiation, and hascompletely controllable param
etersmay be a very convenient object for studying the c
lision of cold charged particles, highly nonisothermal plas
states (u@1), the transition from a collisionless state to
collisional state with a reduction in the temperatureTe , the
recombination of charged particles of a supercooled plasm7

and photoinduced collective phenomena in a plasma w
resonant ions, and their spectroscopic manifestations.8 A
practical application of such a plasma may be to creat
plasma source of ultrapure beams of ‘‘cold’’ ions.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 95-02-04788!.

1!For any selected pairs of values (Te andTi) with Te.Ti one can formally
find a combination of parameters of the external fields (I /vh

2 ,I 0 /D
3) that

satisfy Eqs.~5!.
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Subhomogeneous spectroscopy of a Bose condensate of neutral atoms

and
I. E. Mazets and B. G. Matisov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
St. Petersburg State Technical University
~Submitted November 21, 1996!
Pis’ma Zh. Tekh. Fiz.23, 33–38~January 26, 1997!

A method is proposed for resolving experimentally the details of the resonant fluorescence
spectrum of a Bose condensate within a homogeneous line whose width is greatly increased
because of collective effects. A discussion is presented concerning the application of this
method for determining the shifts of the resonant frequencies of the transitions in the condensate
as compared to the usual case of nondegenerate atom ensembles. ©1997 American
Institute of Physics.@S1063-7850~97!02101-0#

An important advance in atomic physics of recent yearsuse of highly stable lasers as in the experiment of Ref. 5;
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has been the development of methods of vaporization c
ing to the Bose-Einstein condensation point in alkali-me
vapors held in a magnetooptical trap.1 For the first time it has
appeared possible to study experimentally the properties
Bose condensate of a nearly ideal gas, as opposed to
strongly interacting Bose systems associated with supe
idity and superconductivity. A number of articles, for e
ample Refs. 2 and 3, have been published concerning
properties of such degenerate systems of neutral atoms. I
been pointed out3 that the frequencies corresponding to res
nant absorption of light in a Bose condensate are not kno
exactly. In fact, the transition frequencies must be shif
relative to those of the single atoms because of the smal
nonetheless practically manifest van der Waals forces
because of the exchange of resonant photons. Measure
of these shifts would give important information on the
interactions. Since a Bose condensate of neutral atoms
only slightly nonideal system, experimental results and t
oretical calculations can readily be compared directly. In
view this is of fundamental interest for modern quantum s
tistical physics.

However, there exists a substantial difficulty: the abso
tion line of a collection of a large number of identical atom
in the same quantum state is greatly broadened by collec
effects.3 The homogeneous line width of the permitted tra
sitions in a Bose condensate under actual conditions i
much as tens of GHz. Therefore for an exact determina
of the line shifts it is advisable to have available a method
subhomogeneous spectroscopy.

Such methods have been well developed for conv
tional spectroscopy over the last two decades. They are b
on the phenomenon of coherent trapping of the populat
involving the capture of atoms in a superposition of quant
states in which the atoms are not excited by resonant ra
tion because of destructive interference of the various e
tation channels. The different aspects of this phenome
have been thoroughly discussed in Ref. 4. Let us recall
particular aspect. The necessary conditions for achiev
trapping by the action of two laser beams and resonant t
sitions from the two corresponding long-lived low-ener
states into the same excited state are a! maximum mutual
correlation of the fluctuations of the two laser beams or
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b! satisfaction of the conditions for two-photon resonance
equal detunings of the two fields from the correspond
resonant frequencies. It is important to note that the width
the two-photon resonance is essentially the width of the
man transition, which in the case of nonsaturating intensi
of the laser radiation is much less than the inverse lifetime
the optically excited level used in this Raman transition. T
circumstance also makes it possible to resolve the spe
features within a homogeneously broadened line.

Let us consider theL diagram of atomic levels, consist
ing of a low-energy ground state (g), a metastable state
(m), and an optically excited level (e). TheN atoms in the
stateg form a Bose condensate; i.e., the translational degr
of freedom of each atom are described by the wave func
u0& of the lowest state of the harmonic oscillator potential
the trap. Two classical electromagnetic fields are applied
the system — a probe fieldP acting on theg–e transition
and aC ~coupling! field, which couples the levelsm and
e. The Rabi frequency, which characterizes thej 2 e field,
and its wave vector are denoted respectively asVj and kj
( j5P,C). The detuningsVP andVC ~the frequency differ-
ence between the electromagnetic fields and the corresp
ing transitions! for fixed parameters of the laser radiatio
carry information on the shifts of the atomic levels under t
conditions of Bose-Einstein condensation.

Let us write down the equations for the atomic fie
operators. These operators for the states where the con
sation takes place are ordinarily2,3 replaced by the
c-numbers,AN. Then the following equations are valid fo
the annihilation operatorsb̂e and b̂m for atoms in the states
exp(ikP•r )u0& ^ ue& and exp@i(kP2kC)•r #u0& ^ um&, respec-
tively

]

]t
b̂e52Gb̂e1 iANVp exp~2 iVPt !1 iVC

3exp~2 iVCt !b̂m , ~1!

]

]t
b̂m52Gmb̂m1 iVC* exp~ iVCt !b̂e . ~2!

As pointed out above, because of collective effects in a B
condensate the homogeneous widthG of the g–e transition

630063-02$10.00 © 1997 American Institute of Physics
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ordinary radiative widthg of a transition in an isolated
atom.3 In this collective decay, the atoms return from t
excited state to the condensate, and photons are emitted
narrow solid anglef'(kPl )

22 in the directionkP . Herel is
the rms spread in the coordinates of the atoms in the s
u0&. The collective decay constant was calculated in Ref
G5Ng f . The ordinary incoherent decay of the excited sta
although it does not contribute very much to the broaden
is important experimentally because it is accompanied by
emission of photons in all directions relative to the axis
the laser beam and therein lies the possibility of observ
resonant fluorescence, whose intensity is proportiona
^b̂e

†b̂e&. In addition, the population of the excited state can
assessed by scattering from the system an auxiliary l
beam resonant with the transition from thee state to the
second excited statee8.

We note that incoherent spontaneous decay in the c
nel e–m has little effect on the population of the transl
tional motion part of the state exp@i(kP2kC)•r #u0& ^ um&.

The different relaxation processes that are character
of the metastable state are taken into account by introdu
the decay constantGm . It is clear thatGm!G. The g–m
transition is forbidden, and the presence of the condensa
the ground state cannot break this inequality. It should
noted thatGm should also include terms determined by flu
tuations in the laser fields.6 In investigating the Bose conden
sate we shall not impose such rigid limits on the stability
the lasers as are common in atomic beams or gas cells
deed, even if the raysP andC are obtained from indepen
dent sources with band widths of the order of several MH
the corresponding contribution toGm is three or four orders
of magnitude smaller thanG.

Let us now find the steady-state solution to the syst
~1! and ~2!. These equations yield an expression for the
erage number of excited atoms:

^b̂e
†b̂e&5

NuVPu2

I 21VP
2

I m
2 1~VP2QC!2

Wbl
2 1~VP2VC!2

, ~3!

where

Wbl5Gm1
uVCu2G
G21VP

2 . ~4!

In the derivation of Eq. ~3! we used the condition
I m
2 !WblG. Let us assume that the intensity of the field co
pling the levelsm ande lies in the range corresponding t
the caseGm!Wbl!G. Then, as one can see from the so
tion ~3!, the resonant fluorescence spectrum will contai
subhomogeneous structure. In fact, if the field of the pro
field is scanned relative to the frequency of the fieldC a
narrow valley of widthWbl ~a so-called ‘‘black line’’! will
64 Tech. Phys. Lett. 23 (1), January 1997
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width G, the line being deeper the smaller the ra
Gm /Wbl . The dependence of the intensity of the reson
fluorescence on the detuning of the two fields is entir
analogous to the dependence associated with coherent p
lation trapping in nondegenerate atomic ensembles.4 Esti-
mates show that attainment of a ratioWbl /G;1022 is an
entirely realistic possibility. Simultaneously with the d
crease in the number of atoms in excited states, the pop
tion of the metastable level

^b̂m
† b̂m&5

NuVPu2

G21VP
2•

uVCu2

Wbl
2 1~VP2VC!2

~5!

increases in the vicinity of the black line.
The appearance of subhomogeneous structure in

resonant fluorescence spectrum can be given the follow
interpretation: destructive interference occurs in the scat
ing of the probe beam by the two dressed states forme
the mixing of the excited and metastable states by the fi
C. The half-widths of these two states areG andWbl , re-
spectively. Scattering of photons of the probe mode by th
states is coherent, and at Raman resonanceVP2VC50 the
amplitudes of the two processes sum together, resultin
nearly zero value. We can conclude that the situation
have analyzed for the Bose condensate is closest to the
herent population trapping in double radiooptical resona
for nondegenerate atoms.7

Comparing the frequencies of the fieldsP and C for
which the black line appears in the spectrum@Eq. ~3!# with
the frequencies corresponding to coherent population t
ping in a nondegenerate atomic ensemble~for example, with
the results of the experiment5 on 87Rb!, one can find the
difference in the shifts due to collective interactions of t
g–e andm–e transition energies.
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Model of a quantum well rolled up into a cylinder and its application to the calculation

of the energy structure of tubelene

L. A. Mel’nikov and A. V. Kurganov

Saratov State University
~Submitted November 19, 1996!
Pis’ma Zh. Tekh. Fiz.23, 39–45~January 26, 1997!

A model is presented for a quantum well rolled up into a cylinder and is used to describe the
electronic structure of tubular clusters of carbon and the systems formed by them. The
energy levels of a tubulene molecule are calculated. The estimates of the ionization potential and
the nature of the conduction this cluster derived within this model are in agreement with
known data. ©1997 American Institute of Physics.@S1063-7850~97!02201-5#

An approach to developing an adequate mathematicalCn,n,b~r ,w,z,t !5AFn,n~r !exp~ inw!exp~ ibz!exp~2 ivt !,
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description of the properties of nano-size objects in orde
solve a number of applied problems may be through the
of the elements of the theory of quantum wells developed
the context of semiconductor nanostructures.

In this paper we consider an an electron gas in a po
tial field in the shape of a quantum well rolled up into
cylinder. Such a system is a modification of the model o
quantum well spread out into a sphere proposed in Ref. 1
the calculation of the electronic structure of fullerene. T
main differences in the present problem stem from the cy
drical symmetry of the potential and the choice of appro
mations.

If electron–electron interactions are neglected, the
tionary one-electron states of the system are described b
Schrödinger equation with the Hamiltonian

Ĥ52
\2

2m
¹21U~r !, ~1!

wherem is the electron mass,r is the distance reckoned from
the axis of the well, and the potentialU(r ) has the form of a
square-well potential with a depthU0 and a widthd, rolled
up into a cylinder of radiusR

U~r !5H 0 0<r<R2d/2

U0 R2d/2<r<R1d/2

0 r.R1d/2

. ~2!

The motion of the electron in the radial direction corr
sponds to a set of discrete energy levels, by analogy with
quantization of the motion transverse to an ordinary quan
well. The orbital motion of revolution also has a discre
energy spectrum determined by the quantization of ang
momentum. Along the axis of the rolled-up quantum well t
electron moves freely. The energy scale for the radial mo
is determined by the depthU0 of the well. The orbital com-
ponent of the energy is proportional to the square of the r
between the electron angular momentum and the radius o
orbit. The energy of motion along the axis is given by t
square of thez component of the electron momentum.

Exploiting the cylindrical symmetry of the problem, on
can seek the electron wave function in the form
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where A is an amplitude factor, the functionFn,n(r ) de-
scribes the radial dependence, while the quantum num
n andb describe the angular and axial dependences, res
tively. As a result the Schro¨dinger equation reduces to th
well-known Bessel equation in the radial compone
Fn,n(r ), whose solutions are the cylindrical Bessel functio
Imposing the condition of continuity on the solutions a
their first derivatives at the boundary of the well, we obta
an equation for the determination of the electron energy
genvalues. The radial and orbital components of the ene
are coupled through the centrifugal displacement of the e
trons and form discrete levels of the radial-orbital ener
The electron kinetic energy is the sum

E5En,n1Eb ~4!

of the energies of the radial-orbital and the axial motions
We shall now use the idea of an electron gas in

quantum well rolled into a cylinder to construct a simp
model for a tubular carbon cluster. Such clusters are hig
interesting not only because of their unique electrical a
mechanical properties,2 but also because of their prospec
for applications in making flat-panel displays,3 nano-size
emitters,4–6 high-temperature superconductors,7 and for a
new generation of scanning electron microscope tips.4 The
tubular structures similar to carbon structures can be form
from atoms of other elements.8

Let us consider aC60118N tubular cluster (N@1), called
tubelene,9 whose structure has been established in exp
mental observations of the formation of nano-fiber structu
by tubelene.10 It is a cylindrical fragment of a graphite sur
face enclosed on both ends with hemispheres — halve
C60 fullerene.

10 Tubelene is an achiral tubular cluster of th
‘‘zigzag’’ type9,11 and has a ninefold principal axis of sym
metry. Its surface can be generated when a fragment con
ing of two carbon atoms is repeated in space by the tran
tion vectorsa1 anda2 ~Fig. 1!. Tubelene can be considered
quasi-one-dimensional crystal formed byN ring-shaped cells
of lengtha.

Strictly speaking, this model corresponds to the limiti
case ofC60118N tubelene of infinite length (N→`). How-

650065-03$10.00 © 1997 American Institute of Physics
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ever, because the ratio of the cluster length to its diamete
usually very great — 103 and greater — in the calculation
relating to tubelene of this length we can regard the mode
a first approximation and take the finite length into acco
by imposing certain conditions on the quantum numberb of
the wave function~3!. In our model, it is additionally neces
sary to take into account the tubelene surface struct
which determines whether the conduction of the cluste
metallic or semiconducting.11–13 We introduce periodic
boundary conditions for the wave functions of the proble
assuming the periodicity unit is equal to the lengthL of the
tubelene (L5Na). Then the quantum numberb can assume
the following series of values

b50,62p/L,64p/L,...,p/a. ~5!

The requirement that the wave function be periodic unde
rotation by an angle of 2p about the main symmetry axis i
satisfied by any integral values of the quantum numbern,
which determines the number of angular nodes of the w
function. However, it is sensible to use only the states w

FIG. 1. A portion of the cylindrical surface of tubelene unrolled onto
plane.a1 anda2 are the primitive translation vectors of the two-dimension
Bravais lattice.a1 corresponds to translation along the helical chain of ato
and the vectora2 corresponds to turning by an angle 2p/9 relative to the
principal symmetry axis.
is

s
t

e,
is

,

a

e
h

gular nodes becomes greater than the number of carbo
oms in the cross section of tubelene.

The structure of the ring-shaped fragments of tubele
has a large effect on the emission of electrons in an exte
field,4 the growth of nanotubes, and other surface pheno
ena. Therefore in the calculation of the corresponding ch
acteristics of tubelene it is necessary to take account of
electron states localized near its ends~Tamm states!14,15cor-
responding to the closed structure.

The parameters of the model for describing the ene
structure of tubelene were selected in the following way. T
diameter 2R of the quantum well rolled into a cylinder w
set equal to the tubelene diameter, 0.71 nm~Ref. 16! while
the depthU0 and the widthd of the potential enter as adjus
able parameters. To determine these parameters we rep
the attractive potential of the carbon ion with a spheri
square potential well. The ratio of its radiusRs to its depth
Us was chosen so that only two states reside in the well:
with an orbital quantum numberl50 and the other with
l51. In this model these states play the role of the 2s and
2p orbitals of the carbon atom. The values ofRs andUs are
chosen so that the model levels are situated at a depth
responding to the ionization potentialsI 2s and I 2p of the
carbon atom. The wave functions of the model levels and
carbon levels have an equal number of zeros in the ra
direction, as is required by the approximation of the line
combination of atomic orbitals.1 In the construction of the
quantum well its parameters were determined by the r
tionsU05Us527.6 eV,D52Rs50.35 nm. This semiempir-
ical approach yields good results even with the rather cr
approximations used.

The results of a numerical solution to the characteris
equation for the electron are shown in Fig. 2 as an ene
level diagram of the radial-orbital energiesEn,n that corre-
spond to the quantum numbersn andn of the wave function
~3! permitted by the structure of the tubelene surface. E
state is twofold degenerate in the spin quantum number.

l
s

l-
a
ate
or
a-
n
led
l.
FIG. 2. Diagram of one-electron levels of the radia
orbital electron energy in a quantum well rolled into
cylinder. Each horizontal double dash indicates a st
with two possible orientations of the electron spin. F
the electrons filling the upper levels the mutual orient
tion of the spins is shown by the arrows. Also show
are the energy bands corresponding to the upper fil
levels in tubelene — a quasi-one-dimensional crysta
The occupied sublevels of the bands are shaded.
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ate in the two possible signs ofn. When the degeneracy i
taken into account, the upper level is found to be only h
filled. In tubelene considered as a quasi-one-dimensio
crystal, the levels that are obtained are broadened into en
bands~Fig. 2! whose widths

Eb5\2b2/2m ~6!

are determined by the maximum values ofb in the set given
in Eq. ~5!. In the region of the upper filled level the electro
are redistributed between three energy bands, which a
result are only partly filled, which influences the metal
nature of the conduction. Our model gives 6.0 eV for t
ionization potential of tubelene, which agrees with the res
of band structure calculations of achiral tubular clusters w
a similar surface structure and diameters close to that
selected for tubelene.14,17,18

In summary, the model of a quantum well rolled up in
a cylinder, while not claiming to be an exact description
the electronic structure of tubular clusters, nonetheless yi
estimates of the parameters of this object and reveals
regularities in the arrangement of the energy levels de
mined by the cylindrical symmetry and the dimensions of
system. This model is based on transparent approximat
and does not require a great deal of computer time for
calculations. As a result, this model can be used to desc
the tubular clusters formed in complex systems, such
multilayer clusters2 or a fiber10 of closely spaced single-laye
clusters.10 This description is equivalent to that of systems
67 Tech. Phys. Lett. 23 (1), January 1997
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Diffusion of promethium in silicon
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The first investigations have been made on the diffusion of promethium in silicon. In the
temperature range from 1100 to 1250 °C the diffusion constant of promethium increases from
;1310213 cm2/s to;1.5310212 cm2/s. The temperature dependence of the diffusion
coefficient can be described byD5 5 3 1023exp@ 2 (3.3 eV/kT)#cm2/s. © 1997 American
Institute of Physics.@S1063-7850~97!02301-X#

One of the principal ways of enhancing the reliability of sample. The layers were removed chemically in an etch
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semiconductor devices, particularly for use in extremal c
ditions, is to create semiconductor materials that are st
against thermal and radiation influences. Recently, in a n
ber of investigations inside and outside of Russia it has b
established that the thermal and radiation stability of silic
which is the main material of present-day semiconductor
croelectronics, can frequently be greatly enhanced by in
ducing rare-earth elements into it.1–3 The results of these an
other investigations have served to stimulate a great dea
interest in doping silicon with rare-earth elements and als
motivate studies of the behavior of these impurities in silic
and their effect on the physical and physicochemical prop
ties of the material.

In this paper we present the results of the first investi
tions of the diffusion of promethium in silicon.

For studying the diffusion we used plane-parallel p
ished wafers ofn-type KÉF-15 silicon;380mm thick, from
which we cut rectangular samples with an area of about
cm2. Before the diffusant was deposited, the samples w
washed in acetone, toluene, hydrofluoric acid and aqua re
a boiling mixture of H2O2:HCl, and distilled water.

The diffusion was carried out from a layer of diffusa
deposited on the sample surface in the form of an alco
solution of the chloride of radioactive promethium147Pm.
After the diffusant was deposited on the surface the sam
were dried in air. The uniformity of the deposition wa
checked by an autoradiographic method.

The diffusion annealing was carried out in air in clos
ampoules. The ampoules containing the samples were pl
in a diffusion oven~SDO-1! equipped with an REPID pro
grammable temperature regulator able to maintain a temp
ture with an accuracy of 1 °C. The temperature range
diffusion was from 1100 to 1250 °C. The annealing las
from 8 to 48 h.

After the diffusion annealing the samples were wash
many times sequentially in hydrofluoric acid, a boiling mi
ture of H2O2:HCl, and distilled water. This washing trea
ment usually removed completely the radioactive impur
remaining on the surface. Then the edge of the sample
trimmed back to a depth of about 80–100mm, considerably
greater than the diffusion depth (;10 mm!.

The impurity profile was determined by successively
moving layers and measuring the residual radioactivity of
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composed of 1HF: 40HNO3. After each layer was remove
the samples were washed in a boiling solution
H2O2:HCl and distilled water. The thickness of the remov
layer was determined by weighing the sample with a VL
20g semimicroanalytic balance. The thickness removed
usually 0.1–0.5mm. The residual activity of the sample wa
measured in a UMF-1500M low-background apparatus w
an SBT beta-ray spectrometer, on a BDBSZ-1 eM appara
with a NaI~Tl! scintillation counter, and also an AI-102
pulse-height analyzer.

Autoradiographic measurements were carried out on
sample to check the uniformity in the distribution of th
radioactive isotope over the cross section of the sample
the layers were removed.

The data from the autoradiographic investigatio
showed that the deposition was uniform and the distribut
of the diffused promethium isotope was even over the cr
section surface at various depths from the original surfa
and, as in the case with other rare-earth elements investig
by us, no inclusions of a second phase were present.4–6

FIG. 1. Profile of the residual amount of radioactive promethium in silic
T51200 °C,t510 h;d—experiment, - - - —calculation from theory.

680068-02$10.00 © 1997 American Institute of Physics
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These results show that the curves of the resid
amount of impurity~see, e.g., Fig. 1! can be described by th
error function, erfc, corresponding to the solution of Fick
diffusion equation for an infinitely thin source. The diffusio
coefficient of promethium in silicon calculated from the r
sidual impurity curves increases with the temperature fr
;10213 cm2/s to ;1.5310212 cm2/s. Figure 2 shows the
temperature dependence of the diffusion coefficient
promethium in silicon. The temperature dependence of
diffusion coefficient follows the Arrhenius law and can b
described by the relation

FIG. 2. Temperature dependence of the diffusion coefficient for prometh
in silicon.
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The results show that the penetration depth of prom

thium in silicon is given by the quantity 2ADt, and over the
entire experimental temperature range does not exceed a
microns.

An analysis of our data shows that the diffusion coe
cient and the activation energy of promethium in silicon
in a range of values characteristic for the diffusion of typic
group III elements in silicon, boron, aluminum, indium, ga
lium, and thallium, which are substitutional impurities an
diffuse by way of the crystal lattice sites.7 Thus our results
support similar conclusions we have drawn previously
garding the diffusion mechanism of rare-earth elements
silicon.4–6
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Self-similarity and branching of wavelet transforms of microwave signals generated

li-
by a vircator
V. E. Vatrunin, A. E. Dubinov, and V. D. Selemir

Russian Federal Nuclear Center, All-Russia Scientific-Research Institute of Experimental Physics,
Sarov (Arzamas-16)
~Submitted July 1, 1996!
Pis’ma Zh. Tekh. Fiz.22, 92–96~December 26, 1996!

The turbulence regimes of an electron flow with a virtual cathode are studied. The microwave
signals generated by a vircator are calculated by the method of large particles. The wavelet
transforms of these signals are constructed, and it is shown that they have a complicated self-
similar and branching structure. It is concluded that the turbulence of an electron flow is
caused by macroscopic instabilities. ©1996 American Institute of Physics.
@S1063-7850~96!04112-2#

Microwave generators based on a virtual cathode, so-~or self-affine! subdivision of the pulsation scales, comp
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called vircators, are now some of the most promising devi
in relativistic electronics.1–3 However, the theoretical de
scription of the behavior of the electron flow in them me
with well-known difficulties associated with the multivalue
ness of the velocity of the electrons in the flow and w
thermalization4 and turbulence5,6 processes in the initially
monoenergetic flow near the virtual cathode, which resul
the complicated structure of the generation spectra.7

The present work is a continuation of the series
investigations4–7 of turbulence regimes of an electron flow
the presence of a virtual cathode in the flow.

Two types of turbulence in electron flows a
distinguished:8 weak turbulence, associated with an initi
thermal spread of the velocities of the electrons injected
the drift chamber, and strong turbulence, associated with
macroscopic instabilities of the electron flow. It is conje
tured that the latter type, against the background of which
initial thermal spread is not noticeable, determines the s
of an electron flow with a virtual cathode.

By analogy with hydrodynamic macroscopic instabi
ties, such as Be´nard convection, Taylor flow between rota
ing cylinders, and so on, the instability of an electron flo
with a virtual cathode must be accompanied by self-sim
s

s
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cated energy transfer along the spectrum of these pulsat
branching~bifurcation! of a number of dependences, and
fractal nature of the dynamical attractors of the flow.

In Ref. 5 the fractal dimensions of these attractors w
calculated and it was shown that they are large (d;8212)
and are in principle fractional. This indicates that here
turbulence of the electron flow is at least fractal and corre
tions in it decouple quite rapidly:

^E~ t !•E~ t1t!&5const/td, ~1!

whereE(t) is the microwave signal.
At the same time, this result is not revealing, and

demonstrate self-similarity and bifurcation inE(t) the for-
malism of wavelet transforms,9,10 which has already been
tested in processing of complex signals, could be helpfu

To this end, the microwave generation signalsE(t) of a
nonrelativistic vircator were calculated. The modeling a
calculation were performed according to the program
scribed in detail in Ref. 11 and employing the simplest va
ant of the large-particle method, in which the large partic
are infinitely thin charged planes and the interaction spac
represented in the form of two planar gaps: a diode gapLd of
unit length (Ld51) and a drift gap of lengthLp ~Fig. 1!.
FIG. 1. Modeling scheme.
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It was found that forl i51022 and alli a virtual cathode
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The potentialUe of the emitting electrode~cathode!
equals zero, and the potentialsUa andUc of the anode grid
and the collector, respectively, equal unity.

The dynamics of the separate sheets was calculated
means of step integration of the system of normalized diffe
ential equations of motion:

d

dt
zi5n i and

d

dt
n i5Ei , ~2!

where the magnitude of the electric field is expressed in th
form

Ei2
Ua2Ue

Ld
1(

j, i

Nd
2

l j2(
j. i

Nd
1

l j ~3!

in the diode gap and in the form

Ei5
Ue2Uc

Lp
1(

j, i

Np
2

l j 2(
j. i

Np
1

l j ~4!

in the drift gap. HereNd,p
2 andNd,p

1 are the number of par-
ticles in front of and behind thei th sheet, respectively, and
l i is the effective charge of thei th sheet.

FIG. 2. Computational results: a —E(t); b — section of the wavelet trans-
formW(a,b).
8 Tech. Phys. Lett. 23 (1), January 1997
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forms forLp.5, and its position is determined by the ave
age distancel from the anode grid approximately equal
Ld . The time-dependent behavior of the electric fieldE(t)
near the virtual cathode was calculated. The typical time
pendence of the field is shown in Fig. 2a~the calculation was
performed withLd510).

The wavelet transformW(a,b) of the signalE(t) was
calculated as follows:

W~a,b!5a21/2E CS t2b

a DE~ t !dt, ~5!

where the waveletC(x), as in Ref. 9, was chosen in th
form

C~x!5~12x2!exp~2x2/2!, ~6!

often called a Mexican hat type wavelet.
The section of the wavelet transformW(a,b) by the

planeW(a,b)50 in a logarithmic scale with respect toa so
that the regionW(a,b).0 is colored black is displayed in
Fig. 2b.

The branched and self-similar structure of the picture
the wavelet transform attest to the fact that a state w
strong turbulence, developing as a result of macroscopic
stability, is indeed realized in the electron flow.
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Conversion of infrared radiation into visible in ZBLAN glass with three-component

the
doping by rare-earth elements
I. A. Grishin, V. A. Gur’ev, V. L. Mart’yanov, and A. P. Savikin

N. I. Lobachevski� State University, Nizhni� Novgorod
~Submitted October 29, 1996!
Pis’ma Zh. Tekh. Fiz.23, 51–57~January 26, 1997!

Experimental results are presented that lead to the conclusion that new laser systems and
elements of fiber-optic communication lines can in principle be made on the basis of the material
studied here, which have new spectroscopic characteristics. The effect studied in this paper
is the following: an increase in the luminescence efficiency with frequency upconversion for three-
element doping; this is a novel finding and has no analog. ©1997 American Institute of
Physics.@S1063-7850~97!02401-4#

1. INTRODUCTION an increase in the rate of pumping of the upper level of
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One of the ways to convert infrared light to the visib
range is with sensitized luminescence and stage-wise pu
ing of the higher levels of trivalent rare-earth ions in fluori
crystals and glasses.1 In earlier experiments2 we found the
optimum concentration of Yb311 Er31 donor-acceptor ion
pairs for the efficient conversion of infrared radiation of
semiconductor laser (lp5975 nm! into green radiation with
l lum5 515–555 nm.

This article reports an experimental investigation of t
luminescence and frequency up-conversion in the synth
fluorozirconate glass ZBLAN~Ref. 3! doped with the com-
bination Yb311 Er31 1 Ho31 ~Table I!.

2. EXPERIMENT

To investigate the luminescence with frequency u
conversion we used a spectroscopic apparatus based
DFS-12 grating spectrograph~resolution better than 0.1 nm!
with an FÉU-79 photomultiplier. CAMAC crate module
connected to a 286 PC by a GeoSoft CC controller were u
to process the photomultiplier signal, tune the region of
spectrum, and supply the laser pumping.

The glass samples were optically pumped in the sa
way as in Ref. 2, with the radiation from a cw InGaAs–Ga
semiconductor quantum-well laser at a wavelengthlp5975
nm and a power up to 700 mW. The pump radiation w
collimated onto the glass sample by a microscope objec
for unambiguous reproducibility of the excited volume.

In the experiments we used samples of ZBLAN glas
mm thick with various concentrations of Ho31 shown in
Table I in mole per cent.

The characteristic luminescence spectra of the sam
with the double doping Er1 Yb ~N1! and Ho1 Yb ~N2! are
shown in Fig. 1, and for triple doping in Fig. 2.

3. DISCUSSION

The energy level diagram of this system of ions is sho
in Fig. 3. In studying the processes that lead to an enhan
efficiency in the infrared→ ‘‘green’’ conversion in the
Yb311 Er31 pair ~Ref. 2! we identified two main processe
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transition S3/2→ I15/2 in Er and the effective quenchin
of the lower-lying metastable state4I13/2 ~the lifetime is
tR.7.8 ms for the radiative transition to the ground state
the wavelengthl lum;1.55mm!.

The 4I13/2 level of erbium can be quenched by introdu
ing into the sample an additional type of rare-earth dop
ion whose energy level lies below the4I13/2 level and to
which it is possible to transfer energy of excitation by t
dipole-dipole interaction or phonon relaxation, for examp
Tb31, Nd31, Ho31, or Pr31. The luminescence channels
most of these ternary compositions lie in the near- or m
infrared range. Similar pumping schemes have been used
increasing the pumping efficiency for a number of crystalli
infrared lasers~see, e.g., Ref. 5!.

Our experiments with Tb31 have shown that the higher
lying levels of this ion also interact with erbium, removin
some of the energy from it, so that the efficiency of the gre
luminescence is substantially reduced. However, for Ho31

we observed that the efficiency of the green luminescenc
enhanced~the integrated intensity increased by a factor
1.72 in the rangel5530–555 nm for samples N3 and N
compared with N1!. The reasons are as follows. First, th
low-lying level of this ion,5I7, is able effectively to empty
the higher level,4I13/2, of erbium via the dipole-dipole inter
action assisted by phonons from the glass matrix~the energy
gap isDE.1500 cm21 with an average phonon energy
ZBLAN of around 575 cm21; Ref. 2!, and hence the erbium
ions, giving up energy to the holmium ions, return to t
ground state and again take part in the pumping process.
supposition is supported by the reduction of the infrared

TABLE I.

ZrF4 BaF2 AlF3 YbF3 ErF3 HoF3 NaF

1 52 20 4 3 1 – 20
2 52 20 4 3 – 1 20
3 51.75 20 4 3 1 0.25 20
4 51.5 20 4 3 1 0.5 20
5 51 20 4 3 1 1 20

700070-03$10.00 © 1997 American Institute of Physics
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FIG. 1. Luminescence spectrum with frequency u
conversion in binary compositions Er31 1 Yb31:
ZBLAN ~N1! and Ho31 1 Yb31:ZBLAN ~N2).
tensity in the region of 1.55mm with increased concentration
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of the holmium ions~Fig. 4!.
Second, as one can see from the luminescence spec

the high-lying levels of Ho31, the 5F3, and the overlapping
5F4 and

5S2 levels participate in the sensitized luminescen
4

in the regionl lum5 535–550 nm. Because of the small e
ergy gap between the upper radiative levels of holmiu
5S2, and erbium,

4S3/2, nonradiative transfer of energy to th
erbium is possible, and this should reduce the intensity of
holmium emission in the region around 537 nm, but t
effect is not observed experimentally. It is possible that t
result explains the high rate of radiative transitions of h
mium, 5S2→5I8 (l lum.537 nm!, compared with the inter-
ion energy transfer. Moreover, this wavelength range co
cides with the minimum of the erbium absorption and do
not undergo quenching.

The transfer of energy from the2H11/2 level of erbium to
holmium is also observed, as is indicated by the decreas
the intensity of the short wavelength part of the emission
530 nm~the2H11/2→4I15/2 transition; compare Figs. 1 and 2!.
m,

,

e
s
s
-

-
s

in
t

greater than the radiative relaxation of the erbium2H11/2

level.

4. CONCLUSIONS

As noted in Refs. 1 and 2, luminescence with frequen
up-conversion in doped fluorozirconate ZBLAN glass
holds out promise for developing fiber-optic amplifiers a
lasers for the visible, near infrared, and the near ultravio
with pumping by high-efficiency infrared semiconductor l
sers. The investigations carried out here into the effects
controlling the luminescence spectrum and enhancing the
ficiency of the conversion by introducing additional dopa
impurities can extend the capabilities of the devices that
created and improve their characteristics.

The results of these experiments are indicative of be
luminescence characteristics of the ternary composi
Yb31 1 Er311 Yb31 compared to those of the binary com
positions Yb31 1 Er31 or Yb31 1 Ho31. The luminescence
m-
FIG. 2. Luminescence spectrum of the ternary co
positions Er31 1 Yb31 1 Ho31:ZBLAN ~labeled
as in Table I!.
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intensity integrated over the spectrum, while increasing by
factor of 1.72, was, moreover, smoother and concentrated
the region of 535–555 nm. Experiments that are planned
studying the spectral dependence of the luminesce
quenching time will permit a quantitative assessment of t
probability of energy transfer and give a more detailed e
planation of the observed phenomena.

The authors are indebted to Prof. A. A. Andronov fo
discussions and to N. B. Zvonkov for supplying the semico
ductor laser and for his cooperation.

This work on the energy transfer processes in rare-ea
doped fluorozirconate glasses was supported by the Rus
Fund for Fundamental Research~Grant No. 96-02-16996a!.

FIG. 3. Energy level diagram for Er31 1 Yb31 1 Ho31 ~the arrows indi-
cate the excitation and luminescence transitions with frequency
conversion!.
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FIG. 4. Luminescence intensity of the composition Er1Yb1Ho:ZBLAN at
1.55mm versus the holmium concentration.
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Concerning the polarization vector of a wave reconstructed by a pseudodeep

volume grating

S. Ya. Gorelik and I. M. Nagibina

St. Petersburg Institute of Precise Mechanics and Optics (Technical University)
~Submitted March 29, 1996!
Pis’ma Zh. Tekh. Fiz.23, 58–63~January 26, 1997!

It is shown theoretically and experimentally that for non-Bragg readout of a pseudodeep
hologram recorded in a thick-layer medium the wave reconstructed by the hologram changes its
state of polarization. ©1997 American Institute of Physics.@S1063-7850~97!02501-9#

A method has recently been proposed for recording and Substituting these values into expression~2! and neglect-
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reconstructing images with the use of so-called pseudod
holograms,1,2 which are interesting because of their diffra
tion properties. In this paper we show that when the angle
incidence of the reconstructing wave onto the pseudod
volume grating deviates from the Bragg angle the polari
tion vector of the reconstructed wave changes.

Let us consider a light-sensitive medium situated
tween the planesz5x cotb andz5x cotb1d/sinb @where
b is the angle of inclination of the medium to the horizon
plane andd is the physical thickness of the emulsion~Fig.
1!#, which records the results of interference of an obj
plane waveS0 and a reference plane waveR0 with complex
amplitudes S05exp(2js0x) and R05exp(2jr0x), where
s05(0;s0y ;s0z) andr05(0;r0y ;r0z) are the wave vectors
of the object and reference wave respective
us0u5ur0u52pn/l; l is the wavelength in vacuum,n is the
refractive index of the medium, andx5(x,y,z) is the posi-
tion vector. For linear recording the grating that is produc
can be represented as the modulation of the permittivit«
and/or the conductivitys of the medium:3

«5«01«1 cos~K•x!; s5s01s1 cos~K•x!, ~1!

where«1 ands1, «0 ands0 are, respectively, the modulatio
amplitude and the mean values of« ands, and the vector
K is defined by the relationK5r02s0.

We illuminate the grating by a wave with a comple
amplitude R5R(z)exp(2jrx) traveling in the horizontal
plane; its direction of propagation and wavelength are
general different from those used in the recording. T
wave reconstructs a wave with a complex amplitu
S5S(z)exp(2jsx) with a wave vectors determined by the
vectorsK andr, and in general it departs from the horizont
plane,1 i. e., s5(sx ;sy ;sz).

The resultant electromagnetic waveE in the volume of
the grating is a superposition of the object and refere
wave, and its propagation in the volume of the light-sensit
medium is described by the wave equation

¹2E2grad divE1K2E50, ~2!

where K is the complex propagation constant associa
with the quantities « and s by the relation
K25(v2/c2)«2 jmvs, c is the speed of light in vacuum
m is the magnetic susceptibility of the medium, and« and
s are given by expressions~1!.
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ing second derivatives and waves traveling in the directi
r1K ands2K ~Ref. 3!, we obtain the following system o
first-order coupled-wave equations

cRRx81aRx52 j¸Sx ,

csSx81S a1 jv1 j
sx
2

2r DSx1 j
sxsy

2r
Sy2

sx

2r
Sz8

1 j
sxsz

2r
Sz52 j¸Rx ,

cRRy81S a1 j
ry
2

2r DRy2
ry

2r
Rz81 j

ryrz
2r

Rz52 j¸Sy ,

cSSy81S a1 jv1 j
sy
2

2r DSy1 j
sysz

2r
Sz

2
sy

2r
Sz81 j

sxsy

2r
Sx52 j¸Ry , ~3!

S a1 j
rz
2

2r DRz2
ry

2r
Ry81 j

ryrz
2r

Ry52 j¸Sz ,

S a1 jv1g
sz
2

2r DSz1 j
sxsy

2r
Sx2

sx

2r
Sx8

2
sy

2r
Sy81 j

sysz

2r
Sy52 j¸Rz ,

where v5(r22s2)/2r; Rx ,Ry ,Rz and Sx ,Sy ,Sz are the
x-, y-, and z components of the reconstructing and reco
structed waves, respectively,cR5r t /r, cs5sz /r, ¸ is a
coupling constant,a is the average absorption coefficien3

and the primes denote differentiation with respect toz.
An analysis of this system leads to the following conc

sions.
1. When the reference wave is incident at the Bra

angle, and whensx50, the system of equations~3! divides
into two: the first two equations correspond to T
polarization of the reconstructing wave and the rest co
spond to TM-polarization; both of these systems are
same as those derived in Ref. 3.

730073-02$10.00 © 1997 American Institute of Physics
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2. Away from Bragg conditions the vertical and horizo
tal polarization components of the reconstructed wave
coupled. As a result the polarization vectors of the object
reference waves must differ from one another, at least wi
some range of variation of the angle of incidence.

3. No coupling occurs, however, between the verti
and horizontal polarization components of the refere
wave, and consequently the polarization vector of the re
ence wave cannot change.

To check these conclusions we carried out experime
in which a diffraction grating was recorded in the symmet
two-beam scheme on Du Pont photopolymer film. Then
intensities of the vertical and horizontal components of
reconstructed radiation were measured as the angle of
dence was varied. The measured components were sepa
by a polarization filter. The spatial frequency of the grati
in air was about 500 mm21. The wavelength of the radiatio
from a He–Ne laser wasl50.4416mm and the angle of
incidenceb on the photographic material was about 20
Radiation with TE-polarization was used in the recordi
and reconstruction. The results for the ‘‘Omni-dex’’ film
with a light-sensitive layer 25mm thick are shown in Fig. 2
where curve1 corresponds to the vertical component of t
polarization of the reconstructed radiation and curve2 to the
horizontal component. As expected, these curves indi
that the components of the polarization vectors of the ini

FIG. 1. Diagram of the recording of the result of the interference of t
plane waves with wave vectorsr0 ands0. K is the grating vector;d is the
physical thickness of the emulsion,b is the angle of inclination of the
recording medium. The dashed lines indicate the traces of the intersecti
the front~1! and the back~2! surfaces of the photographic emulsion with th
verticalXZplane.
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and reconstructed waves coincide only for the Bragg angl
incidence of the reconstructing wave on the grating.

To eliminate the effect on the results due to induc
anisotropy in the material, a wave with TE polarization w
used to reconstruct a grating recorded under the same co
tions by radiation with TM- polarization. The results we
entirely similar to those shown in Fig. 2. However, the p
larization vector of the reference wave in the two cases
not depend on the angle of incidence.

It must be mentioned that this phenomenon is not
served in investigations with thin amplitude- or pha
pseudodeep gratings recorded with FP-R photographic fi

In summary, the results presented above allow us to s
that the polarization of the wave reconstructed by
pseudodeep isotropic volume grating is the same as the
larization of the reference wave only for exact Bragg in
dence of the latter on the grating, while this phenomenon
not characteristic of gratings recorded in thin photosensi
material.

To conclude, the authors would like to take this oppo
tunity to thank Yu. N. Denisyuk for helpful discussions
the results of this work and for kindly providing the oppo
tunity to carry out these experiments.

1Yu. N. Denisyuk and N. M. Ganzherli, Zh. Tekh. Fiz.60~11!, 154 ~1990!
@Sov. Phys. Tech. Phys.35, 1321~1990!#.

2Yu. N. Denisyuk and N. M. Ganzherli, Pis’ma Zh. Tekh. Fiz.18~2!, 15
~1992! @Sov. Tech. Phys. Lett.18, 31 ~1992!#.

3H. Kogelnik, Bell Syst. Tech. J.48, 2909~1969!.
4A. Gerrard and J. M. Burch,Introduction to Matrix Methods in Optics
~Wiley, New York, 1975! @Russ. Transl., Nauka, Moscow, 1979#.

Translated by J. R. Anderson
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FIG. 2. Relative diffraction efficiencyh/hmax of a pseudodeep volume grat
ing for the vertical~1! and horizontal~2! component of the polarization o
the reconstructed radiation, plotted against the direction of propagatio
the reference wave at an angleDQ to the horizontalYZ plane.
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Localization of an rf capacitive discharge in a long strip line

ates
Yu. P. Ra zer
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~Submitted November 18, 1996!
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The self-consistent problem of a an intermediate-pressure rf capacitive discharge in a long strip
line is analyzed with allowance for heating of the gas. Steady-state distributions of the
discharge parameters along the line are derived. It is shown that the discharge burns in certain
regions, whose lengths and locations depend on the amplitude of the applied voltage.
© 1997 American Institute of Physics.@S1063-7850~97!02601-3#

1. We shall consider the organization of an rf capacitivetances or sectored electrodes, but this greatly complic
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discharge in a gas, generated between long, closely sp
electrode strips by a high-efficiency and compact CO2 laser.

1

The frequencyf of the field can be increased by increasi
the laser power.2 However, for f.100–150 MHz harmful
wave effects come into play, which result in large variatio
in the amplitude of the rf voltageVa along the strip~along
thex axis!. In Ref. 3, where the distributionV0(x) was mea-
sured, the effect was also analyzed theoretically. It was
sumed that a long line, like the electrodes of a strip line
heated by the discharge with specified linear parameters
do not depend on the positionx. The model correctly reflects
the nature of the distributionVa(x), but does not address th
nonuniformity of the discharge and its inverse influence
Va(x).

In this paper we examine the self-consistent problem
a long line maintaining an rf discharge. Here a key role
played by the effect of the normal current density, inheren
an rf discharge. It results from heating of the gas in
discharge and is also extremely important in connection w
laser characteristics. The solution reveals new features o
rf discharge in a stripline system The discharge burns
certain regions on thex axis, whose extent and location
depend on the amplitude of the applied voltage. The d
charge is anomalous everywhere except at the edges, w
it is normal. When the voltage is increased the discha
regions expand, like it does with increased current in
normal regime at lower frequencies. For a fixed rf genera
voltage and impedance of the external circuit, the curre
voltage, and geometry of the discharge regions are c
pletely determined by the current-voltage (I2V) character-
istic of the discharge system and the load line. The discha
volume can be regulated by varying the parameters of
external circuit. However, if the voltage is increased so a
approach filling the volume with the plasma, then the regio
of enhanced anomalous discharge will be overheated to
point where laser generation breaks down. It thus beco
necessary to optimize the parameters of the discharge sy
and of the external circuit.

It is possible to use radical means to counter the
quences of wave effects by artificially equalizing the volta
along the strip with, let us say, auxiliary distributed indu
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matters~see the citations in Refs. 2 and 3!. On the other
hand, an understanding of the true nature of the wave eff
on the discharge, which is the goal of this investigation, m
help in optimizing uncomplicated systems.

2. Let us consider a steady-state discharge of thea type
between the electrode strips of lengthl , and widtha, sepa-
rated by a distanceh. A voltageV(0)5Vaexp(ivt) is applied
at the middle, the pointx50 ~Fig. 1!. We write the equation
for the complex amplitude of the voltageV̄ and the current
Ī along the electrode line

dV̄/dx52 ivL1Ī , dĪ/dx5V̄/Z1 , Z15Z/a. ~1!

HereL1 is the inductance per unit length andZ1 is the im-
pedance per unit length of the interelectrode space of

FIG. 1. a—Experimental arrangement of an rf discharge in a stripline3 b
and c—equivalent circuit of a long line and an elementary transvers
capacitancea discharge,2 respectively.

750075-03$10.00 © 1997 American Institute of Physics
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FIG. 2. Longitudinal distribution of the discharge parameters along the strip line forLb5 10 nH and various values ofVa(0): a—peak voltageVa(x) ~the
thinner lines represent the corresponding distributions of the voltage without allowance for the discharge!; b—gas temperature; c—specific power depositio
and d—plasma density. N2, p5100 Torr, f5100 MHz,Lb510 nH.
discharge. The impedanceZ per unit area of the electrodes
p
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d
n
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me5e2/mnm is the electron mobility, andEa'Va /h is the

ty

e
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has been calculated in Ref. 2 on the basis of a very sim
discharge model:

Z~x!5
hm~nm1 iv!/e2n12A•4p/ iv

12v2/vp
21 ivnm /vp

2 @V•cm2#. ~2!

The ion density in this model is assumed to be constant a
the rf current and is equal to the density of the oscillat
plasma,n5n(x). The quantitynm is the effective frequency
of collision of electrons with molecules, an
vp5(4pe2n/m)1/2 is the plasma frequency. The oscillatio
amplitudeA of the plasma boundary satisfies the equatio

A2@~v22vp
2
•2A/h!21v2nm

2 #5~eVa /mh!2. ~3!

For parameters typical of lasers,f5100 MHz,p5 100 Torr,
h50.2 cm, andn;1010–1011 cm23, we findnm@v, A!h,
nmv@vp

2
•2A/h. Here, A(x)'meEa /v, where

76 Tech. Phys. Lett. 23 (1), January 1997
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nominal amplitude of the field in the plasma.
We relaten(x) and the amplitude of the current densi

j a(x)'enmeEa with the voltageVa(x). This voltage is
made up of the voltagesVs in the sheaths and that in th
plasma,Vp , which are shifted in phase by aboutp/2. There-
fore

Va5~Vas
2 1Vap

2 !1/2, ~4!

whereVas58penA2 ~Ref. 2! andVap5Ea(h22A). Since
me } N21 ~whereN21 is the number density of the mol
ecules! and the pressure isp5NkT, when the gas is
heated to a temperatureT the quantity Vas5(2e/
p)me

02(Ea /p)
2(T/T0)

2n f22 remains constant (p5N0kT0,
where T05300 K is the temperature of the cooled ele
trodes!. The field Ea in the plasma andn are related by
the condition of ionization-recombination balanc

76Yu. P. Ra zer and M. N. Schne der



n i rf5bn, n i rf'~2Ea /pB1N!1/2meEaa~Ea!. ~5!
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The ionization raten i rf in the rf field can be expressed a
proximately in terms of the Townsend coefficienta(E)
} N exp(2B1N/E) ~Ref. 2!. If attachment occurs in the ga
thenb can be chosen as the effective recombination coe
cient. Finally,T is determined by the heat balance conditio
where the heat is carried to the electrodes by thermal c
duction. Approximately2 we have

Q2Q05^ jE&h2/12, Q5Q~T!, Q05Q~T0!, ~6!

whereQ5*0
TldT is the heat flux potential,l(T) is the ther-

mal conductivity,^ jE& is the amount of Joule heating pe
cm3 per second averaged over a period. The loss of vib
tional energy is not large.2

Equations~4!–~6! determine theI -V characteristic of the
discharge,Va( j a). It has a minimumVmin that corresponds to
the normal current densityj an . If j a, j an and Va,Vmin ,
then the discharge cannot burn. In regions wh
Va.Vmin , we have an anomalous discharge, with the po
x where Va5Vmin separating the zones with and witho
current. Using this proposition, which for the mathemati
problem can be regarded as a physical postulate, we
solve the system of equations~1!–~6! with the boundary con-
ditions at the ends of the line. Ordinarily the electrodes
closed on the ends by a ballast inductanceLb so that
V̄( l /2)5 ivLbI ( l /2). The amplitude of the applied voltag
Va(0)5V̄(0), is assumed to be a specified parameter; th
the solution gives the total discharge current 2*0

l /2a jadx.
3. In Fig. 2 we show the results obtained from a nume

cal solution for close to the experimental conditions of R
77 Tech. Phys. Lett. 23 (1), January 1997
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electrode thickness 1 cm, which givesL1'9.18310
H/cm. In the absence of a discharge (n→`), we find that
Z1→1/ivC1, whereC15a/4ph54.42310212 F/cm is the
capacitance per unit length of the strip. The wave veloc
along the line isc15(L1 /C1)

21/251.5731010 cm/s, and the
wavelength isl15c1 / f'157 cm'2.2l . The discharge is
localized at those regions of the strip line where whe
Va(x).Vmin . ForVa(0),Vmin the plasma does not exist a
the middle part of the strip line. For example, this regime
burning is obtained in the calculations forVa(0)5160 V
(Vmin'168 V!. WhenVa(0) is increased, the discharge fil
most of the gap, but then the gas temperature increases~Fig.
2b! to the point where it is unsuitable for laser generation.
course, for the same values ofVa and j a of a discharge in a
laser mixture containing helium, whose thermal conductiv
is considerably higher than that of argon, the gas tempera
is substantially lower. The calculated voltage distributio
are in agreement with the experiments of Ref. 3.

For constructing a more detailed theory it is extreme
important to make direct experimental measurements of
plasma density distribution, the gas temperature, and o
parameters along the strip line for various amplitudes of
applied voltage and various frequencies.

1D. R. Hall and C. A. Hill,Radio-Frequency Discharge Excited CO2 La-
sers in Handbook of Molecular Lasers, ed. by P. K. Cheo,~Marshall
Dekker, 1987!.

2Yu. P. Ra�zer, M. N. Shne�der, and N. A. Yatsenko,Radio-Frequency
Capacitive Discharges~Nauka and MFTI, Moscow, 1995!.

3A Lapucci, F. Rosetti, M. Ciofini, and J. Orlando, IEEE J. Quantum Ele
tron.QE-31, 1537~1995!.
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Depolarization of ferroelectrics by nanosecond electrical pulses

,

V. G. Gavrilyachenko, N. V. Reshetnyak, A. F. Semenchev, and A. N. Klebtsov

Scientific-Research Institute of Physics, Rostov-on-Don State University
~Submitted July 22, 1996!
Pis’ma Zh. Tekh. Fiz.23, 71–74~January 26, 1997!

It is shown that the ordinary pulsed action on a ferroelectric cold cathode, which induces
electron emission, results in depolarization of the ferroelectric. This phenomenon must be taken
into account in the development and use of cold cathodes. ©1997 American Institute of
Physics.@S1063-7850~97!02701-8#

A large number of papers have been published dealing
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with electron emission from ferroelectric surfaces.The
electrons are emitted from a surface bearing a nega
charge by the action of short, high-amplitude electri
pulses with a polarity opposite to the initial polarization
the sample.

The work reported here concerns a study of the stab
of the state of polarization of a ferroelectric ceramic agai
this influence and the prospects for using these materials
cold cathodes in vacuum electron devices. The mater
most effective for this purpose are of the titanium–le
zirconate system, modified with lanthanum.1 For these ex-
periments we chose the ferroelectric ceramic with the ra
Zr/Ti565/35 plus 8% La.

The samples were 12 mm in diameter and 1 mm thi
poled by a field of 10 kV/cm with cooling from 150 °C
through the Curie point to room temperature. The samp
were then subjected to depolarizing voltage pulses from
thyratron generator, with a repetition rate and a pulse len
and amplitude variable over the rangesf5 20–2000 Hz,
tp5100–300 ns, andUp5200–1000 V, respectively.

Measurements were made of the relative variation in
residual sample polarization as a function of the numbe
pulses of various amplitudes and durations. The variation
the polarization was determined by a nondestructive met
using the following technique. It has been found5 that for a
polarized ferroelectric ceramic the relations between the
ezoelectric modulus and the residual polarization are sim
to those well known in the theory of the piezoelectric effe
of ferroelectric single crystals. For the piezoelectric modu
d31, which can be calculated by using the characteristic
quencies of a disk-shaped vibrator as measured by
resonance–antiresonance method,6 this relation can be writ-
ten as

d315Q12* Pr«33
s /2p, ~1!

whereQ12* is the electrostriction coefficient of the ferroele
tric ceramic,Pr is the residual polarization, and«33

s is the
permittivity of the free sample along the polarization axis

The relative change in the residual polarizationPr /Pr
0 as

a function of the numberN of pulses can be determined fro
relation ~1! under the assumption thatQ12* remains un-
changed:

Pr /Pr
05d31C

0/d31
0 C, ~2!
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piezoelectric modulus, and capacitance of the sample,
Pr , d31, andC are the same characteristics but after a se
of N pulses. In relation~2! the ratio of the permittivities is
replaced by the ratio of the capacitances, which were m
sured at a frequency of 1 kHz by means of a U8-2 brid
The coefficients in relation~2! were measured at room tem
perature. The coercive field of the samples as determi
from the dielectric hysteresis loop at room temperature
Ec52500 V/cm. To check relation~2! the residual polariza-
tion was measured in a series of test experiments, both
fore and after the series of depolarizing pulses, by the py
electric current measured under short-circuit conditio
when the samples were heated above the Curie tempera

The results of our investigations are shown in Fig.
which displays typical curves of (Pr /Pr

0); f (N). One can
see that the higher the values ofUp and tp , the faster the
depolarization proceeds. We note that for a low-amplitu
pulse (Up,500 V!, the pulse lengthtp in the range 100–300
ns has little effect on the dependence of (Pr /Pr

0) on N.
The experimental data show that during the action

pulses 100 ns or longer partial switching of the polarizat
occurs in the sample in individual crystallites. The number
switched crystallites accumulates with increasingN and the

FIG. 1. Relative variationPr /Pr
0 in the residual polarization of a ferroelec

tric ceramic PLZT due to the action ofN pulses of reverse polarity:1— 500
V pulse amplitude and 100 ns pulse length;2 — 1000 V pulse amplitude
and 100 ns pulse length;3 — 1000 V pulse amplitude and 250 ns puls
length.

780078-02$10.00 © 1997 American Institute of Physics



rate of this process increases with increasing pulse amplitude
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and length. When a sample that has been depolarized b
short pulses has its polarization restored by cooling in a
field through the Curie point~up to 10 polarization–
depolarization cycles were investigated! the residual polar-
ization is also restored, which indicates that the ferroelec
ceramic does not suffer any irreversible damage. It was
found that the depolarized ferroelectric ceramic can be
larized toPr50.2Pr

0 at room temperature by 107 pulses of
1000 V and 100 ns long.

Our results show that ordinarily used pulsed voltag
applied to a ferroelectric ceramic cold cathode to stimul
electron emission1–4 causes depolarization of the ferroele
79 Tech. Phys. Lett. 23 (1), January 1997
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in the development and investigation of ferroelectric ceram
cathodes.
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Two-feedback-loop oscillator with chaotic dynamics

É. V. Kal’yanov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino Section, Fryazino
~Submitted October 2, 1996!
Pis’ma Zh. Tekh. Fiz.23, 75–79~January 26, 1997!

This paper contains new results relating to an intensively developing field — the study of
dynamic chaos. It is shown that the introduction of auxiliary wide-band feedback in an
autostochastic oscillator with delay transforms chaotic oscillations into quasimonochromatic
oscillations. ©1997 American Institute of Physics.@S1063-7850~97!02801-2#

The control of oscillations of autostochastic systems is
1
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the focus of a great deal of attention.To solve this problem
it appears necessary to use auxiliary feedback, a techn
widely applied to generators of deterministic oscillation
which permits one to vary some of the parameters of th
oscillators without degrading the other parameters.2 No in-
vestigations have been carried out on the important prob
of the effect of auxiliary feedback in generators of chao
oscillations.

In connection with the wide use of oscillators with ch
otic dynamics having delay in the feedback circuit,3–5 it is of
interest to study the possibility of using an additional fee
back loop to control the oscillations of this oscillator.

This paper presents the results of theoretical invest
tions of an autostochastic oscillator with delay, containing
auxiliary wide-band feedback circuit with delay. It is show
possible to use this auxiliary feedback to convert the cha
oscillations of this oscillator into regular oscillations.

The main circuit of this oscillator includes an amplifi
closed in a loop, a double directional coupler, and a su
ming circuit. The amplifier in turn consists of serie
connected delay lines, delaying the signal by a timeT1 , a
nonlinear element with a characteristicF, and a first-order
filter with a time constantp. The useful signal is taken from
the output of the direction coupler. The auxiliary feedba
has a variable attenuator with a transmission coefficiend
and a signal delay line with a delay timeT2 . By means of
the auxiliary feedback part of the signal taken from one
the outputs of the directional coupler~we shall call it the first
one! is sent to a summing circuit along with the signal fro
the other~the second! output of the directional coupler, con
nected into the main feedback circuit.

Approximating the characteristic of the nonlinear e
ment by the logistic curve,5,6 we can write the equation de
scribing the oscillatory process in the two-loop oscillator
the form

ẋ5q1b1~12b2!y1q2dyT2 ,

ẏ5~GxT1~11xT1
n !212y!r , ~1!

z5~12b1!~12b2!y,

wherex andy are the oscillations at the input (x5x(t)) and
at the output (y5y(t)) of the amplifier;z5z(t) are the os-
cillations at the output of the oscillator~at the output of the
directional coupler!; xT15x(t2T1); yT25y(t2T2); G and
n are, respectively, the gain and the nonlinearity param

80 Tech. Phys. Lett. 23 (1), January 1997 1063-7850/97/
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cients for the first and second outputs of the directional c
pler; q1 and q2 are the weighting factors of the summin
circuit, andr51/p. The overdot denotes differentiation wit
respect to the timet.

The system of nonlinear differential-difference equatio
~1! were solved by the Runge-Kutta-Merson 4th ord
method. The results of the solution are illustrated in Figs
and 2.

Figure 1 displays the bifurcation diagrams showing t
variation in the maximum values of the oscillatory proce
z(t) ~denoted by@z(t)#! versus the parameter that dete
mines the transmission of the signal in the auxiliary feedb
circuit. The bifurcation diagrams were obtained for an
crease in the parameterd from 0 to 1, forn56 ~Fig. 1a!, and
n512 ~Fig. 1b!, while the values of the rest of the param
eters are G532, p50.5, T153, T251.5, b15b2
5q15q250.5. The value of the nonlinearity paramete
n56, corresponds to the derivative of the descending par
the characteristic in the region of its maximum steepne
equal to 52. This value of the derivative forn512 corre-
sponds to the value 125.

As can be seen, forn56 and in the interval
dP(0;0.52) there is a chaotic scatter of maximum values
the oscillatory process, which indicates the chaotic nature
the oscillations in this interval of the parameterd. For
d.0.52 the oscillations cease to be stochastic; then we
serve regular variations in the maximum values of the os
latory process with increasing parameter that determines
transmission of the signal in the auxiliary feedback circui

When the variation of the parameterd is reversed~de-
creasing from 1 to 0!, hysteresis is observed and the regi
of deterministic oscillations is extended to lower valu
of d.

The characteristic attractors corresponding to the val
d50 and d51 in the bifurcation diagram in Fig. 1a ar
shown in Fig. 2a and Fig. 2b, respectively. They were o
tained in a projection on the plane$z(t),z(t2T)% ~for
T5T11T2) in the time intervaltP(160;200). In the chaotic
oscillations the motions are entangled and the attracto
mapped by a complicated unclosed curve. Where the os
lations cease to be stochastic the self-oscillations have a
tively simple limit cycle.

For n512, Fig. 1b shows that the interval of values
d corresponding to chaotic oscillations is compressed i
the regiond P (0;0.32). The nature of the chaotic and reg

800080-02$10.00 © 1997 American Institute of Physics
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lar motions are similar to the attractors shown in Fig. 2.
Compression of the range ofd corresponding to chaotic

oscillations is observed with further increase inn. Con-
versely, for smaller values ofn, for example, forn54, the
chaotic oscillations persist over the entire range ofd from 0
to 1. This indicates a seemingly paradoxical situation wh
the destochastization with the aid of an auxiliary feedba
circuit is effective for relatively larger nonlinearities.

It should be noted that if, for an appropriate choice
delay T1 and for d50, regular oscillations are generate
then regimes are possible where chaos can be induce
means of an auxiliary feedback loop. The choice of the de
T2 is the important factor. This effect, inverse to that d
scribed, is also of practical interest.

These investigations indicate that the operation of an
cillator with two delaying feedback loops is more effecti
than with a single loop. The auxiliary feedback permits co

FIG. 1. Bifurcation diagram forn56 ~a! andn512 ~b!.
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trol of the oscillations of a generator with delay.
This work was carried out with the support of the Ru
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FIG. 2. Attractors of the oscillations for one~a! and two~b! delay feedback
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tom
amplification saturation effect in intrinsic threshold photoresistors with extracting
contacts and impurity recombination of photo-generated carriers

V. A. Kholodnov and A. A. Drugova

Theoretical Division of the State Scientific Center of the Russian Federation, State Enterprise NPO
‘‘Orion,’’ Moscow
~Submitted November 5, 1996!
Pis’ma Zh. Tekh. Fiz.23, 80–87~January 26, 1997!

It is shown possible to avoid the well-known deleterious properties of intrinsic photoresistors
with extracting electrodes—gain saturation with increasing electric field. The gain
saturation severely limits the photosensitvity of the device. This limitation is removed if the
extracting electrodes are replaced with blocking electrodes, but this procedure is technologically
very difficult to execute, and the method does not submit to reliable control. The possibility
of avoiding saturation under conditions of a simultaneously large increase in the lifetime of the
photogenerated carriers is of considerable interest for experimenters and for developers of
photodetectors. ©1997 American Institute of Physics.@S1063-7850~97!02901-7#

Intrinsic photoresistors, i.e., those that operate on theceptor in a neutral or a minus-one charge state, with the a

a
se
ie
o

-
e

rie
-
th

a
on

c
-

s
ain
.

ab
r-

t

ac

th a
r-

t
on-
n

ed

re-

un-

e

01
principle of interband absorption of radiation, are used
efficient photodetectors with internal gain, and in many ca
the dominant channel for the recombination of photocarr
in the bulk of the photoresistor is through the trapping
these carriers at deep impurity levels.1–8 To obtain gain the
device requires an electric fieldE such that the lifetimetp of
the photo-induced holes~or that of the photoinduced elec
trons, tn), must exceed the corresponding travel tim
tp5W/qp ~or tn5W/qn) through the distanceW between
the contacts, whereqp5mpE andqn5mnE are the hole and
electron drift velocities, andmp andmn5bmp are their mo-
bilities. The photoelectric gainI ph /(qWg) ~Ref. 5!, where
I ph andg are the photocurrent density and the rate of car
photogeneration andq is the electron charge, is strongly in
fluenced by the recombination rate of the photocarriers at
current contacts (x50 andx5W). It would, of course, be
desirable that recombination not occur there at all~blocking
contacts9,10!, but making such ideal contacts is far from
simple matter, and for each particular situation the conditi
on the contacts are not known reliably.

The other limiting case is more realistic: The photoele
tron concentrationDn(x)5n2ne and the photohole concen
tration, Dp(x)5p2pe vanish at the contacts~extracting
contacts3,11,12!, wheren(x) and p(x) are the electron and
hole concentrations andne andpe are their equilibrium con-
centrations. The undesirable property common to intrin
photoresistors with extracting contacts is well known: g
saturation.3,4,11,12 The saturation involves the following
WhenE is increased, the value ofG at first increases and
then if tn,tn andtp,tp , the gain ceases to depend onE as
long as field heating of the carriers is unimportant.

In papers13 at an international symposium~USA! we
have discussed the possibility of suppressing this undesir
effect in intrinsic threshold photoresistors with impurity ca
rier recombination by increasing the concentrationN of re-
combination impurities In the present paper we presen
brief mathematical basis for this possibility.

Let us assume that the recombination impurity is an
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concentration equal toN0 andN25N2N0. The neutral at-
oms trap the electrons with a probabilitywn and thermally
generate holes, while the charged atoms trap holes wi
probabilitywp and thermally generate electrons, which co
responds to a single recombination level,14–16 which fre-
quently is the dominant level.5–8,17,18 Let us assume tha
there are also shallow, completely ionized donors with a c
centrationND . Under these conditions the following relatio
holds19–21

N5nt
11d

2d2
f ~d!, ~1!

where

d5
N2
e

N0
e , f ~d!5B1Ad2d2,

A52
ND

nt
, B54

pt
nt
, ~2!

N2
e and N0

e are the equilibrium concentrations of charg
and neutral recombination centers andnt andpt are the equi-
librium concentrations of electrons and holes when the
combination level lines up with the Fermi level.

As threshold photodetectors, photoresistors operate
der very low illumination. Therefore in calculatingG cor-
rectly, the approximation linear ing is usually used in the
theory of threshold photodetectors.3,4,22,23Under these condi-
tions, the expressions for the electron component

DI n5qmn~EDn1neDE!1qDn

dDn

dx
~3!

and the hole component

DI p5I ph2DI n5qmp~EDp1peDE!2qDp

dDp

dx
~4!

of I ph imply that for a given voltage on the photoresistor w
have

820082-03$10.00 © 1997 American Institute of Physics
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FIG. 1. Dependence of the electron lifetimetn^—& and hole life-
time tp^ - - - & in seconds~a! and ambipolar carrier mobilitym in
cm2/V• s ~b! on the concentrationN of recombination centers, in
cm23, at room temperature. The specific example chosen was
con. The following values were adopted:mn51500 cm2/V•s,
mp5450 cm2/V•s, the intrinsic carrier concentration i
ni51.4531010 cm23, wn51028 cm3/s, u5102 ~Refs. 8, 17, 18,
and 22!; ni /nt5102, andND51015 cm23.
I ph5q~qn^Dn&1qp^Dp&!, ~5!

s

n

ra
d

e

in which

-

whereDE(x) is the deviation of the electron field from it
valueE in the absence of illumination,Dn andDp are the
diffusion coefficients of electrons and holes, and

^Dn&5
1

WE
0

W

Dn~x!dx, ^Dp&5
1

WE
0

W

Dp~x!dx. ~6!

From the linearized relations for the recombinatio
generation rates for electrons,Rn , and for holes,Rp ~Refs.
16 and 21!, and from the conditions for steady-state ope
tion,Rn5Rp , the equations of continuity of the electron an
hole currents, the linearized Poisson equation,21 and expres-
sions~3! and~4!, we can obtain a~fourth order! equation for
the distributionDn(x). As a rule, the following inequality
holds

«wn

4pqmn
!min$1,d%, ~7!

where« is the permittivity, which forn, p!N, can be inter-
preted as the condition for screening of the space charg
impurity centers.5,7,8 The inequality~7! lets us convert this
equation to a second order equation familiar~in form! from
the theory of photoresistors

D
d2Dn

dx2
1mE

dDn

dx
2

Dn

tn
1g50, ~8!
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1

tn
5wpnt

f ~d!

2d2
dA1~21d!B1d3

u f ~d!1~11d!~uB1d!
, u5

wp

wn
, ~9!

the ambipolar carrier mobility is

m5
Btn2d2tp
~B1bd2!tn

mn , ~10!

1

tp
5wpnt

f ~d!

2d

dA1~21d!B1d3

B1~A1uB!d1~uB1d!d2
, ~11!

the bipolar carrier diffusion constant is

D5
~Btn1d2tp!Dn1¸«~4pq!21wptntpE

2

~B1bd2!tn
, ~12!

¸5~11d! f ~d!F d

u f ~d!1~11d!~uB1d!

1
B

B1~A1uB!d1~uB1d!d2G , ~13!

and in the expressions forRn andRp ~Ref. 21! we neglect the
terms containing the derivative ofDE with respect tox and
thereby writetnDp(x)5tpDn(x). From the solution of Eq.
~8! and relations~5! and ~6!, we find that under the condi
tions considered here

83V. A. Kholodnov and A. A. Drugova



la

s

with N in zero order in the small parameters~16! equal to
20,21 max max

e

em-

tal

l

e,

,

mi-
I,

rs
-
0.

T

G5S tn
tn

1
tp
tp

D

3H 124
L

W
AS l

2L D 211

sinhS W

2L1
D sinhS W

2L2
D

sinhS W

2L1
1

W

2L2
D J ,

~14!

where l5mtnE andL5ADtn are the bipolar drift and dif-
fusion lengths of the carriers, while their inverse bipo
diffusion-drift lengths are

1

L1,2
57

l

2L2
1AS l

2L2D
2

1
1

L2
. ~15!

Relations~1!, ~2!, and~9!–~15! determine in parametric form
the functionG(N). The lifetimestn and tp can be highly
nonmonotonic functions ofN ~Fig. 1a!.20,21,23,24. This is true
when20,21

j1[
1

AA
!1, j2[

AB
A

!1, j3[
3

uB
!1, j4[

4B

A2 !1.

~16!

An analysis of expressions~1!, ~2!, and~9!–~11! shows that
m goes to zero for some values ofN ~Fig. 1b! if the inequal-
ity ~16! is satisfied. An important point is that it coincide

FIG. 2. Dependence of the photoelectric gainG on the electric fieldE, in
V/cm at room temperature. The specific example chosen was silicon.
following values were adopted:1—N5N1, 2—N5N2, 3—N5Nmin

n , 4—
N5Nmax.ND ~Fig. 1a!. mn51500 cm2/V•s,mp5450 cm2/V•s, the intrinsic
carrier concentration isni51.4531010 cm23, wn51028 cm3/s, u5102

~Refs. 8, 17, 18, and 22!; ni /nt5102, ND51015 cm23, and W51021 cm.
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ND , for which tn5tn and tp5tp ~Fig. 1a!. There-
fore, as follows from Eq~14!, the maximum gainGmax is
obtained not for smallN!ND as one might think, but for
N5ND , where, in contrast to the caseN!ND , we find that
Gmax} E ~Fig. 2! up to very high fieldsE, where by virtue of
the dependenceD(E) due to photoexcitation of spac
charge, even though small, the inequalityL,W may no
longer hold. However, a separate analysis is required to d
onstrate if this situation is realistic.

We wish to thank the Russian Fund for Fundamen
Research for supporting this work.~Grant No. ~96-02-
17196!.
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Formation of acoustooptical bound states by optical pulses

A. S. Shcherbakov and I. B. Pozdnov
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Pis’ma Zh. Tekh. Fiz.23, 88–95~January 26, 1997!

An interesting aspect of the acoustooptical interaction is studied in this paper — the formation of
acoustooptical bound states by optical pulses. An analysis is made of the solution of a
system of three nonlinear partial differential equations describing the case of collinear
acoustooptical interaction. A specific example of this solution is examined for the case of the
interaction of a sequence of acoustic pulses with a digital sequence of optical pulses. It is
shown that the values of the recorded sequences of scattered light correspond to the logical
operation ‘‘AND’’ operating on the sequence of acoustic and optical pulses, that is, a
programmable switching of the input optical digital signal by a sequence of acoustic pulses
occurs. The experiment reported in this paper corresponds to the case of detuning of the wave
vectors, but on the whole it supports the calculations In summary, this work demonstrates
~experimentally and theoretically! the possibility of realizing an optoelectronic programmable
switching of optical signals. ©1997 American Institute of Physics.@S1063-7850~97!03001-2#

The theoretical and experimental study of the formationstitutions, ap5A0 cosc /2, as5A0gs
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of acoustoopticalal bound states with a time-independent
plitude of the incident optical wave1,2 has motivated the de
velopment of a new class of optoelectronic devices, dig
modulators-converters,3,4 based on collinear acoustooptic
interaction. However, the acoustooptical bound states m
also be formed by means of optical pulses. In this work
pulsed regime is investigated for the cases of strong
weak coupling, and the possibility of using the bound sta
for acoustooptical programmable switches of digital
quences of optical pulses is examined.

The collinear acoustooptical interaction in an optica
anisotropic medium is described by a system of three pa
differential equations containing a quadratic nonlinearity

]U

]x
1

1

V0

]U

]t
52guapas* exp~ iDkx!,

]as
]x

1
1

cs

]as
]t

52gsapU* exp~ iDkx!, ~1!

]ap
]x

1
1

cp

]ap
]t

5gpasU exp~2 iDkx!, ~1!

whereU, ap ,as , andV0, cp , andcs are the complex ampli-
tudes and the group velocities of the acoustic wave and
incident and scattered optical waves;gu , gp , andgs are the
acoustooptical interaction constants, determined by the p
erties of the medium,5 andDk is the detuning of the wave
vectors.

Let us consider first the case where the condition
phase synchronism of the interacting waves is fulfilled
actly, Dk50. Assuming that the rates of change of the e
velopes are the same and the group velocities of the aco
and optical waves are incommensurate,V0!cp , cs , we
shall use an analysis that is simplified from that of Refs
and 7, and as in Refs. 8 and 9 neglect the terms in the pa
derivatives with respect to the time in the second and th
equations of the system~1!. Then using the following sub
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U52(1/2)(gsgp) ]c/]x and transforming to the
new system of coordinates,z5A0(gsgu)

1/2x and
t5A0(gsgu)

1/2(2V0t2x), whereA0 is the peak amplitude
of the incident optical wave forx→2`, we reduce the sys
tem of equations~1! to a sine-Gordon equation in the var
able c. We consider only those solutions of this equati
which in the laboratory system of coordinates (x,t) are de-
scribed by the stationary localized envelope pulses. In p
ticular, this requirement corresponds to a single-soliton so
tion of the sine-Gordon equation:10

c54 tan21Fg expS z2bt

A12b2D G , ~2!

where the factor (12b2)1/2 gives the Lorentz contraction o
the spatial dimensions of the pulse when it moves with
velocity b in the (z,t) coordinate systemubu,1, g is an
arbitrary constant that determines the spatial displacemen
the center of the soliton when it is formed; we setg 5 1.
Carrying out the inverse transformation to the initial fie
variables in the laboratory coordinate system, we obtain
expression for the amplitude of the acoustic wave

U52U0 sech@U0~gsgp!
1/2~x2Vt!#, ~3!

whereU0 is the peak amplitude of the acoustic pulse, a
V5V0(12A0

2guU0
22gp

21) is the velocity of the tightly
bound state in the laboratory frame. One can see from Eq~3!
that the spatial extentx0 of the bound state and the pea
amplitudeU0 of the acoustic pulse are related by the expr
sion characteristic of a soliton,x0U05(gsgp)

21/2, which is a
constant determined only by the properties of the anisotro
medium. Here the expressions for the amplitude of the in
dent and scattered optical waves are

ap52A0 tanh @x0
21~x2Vt!#,

as5A0Ags

gp
sech@x0

21~x2Vt!#. ~4!
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FIG. 1. Dynamics of the formation of optical digita
sequences and experimental arrangement:U is the se-
quence of acoustic pulses in the medium,I in is the input
sequence of optical pulses,I out p and I out S are the se-
quences corresponding to the transmitted and scatte
optical waves at the exit boundary of the medium
X5L. I—Unit for forming the input optical digital sig-
nal ~1—laser,2—acoustooptical modulator,3—rf oscil-
lator, 4—digital sequence generator!; II—switch ~5—
polarizer, 6—collinear acoustooptical cell,
7—analyzer!; III—unit for forming the electronic digi-
tal signal~8—rf oscillator,9—digital sequence genera
tor!; IV—unit for recording the output signal from the
switch ~10—photomultiplier, 11—oscilloscope,12—
photomultiplier power supply!.
Expressions~3! and ~4! describe the acoustooptical tightly-
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bound state, whose velocity of propagation and spatial ex
are completely determined by the peak amplitudes of
interacting waves.

The formation of an acoustooptical bound state is p
sible only when the acoustic wave and the incident opt
wave are present simultaneously in the interaction reg
and each can be equally well be described as the param
that turns on or controls the interaction. This circumstan
allows us to use the effect to form an acoustooptical bo
state by optical pulses for programmable switching of
input optical digital signal represented by the incident opti
wave, and by an electronic digital signal, excited in the m
dium by a binary sequence of acoustic pulses. If a seque
of optical pulses

U~x•t !5U0 (
k50

N21

bk sech@~V0t!21~x2V0~ t2kT!!#

~5!

propagates in the medium, whereN is the number of digits in
the digital number determining the sequence of the swit
ing; bk P $0,1%, t is the length of the pulses, andT is the
repetition period of the pulses, which is chosen so that
area of overlap of the adjacent sech-shaped envelopes is
ficiently small. At the timet0 a digital sequence of optica
pulses of the same number of digits and a rectangular e
lope is introduced into the medium with an intensity

I in5A0
2 (

l50

N21

dlu~ t2t02 lT !u~ lT1t01T2t !,

u~x!5 H0, x,0;
1, x>0, ~6!

where the duration of the optical pulses is taken equal to
period T. Because of the conditionV0!cp ,cs , the spatial
extent of each optical pulse is much greater than that of
entire acoustic sequence. The reduction scheme used the
tem of equations~1! above is equivalent to neglect of th
transient processes with characteristic times of the orde
TV0cs,p

21&10210 s. We can therefore assume that at each
stant of time the acoustic sequence interacts with onl
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medium is determined by the corresponding value ofdl . As
a rule, the conditiongsguA0

2!gsgpU0
2 is satisfied experi-

mentally, whereV5V0. In correspondence with the initia
acoustic sequence~5! and the sequence of input optic
pulses ~6!, a sequence of acoustooptical bound states
formed in the medium, whose scattered optical componen
given by the relation

as
25A0

2 gs

gp
(
l50

N21

dlu~ t2t02 lT !u~ lT1T1t02t !

3 (
k50

N21

bk sech
2@~V0t!21~x2V0~ t2kT!!#. ~7!

If t0 corresponds to the time when the leading edge of
first acoustic pulse, representing the digit in the first pla
reaches the exit boundary of the medium, i.e., the poin
observationx5L, whereL is the length of the interaction
medium, then at that point one observes a digital opti
sequence of the form

I out S5A0
2 gs

gp
(
k50

N21

gk sech
2@~V0t!21~L2V0~ t2kT!!#,

I out p5A0
22I out S .

The values of thekth place of the numberg are deter-
mined by the logical operation ‘‘AND,’’ carried out at th
k-th place of the numbersb andd: gk5bk ` dk . As a result
of the interaction of the digital acoustic and optical s
quences we obtain a programmable switching of the in
optical digital signal by a sequence of acoustic pulses pr
ously introduced into the medium. The efficiency of switc
ing is governed by the efficiency of formation of the bou
state2 and in the present case is equal toh5gsgp

21 . Numeri-
cal estimates for acoustooptical cells based ona-quartz show
switching of an optical digital signal with a 4-ms pulse
length requires an acoustic power of 100 W/cm2. Attaining
such high acoustic powers experimentally presents defi
difficulties. However, it is possible to reduce considerab
the necessary acoustic power density by resorting to the
mation of acoustooptical weakly bound states with wa
vector detuning;2 in this way the functional principle of the
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switch is maintained. In the case of weak coupling the f
mation of bound states in a medium requires the excitatio
a sequence of pulses of the same number of digitsN but,
unlike the case of expression~5!, in rectangular form:

U~x,t !5Uc (
k50

N21

bku @x2V0~ t2kT!#u

3@V0~ t2kT2tc!2x#,

where the durationtc of the square pulses is related by t
localization condition to their amplitudeUc and the detuning
of the wave vector,Dk.2 The output signals of the switc
based on acoustooptical weakly bound states is given by
expressions

I out S5A0
2h (

k50

N21

gku @L2V0~ t2kT!#u

3@V0~ t2kT2tc!2L#sin2$~tcV0!
21p

3@L2V0~ t2kT!#%,

FIG. 2. Examples of oscilloscope traces of digital optical sequences a
switch output (b` d5g): a—1011̀ 110151001; b—1111̀ 110151101,
c—1011̀ 111151011, d—1111̀ 111151111.
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The efficiencyh of switching is determined by the efficienc
of formation of the weakly bound states.2 The detuning of
the wave vectors permits an experimental investigation
the switch based on the acoustooptical bound states. A
gram of the experiment with a prototype of the switch and
timing diagram are shown in Fig. 1. In the experiments
studied the formation of acoustooptical weakly bound sta
by optical pulses and examined the optoelectronic progr
mable switching of a 4-place optical signal at a wavelen
0.63 mm and a 4ms pulse length by electronic~acoustic!
pulses of the same length. The switch used a collinear ac
tooptical cell made ofa-quartz with a time aperture of 20
ms (L59 cm!. In Fig. 2 we show an oscilloscope trace of th
signal I out S in RZ code, corresponding to different numbe
b and d, in one of the output channels of the switch. T
efficiency of the switching was 4% with an acoustic pow
density of 1 W/cm2 at a carrier frequency of 54 MHz and
frequency detuning of 0.25 MHz.

To summarize, we have studied the formation of aco
tooptical bound states of optical pulses for both strong a
weak coupling. The possibility of localization of the optic
component of the bound state by means of optical in
pulses and of using this effect for optoelectronic progra
mable switching of optical digital signals has been dem
strated experimentally.
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Measurement of the amount of free and bound hydrogen in amorphous carbon

O. I. Kon’kov, I. N. Kapitonov, I. N. Trapeznikova, and E. I. Terukov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted October 24, 1996!
Pis’ma Zh. Tekh. Fiz.23, 3–8 ~January 12, 1997!

The effusion of hydrogen and other gases from an amorphous carbona-C:H film annealed at
temperatures of 100–1000°C was studied. A direct method was used to determine the
amount of hydrogen in the material as 26 at.%. The amount of free hydrogen was determined as
4 at.%. The temperature curve for the release of free hydrogen gas has a maximum at
400 °C. A broad hydrogen effusion peak was observed above 400 °C. The amount of hydrogen
released by breaking of weak C–H bonds was determined as 10 at.% and that released by
breaking of strong C–H bonds was determined as 12 at.%. ©1997 American Institute of Physics.
@S1063-7850~97!00101-8#

The synthesis and physical properties of amorphous car-the remaining~apart from hydrogen! gaseous products~curve
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bon (a-C:H! films have been studied fairly extensively b
the mechanisms for formation of the structure of these fi
and their correlation with the observed physical proper
are still not fully understood. Depending on the method
growth, a-C:H films may contain appreciable quantities
free and bound hydrogen. The hydrogen content is a
factor determining the structure of the films and defini
their physical properties. Thus the spectroscopy of hydro
in a-C:H films is an extremely pressing problem.

Infrared spectroscopy is the conventional optical meth
of studying bound hydrogen. This can be used to determ
the type of binding of the carbon and hydrogen atoms in
films, their concentration, and the degree of hybridizatio1

However, it has recently been shown that this method can
be used to detect somesp2-hybridized carbon atoms or t
estimate the total quantity of hydrogen in the film.2 Prelimi-
nary data indicate that between one third and one half of
incorporated hydrogen is not bound with carbon atoms bu
trapped in interstitial sites and is in atomic or molecu
form.

In the present paper we use a direct method to inve
gate the state of hydrogen ina-C:H films, by studying the
effusion of hydrogen from the film material as a function
temperature.

The samples were grown by rf decomposition of
methane–hydrogen mixture in a capacitive reactor on c
talline silicon substrates. A preliminary description of t
films was given in Ref. 3.

A method of stepwise heating in vacuum was used
investigate the release of the gaseous component from
films as a function of temperature. We used an entirely m
extraction system with an externally heated furnace and c
brated expansion volumes. The total quantity of relea
gases was determined by a manometric technique. The
drogen was then removed from the system by diffus
through a palladium membrane heated to 500°C. T
amount of hydrogen was measured from the pressure di
ence in the system before and after removing hydrogen f
the gaseous products.

The results of this experiment to study the effusion
hydrogen from ana-C:H film are plotted in Fig. 1~curve1!.
Also plotted is the temperature dependence of the releas
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2!, which may include traces of argon~used as diluent gas!
trapped in the structural framework of the carbon duri
growth of the film or absorbed on the surfaces of microinh
mogeneities~such as pores, column and grain boundari
and so forth! and thus not forming a chemical bond with th
carbon. We estimated that the argon concentration did
exceed 1024 at.%. In addition to argon, these gaseous pro
ucts may also include methane and more complex hydro
bons formed in the plasma during decomposition of
methane and trapped in the film like the argon. All gas
trapped or absorbed in the carbon structure but not bon
chemically with the carbon will subsequently be described
gases in state ‘‘A.’’

In addition to argon and other gases, obviously a cert
amount of hydrogen may also be in state A. Regardless
whether it is in molecular or atomic form, this hydrogen w
be described as free.

As the film material is heated, hydrogen is released
stages: first, hydrogen in state A, then weakly chemica
bound hydrogen, and then strongly bound hydrogen with
arrangement of the carbon matrix structure. We exami
the mechanism for this process in Ref. 4.

At low temperatures~but higher than the film formation
temperatureTs), hydrogen from state A begins to be re
leased, since this is the most weakly bound. The infra
spectroscopy data indicate that no transformation of the
structure occurs at this stage. At temperatures of 10
300°C the magnitude, position, and half-width of the abso
tion bands, 2920 and 1450 cm21 ~CH2), 2950, 2860, and
1370 cm21 ~CH3) remain constant. However, when th
samples are annealed to 400°C, the refractive index at 2
is increased from 1.56 to 1.62. This indicates that the den
of the film is increased with the existing chemical bon
being conserved. This process corresponds to the initial g
tly sloping section of the gas release curve at annealing t
peratures up to 300–400°C~see Fig. 1, curve1!.

The release of hydrogen from state A may be estima
quantitatively by comparing the curve giving the release
the nonhydrogen component from state A~curve2! and the
initial section of the hydrogen release curve~curve 1!. At
low temperatures~20–200°C!, the gas release curves shou
be described by the same law for both components and

90009-02$10.00 © 1997 American Institute of Physics
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FIG. 1. Effusion of the gaseous component from amorpho
carbon films versus temperature: curve1— total for hydrogen,
curve2 — all gaseous components except hydrogen, curv3
— free hydrogen.
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hydrogen component from state A should be the same a
temperatures in the range. The curve describing the rel
of hydrogen from state A, i.e., atomic and molecular fr
hydrogen, obtained on the basis of this agreement is plo
~curve3!.

The peaks and nonmonotonicities observed on this cu
should correspond to an increased rate of hydrogen rel
~as well as argon and other gases! from state A accompany
ing rearrangement of the carbon structure. These feat
may be observed as a peak at 400°C, a tail at 550–600
and a weak peak at 800°C.

The areas below the curves can be used to estimate
amount of free hydrogen in oura-C:H samples as 4 at.% an
the amount of bound hydrogen~i.e., in C–H bonds! as 22
at.%. An analysis of the infrared spectroscopy data gives
amount of bound hydrogen in these samples as 21 at.%
should be noted that the amount of free hydrogen in our fi
is not large compared with its total content.

At temperatures above 400°C the carbon structure
dergoes rearrangement with initially weak and then stron
C–H bonds being broken. When the samples are anneale
800 °C, the refractive index is increased to 1.8 and the
tensity of all these infrared absorption bands falls to the m
surement limit. In this case we observe a broad hydro
release peak~see Fig. 1! which can be resolved fairly accu
rately into two peaks with temperature maxima of 500 a
750°C. This rearrangement of the structure is also accom
nied by release of hydrogen from state A.

According to published data, the first peak, whose ma
mum fluctuates between 300 and 500°C according to dif
ent authors, is associated with effusion of hydrogen fr
adjacent sites5 or breaking of weak C–H bonds in polyme
chains.6,7 The amount of hydrogen thus released is of
order of 10 at.%.
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700°C is generally associated with breaking of strong C
bonds5,7,8 and transformation of the material to give
graphite-like structure. The amount of hydrogen released
breaking of strong C–H bonds is of the order of 12 at.%

In summary, we have investigated the effusion of hyd
gen and other gases from ana-C:H film annealed at tempera
tures of 100–1000°C. A direct method has been used
determine the amount of hydrogen in the material as 26 a
The amount of free hydrogen in the material has been e
mated as 4 at.% and its gas release temperature curve
been obtained with a maximum at 400°C. Two effusi
peaks have been identified for bound hydrogen, the first
sociated with breaking of weak C–H bonds, with a ma
mum at
500°C, and 10 at.% of hydrogen released, and the sec
associated with breaking of strong C–H bonds, with a ma
mum at 750°C and 12 at.% of hydrogen released.

This work was partly supported by grants from the Mi
istry of Science, No. 1S91.1LFO20, the Russian Fund
Fundamental Research, No. 96-02-16851-a, and the Uni
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