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Abstract of the Dissertation

Modeling and Experimental Study of Wafer Manufacturing and
Machining Processes

by
Chunhui Chung
Doctor of Philosophy
in
Mechanical Engineering
Stony Brook University

2010

To achieve the stringent requirements for the future spatiin of wafers, the
progress in wafering processes such as slicing, lappimdigg, and polishing is critical.
The improvement of the existing technology and the innavatf advanced machining
tools are necessary for the future wafer production. Fomgie, study of vibration of a
moving wire in slurry wiresaws and active control of suchraiion can reduce kerf loss,
and in turn reduce the cost of wafer manufacturing. Suchystaa also contribute to a
better surface finish with less subsurface damages. Mixexs®ies in slurry can increase
material removal rate in lapping to reduce time of machirand cost. In this dissertation,
the research on the vibration of the wire in the slurry wivesgstem, mixed abrasive ef-
fect in lapping process, and wafer surface finishing by CNIsbrare studied. Both free
and forced vibration response of damped axially moving areederived by modal analy-
sis and the Green’s function, respectively. The eigenswls; orthogonality, frequency of
damped vibration, and frequency response with a point&eit are also obtained. Two
different sizes of abrasives, F-400 and F-600 SiC, are miigll different ratios in the

slurry for lapping process. The results show that mixedsbeagrits can enhance the ma-



terial removal rate. However, the surface roughness besaiightly worse. CNT brush is

introduced as a new polishing tool. Preliminary experirabrasults are presented.
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Chapter 1

Introduction

Wafering is an essential front-end manufacturing proaesginiconductor and pho-
tovoltaic electronics industry. The wafer substratescaftee performance of the micro-
electronics fabrication, such as the production of IC claipd solar cells. Therefore, the
guality of wafer substrates is extremely important. Defegtd surface unevenness are un-
desirable and should be reduced to minimum. Another chgdl@mwafer production is the
reduction of the manufacturing cost to afford the developiraad spread of the electronic
and computer associated products. In order to reach theds, gmlvance in the wafer
manufacturing process plays an important role. Additienabvation of machining tools
enhances the development of the industry. The case in ainéidevelopment of modern
slurry wiresaw [48, 49], which replaces inner diameter sawdarge wafer slicing. An-
other example is the double-side grinding [55], which isfdd to remove the waviness
of sliced wafers more effectively. Therefore, any improeatof the machining processes
could result in more progress of the semiconductor industry

Following Moore’s law, the International Technology Roamof Semiconductors
(ITRS) projects that the 45@m wafer will be in production in 2012 [46] to keep the trend
of cost reduction. A lot of analyses and discussions staiddos on this next generation
wafer size [19, 28, 37,79, 87,96]. With the agreement ofl li8amsung Electronics, and
TSMC for the 450mm wafer manufacturing transition [43], the advance of wafee $s

inevitable. In addition, the 2008 update ITRS roadmap pseddhe requirements of Site



Flatness (SFQR) for the areaif x 8mm? from 68nm in 2007 to 36am in 2012 [33, 47].
The trend of wafer production is larger but flatter, whichnssmormous challenge.

To achieve the requirements for the future specification afflevs, the progress in
wafering processes such as slicing, lapping, grinding, @olghing is urgent. The im-
provement of the existing technology and the innovationdviaaced machining tools are
necessary for the future wafer production. In this disserathe research on the vibration
of the wire in the slurry wiresaw system, mixed abrasiveatffae lapping process, and
wafer surface finishing by CNT brush will be presented. Theesponding influence on

the wafering process will also be discussed.

1.1  Wafer Manufacturing Processes and Surface To-
pography
1.1.1 Wafer manufacturing processes

The semiconductor wafer manufacturing processes can edinto: (1) Crystal
growth, (2) Wafer Shaping, (3) Wafer Flattening, and (4)aDlieg, as shown in Figure 1.1.
Wafer slicing is the first post-growth process in wafer shgpin slicing, the slurry wire-
saw has replaced the inner diameter saws (ID saws) for |argkar, especially in produc-
ing the current 306hm standard silicon wafers. It has the advantages such asydbitut
large ingot, higher throughput and lower kerf loss than ihedaw. Researchers have stud-
ied the machining behavior of slurry wiresaw such as thediwasive machining process
(FAM) [54, 63, 107], hydrodynamic effect [4, 64], slurry amts [44, 45, 89], and vibration
response of the wire in slurry wiresaw system [97, 111]. H@uethe machining mecha-
nism of slurry wiresaw remains a topic of active researclestigation. After slicing, the
next step is to flatten the wafer surface topography and toverthe subsurface damage.
The machining processes used in this step are lapping,iggndtching, and polishing.

According to different process design and the emergencewftachnology, the flow of
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Figure 1.1: Folw chart of wafer manufacturing

the entire machining processes may be changed [55, 77].

The manufacturing processes for solar wafers is simplan tha semiconductor
wafers. The as-sliced solar wafers are cleaned right aliteng, then sent to the cell
manufacturer [33]. There is no flattening process. Theegthie slicing process dominates
the surface quality and evenness of solar wafers. Furthesrtte solar wafers, about 220
pm thick [33,66], are much thinner than semiconductor wafehne Breakage of wafers
during slicing and handling is one significant concern ofytiedd.

Lapping and slurry wiresawing processes belong to the fleasavze machining
(FAM) process [22]. The major mechanism of free abrasivehimaag is rolling-indenting [48,
54,107]. Most research shows that the major contributioth@fmaterial removal in lap-
ping is indentation cracking [11, 12,16, 52]. However, thalrsituation is more compli-
cated [15, 38]. On the other hand, ID sawing, bounded alwagine sawing and grinding
are bounded abrasive machining (BAM) processes. The maghmechanism is plough-
ing and shearing as those in metal machining processes. ldtghing process of brittle
material is typically accompanied by microcracks alongrrechining path. Therefore,

FAM processes are more suitable for machining than BAM [sses.
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Figure 1.2: Classification of topographical features basetheir spatial wavelengths. The
order of amplitude of each feature is also illustrated [1].

1.1.2 Wafer geometry and surface characteristics

Wafer surface topology and geometry are important in charaag wafer surfaces
in wafer production. Due to the usage of popular capacitiad@s in the wafer surface
measurement, several parameters are often employed @ctérdze wafer surfaces. They
are: (i) warp, (ii) total thickness variation (TTV), (iiiusface roughness, and (iv) waviness.
The measurements of these parameters can be found in [38]erreferences.

Figure 1.2 illustrates the nano-topographical featuresafer surfaces, with classifi-
cation of topographical features based on their spatiaéleangths. Warp is the unevenness
of wafer which has wavelength oved mm, and with an amplitude of unevenness in the
order of10 um or larger. Most research attributed the reason of warp torthkeexpansion
of the ingot and wire guides during slicing [2, 3, 6,101]. Waan also be caused by ma-
terials defect at the crystal growth stage and the ingot/foktring slicing [68]. Waviness
also describes the unevenness of sliced wafers, but at desreedle than warp. It has a
wavelength fron20 mm to 80 mm, with a typical amplitude on the order of microns.

Waviness is a common characteristic of wiresaw-sliced watee mechanism which
results in waviness is still not well known. Both warp and wags have to be removed
in the flattening process. The requirement of site flatneBQEY after polishing is under
70 nm for 300 mm silicon wafer in 2006 [76]. Another important parameterhs total

thickness variation, which is a good indication of the gloplanarization. TTV is the



difference between the maximum and minimum thicknessdseofvafer. The requirement

for TTV is underl pm for 300 mm silicon wafers in 2006 [76].

1.2  Literature Review and Challenges

1.2.1 Vibration response of axially moving wire in slurry wiresaw system

The challenges of wafer manufacturing are always relatedsoreduction. In order
to achieve this goal, the diameter of wafer becomes largegdager to increase the area
of usage for IC fabrication. The thickness also becomes#rito save material. Slurry
wiresaw is the major slicing tool for both semiconductor anthr wafers today, and is ex-
pected to slice the next generation of 4bth silicon wafers. However, the corresponding
disadvantages such as warp and waviness still need to beooved. In addition, it is a
challenge to further reduce kerf loss, although wiresawaaly surpasses conventional ID
saw in that. The vibration response of the wire in a slurryes@aw system is a reason for
kerf loss, as well as the surface roughness and the subsuldacage of wafers. Figure 1.3
defines the directions of wire motion. Although the osaitiatof the wire in transverse
direction can enhance the slicing efficiency [89], the motiolateral direction can affect
the surface quality and subsurface damage. Research staivtiseé amplitude of vibration
response of the wire in wiresaw system under no-slurry anglaripiece conditions can
be up to 50um [62]. Nevertheless, the closed-form solution of the vilmratresponse of
the axially moving wire immersed in fluid is still elusive.

The vibration of a moving wire in wiresaw belongs to the dyiahoving continua.
Because of the various applications such as thread linegipbansmission belts, magnetic
tapes,. .. etc., this field of study has received attention in the lastdes to understand
the properties and impacts of vibration of wire in such systeA recent thorough review
of research on this topic was done by Chen [18].

The closed-form solution of a stationary wire is well-knoaumd can be solved by
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Figure 1.3: Schematics of wiresaw slicing and definitionioéctions

modal analysis [42,61]. Wickert and Mote [99] first solved tieneral solution of an ax-
ially moving string by applying the modal analysis methoddgscrete linear gyroscopic
systems [59, 60]. Yang and Tan [106] proposed a transforrhoaddiy using Green'’s func-
tion [13,83,88]. Tan and Ying [92] applied the method withvergoropagation function
to obtain the solution of an axially moving string with gealeboundary conditions. In
the same year, Renshaw [82] provided another decouplingepdrand unified the modal
analysis method for discrete and continuous systems. $heidies can also be applied to
understand the vibration response of the wire in wiresawegsys
The moving wire of the modern slurry wiresaw immersed in alveslurry results in

damping during the manufacturing operation with free ateamachining [48]. To further
understand the characteristics and render more relevaselmg and analysis, considera-
tion of damping is necessary. The model of damped axiallyingpwire system was first
proposed by Huang and Mote [40]. Wei and Kao [97] obtainedeical results of damped
model under external harmonic excitation to study slurryesaw systems. Because of
the hydrodynamic thin film formed between the wire and salbstsurface, Zhu and Kao
included the hydrodynamic effect into the consideratioribfation analysis [111]. How-
ever, the closed-form solution of the damped axially mowitrg system remains unsolved.
In order to advance the modeling and analysis of the slunrgsaw manufacturing process,

such closed-form solution is essential.



1.2.2 Mixed abrasive effect in lapping process

Lapping has been for a long time a standard wafer machinimggss after slicing. It
belongs to the free abrasive machining (FAM) process wiithe same as slurry wiresaw
slicing process [22]. This is one of the reasons why the lagppiachining process is not
easy to model. Most research emphasized the major contribot the material removal
on the cracking model [11, 12, 16,52]. However, the realasittn may be more compli-
cated [15, 38]. The most comprehensive modeling was donehapg@et al. [15]. In their
model, four mechanisms were considered: two-body dudtile;body brittle, three-body
ductile, and three-body brittle machining.

Many research emphasized the importance of abrasive szédtion in modeling.
Nonetheless, few studied the change of the distributiomefabrasive grit sizes. Bhaga-
vatet al. [7, 8] are probably the first and the only ones to study suckctopheir results
showed that the mixed abrasives (for example, mixing F-4@DF&600 SiC) had higher
material removal rate than the single-sized abrasiveseftample, only F-400 SiC abra-
sives). However, their experiments discussed one mixitig td the abrasives, and the
concentration of slurry of mixed abrasive is different faimt of the single-sized abrasives
slurry. To understand the influence of the change of abrastebution in lapping pro-
cess, experiments with different abrasive distributiond ixed slurry concentration are

necessary.

1.2.3 Wafer surface finishing by CNT brush

In wafer production, the subsurface damage is always preseter the machining
processes such as slicing, lapping, and grinding. To aehi@requirements of surface pla-
narization and to remove these subsurface damage intrddycthe previous machining
processes, polishing is last step to finish the wafer surfettee standard wafer manufactur-
ing processes. However, research shows that these brétkrials could be machined like

ductile materials under some conditions which is calledtDesfkegime Machining [72].



In this case, the subsurface damage would not happen ddmenghachining processes.
Ductile-Regime Machining on the brittle material has alie®een studied for over ten
years [9] and has fruitful results, which will be discuss inapter 6. However, a feasible
solution for the industry is still absent.

Carbon Nanotubes (CNTSs), is one of the most popular maseuiader study since
last century. CNT has a lot of excellent properties in etadts and mechanics, with
potential applications in many fields [29]. However, it isugnal to utilize it as machine
tool. This idea first came out of machining of copper by CNeg&i{41]. The results show
the improvement in the surface roughness. Nonethelesteakmbility of machining brittle
materials by CNT brush remains a challenge. Because bmtlerials are usually harder,
the strength of CNT brush becomes very important. BesidastilB-Regime Machining
is a very precise machining process. The control of depthubfind machining velocity

may influence the outcomes.

1.3  Outlines and Contribution of the Chapters

In this dissertation, an introduction and literature reware provided in Chapter 1.
Following that are five chapters addressing three topicsafesmmanufacturing. The vi-
bration response of damped axially moving wire in slurryesaw will be presented in
Chapters 2, 3, and 4. In Chapter 2, the closed-from solutidheofree vibration response
of damped axially moving wire is provided. The classical @mloanalysis was utilized
to derive and obtain this solution. The corresponding eigkres, eigenfunctions, and or-
thogonal relationship are also presented. In Chapter gheacteristics of damped axially
moving wire will be analyzed based on the solution in Cha@itefhe damping ratio and
damping index are defined in this chapter. The mode shapeappatent damping effect
are also discussed. A parameter study of real slurry wiresyastem is presented. In order
to derive the forced vibration response, the Green’s foncis derived and presented in

Chapter 4. With the solution of the Green’s function of dathpgially moving wire, the



frequency response with a point excitation can be obtaiméd.results of mixed abrasive
effect experiments are presented in Chapter 5, as well asdlkeling and analysis of sur-
face roughness. Preliminary study of CNT brushing will besgnted in Chapter 6. The

conclusions of this dissertation are presented in Chapteth/future research.



Chapter 2

Free Vibration Response of Damped Axially Moving Wire

Modern slurry wiresaw has been utilized in wafer manufaetuto slice ingot into
wafers since the 1990s. It is important to understand anlyzmaibration of the axially
moving wire in a slurry wiresaw equipment in order to imprdve performance and reduce
the kerf loss. However, the closed-form solution of axiatigving wire with damping, un-
der the context of wire moving in slurry, is still elusive.ths chapter, the classical modal
analysis is applied to derive the analytical solution anolttain the free vibration response
of damped axially moving wire. The corresponding eigernsajieigenfunctions, and or-
thogonal relationship are also presented. The orthoggnalationship is very important
in the derivation of analytical equations of free vibratr@sponse with damping. The or-
thogonality property and closed-form solution of free wifion response with damping are
the main contribution of this chapter. In addition, the gtiehl modal analysis, with damp-
ing factor removed, shows agreement with those in existsgarch literature of moving

wire without damping.

2.1 Introduction

Wiresaw is a century-old technology, used to slab stonesdnstruction since the
19th century. Nonetheless, wiresaw has been brought intsfof research today when itis

employed for wafer production in modern manufacturing withre stringent requirements
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of surface finish and quality. The modern slurry wiresawsehaymerous advantages such
as the ability to slice large ingots of different materiddésy kerf loss, and high yield [48].
Various research has been conducted to study the slicinggs@f modern slurry wiresaw
technology [22]. The vibration analysis of the moving wifesturry wiresaws has impor-
tant implication in the outcomes of the surface roughnessioéd wafers and kerf loss
which are very important issues in wafer slicing using madgurry wiresaw.

The vibration of a moving wire in wiresaw belongs to the ayiahoving con-
tinua [23, 24]. Because of the various applications suchaasl Isaw, power transmission
belts, magnetic tapes, . etc., this field of study has received attention in the lasades
to understand the properties and impacts of vibration adlgxmoving continua in such
systems. A recent thorough review of research on this topedone by Chen [18].

Similar to a stationary wire, the axially moving wire can bedrled as a linear
system by small amplitude assumption. Wickert and Mote {B8{ obtained the general
solution of axially moving string by converting the systemioi a canonical form and ap-
plying the modal analysis method for discrete linear gyopscsystems [59, 60]. Yang and
Tan [106] presented a transform method by using the Laplesmesiorm and Green’s func-
tion. Later, Tan and Ying [92] applied the method with wavegagation function to obtain
the solution of axially moving string with general boundapnditions. In the same year,
Renshaw [82] proposed another decoupling concept and dithiiemodal analysis method
for discrete and continuous systems. Other research hasddmn the elastic founda-
tion [71, 78,93, 94, 98] or stationary load system which t@mnss the wire between the
boundaries [17]. In addition, the variable length and temsif the wire have been studied
for the application of elevators [112,113]. Their studias @lso be applied to understand
the vibration response of the wire in wiresaw system.

The moving wire in modern wiresaw with abrasive slurry haprapiable damp-
ing effect due to the manufacturing operation with free siveamachining [23, 24, 48].

To further understand the characteristics and render net@gant modeling and analysis,
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consideration of damping in wiresawing process is necgs3dre model of damped axi-
ally moving wire system was first proposed by Huang and Mo®. [¥vei and Kao [97]
obtained numerical results of damped model under extearahdnic excitation to study
slurry wiresaw system. Because of the hydrodynamic thin firmed between the wire
and substrate surface, Zhu and Kao included the hydrodyreiifect into consideration of
vibration analysis [111]. However, the closed-form santof the damped axially moving
wire system remains elusive. In order to advance the maglela analysis of the slurry
wiresaw manufacturing process, such closed-form solugsiessential.

In this chapter, the classical method to solve the partifémintial equation was
utilized with the adjoint equation to solve the equation aftion. The main contribution
of this chapter is the derivation of the orthogonal relatitip and consequently the free
vibration response of an axially moving wire with damping Section 2.2, the equation of
motion of damped axially moving wire is derived based on motéel Hamilton’s principle.
In Section 2.3, the eigensolutions are presented. In e, modal analysis of the
damped axially moving wire is studied to obtain the orthagaalationship. Based on the
the results in the previous sections, the solution of fréeation response is presented in
Section 2.5. General discussion is provided in Sectionsf@lléwed by the summary of

this chapter in Section 2.7

2.2 Equation of Motion of Damped Axially Moving
Wire

An axially moving wire with transverse vibration is shownkigure 2.1. The pa-

rameters are defined in the following:

e Spatial variable isY, which has the domait < X < L, whereL is the length of the

wire.

e Temporal variable is the timg, with 7" > 0.
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Figure 2.1: Schematic of wiresaw system. The transversdoagitudinal directions are
defined and shown.

The transverse displacementi$ X, T'), as shown in Figure 2.1, with fixed boundary

conditions. Thereford/(X,T") is zero atX = 0 andX = L.
The mass per unit length of wire is denotedy ).

The tension of the wire is denoted B(.X).

The wire speed is denoted ¥, which is a constant.

The external force per unit length i5( X, 7).

The damping force per unit length 15,(X,T) = —ne(VUx + Ur), which is the

viscous damping force withl’ Ux + Ur) being the transverse velocity

In the context of a moving wire in wiresaw, the ranges of patms arel = 10 ~

15ms~' andP = 25 ~ 35N. The viscous damping forcé;,, is caused by the abrasive

slurry in which the moving wire is immersed. The viscositytyical abrasive slurry was

presented in [48] in the range 2H0 ~ 1000 cP.

Equation of motion is essential for the study of vibratioheTequation of motion of

damped axially moving wire has been presented in literdd0e97]. In this section, the

1 The viscous damping force is assumed to be the product obiim@anent of the transverse velocity and
the viscous damping factoyy, of the abrasive slurry. The transverse velodi¥y{/x +Ur), is the component
of velocity along the transverse direction shown in Figute 2
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Figure 2.2: Differential element of wire.

equation of motion is derived based on the extended Hanslfmmciple, which can be

expressed in the form [61]

T, L
/ (6Er — 6By + W) dT =0, SU(X,T)=0atT =Ty,Th (2.1)
Ty

where

2
V2+<6U(X’T> VaU(X’T>> dx (2.2)

1 L
ET:§/0 PX) aT X

is the kinetic energy. The potential energy is due to theioens the wire. It can be

expressed as

L
Ey = /O P(X) (ds — dX) (2.3)

whereds is the elongated length of the differential eleméni as shown in Figure 2.2.
With the assumption adU/0X < 1, we can write
1/2 2 2
N+ (Zax) | i (L Lo
ds[(dX) +(6de>] = H(ax) 1+2(6X>
Substituting equation (2.4) into equation (2.3), we obtain
1 [t U \?

Moreover, the virtual work due to the nonconservative thsted external force and damp-

1/2

dX = dX (2.4

ing force is

L
W e = / (F(X,T) + F,) 6UdX (2.6)
0

From equation (2.2), the variation in the kinetic energyltamed as

L oU _(oU ou _(oU oU (U ,OU _(0U
(2.7)
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Similarly, the variation in the potential energy is obtalrfierm equation (2.5)

5EV_/ P(X

o (a)

(2.8)

Integrating equation (2.7) with respect to time, and asagrthat the integration is inter-

changeable, we obtain

1o
OErdTl

T
oU
Ve 5(aX

[ o0

ou

o [B(2)
o

[0U 95U
T oT
au

ou

ou
or

(o) +

+V@T

oUu ooU

ooU
——dXdT
0X

T

_/Tle
_/OLa
} 0

V2

ou
0X

L

0
ou

_+_

——dTdX+
0X

(Va—U + V2 ) oU

g i

Voxar
[oU
_a—T”a—X] a7
[ o0 [+
p(X
0
oU )6U

0X

ooU
oU
L
/ {p(X) (aU vl >5U
0 a Ty
V—+V?— ou > dT
0

) -

or

(X) 57

X

ou
Va—T )

ooU
0X

0

|

0

ou
T

o

(

(ax

Vo

ou
0X

0X 0X

ou
0X

oU
Var

ou

V= +Vi_

orT

)+

4 128U 08U

V2

ou
0X

ou
0X

] axdr

} 5UdT} dX+

)
) s

(2.9)

Use integration by parts with respectXoand rewrite equation (2.8) to obtain

ou 5 ou
0X \0X
oU 00U

ax ox X

L L
/0

OEy

/O Px) 2
/0 P(X)

ou

0

P(x) X

15

o )ax

{P(X)

ou
0X

}5UdX

(2.10)



Substituting equations (2.6), (2.9) and (2.10) into eaqurafl.1), we can obtain

:—OL PX) o o + g—g+a—X p(X) (Vor Vo5
Jo (= oo (57 + v g oo (Va7 75

_aix { (X)g—)U(} — F(X,T) - Fn} SUdX
+ [p(X) (Vg—g + Vzg—)U() - P(a;)g—)ﬂ SU §> dT =0 (2.11)

Since the mass per unit lengti.X') and the tension of the wir@(X) are assumed to

be constants in this study, the equation of motion of the dahgxially moving wire is

obtained as
0*U 0*U 262U 92U
p(ﬁ+2VaX6T+V aX2) ~PX) g = FET)+ 5, (2.12)

whereF,, = —ny(Ur + VUx). The boundary conditions afé(X,7") = 0 atX = 0 and
X =1L

2.3 Solution of the Eigenvalue Problem of a Moving
Wire in a Damped System

In this section, the solution of the eigenvalue problem eissed with a damped
axially moving wire is presented first. After that, the adjogigenvalue problem is also

solved.

2.3.1 Eigenvalue problem

Modal analysis was first applied to obtain the closed-fortatgan for vibration of
axially moving continua in [99] and has become a popular oettio solve this kind of
problems. The eigensolution of damped axially moving wias been presented in [95].
The analytical solution of the eigenvalue problem preskntehis section results in the
same solution as that in [95] when the corresponding paemsatre correlated. How-
ever, the derivation of orthogonality and the resultinglyinzal solution of the free vibra-

tion response have not been presented before. In this sgatgystematic solution of the
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eigenproblem is provided to support the derivation of thbagonality and free vibration
response in the later sections.
The equation of motion can be non-dimensionalized by intcoty the following

definitions of parameters

= — —7./ ! P NaL

= X/L =U/L =T, — — FL/P - L —

T / u / t 5 f / v="V Ui —
(2.13)

Thus, the non-dimensionalized equation of motion of the daraxially moving wire can

be obtained from equation (2.12) in the following
Uy 4 20Uy — (1 — V*)Upy + VU, +nuy = f (2.14)
or expressed in the form of differential operators as
Muy + (C+G)us+ (K+H)u=f (2.15)

whereM = I, C =7, G = 202, K = —(1 —1?)Z,, andH = nvZ. The boundary

conditions become(0,t) = u(1,t) = 0. The differential operatord!, C, andK are
self-adjoint operators, whilé&: andH are not. The adjoint operators have the following
propertiesG* = —G, andH* = —H according to the boundary conditions.

To obtain the eigenvalues and eigenfunctions of this systemfirst consider a ho-
mogeneous differential equation with no external exaotafi.e., f = 0). Assume a solu-
tion of the form of

u(z,t) = (x) e (2.16)
wherey () is eigenfunction and is eigenvalue. Substitute equation (2.16) into equation
(2.15) to obtain

NMp(x) + A (C+ Q) (z) + (K +H)y(z) =0 (2.17)

which can also be rewritten as

(1— UZ)aZa@i(f) ~ 2or+ w;)aqgif) SO () = 0
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Equation (2.17) does not represent a self-adjoint systesincan not be converted into
Sturm-Liouville problem [36]. Therefore, the eigenfumcts of equation (2.17) do not
have the same orthogonal property associated with thetiobraf a stationary wire. This
poses a challenge on the study of the vibration of axially imgpwire. To solve equation
(2.17), we further assume

Y(z) = e (2.18)
Substituting equation (2.18) into equation (2.17) and né@ng the common terme”®,

equation (2.17) can be rewritten as
(1 —v*)k* — (uA+vn)k — (A2 +n)\) =0

The roots of this quadratic equation are

V(2X + ) £ 1/4X2 + dn) + v2n2
R12 = 2(1 — 1)2) =ax 6 (219)

v \V4 v . . . .
wherea = ;(’?_jg; andg = W Therefore, the solution of the eigenfunction is

P(x) = e (Aleﬁz + Agefﬁz) (2.20)

whereA; and A, are arbitrary constants. Because the boundary conditieng a,¢) = 0
atz = 0 andz = 1, the corresponding boundary conditions{dr:) arey(0) = (1) = 0.
Substituting)(0) = 0 into equation (2.20) to obtaiA; + A, = 0. Therefore A; = — A, =

A. Equation (2.20) becomes
() = Ae (e — ™) (2.21)

Using the other boundary conditiar{1) = 0, we have=* (¢’ — e=#) = 0. Because* can

not be zero for non-trivial solution, sd — e=? = 0. Therefore,
B, = inm, n=0,%1,+£2,... (2.22)

In order to solve the eigenvalues, we substitute the defmif 5 in equation (2.22)

into equation (2.19) to obtain

\/4)\% + 4N, n +v2n?
= =in
2(1 — 12 g

Bn
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The eigenvalues,, are

N VP = 4n?r2 (1 — 0?)] (1 — v?)
" 2

which can be written separately as

_ 2 _ 4 2.2 1 — 2 1 — 2

ny = VPRI AASE _ ny,  gg
—n— 2 _ 4An272(1 — v2)] (1 — 02
N eV it ) e R BV
2 2
wherew,,, = —ws,, = wq,, IS the damped vibration frequency associated wjtlas follows
4 2.2 1 — 2\ _ 2 1 — 2

R L 5= AL =) 2.25)

The corresponding;,, andas, in equation (2.19) are

v /[P — 42w (1 — )] (1 —0?)  iowy,

G = 2(1 - 12) T 12
—vy/[n2 = 4n272(1 — 02)] (1 —v2)  ivws,
Qop = = = —Qip
2(1 —v?) 1—0?

According to equation (2.21), the eigenfunctions assediatith \;,, and\,,, are

ivwq
Y1 (x) = €% sinnrr = e 12 * sin nr
. (2.26)

on () = e*sinnrx = e1-* " sinnww

Applying the solution of the eigenvalues,,, and \,,,, and the eigenfunctions;j;,,

andqs,,, the free vibration response can be obtained by substttlimsolutions into equa-
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tion (2.16), as follows

o0

U(l‘, t) = Z [Blnwln(aﬁ e)\lnt + an1/12n(llf) e)\2nt]

n=—oo
o0

= Z [Bln (eamx sin mm:‘) e)\mt + an (eaznz sin nT('ZL') e)\znt]

n=-—00
-1

= Z [Bln (qun:E Sin nﬂ':lj) e)‘l"t -+ 82n (ea2n1‘ Sin nﬂ'.r) e)\27lt] +

n=—oo

oo
Z [ Bin (€% sinnma) €' 4 By, (€727 sin nra) ']
1

n

I
NE

[B_ln (e*1"% sin (—nmx)) Mt 4 B, (e*>" sin (—nrz)) e>\72nt} i

n=1

NE

[Bi, (e sinnmz) eM"' + By, (€**"* sinnmx) €]
1

n

where B,,, and B,,, are coefficients. Because ;,, = A\, A_on = Aap, 1, = 1, @nd

a_9, = g, the response(z, t) can be simplified as

o0
u(z,t) = Z [D1n (€™ sinnma) e + Dy, (€*** sin nmz) ']

n=1
00

- Z [Dlnq/)ln (l’) e)\lnt + DanQn (37) e)\Qnt]

n=1

= S ) (2.27)

whereD,,, = By, — B_1, andD,,, = B, — B_,, are the coefficients. The term,(x, t)
represents the® component of the free vibration response which is expectéddta real
function, not complex, in order to represent the free vibratesponse in the physical
system. In some literatures,,(z,t) is called as “mode.” However, “mode” is normally
specified for the spatial function (eigenfunction) in mostlee vibration literature. In
order to avoid the confusion of terminology, we choose tb«glr, t) “the n'* component
of response” ofi(x, t).

The stability of damped axially moving string was discusse[®5]. However, the

discussion did not consider the situation whegs 1, and claimed that asymptotic stability
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of the motion was confirmed for all transport speeds and usdamping factors. In reality,
based on the solution presented here, the eigenfunctidhsegome divergent and make
the system unstable when the velocity approaches theatr#jpeed, corresponding to the
nondimensionalized parameter= 1. As suggested in [97], operating a moving wire near

or at the critical speed, if that were possible, would canstability of the system.

2.3.2 Adjoint eigenvalue problem

For a differential operatorD, there is an adjoint differential operat®* that will
satisfy
< Dlg],h >=< g,D’[h] >

whereg andh are functions [42]. IfD* = D, the differential operator is self-adjoint. The

adjoint eigenvalue problem of equation (2.15) is [82]
APMFQ* () + A (C* 4+ G) () + (K" + H") 9" (z) = 0 (2.28)

Using the same steps presented in Section 2.3.1 to solvegdrevalue problem of equation
(2.28), the corresponding adjoint eigenvalues and eigetifans are
)\Tn:)\ln:—g—.—iwln A;n:)\gn:—g—i—iwgn:—g—iwm

ivwyy, fvwigy

P (r) =e =2 sinnrr  for oy, (x) = e “sinnmx (2.29)

ivwo, fvway,

v (r) =e = "sinnrr  for iy, (r) = e “sinnmx

The adjoint eigenvalue problem shares the same eigenvaitleshe original eigenvalue
problem. Whenuy,, andws,, are real, the eigenvalues are complex conjugates, so are the
eigenfunctions. Here, we choose the eigenvalues and tti@inaeigenvalues to be the
samé ; that is, \;, = A}, and )y, = );,. As a result, the pairs of the eigenfunctions

and their corresponding adjoint eigenfunctions,,( v;,,) and /,, ¥3,), are complex

2 The definition of the bracket operation, or inner product i®[g], h >= [ D[g] - hdx, whereh is the
complex conjugate af [42].

% Note that the definitions and solutions of eigenvalues, ( A2, \,,, \5,) and eigenfunctions/(.,,
Yan, Vi, Vs, are different from those in [53]. Consequently, the relaships of complex conjugates are
also different.
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conjugate pairs. This definition makes it easier for us tetgythe orthogonal relationship

of damped axially moving wire, which will be discussed in tfext section.

2.4  Orthogonal Relationship of the Eigenfunctions

The orthogonality is critical to determine the coefficientsthe free vibration re-
sponse in Section 2.5. One cannot obtain the analyticatisolwithout the orthogonally
property, which gives rise to the asymmetric motion of thellykmoving wire. This is a
new contribution. The closed-form analytical solution kg vibration, as a result of the
orthogonality property, can be employed to discriminatertiodes that play more signif-
icant role in free vibration under prescribed initial camahs. This is also validated by
the results. One of the contributions of this study is thevdépn and presentation of the
orthogonal relationship for damped axially moving wiretsys. In this section, the orthog-
onality property will be derived using the relationshipweeéen the eigensolutions and their
corresponding adjoint eigensolutions discussed in theque section.

Substituting the eigensolutions and adjoint eigensahgtiato equations (2.17) and

(2.28), we obtain

M[n(2)] + An (C + G) [n ()] + (K + H) [on ()] = 0 (2.30)
A M [, ()] + A (CF + G7) [, ()] + (K + H) [¢7,(2)] = 0 (2.31)

Multiply equation (2.30) by)* () and equation (2.31) by, (x), and integrate both equa-

tions from0 to 1 to obtain

A2 [3 UM ] da+ N [y 65,C [a] da+ N [ 45,G [t60] da+
fo K [1,] dx+f0 H ¢, dz =0

(2.32)

N2 [ M [0 ] de + A [y 0 CF [005] de + A [y 900G [107,] dat

1 1 (233)
[y XK [ do + [ 1 H [ dz =0
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According to the relationship of differential operatorsiadjoint differential operators, we

have
1 1
/ 35D [ihe] da = / D" (42 de (2.34)
0 0

whereD andD* are the differential and adjoint differential operatoespectively. There-

fore, equation (2.33) can be written as

2 fO O M zpn] dz + )\, fO C [n] dz + A [ 05G [0] dat

(2.35)

In order to simplify the expressions, the notatitf),, is used to represelﬂ;1 i M [¢,] dx

and so are the others. Equations (2.32) and (2.35) can beseged as

(—g + w2 My + (—g +1wn) (Crun + Gon) + (K + Hip) = 0 (2.36)

where(—2 +iw,) = A, and(—% + iw,,) = A,. Recall thaG = 2v2 andH = nu2. The

relationship betweet,,,,, andH,,,, is

Substituting equation (2.38) into equations (2.36) an81R.we obtain

(_g ¥ iwn)? My + (_g 4 1w) Com + Ko + iy G = 0 (2.39)
(_g + i) 2 My (_g + iwm) Crn + K + 1w G = 0 (2.40)

Subtracting equation (2.40) multiplied hy, from equation (2.39) multiplied by,,,, we

obtain

2
(wm - wn) |:<77Z + wnwm> an - gcmn + Kmn =0 (241)

The term in the bracket in equation (2.41) has to be zero whegt w,,. The orthogonal

relationship of damped axially moving wire is thus obtaiasd

Uk n
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where )\, includes),,, and Xy, ¥, (x) includesyy, (x) andys,(x), andy’(x) includes

1, (x) andys, (). Whenm = n, R can be obtained as

R= ( +w)/ M [ih,] d /w*c ] dx+/ WK [e]de (2.43)

Substituting eigenfunctions, adjoint eigenfunctiong] damped frequencies in equations

(2.26), (2.29), and (2.25) into equation (2.43), the soludbf ik can be obtained as follows
772
R—nﬂ(l—v)—z (2.44)
Equation (2.42) can be converted into the inner product fafrm

2
(”Z i wnwm) <M > < Ol > < Ky 5= BB (2.45)

Whenn = 0, the orthogonal relationship (2.45) is identical to thaf82, 99]. When
¥, and e’ are complex conjugate),, can replace)’, in equation (2.45). However,
< M, ¥, >#< M, v, > when the eigenfunction and adjoint eigenfunction are
real functions. This is because the complex conjugate ofkeaigenfunction is still the
same eigenfunction, not the corresponding adjoint eigestion. To apply equation (2.45)
generallyy*, should not be changed. In order to make the derivation edsesintegration

form of the orthogonal relationship will be used in the reshis chapter.

2.4.1 Summary and comparison

The orthogonal relationship of eigenfunctions derivedhim preceding section indi-
cates that the orthogonality is dependent upon the setivadjifferential operators, damp-
ing factor, and the frequencies of vibration (the imaginaayts of the eigenvalues). The

eigenvalues, eigenfunctions and orthogonal relationdeipved in previous section are
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summarized in the following:

—n+ /P = (= ) (1= )

Aln - 9
— — [P 1 = )] (= )
AQTL -
2
iv\/[4n27r2(1—'1)2)—7]2](1_1)2)
Yin(z) = e 2(1-v?) sin nra
7iv\/[4712772(1—1;2)77]2](1,,02)
Vo) = e 2(1-v%) sin nmwx

n’ U
— + Wy an - _Cmn + Kmn - 5mnR
4 2

If the damping factor) is removed from the eigenvalues and eigenfunctions, these
equations will become exactly the same as those in Wickeriéste’s results before being

normalized for undamped system [99], which are

Ap = inm(l—0?)

Ay = —inm(1—v?)
Vin(z) = "™ sinnrr
Vou(x) = e "™ sinnra

Furthermore, the orthogonal relationship of the undampgstem will be identical to that
in the previous research [82]. If the damping factor is reemythe orthogonal relationship

for an undamped system is
wnmemn + Kmn - 6mnR

whereiw, = A, because the eigenvalues are purely imaginary.

2.5  Free Vibration Response

The orthogonal relationship derived in Section 2.4 is thenftation for the forma-
tion of free vibration response for damped axially movingewiln this section, the free

vibration response of damped axially moving wire will begaeted.
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25.1 Analytical solution

As other distributed systems, the free vibration respofisimped axially moving
wire can be obtained according to the orthogonality anéaintonditions. Recall equation

(2.27)

o0

u(w,t) = Z [Dlnwln(ﬂf)e/\l”t + Dznwzn(lﬁ)e/\%t}

n=1

If the initial displacement of the wire ig(z) and the initial velocity i9(x), the coefficients

Dy, andD,,, are obtained by the following equations (see Appendix A).

Dy = ( / b: M [a(2)] dz — iwn ( / vE M ]dm+g /O 1¢an[@(1;)] dx)

2 [ vichars [ K@i /7 (2.4
Dy, — ( / V5, M [a(x)] dv — iws, (/ ¥5,M ]d$+g/01 3, M [a(z)] dx)
-3 /0 W3 Cla(x)] de + /0 V5, K [a(z)] dx) / R (2.47)

where R = n?n? (1 —v?) — % is defined in Section 2.4. One comment is worth noting
here. When the initial positiom(x) is not second differentiable(x) and the adjoint eigen-
functions in the termg“o1 Ui, Kla(z)] dx andfo1 Y5 Kla(z)] dx should be interchanged to

avoid a trivial solution. Equations (2.46) and (2.47) camdweritten as

D = (L [ atwptivi e = onn ([ stomitvidae+ 2 [ atwniiog, )
g / C Y% ] de + /0 1 a(2)K [¢ ] dx) / R (2.48)

2 1 1
%/0 a(x)M [¥3,] dz — iwy, (/0 b(z)M [, ] d:v—i-g/o a(x)M [13,] dx)
_n

2

/0 a(x)C (3, dx+/01 a(x)K [43,] d:c)/R (2.49)

D2n - (
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2.5.2 Examples

Examples are given in this section to apply the solutionveeriin Section 2.5.1.
Example 1 involves a damped axial moving wire of a wiresaviesyswith an initial dis-
placement ofi(z) = 0.02x when0 < z < 0.5 anda(x) = 0.02(1 — z) when0.5 < z < 1,
and an initial transverse velocity 6fz) = 0. The damping factor ig = 1 with a speed of
v = 0.3. The vibration response can be obtained by equations ({248), and (2.49).

Figure 2.3 shows the free vibration response of the wire utideprescribed initial
conditions. Due to the fact that the givefr) function is not second differentiable, equa-
tions (2.48), and (2.49) should be applied, instead of (2a#@ (2.47). The component
is taken from1 to 30 in equation (2.27) after several simulation to ensure thatrésults
can represent those affrom 1 to co, without undue computational cost.

Example 2 pertains to the free vibration response of damgedlyamoving wire
with an initial displacement ofi(x) = 0.01sin7z, and no initial transverse velocity as
illustrated in Figure 2.4. The damping factomis= 1 with a speed ot = 0.3. Because the
function of initial displacement is second differentigl#éher equations (2.46) and (2.47)
or equations (2.48) and (2.49) can be utilized to obtain thefficients of the response,
u(z,t).

The vibration responses of axially moving wire are asymio@trboth examples. In
contrast to the symmetric vibration response of a stationae, the speed of the moving
wire affects the net speed of wave propagation, as discuss@@, 93]. Therefore, the
speeds of wave propagation to the right and to the left aréheatame for a moving wire,
resulting in asymmetric vibration responses. However, wbach wave bounced at the
boundaries£ = 0 or 1), the speeds of wave propagation are swapped. This can be see
clearly with animation of motions, moving along the 8 plotsesponses. These results in

the waveform shown in Figures 2.3 and 2.4.
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Figure 2.3: Free vibration response of a damped moving witteyv= 1 andv = 0.3. The
components is from 1 to 30, with an initial displacement shown dt+£ 0)
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Figure 2.4: Free vibration response of a damped moving witteyv= 1 andv = 0.3. The
components is from1 to 10, with an initial displacement shown at< 0)
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2.6 Discussion

The analytical form of the free vibration response is ol#dim Section 2.5, and
illustrated with examples. In this section, the free vilmatresponses of undamped axi-
ally moving wire and damped stationary wire are compareti wié solution obtained in

Section 2.5 by assuming= 0 andv = 0, respectively.

2.6.1 Comparison with special cases

Case 1: Undamped axially moving wire

By assuming; = 0, the damped system will degenerate into an undamped system.
The solution of the degenerated system, such as the eigesyaigenfunctions, orthog-
onal relationship, and coefficients of free vibration resgm will be the same as those of
the undamped system presented in [82,99]. Figure 2.5 isré@evibration response of
an undamped system under the same initial conditions as thfabie Example 2 in Sec-
tion 2.5.2.

Whenn = 0, the eigenvalues become, = inm(1 — v?) and\y, = —inw(1 — v?).

The corresponding eigenfunctions are

inTvxr

() = e sin nwx

Vo (z) = e ™7 sinnmr

which are identical to the solutions derived by Wickert anat&199].

Case 2: Damped stationary wire

If we setv = 0 in the damped axially moving wire system discussed eatiner,
system becomes a damped stationary wire system, with theratifial operators: =
H = 0. Therefore, the equation of motion of damped stationarg wyistem is self-adjoint

which can be solved without considering the adjoint eigebf@m. The eigenvalues and

30



0.0, 0.01 0.0, 0.0,
0 0 0 0
02 04 06 08 10 02 04 06 08 10 02 04~06_0871.0 2 04 06 0871
-0.01 -0.01 -0.01 -0.01
t=0 t=0.3 t=0.6 t=0.9
0.0, 0.0 0.0, 0.0
0 0 0 S o
02 0.4 06 08710 1.0 02 04 06 08 1.0 02 04 06 08 1
-0.01 -0.01 -0.01 -0.01
t=1.2 t=1.5 t=1.8 t=2.1

Anpl i tude

Figure 2.5: Free vibration response of undamped axiallyingpwire atv = 0.3 andn = 0.
The component is from 1 to 10.
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eigenfunctions for such system are

—n+iy/ (4n2m2—n?)
Aln =

2

NN e (2.50)

2

U1 (x) = o, (x) = sinnma
Figure 2.6 shows the simulation of damped stationary wirdeurthe same initial

conditions as those of the Example 2 in Section 2.5.2 with0 andn = 1.

2.7 Summary

In this chapter, the closed-form solution of the free vilmmatresponse of damped
axially moving wire immersed in the slurry is first presentddhe complementary eigen-
values, eigenfunctions, resonant frequencies, and astiaiy are also provided. These
functions show the consistent with the undamped axiallyingpwire and damped station-
ary wire by assuming = 0 andv = 0, respectively. In Chapter 3, this damped vibration
response will be analyzed based on the solutions derivédschapter.

Because the equation of motion is non-self-adjoint, theagbnal relationship in-
cludes eigenfunctions, differential operators, resoris@guencies, and damping factor.
Therefore, the decoupling of forced vibration responsagisuch orthogonal relationship
will be a challenge. In Chapter 4, the closed-form solutibtihe forced vibration response
of damped axially moving wire will be obtained by an alteivatmethod using Green’s

Function.
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Figure 2.6: Free vibration response of a stationary wirg-atl. The component is from

1 to 10.
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Chapter 3

Characteristics of Damped Axially Moving Wire of Slurry

Wiresaw System

3.1 Introduction

The closed-form solution of the free vibration responsearhged axially moving
wire was presented in Chapter 2. In this chapter, the damiiedtion response will be
analyzed according to the solutions. Two damping ratios b@ldefined. Since the free
vibration response is a combination of infinite sets of soh4, it is not possible for the
system to be completely critically-damped or over-dampechhse of the existence of
under-damped modes at higher order. Therefore, a dampex, i5yds introduced to help
in understanding the behavior of such system.

When physical damping is increased (for example, by usingeemiscous carrier
fluid in slurry), all components are more damped accordingdpwever, in addition to
the physical damping, the apparent damping caused by thease of wire speed will
also damp out the response because of the reduction of resoequencies. These two
parameters, physical damping and apparent damping, ¢ah&doehavior of an axially
moving wire. This is a new finding in vibration analysis of ntay wire that, to our best
knowledge, has not been reported previously. In additioa shift of the components of

response due to the increase of speed on the first severaboemis of responses will be
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presented and discussed in this chapter. The results alsothiat the increase in speed
will excite components of response except the dominatireg on

The damping ratios and damping index will be presented ini@e8.2, in which
the apparent damping is also discussed. Section 3.3 shatvthhmode shapes change
with the increase of velocity. The specific relevance to saming process is provided in
Section 3.4. The parameter study of damping ratios in wivesgtems is also provided.

A summary of this chapter is given in Section 3.5.

3.2  Analysis of Damped Vibration

In discrete or lumped-parametered systems, damping rstam iimportant index
to describe the decaying behavior of damped vibration. Kewehe damping ratio of
damped axially moving wire has not been discussed. Baseldeoanalytical solution ob-
tained in Chapter 2, the damping ratio will be defined in tl@st®n. The results show
that the damping ratio is a function of both axial speed oéwind damping factor, and the
increase of speed accompanies the “apparent damping.effect

In a typical second-order one-degree-of-freedom systeensystem is called crit-
ically damped when the damping ratjo= 1, in which the oscillation no longer exists.
Therefore, it is intuitive that the frequency of vibrationlivibe zero when the system is
critically damped, and the damping ratiQ,, will be defined. In addition, there is an al-
ternative method to define the damping ratio which is oftesdua the control theory and
one degree-of-freedom vibration system. In this case, éinepihg ratio(y will be defined
by the eigenvalues in the complex plane. The details willllostrated in the following

sections.

3.21 Damping ratio defined by frequency of vibration

Research has showed that the vibration response will begdireor unstable when

v > 1[65,99]. Therefore, we only consider the case wher 1. The frequency of
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damped vibration of a axially moving wire is; ,, from equation (2.25).

Viante? (1 —v?) — ] (1 - v?)
2

Wdn =

Whenv < 1, if Ay, and,, are complex conjugate, say, = —1 +iw,,, the system

displays critically damped behavior with double roots whgn = 0: that is,
dn*r?(1—vH) =n% n=12,...

or
i 1

-
2nm \ 1 — 0?2

Thus, we can define the damping ratio as

i 1
w = 3 :1,27... 3.1
< 2nm V1 — 2 " (3.1)

Equation (3.1) defines a damping ratio which is proportidmalbut inversely proportional
to /1 —v2. When(, = 1, it corresponds to the case with = —2. When(, < 1, it
corresponds to the behavior of a underdamped system.

It is obvious from equation (3.1) that the damping ratig,of damped axially mov-
ing wire is dependent on the component numbernf the free vibration response. The
damping ratio{,,, has to be calculated for eaeH* component of response to understand
the overall vibration response of the damped axially mowimge system. The situation
is similar to the multi-dof second-order lumped system. Bydal analysis, the multi-dof
system can be decoupled into eigenspace. For each decaglation, there is a corre-
sponding damping ratio.

In order to depict the damped behaviors of ea¢hcomponent quickly, a new index,

s, is introduced by definding = n(,,. From equation (3.1)% can be derived as

Ui

=\ T 2 when v <1 (3.2)
™ — v

S

wheres is a function of onlyy andv. According to the indexs, the dampea!* component

of response can be described as follows:

36



(i) Whenn < s, then'® component of response is overdamped.
(i) Whenn = s, then!” component of response is critical damped.
(i) Whenn > s, then!™ component response is underdamped.

Whenv < 1, asn goes froml to oo, there are finite number af” components of response
which are overdamped and critically damped, with higheleorcomponents kept as un-
derdamped. Since vibration response is a combination ofitefnumber of components
fromn = 1,..., 00, the system withy < 1 will always display underdamped modes of
vibration, regardless of the associated amplitudes of saderdamped vibration modes.
For example, ifs = 2.5, the first and second components of responsgéy, t) and
us(z,t), are overdamped, and the other higher-order componentspbnse are under-

damped.

3.2.2 Damping ratio defined by the complex eigenvalues

When eigenvalues are complex with= —o + iw, the response is an exponentially
decaying harmonic response with the exponentially degegmivelop defined by 7*. The
damping ratio is defined by the ratio between the real andimaagparts of the eigenvalue:
thatis,( = cosf = \/ﬁ

Similarly, the solutions of\;,, and,,, presented here have a corresponding damping
ratio defined by the real and imaginary parts of the eigemgtun complex plane as shown

in Figure 3.1. As indicated in Figure 3.4 js the angle between negative real axis and the

vector from origin to the eigenvalue. The damping ratio okl as

NS

NI

(s = cosb
2 \/[4n27r2(1—v2)—772](1—v2) 2
(1) + (V)
\/4n27r2 (1 —v2)* + 202
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(-n/2.i,)

04

-0

Figure 3.1: Complex eigenvalue and the definition of dampatigp on the complex plane.
The complex conjugate of the eigenvalue is not shown in thedig

The definition of(y in equation (3.3) is different frong,,. For the situation of stationary
wire, (, = (p atv = 0. However, wherv approached, (, approacheso; whereas
(p approached, implying that the system is close to critically damped. @&wting to
equation (2.25)w., = 0 atv = 1. Therefore(y is preferred to determine the damping
ratio of damped axially moving wire. Nevertheless, the demgpndex, s, derived from
(., is still an efficient tool to evaluate the damped behavioncWhwill be discussed in the

following sections.

3.2.3 Comparison of¢,, and ¢y

Two damping ratios,, and (, are defined based on different observations of the
solution of the complex eigenvalues and vibration respolmsenis subsection, they will be
discussed as functions ofandn separately.

Damping ratio as a function of velocity:

Figures 3.2 illustrates the damping ratios as a functiorhefrton-dimensionalized
speedv, and offers comparison between the two definitions of dampatios. In Fig-
ure 3.2(a), the system is underdamped when 0. With the increase of, both(,, and(y
increase and intersect@t = (4 = 1. The corresponding speed can be solved from both

equations (3.1) and (3.3), which yield the same result irfahewing equation:

2
Ve = /1 — # whenc¢, = ¢y = 1 (3.4)
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Figure 3.2: Damping ratig,, and(y (solid and dashed curves) as a functiorvdbr the
first component of response;(x, t) with n = 1). The damping factors are ()= 4 and
(b)n =10

Based on equation (3.4), when> /1 — # both(,, and(y are greater than, implying

an overdamped system. Therefore, whenstfecomponent of response is overdamped,
either(,, or (y will be greater thari. As a result, the overdamped components of response
predicted by the damping index, still work with damping ratiajy. However,(y drops to

1 while {, — oo asv — 1.

In this case, there is an apparent increase of damping irviioegtion response with
increasing speed and constant damping fagtde call this effect the “apparent damping
effect.” Figure 3.3 shows an example.

In Figure 3.2(b), the system is overdamped at 0. Whenv increasesg,, goes to
infinity while (, drops tol as the case in underdamped system. The two damping ratios are
always overl whenv is from0 to 1. Therefore, this system is always overdamped.

Damping ratio as a function of damping factor:

Figure 3.4 shows the damping ratios as functions of damgiotpf. It is obviously
that(,, is linear with the damping factor, which is also shown in égpre(3.1). Meanwhile,
(o will approachn /v when the damping factor keep increasing. As discussed préwious

subsectiong,, and(y intersect atl. The critical damping factor will be

Ner = 2nmvV1 — Uz, WhenCw = Cg =1 (35)
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Figure 3.3: Apparent damping effect of free vibration resgwatr = 0.5(center of span)
with n = 1, initial displacementin 7z, and no initial velocity (that is, initially at rest).
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Therefore, the critical damping factor will decrease when\elocity increases as shown

in equation (3.5).

3.2.4 Physical and apparent damping

The free vibration responses of an axially moving wire witliedent damping fac-
tors under the same wire speed= 0.3 are plotted in Figure 3.5 for comparison. In
Figure 3.5(a), the vibration responses of the entire wiensp < = < 1) with differ-
ent damping factors; = 0.5 andn = 2.0, are plotted with discrete time. The vibration
responses as a function of time in the middle of the wire at 0.5 are plotted in Fig-
ure 3.5(b). Both Figures 3.5(a) and 3.5(b) show more ang#itteduction with larger
damping factor), as expected. According to the eigenvalues obtained inréhequs sec-
tion, the vibration decaying rate és 2*. The two frequencies of vibrationy, forn = 0.5
and2.0 are nearly the same.

The free vibration responses in Figure 3.6 are plotted wiiflerént wire speeds
under the same damping factpr= 1. Figure 3.6(a) shows the vibration response of the
entire wire span(( < = < 1) at discrete time. Figure 3.6(b) illustrates the motionha t
middle of the wire atr = 0.5. It can be observed from the responses in Figure 3.6(a) that a
full cycle is elapsed when = 0.1 from ¢ = 0 to 2. Within the same time period, however,
only half cycle is elapsed far = 0.7. Therefore, the amplitude of oscillation is also re-
duced with the increase of speedithin a cycle, as shown in Figure 3.6(b). However, such
decrease in each cycle of vibration is not a result of redaaif the exponentially decaying
envelop because is kept the same. Instead, the reduction of amplitudes ahtitn per
each cycle is due to the reduction in frequency, as showrgargi3.6(b). Equation (2.25)
expresses the frequency of vibration as a function of the gpeed. Av = 0.7 and0.1,
the frequencies of their first components arg = 1.562 and3.070, respectively. At a
lower frequency of vibration for = 0.7 shown with the dashed line in Figure 3.6(b), the

amplitude of the first valley at~ 2 is smaller than that of = 0.1 att ~ 1.
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Figure 3.5: (a) Free vibration response of the entire wisngp < = < 1) with different
damping factorg) = 0.5 andn = 2.0. The nondimensionalized speed of wirés kept at
0.3. The component is from1 to 10. (b) The continuous vibration responses at the middle
of the wire ¢ = 0.5) are plotted fom = 0.5 andn = 2.0. As expected, the exponentially
decaying envelop; 2!, reduces faster with largervalue. The two responses have nearly
identical frequencies of vibration.
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Figure 3.6: (a) Free vibration response of the entire wisngp < = < 1) with different
velocitiesv = 0.1 andv = 0.7. The nondimensionalized damping factprs kept at 1.
The component: is from 1 to 10. At v = 0.1, a full cycle is elasped from = 0 ~ 2
seconds. On the other hand, only half cycle is elapsed fer(0.7 during the same time
period. (b) The reduction of amplitude of vibration foe= 0.7 is due to a slower frequency
of vibration, as illustrated in (a).
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3.3 Mode Shape and:'” Component of Response

In gyroscopic systems, the eigenfunctions or eigenveet@somplex functions or
vectors. Either the real parts or the imaginary parts ofrdigections will affect the free
vibration response. However, the vibration response shoat be complex in reality,
which means that the imaginary parts of the vibration respaf the solution will cancel
each other. In this section, the mode shape anatheomponent of response are studied
with the increase of wire speed. The results also show thgiimagy parts are disappearing

in the components of response.

3.3.1 Mode shape

The eigenfunctions of damped axially moving wire were sdlae complex functions

in the previous chapter. The real modes of the eigenfunctoa

Urear(x) = cos 11}1‘}?}2 sin nmwx n=1223,... (3.6)
and the imaginary modes are
Yimag(x) = sin % sinnwr n=1223,... (3.7)

where

V(a2 (1—v?) —n?) (1 —v?)
2

W= Wdn =

Figure 3.7 illustrates how the real and imaginary modes gbhavith the increase of
wire speedy. It shows that only real modes existat 0. This explains that the stationary
wire only has real modesin nwz. With the increase of wire speed, the imaginary modes

are excited and affect the vibration response.

3.3.2 Then!" response as a function of the speed

In this subsection, we discuss th# component of response as a function of speed.

Unlike the stationary system, the solutions of axially nmgvsystem change with the axial
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speed of the wire accompanied by the apparent damping .eWéciilustrate the results of
the free vibration response with sinusoidal initial cormis. Simulation and calculation of
the results are plotted for analysis and discussions.

Although the eigensolutions are complex, #é component of response,, (,t),
in equation (2.27) is a real function to represent the plysgstem of damped axially
moving wire. However, the eigenfunctions,, (z) and iy, (z), of the solutions are not
pure real functions. They comprise a new set of complex fanstwhich can represent
the vibration response of damped axially moving wire witd #igenvalues and the initial
conditions. The:'" response of free vibration for an initial displacementiafrrz and
initial transverse velocity of zero can be calculated armitptl based on the analytical
solution obtained in Chapter 2. The solution of each compbo&response in equation

(2.27) is as following

ot vwT
Up(z,t) = Eye 2 (E2 cos — sinnmx coswt
1—?

VWIT . . . VWI .
+ F5 cos 71 5 SIMNTX Sin wt + E4sin 71 5 SIMNTT COS wt
—v —v

. wr . .
+ E5 sin T— 2 sinnmx sin wt
-0

where Fy, F,, Es, E4, and E5 are coefficients and can be represented in the following
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equations
B = (4mn772'0 (—1 + v2)3w) / (4n2772 (—1 + 02) + 772)
[m47r4 (_1 i 02)4 I (n27r2 (_1 +v2)2 B vzw2)2
—2m?m? (—1 + 02)2 <n27r2 (—1 + v2)2 + v2w2> }

E2 — —E5

vw

2

= 2nw — cosmm cosnm (277w coS
—-1+v

2.2 ( 2 2\ o vw
+(4m7r ( 1—|—v)+77)sm_1+vz)

Es = E4

= 4m?2r? (—1 + v2) +n* — cosmm cosnm

vw . vw
((4m27r2 (—1 + 1)2) + 772) cos I 2nw sin S U2)

The sum of all components,,(z,0) att = 0 for n = 1 to oo, will be the initial
displacementsin mmx. The results of simulation are presented in Figures 3.8 10.3.
Whenv = 0, then'” component will dominate the free vibration response, aedother
components will vanish when = m. This is illustrated in Figures 3.8 to 3.10 for ini-
tial displacement ofin 7z, sin 27z, andsin 37z, respectively. We call those components
which have shape with corresponding initial displacemeatdominating components of
response. However, the vibration of moving wire exhibitsrdting dominate components
as the speed increasing. With respect to different initial conditioritsis shown in Fig-
ures 3.8 to 3.10 that the components other than the domgnetimponent (egy; is the
dominating component for initial displacemeit 7, us is for sin 27z, ...etc.) have in-
creased amplitude of oscillation wherbecomes larger.

As the amplitudes of the components change witlthe dominating component
shrinks which means that the vibration energy shifts froemxdbminating frequency to the
others. Figures 3.8 to 3.10 show such shifting phenomena.effact of such phenomena

in Figures 3.9 and 3.10 is more pronounced. Though FiguB®3.10 illustrates only the
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first three components of response with initial displaceroésin 7z, sin 27z, andsin 37z,

the observations presented here can be extended to higiegrammponents.

3.4 Relevance to Slurry Wiresaw Systems

3.4.1 Reynolds number and drag force in wiresaw systems

For flow passing through an immersed body, the force due ¢tdn drag is more
than the pressure difference when Reynolds nuitleer. 1. The drag coefficient i§'p =

é for a cylinder, the shape of wire [78]. The Reynolds number can be formulated as

1

Re (3.8)

wherep,; andy are the density and viscosity of fluid) is the diameter of the wirdy;, =
VUyx + Uy is the transverse velocity of the wire.
Polyethylene glycol is a water-soluble carrier for slumfich has a density af.1 ~
1.2 gcm~3. The density of silicon carbide %21 gcm=3. Therefore, the density of slurry
is py = 1491 ~ 1763 kg m~* for the mixing ratios of).75 ~ 1.25 with kg of grit per liter
of carrier. The viscosity igz = 200 ~ 1000 cP. In industry applications, different recipes
may be used to optimize the slicing process, resulting ilegiht range of parameters.
Since the slope of the wird/y, is small, we approximate the transverse speed of
the wire asUr, neglecting the termVUyx. The maximumU; can be approximated as
the product of vibration amplitude of the wire and naturalginiency. The amplitude of
vibration of the wire is assume to B& ~ 150 um by subtracting wire diameters0 ~ 175
pm, from the kerf loss200 ~ 300 um. The natural frequency of the first component is
2047 ~ 6781 rad s—! with parameter$” = 10 ~ 15 ms™!, p = 0.1876 gm ™!, P = 20 ~
35N, L =0.2 ~0.5m[97]. Therefore, the transverse speed of the wife(512 ~ 1.017

ms~!. The true transverse speed should be smaller than this chregse damping. With

1 This is not the only equation of the the drag force in fluid flawd cylinder at small Reynolds number.
Other literature such as reference [85] has a differentesgion. However, the results of analysis are within
the same order of magnitude.
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Figure 3.8: The variation of first three components of responith initial displacement
sin (), initial velocity 0, and damping factay = 1.
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Figure 3.11: Wire motion in slurry with transverse velogity.

these parameters, the Reynolds number in equation (3.8)ecapproximate as.0115 ~
1.5688. Although the range is not always smaller than one, it i$ stilall enough. As a
result, we usé€’p = é to evaluate the damping factor.

The function due to drag force %, = CD%, whereA = DL is the projected
area of a cylinder. Because, = é andRe = % the drag force for a cylinder is

fp = 3.5uV;, L. The damping force per unit length becomes

F”] = ffD = 351“‘/#

It is also noted thaf;,, = n,V;,. Therefore, the damping factay;, can be obtained as

Mg = 3.5 (3.9

3.4.2 Practical parameter study

Wiresaw is usually operated under high speed (typicElly~ 15 ms~!) and high
tension 0 ~ 35 N). However, the actual non-dimensionalized speed of wiiewiresaw
is far below the critical speed because of its low mass def&f]. With typical process
parameters o/ = 10 ~ 15 ms™!, p = 0.1876 gm™!, P = 20 ~ 35 N, andL =
0.2 ~ 0.5 m, the non-dimensionalized speedis- 0.0232 ~ 0.0459, much lower than the
critical speed at = 1. Therefore, we only have to consider the situation wheg 1 in

wiresawing operations.
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Figure 3.12: Free vibration response with initial displaeat (.01 sin 7z and different
damping factorg) = 1.728, 2w, and28.57. The nondimensionalized velocityis kept at
0.0306. The componentis from 1 to 10. The response at the middle of the wire becomes

non-oscillatory when the damping factpr> 27.
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Here, we assume that the viscosity of slurr§(is ~ 1000 cP [48]. Thus, the approx-
imate range of the damping factorijs = 0.7 ~ 3.5 Nsm™~2 according to Equation (3.9).
The corresponding nondimensionalized damping factgr=s1.728 ~ 28.57. Figure 3.12
illustrates the vibration response at the middle point akwyith the initial displacement
of a(z) = 0.01sin7z and no initial transverse velocity. The nondimensionalizeloc-
ity and damping factors are corresponding to the wiresawesysliscussed earlier with
v = 0.0306, n = 1.728 ~ 28.57, respectively. It shows that the typical vibration respons

of wire is well damped.

3.4.3 Damping ratios

In order to study the damping ratio in slurry wiresaw systeamvert the dimension-

less parameters into dimensionalized ones.

nal | 1
= 3.10
s 2nm \| pP — p?V? ( )

P
C@ - 77dL D) 5
An’m2p (P — pV2)" + n L2 pV?

When the damping factor approaches infiniy, will approach infinity; whereas, ap-

(3.11)

P

proaches a constant valug, .

If the first component of free vibration response,
reaches critical damped conditiofy, = 1 can be substituted into equations (3.10) and
(3.11) to obtain the damping factoy, = 1.28 Nsm~2. This damping factor is not high
which is also because of the low density of the wire. Theeefthhe damped vibration
behavior of the wire in wiresaw system should perform piainl

In Figure 3.13, 3.14, 3.15, and 3.16, the damping ratjosand ¢y, are plotted as
a function of damping factor,, in small range. Four parameters, axially moving speed
V, tensionP, length of wireL, and mass density of wirg, are compared in reasonable
range of the slurry wiresaw system. All of the four figureswhioat(,, and(y do not have

obvious difference under small damping factor. The cunfetamping ratios for different

velocities,v = 10, 20, and30 ms~* are almost the same under small damping faetgr,
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Figure 3.13: Damping ratios as functionspfwith respective to the axially moving speed
of wire in slurry wiresaw system.

as shown in Figure 3.13. The other three figures show highmpuhe ratio with lower

tension, longer wire length, and lower density of the wire.

3.5 Summary

Two damping ratios are defined by the frequency and eigeevaldamped axially
moving wire, respectively. They are discussed and compaitbdespect to the nondimen-
sionalized parameteksandr separately. The results present the apparent damping.effec
In addition, a damping index, is also introduced to classify the damping behavior of each
component of response of the system.

The mode shape and th& component of vibration response are studied according
to the closed-form solution. The results show that the imagi modes and compoents of
response except the dominating ones are excited with tinease of wire speed.

In a practical slurry-wiresaw system, the speed of the wgisgnificantly lower than
the critical speed. The first component of the free vibratesponse can reach critical
damped condition with quite a small damped factor. Congsetijyehe wiresaw system is

well damped. Method to estimate realistic damping factorgtie analysis of damped vi-
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bration was presented using typical process parametemof/ang wire in slurry wiresaw
systems. In parameter study, the results show that the dgmgiio will increase of wire-
saw system with lower tension, longer wire length, and loslesity of the wire. In order
to obtain more characteristics of damped axially movingwystem, the forced vibration

response is necessary.
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Chapter 4

Green’s Function and Forced Vibration Response of

Damped Axially Moving Wire

The Green’s function of damped axially moving wire is firstided in this chap-
ter. The corresponding frequency response with point &ioit is also presented. The
results show agreement with previous research on freetiobreesponse and correspond-
ing eigensolutions. The Green’s function and frequencyaese presented in this chapter

are essential for control theory and random vibration ansaly

4.1 Introduction

In the study of vibration response, forced vibration is famental to describe the
response of the system subject to external excitation. y&eal of frequency response,
random vibration analysis, and control theory require thevdedge of forced vibration
response. In general, the study of forced vibration respohdistributed systems is much
more complicated than that of lumped-parameter systemsstAtuited system involves
spatial and temporal variables; therefore, the motion ohgmint on the system not only
depends on the location, but also is a function of time aditates.

To obtain the solution for the distributed system, the eiquatvhich describes the
spatial relationship is necessary. The solution of modalyas consists of eigenfuctions

and eigenvalues, with the eigenfunctions illustratingrtiagle shapes of each mode of the
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system. The Green’s function is the impulse response. taaannot only the response as
a function of time, but also describes the relative motiothinithe system [13, 14, 83].

Axially moving continua has been utilized in many mecharsissn machines such
as belts, chains, and saws. During such operations, theusuting media may give extra
resistance which would reduce the oscillation. This rasis¢ may be negligible in some
cases. However, for the manufacturing processes such ag awglurry wiresaw system
or a cable in water, the damping force has to be considered.vilination responses of
axially moving wire and beam without damping have been oblgi Wickert and Mote
in 1990 [99]. Yang and Mote presented the Green'’s functiothefaxially moving string
without damping [103]. The free vibration response of dathgeially moving wire was
obtain by Chung and Kao [23, 25], and the forced vibratiorpoese is still exclusive.
Because the equation is non-self-adjoint, the classicdlaanalysis is not adequate to be
employed to solve the forced vibration response.

In this chapter, we present the research results of the Grerction of a damped
axially moving wire to obtain the forced vibration respond® our best knowledge, the
Green'’s function derived in this chapter is the first anabjtiand closed-form solution
for damped axially moving wire. This new result enables us to obtaircéar vibration
response of an axially moving wire in a damped environmamthss that in a modern
slurry wiresaw [48].

The Green’s function of a damped axially moving wire is dedivn Section 4.2,
followed by the standard form of equations in Section 4.3 fraduency response with

point excitation in Section 4.4. The summary is in Sectidn 4.

4.2 Green’s Function

In Chapter 2, the equation of motion of damped axially mowung has been intro-

duced and non-dimensionalized as equation (2.14), which is

U + 20Uz — (1 — vQ)um + nuug + nug = f (4.1)
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The boundary conditions argx,t) = 0 atz = 0 andx = 1 [25]. Assume that the
Green'’s function for the differential equation (4.1)¢&e, &, ¢, 7), which satisfies the fol-

lowing equation [13, 32, 88].

it + 20g51 — (1 = %) gag + n0g0 + 19 = 6(x — )6(t — 7) (4.2)

wherej(z—¢) is a Dirac delta function, which implies that the externat#ois applied to an
arbitrary positior¢ within the range ofc. Another Dirac delta function(¢ — 7) represents
an impulse applied at the time= 7. The boundary conditions atgz, &, t,7) = 0 at
x = 0 andx = 1. Since this system is stationary linear, which means thatdystem
depends on the differenge — 7), the Green’s function can be represented in the form
g(x,€,t,7) = g(x,€,t —7) [13].

The Laplace transform of the Green’s function with respec¢t-t 7 is L{g(z, ¢, t —
7)} = G(z, &, s), and which still satisfies the boundary conditio@$z, £, s) = 0atx =0
andz = 1. Assume the initial displacement and initial velocity asg@ Take Laplace
transform of the equation of motion (4.2) to obtain

oG 0*G oG
2 (1= =— - = —
s°G + 2vs . (1 —2%) 2 + nv . + snG = 6(x — &)

The equation can be written as

82G_v(23+n)§_52+377(;_ §(x =€)

Ox? 1—v2 9z 1—22  1—22 (4.3)
Whenzx # &, the right hand-side of the equation should be zero.
2 2 0<z<
PG v(2s+n) G s +87}G:0, for 3 (4.4)

2 — 2 — 2
ox 1—v2 Oz 1—v f<r<1

Assuming thatz(z, £, s) = "%, and substituting it into equation (4.4), we can obtaias

a function ofs.
K(s) = a(s) £ B(s) (4.5)

where

B /482 + dsn + v2n?

andg(s) 20— o)

(4.6)
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Comparing to the modal analysis, we find thas actually the eigenvalue of this system

and will be solved later. Therefore,

G (z,&,5) = e (Aeﬁx + Be’ﬁx) for0 <oz <¢

G (x,&5) = e (C’e’@“ +De_ﬁm) foré <oz <1

To satisfy the boundary condition§z, ¢, s) = 0 atz = 0 andz = 1. The coefficients

have the following relationships
B=—A, andD = —Ce*
Hence,

G (z,€,5) = Ae™ (eﬂx — e’ﬁz) for0 <z <¢

G (z,&8) = Ce™ (eﬁz — e%e_ﬁa”) foré <x <1
The functionG/(z, £, s) is continuous at: = £. Therefore,
Ae® (e — ™) = Ce™ (eﬁ§ — ) (4.7)

Integrate equation (4.3) with respectitpand assume that the integral range is very small

around{ to obtain

oG ¢ 1
e 4.8
ox e 1—02 (4.8)
SubstituteG~ andG into the equation (4.8) to obtain
Cae™ (7 — e ™) + Cpet (¢ + e¥e™) — Aae™ (" — ™)
. . 1
—ABe%* (eﬁ5 +e 65) =1 (4.9)

According to equations (4.7) and (4.9), the coefficiehsndC' can now be solved as

1 —v220Fe (1 — e29)
1 —v220Fe (1 — e29)

A:

C =
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We can now obtain the Laplace transform of the Green'’s foncti

1 eB€_eg28e—8¢ Bx _ —f
T 2/66&5(1_626)60“ (e T—e 9"’) , for0 <x<¢

1 efE =P8 Bxr _ 20,.,—0
p— 2/66&5(1_625)(30‘”” (e T —e*Pe I) , foré<or <1

G(z,&,s) =

which can be rearranged and written as

%ea(l’—ﬁ)wj fOrO <7 <£

G(x,&s)=¢ ' o geme (4.10)
ol o < g 1

The solution of the inverse Laplace transform is

1 y+ico
gz, 6t —7) = L7HG(x,&,5)} = 2—/ G(z,&, s)es(t_T)ds (4.11)
v

™ —ico

Sincesinh 8 = 0 at 3 = +inm, the equatiorGe**~™) has simple poles at

_ —nEiyAn?r?(1—v?) — [ (1 - v?)

Sn, 5

- —g tiw, n=1,23,... (412

These simple poles are the exact eigenvalues as shown iti@wuE2.23) and (2.24) in
Chapter 2. Note that whem — 0 as well ass — %ﬂ the limit of G (z, £, 5)es(t—7)
exist. Therefore3 = 0 is not a pole foiG(x, &, s)e**=7), neither is it forG(z, €, s) [104].
Applying the Residue Theory to solve the inverse Laplaaestiam [58].
1 Yoo
G(z, €, 5)e* " ds = Res[G(z, £, s)e ") | s = —g + iwy) (4.13)

27 .

—ioco

The Green'’s function can be obtained by solving equatiat3das follows

L [(1 = v?)el2tien) =T ean(@=8) sin nyé sin nra
g([L’,g,t—’T) - Z|:( ) .
— iwy,
(1 — v?)el=2=wn)(t=T)e=an(==8) gin pré sin nrz H(t— 1)
- -7
iwy,
Z2(1 — v?)e 27 o vwy
- L (f— _
Z o cos (wy,(t — 7)) sin o2 (x — &)

n=1

+sin (wn(t — 7)) cos <1W

“(x — 5))} sinnmw sinnwé H(t — 1)

— 2

(4.14)
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wherea,, = 12, and H (¢t — 7) is the Heaviside function. In the solution of the Green’s
function, the functions of are the eigenfunctions, and the functionsare the adjoint
eigenfunctions.

The forced vibration response can now be obtained by theotaton integral of the

Green’s functiong(x, &, t — 7), in equation (4.14) and external forcgx, t), such as

u(zx, t) = /0 /0 g(z, &t — 1) f(&, T)dEdT (4.15)

4.3  The Standard Form of Equations

The preceding differential equation requires the initiadl doundary conditions to
complete the question. However, the non-homogeneousliamid boundary conditions
often complicate the process to solve such problem. Thelatdrform of equations con-
verts the non-homogeneous initial and boundary conditietitshomogeneous ones, and
the original initial and boundary conditions is replaceddxyra terms in external force.
Therefore, the Green’s function obtained from the homogesénitial and boundary con-
ditions still works for the non-homogemeous conditiong {13

Suppose that a stationary linear differential equationvergas
L(z,u) = agu™ 4 aqu™ ™V + .- 4 au = f(x,1) (4.16)
with initial conditions
u(z, to) = uo(x), —

and boundary conditions

Li(u)=g¢;, i=1,2,... (4.18)

Equations (4.16), (4.17), and (4.18) are a system of equatibhis system can be converted

into the standard form [13].
L([L’, U) = aou(n) + alu(n_l) + - tau = f(flf,t) + f[(f)f,t) + fB(xa t) (419)
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with homogeneous initial conditions

ou oty

U(l’,to)zo, —(l’7t0)20, e W

and homogeneous boundary conditions
Fi(w) =0, i=1,2,... (4.21)

Equations (4.19), (4.20), and (4.21) are called a systenquéteons in standard form for
a given problem. The non-homogeneous initinal and bounclamgitions are carried into
fr(z,t) and fp(x,t), respectively. The standardizing function actually colsgtwo com-
ponents, standardizing function with respect to the ihttiaditions,f;(z, t), and standard-
izing function with respect to the boundary conditiofig(x, t).

The Green’s functiong(x, ¢, ¢, 7), for such system can be obtained by giving an
impulse inputj(z — £)d(t — 7), to replace the right side of the differential equation 9.1

The solutionu(x, t) will be

ula, 1) = / /D 9(e. 60,7 [F(ET) + f1(6r) + ful6.r) dedr  (4.22)

whereD is the domain ofr and§.

Recall the equation of motion of the damped axially movingew#.1)
Uy + 20Uy — (1 — 0 Uy + N0UL + Nuy = f
with a prescribed initial conditions as those in the Exan2ple Section 2.5.2
u(z,0) = a(z) = 0.01sin7z, andu,(z,0) =0 (4.23)
and fixed boundary conditions
I'y(u) = u(0,t) =0, andl'y(u) = u(1,t) =0 (4.24)

Since the boundary conditions are homogenefgiS;, t) = 0, only initial conditions have

to be standardized. Applying the Laplace transform to eqng#.1) by incorporating the
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initial conditions, we obtain
s%u(x, 8) — su(w,0) — uy(x, 0) + 20 (sty(z, 5) — up(w,0)) — (1 — v*)u,x(7, 5)
+nviiy(z, s) + 1 (su(z, s) — u(z,0)) = f(z,s)
whereu(z, s) is the Laplace transform af(x, t), and f(x, s) is the Laplace transform of
f(z,t). Moving the terms involving the initial conditions to theyhit-hand side of the
equation, we have
s*u(x, s) + 2usiiy(z,5) — (1 — v¥)ux(x, 8) + nuig(z, s) + nsu(z, s)
= f(z,s) + su(x,0) + us(z,0) + 2vu,(z,0) + nu(z, 0)

Therefore, the Laplace transform ff(x, t) is

fr(z,s) = su(z,0) + u(x,0) + 2vu,(x,0) + nu(zx,0)

The standardizing functiofy (z, t) can be obtained by taking inverse Laplace transform of

fr(z,s).
fr(z,t) = 0, (t)u(z,0) + 6(t) (ue(x,0) + 2vuy(z, 0) + nu(x,0)) (4.25)

Substituting the standardizing function into equatior2?3 .with the corresponding initial
conditions given in equation (4.23), and zero externaldpf¢x,t) = 0, the free vibration

response of a damped axially moving wire can be obtainedeimafowing
wrt) = [ [ otwctnsie e
= 0.01 /Ot /01 g(x, &, t,7) [0, (1) sin € + §(7) (2um cos € + nsin )| dédr
= —0.01 /1 g-(, €,1,0) sinwéd€ + 0.01 /1 g(z,&,t,0) (2um cos w€ + nsin 7€) dé
0 0 (4.26)

where the Green'’s function(x, ¢, ¢, 7), is presented in equation (4.14). The closed-form
solution of equation (4.26) is given in Appendix B. Giver= 1 andv = 0.3, the free vi-
bration response (4.26) is plotted in Figure 4.1, which imegavith the results in Figure 2.4
of Section 2.5.2.
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Figure 4.1: Plot of free vibration response in equation cdiapged moving wire in equation
(4.26) withn = 1 andv = 0.3. The initial displacement ig(x,0) = 0.01 sin 7z, and the

initial velocity is zero.
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Figure 4.2: Schematic of wiresaw with point excitation

4.4  Frequency Response with Point Excitation

The frequency response with point excitation of the dampélg moving wire has
been numerically studied in [24]. However, once the cloedt solution of the Green’s
function is derived in equation (4.14), it can be employedltain the frequency response
analytically. In the following subsections, we present tmethodologies to obtain the
frequency response subject to a point harmonic excitatiof(o,t) = 6(z — a)e™*, and

compare the results obtained by the two independent methods

4.4.1 Freguency response by the Green’s function

Frequency response is very important in the analysis ofatidm. It shows the re-
sponses and locations of the resonant frequencies andtadgdiof a system. In the study
of control theory and random vibration analysis, frequeresponse and the spectral den-
sity are fundamental.

The Green’s function was derived in Section 4.2, and theatitn response can be

obtained by the integral equation (4.15), as follows

ety = [ [ ote&t- st rdear

In order to obtained the frequency response with point akoit, we assume a point

harmonic excitationf(z,t) = d(z — a)e™!, wherea is the position to which external
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excitation is applied as shown in Figure 4.2. The vibratesponse is

u(z,t) = / / 1, &t —T7)6(€ — a)eTdédr

Z 1 —v? [em@Yginnrasinnrr e @~ sinnrasinnrr] .,
= w, 14+ i(w — wn) 7+ i(w 4 wn)
o0 _ . .
1 —v?e(@=Dsinnrasinnrr | a,;
— E e( 3 Hiwn)t
7 4 i(w — wy)

1 —v2%e O‘"(l’ @) sin nra sin nrx n
+ E ( —iwn)t

T +i(w+wp) (4.27)

The transient response with the last two terms of summageaywith time and approach
zero as time progresses. The decaying envelep . The first summation term is the

steady-state response, whose coefficient is

(4.28)

[e.e] _ . . _ _ . .
1 =02 [eE-Dginnrasinnrr e =% gin nrasin nrx
Z(z,a,w) E

— lwy, 7 +i(w—wy) B T +i(w + wy)
which is considered as the frequency response with pointagtixm. Figure 4.3 shows an
example of the absolute value of equation (4.28) with resfgethe excitation frequency

w.

4.4.2 Frequency response by the flexible influence function

Another method to solve the frequency response is the fléyilmfluence func-
tion [67]. To obtain the frequency response, assuifiet) = Z(z,a,w)e™! and f =
§(x — a)e™t. whereZ (X, a,w) is the frequency response of the axially moving wirés
the excitation pointw is the frequency of the external force. Substitute thesemaggons

into equation (4.1), to obtain

2

2
(]_—'U )ﬁ

dz
— (v + inw)% + (W? —iwn)Z = —6(z — a) (4.29)

The impulse functiong(xz — a), of the equation is zero exceptat= a. Thus, we have

d*Z- Az~
(1—2?) o (nv+2ww)d—+(w —iwn)Z- = 0 for0 <z <a
d>Z+ Az

+ (W —iwn)Zt = 0 fora <z <1

J— 2 —_— 1 _—
(1 —2%) T (nv + 2ivw) T
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(a) Frequency response obtained by the Green’s function
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(b) Frequency response obtained by the flexibility influence m
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Figure 4.3: Absolute value of frequency response at (.25 with point excitation at
a = 0.5 and dimensionless velocity = 0.3, which are obtained from (a) equation (4.28)
and (b) equation (4.34).
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Next, we assumé (z, a,w) = e*“)®, Thus, the solutions of are the roots of

(1 — v = (2ivw + U)X + (w* —iwn) =0

Therefore,
2i + 202 — 4w? + 43
\ ww + nu \/771) w* + lwn:aiﬁ (4.30)
2(1 —v?)
The frequency response is obtained in the following
Z™(r,a,w) = €™ (Ae’ + Be ") for0 <z <a
ZH(x,a,w) = e (C’eﬁx%—De*ﬁz) fora <z <1

Apply the boundary conditions; (0, a,w) = 0 andZ"(1,a,w) = 0 to obtainB = —A

andD = —Ce?*’. Thus, we have
Z7(r,a,w) = Ae™ (e —e ") for0 <z <a
Zt(z,a,w) = Ce™ (" —e*e ) fora <z <1

Since the string is continuous at= a, we requireZ (z,a,w) = Z*(r,a,w) at

x = a. Consequently,
Ae* (eﬁa — e’ﬁ“) = (Ce™ (eﬁ“ — ewe’ﬁa) (4.31)

In addition, the force equilibrium at = a renders

oo (A2 (za,w)  dZ7(za,w)
(1-2? < o e =1 (4.32)
Therefore,
C [ae‘m (eﬁa — ewe_ﬁ“) + [Ge* (eﬁ" + egﬂe_ﬂ“)}
aa a —pPa aa a —Pa 1
—A Jae® (e —e7F) + B (" + e77)] = T (4.33)

The coefficientsA andC, can be obtained by solving the equations (4.31) and (483) a

follows
eﬁa o eQﬁe—ﬁa

2(1 —v?)B(1 — e?8)exe
eﬁa _ e—Ba

2(1 —v2)B(1 — e?8)exa
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Therefore, the frequency response of the damped axiallyngavire is

efa_g2Be—Pa a(a:—a)( Br __ —BJ:) f
e e e , or 0<z<a
Z(z,a,w) = 2(1-v?)(1-e%)

which can be represented kiyih functions, and the frequency response can be simplified

as

e*(@=a)sinh(1—a) sinhz for O0<xz<a
Z(z,a,w) = (1=v%)fsinh (4.34)

e®(*=a)ginha sinh(1—x)
o) for a<z<1

One result of equation (4.34) is plotted in Figure 4.3 with tiescribed parameters,
and compared with the solution obtained by the Green’s fonch equation (4.28). The

plots show consistent results between the two independethiaus.

4.5 Summary

The Green’s function for the damped axially moving wire isivkd and presented
in this chapter. The poles of the Green'’s function in the sydio of Laplace transform are
actually the eigenvalues. The Green’s function is a contlwnaf the eigenfunctions and
adjoint eigenfunctions. Based on the Green’s function, rgegnt thelosed-formsolution
of the forced vibration response of a damped axially moving yas well as the frequency
response with a point harmonic excitation. The resultsexfdiency response are compared
with another method using the flexibility influence functi@md show consistent results.
The free vibration response can also be obtained by congetie original equations into
the standard form. The results of this study of the anallytolution of the Green’s func-
tion is very important in control theory and random vibratenalysis for damped axially

moving continua.
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Chapter 5

Effect of Mixed Abrasive Grits in Lapping Process

Wafers made of materials such as silicon, 111-V and [I-VI qoounds, and optoelec-
tronic materials, require a high-degree of surface quatitgrder to increase the yield in
micro-electronics fabrication to produce IC chips and desi Measurements of wafer
surface quality include: nanotopography, surface mowiungl global planarization, to-
tal thickness variation (TTV) and warp. Due to the reductodrfeature size in micro-
electronics fabrication, the requirements of such progetiecome more and more strin-
gent. To meet such requirements, the wafer manufacturiogegses of brittle semicon-
ductor materials, such as slicing, lapping, grinding, anlishing have been continually
improved. In this chapter, the lapping process of waferamgrftreatment is studied with
experimental results of surface roughness and materialvannate. In order to improve
the performance of lapping processes, effects of mixedsalaarits in the slurry of the
free abrasive machining (FAM) process are studied usingglesisided wafer-lapping ma-
chine. Under the same slurry density, experiments empiogtifierent mixing ratios of
large and small abrasive grits, and various normal loadomgthe wafer surface applied
through a jig are conducted for parametric study. With uaimixing ratios and loadings,
observations and measurements of the total amount of rmlatemoved, material removal
rate, surface roughness, and relative angular velocitpeesented and discussed in this
chapter. The experiments show that thel mixing ratio of abrasives removes more ma-

terial than other mixing ratios under the same condition#) & slightly higher surface
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roughness. Modeling of the mixed abrasive particle distidns correspondingly indicates
that the roughness trend is due to the abrasive distribgtaenand the particle contact me-
chanics. The results of this study can provide a good referér the FAM processes that
practitioners use today by exploiting different mixingoatand loadings of abrasive slurry

in the manufacturing processes.

51 Introduction

With the development of larger wafers and smaller featuressin the semiconductor
industry, the requirements for the wafer substrate arerbg@pmore and more stringent for
both cost and quality. Following Moore’s law, the Interoatl Technology Roadmap of
Semiconductors (ITRS) indicates that the 400 wafer will be in production in 2012 [46]
to keep the trend of cost reduction. Many analyses and dismus start to focus on the
next generation wafer size [19, 28, 37,79, 87,96]. With the@ment of Intel, Samsung
Electronics, and TSMC at the 450m wafer manufacturing transition [43], the next in-
crease of wafer size is inevitable. With such increase, mase difficult to achieve the
requirements of wafer surface quality such as global plaa@gon. Therefore, the advance
of the machining processes such as wiresawing, lappingganding is important.

Lapping has been a standard surface finishing process fes gladucts and semi-
conductor wafers for a long time. It belongs to the free abeamachining (FAM) process
which is the same as slurry wiresaw slicing [5,22,107]. FAdvaithree-body abrasion
mechanism which is not desirable for the journal bearingabse of wear [34, 84, 100].
However, it is the essential machining mechanism for lagpiAlthough most research
attributes the brittle material removal of lapping to intiion cracking model [11,12, 16,
52, 80], the actual situation is more complicated [15, 38, B&ide from the mechanical
properties of the workpiece and lapping plate, the distidiouof abrasives, dynamic in-
dentation cracking, motion of the abrasive grits and theilduegime machining [9] also

complicate the analysis of lapping mechanism.
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Lapping and grinding are both post-slicing wafer surfacesifiimg processes. Be-
cause of their advantages and disadvantages, one or bétbrofare utilized in the manu-
facturing process [56, 77]. Itis not clear which one will bedrable or employed in thi&0
mm wafer industry. However, lapping was the one which can reawearp efficiently until
the invention of simultaneous double-sided grinding [58, Th this chapter, experimental
study and modeling of surface roughness of mixed abrasiveysh lapping provides the
information on the influence of abrasive distribution orpligug.

Past research has emphasized the importance of abraswisizbution in model-
ing; however, few studied the change of the distributiorhefdbrasive grit sizes. Bhagavat,
Liberato, and Kao [7] are probably the first and the only omesttidy such topic. Their
results showed that the mixed abrasives (for example, @ikd00 and F-600 SiC) have
higher material removal rate than the single-sized abeaqifior example, only F-400 SiC
abrasives). However, their experiments discussed onenghiatio of the abrasives, and
the concentration of mixed-abrasive slurries were diffefeom that of the single-sized
abrasives slurry. To study the influence of the change ofsal&alistribution in lapping,
experiments with different abrasive distributions andstant slurry concentration are nec-
essary.

In this study, experiments were conducted by mixing twoedéht sizes of silicon
carbide powders: F-400 and F-600. Five different mixingosabf the abrasives were
employed, though, the ratio of the abrasives to the carbémater) was kept the same.
The results show that th#% mixing ratio (1 : 1) of the two different abrasives have the
highest material removal rate (MRR), with a slightly rougberface finish. In addition, the
material removal rate is nearly proportional to the normabling. The surface roughness,
however, depends on the distribution of mixed abrasive ¢t not the total loading. This
is comparable to results presented in the literature [12,80nodel of surface roughness
based on particle contact depth was utilized to comparetsfte different mixing ratios.

This model considers the particle size effect on the activasve grits, the abrasive size
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Figure 5.1: Logitech PM5 lapping machine, employed to cahduperiments in this study.

distributions, and applied load, to provide a correlatiothvihe experiments using the

process parameters.

5.2  Experimental Setup

Logitech PM5 one-sided lapping machine, as shown in Figutesas employed
in this experimental study. A PP6GT jig was used to hold thieosi wafer which was
mounted on glass plate by wax. The dial gauge mounted ondhegrgivides real-time
measurement of the material removal depth during the |lgpmoeration. In addition, the
jig provides a constant normal load on the wafer during thelmmang process. All wafers
used in the experiments are 3-inehl 1 1> silicon wafers.

Two different grades of silicon carbide powders, F-400 ar@DB, were used in the
experiments. The median sizes of F-400 and F-600 powder$7aegum and 9.3 um,
respectively . Table 5.1 shows the FERArading Chart of these two abrasive grits. De-

ionized (DI) water was chosen as the carrier fluid. In ordstudy the different distribution

! According to different measurement, there are differesiits for the distribution of abrasive grits [48].
In this study, we follow the FEPA grading chart.
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Table 5.1: FEPA Grading Chart of F-400 and F-600 SiC powders (

| SiC powder|| D3% | D50% | D94% |

Fepa F-400f 32 |17.3t1.5 8
Fepa F-600| 19 9.3+1 3

of abrasives in slurry, the ratio of the weight of abrasiethe weight of carrier fluid(,
was kept at a constant value @fi54. Five different ratios of the weight of F-400 powder,
W00, to the total weight of abrasivedl;.;.;, were employed in the experiments to study
the effect of different distribution of abrasives in lappiorocess. The ratios af/@f% =0,
51,2, andl.

During the experiments, the angular velocity of the cast lepping plate was kept
at 70 RPM. The material removal depth and the angular velocityhefjig were recorded
every five minutes. Every experiment lasted3ominutes. Two different loadingg,3 and
4.1 kg (5 and9 pounds), were applied on the jig. Therefore, there weread 16 different
settings, five distribution of abrasives by two loadingsx &periments were conducted
under each setting of parameters.

After lapping, the wafer was cleaned by de-ionized wated, the wax was melted
to remove silicon wafer from the glass plate. Surface mdgaywas examined with a
Keyence optical microscope, and the surface roughness @asured with a XP2 diamond
probe profilometer at eight randomly selected locationshiaan of surface roughness is

2 mm in length, which is much larger than the size of fracture awafer surface.

5.3  Results and Analysis

5.3.1 Material removal depth

The reduction of the thickness of wafer during lapping pssce/as measured in
real-time by the dial gauge every five minutes, in order toréthe history of the material

removal rate under different loadings and distributionlmbasive grits. Figure 5.2 plots the
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Figure 5.2: Depth of the material removal with (a) 2.3-kg @nd4.1-kg loadings in lap-
ping.

results of experiments.

There are two important observations in the two figures.t,ﬁj\rben% =0.5,1t
has the highest material removal rate regardless of thengdming2.3 or 4.1 kg. When
% = 0, with only the F-600 grits in the slurry, the material remlonade is always the
lowest. The other three distribution ratios of abrasivestsamilar material removal rates.
However, the material removal rate with% mixing ratio at the loading ot.1 kg is not
more prominent than the others compared with the case wéthotiding of2.3 kg. The

contrast can be observed from Figure 5.2. Furthermore, #termal removal rate is always

higher under.1 kg loading with the same mixing ratio of abrasive grits, as expe.

5.3.2 Angular velocity of the jig

The angular velocity of the jig is a passive parameter of éipping experiments and
can not be controlled independent of the speed of the lappatg. The results were also
recorded every five minutes during the experiments andgulott Figure 5.3 to show the
history of the angular speed of the jig.

The figures show that the angular velocities of the jig varthimia small range. The
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Figure 5.3: Angular velocity of jig with the (a) 2.3-kg and) (#.1-kg loadings during
lapping.
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Figure 5.4: Average RMS surface roughness after lapping.umtit is in micron.

jig has higher angular velocity under the lower loadin@ 8fkg than that under the higher
loading. This means that the relative angular velocity leetwthe jig and the lapping plate,
which has a constant angular velocity®f RPM during the experiments, is lower at the
2.3 kg loading. However, there is no significant correlation bewthe angular velocity of

the jig and the other parameters, such as material remdeabraurface roughness.

5.3.3 Surface roughness

One purpose of lapping is to flatten the wafer after slicingdetter surface quality.
Although the chemical-mechanical polishing is the finalgeiss to achieve the mirror-like
wafer surface finish, the surface topography after lappsngery important. Figure 5.4
shows the average root-mean-square (RMS) surface rougaftes lapping, measured by
the XP2 profilometer with a diamond probe. The figure showsttiesurface roughness
does not correlate significantly to the increase of loadasgyresented in the literature [12,
80]. However, the different ratios of the mixed abrasivasgresult in different surface
roughness, with the half-half mixed abrasive slurry hawimg highest surface roughness
under the same loading.

Comparing to Figure 5.2, we found that the higher materiaaeal rate in the ma-

80



chining operation usually is accompanied by a higher sarfaoghness. This is intuitive.
The results here illustrate that the change of the disiohbudf abrasive grits will affect the

performance of material removal rate and the surface roeggn

5.3.4 Surface morphology

The surfaces of lapped wafers were examined by optical seome. All surfaces
show the typical surface morphology of lapped wafers. Featand evidence of fractures,
cracks, indentation marks, and scratches can be seen oapiped surface under the mi-
croscope. These surface features show the complicatedimragimechanisms to shape
the surface. Figure 5.5 shows typical surface morphologylicbn wafers under different

setting of parameters conducted in experiments in thisystud

5.4 Surface Roughness Model for Mixed Abrasive
Lapping?

The roughness resulting from the mixed abrasive lappinggs®is modeled by the
roughness contribution resulting from each abrasive powdée mixed distribution. This
is accomplished by a rule of mixtures of the mass percentbgaah abrasive constituent
in the slurry. By modeling the roughness in this manner, edchsive particle size can be
considered separately, though the contact interactiectssf each particle size on the other
will be considered within individual models. Take the ronghs generated by the F-400
and F-600 abrasives on the silicon substrat®@% and RS, respectively, then combining

in a rule of mixtures yields the relationship for the totdicein substrate roughness,
Ry = xR + (1 - )R (5.1)

where the weight percent ratioxs= Wapo /(W00 + Wooo)-

2 This section is contributed by Professor Chad S. Korach fi26fe Department of Mechanical Engi-
neering, State University of New York at Stony Brook.
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Figure 5.5: Typical surface morphology of lapped waferacef The scale bar ) pm.

82



To model the roughness of the lapping process, the mechaetiegen abrasive par-
ticles and the silicon substrate are modeled where a cdristah applied to a spherical
particle penetrates the surface. Abrasive removal of naterassumed as the dominate
material removal mechanism. The general equation for thghmoess is based on the pen-
etration depth of an abrasive patrticle into the silicon salbs. The framework has been
presented by Brown et al. [10] and later by Cook [27], and leenlapplied to glass polish-
ing, superpolishing of metals, and ductile grinding oftieitnaterials. Here, we extend the
model framework to consider mixed abrasive distributideat on the resulting substrate
roughness from mixed abrasive lapping. If a concentratfidnspherical abrasive particles
(with diameter ofp) are in contact with a nominal pressure per partipe the roughness

for a specific distributionR’) is represented by the surface penetration,

L 36 p 2/3
r= (%E) 5.2)

wherep is the nominal pressure of the wafer-platen interface addtisrmined by dividing

the applied load by the nominal wafer area (76.2 mm diameséeny and: indicates the

abrasive powder (either F-400 or F-600). The reduced madflthe contact#,) is given

by

_ p S
E. E, | E (5-3)

whereF is the Si(111) substrate elastic modulusqg GPa) with Poisson ratio o, =
0.26, and the abrasive particle, SiC, elastic modulugijs= 415 GPa, with v, = 0.16.
These values yield a reduced modulus of the contaét.cf 138 GPa. Since the slurry is

a mixed abrasive slurry, each particle size will contribiotéhe overall contact and hence
roughness of the substrate. Equation (5.2) is applied to paiticle sizes, F-400 and F-
600, taking into consideration the contributions sepéraléne diameters are taken as one
standard deviation from the meah,.8 and10.3 pm for F-400 and F-600, respectively.
From Eg. (5.2), the contact is governed by the concentrdgictor i, where as: becomes

small, the roughness increases, due to an increase in tipayiete contact load.
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The interaction between the F-400 and F-600 patrticles Weakathe resulting indi-
vidual abrasive powder roughness on the silicon substfaiea single abrasive case, the
general relationship in Eq. (5.2) shows that as particleentration decreases there will be
a subsequent increase in roughness, due to the per paoclericrease, which increases
surface penetration. The model predicts a singularityughmess as — 0, where in real-
ity there will be a geometric limit to the roughness basedhemarticle size and the contact
with the substrate and platen, which is one-half the partichmeter, o, j;,:: = 0.5¢.
For the abrasive particles (either F-400 or F-600), thiglmould occur atc = 5.86 x 1078
for P = 40.1 N (4.1 kg), andk = 3.25x 10~ for P = 22.3 N (2.27 kg). Though, the limit-
ing value of roughness for the particle distributions isereeached for the mixed abrasive
cases, due to the pressure of the second particle distmburtithe slurry. For the F-400
case there would be a contact interaction effect beginrtiagcatical concentration of the
F-600 particles, where large diameter particles presetitar=-600 distribution begin to
make contact. This phenomenon occurs up to a limit baseded”-600 particles reaching
full concentration and hence limiting the F-400 particleface penetration. The penetra-
tion limit of the F-400 particles is determined by considgrthe maximum penetration of
the F-600 particles at full concentration in addition to diféerence between the F-400 and

F-600 particle radius, and is given by

400 _
RS |limit -

3d600 ( p

23
1 15 ) + 5 (¢a00 — P600) (5.4)

kaa:p T

In the case of the F-600 particles, the resulting roughres#fected by the F-400 parti-
cle concentration, which as it increases will effectivedplace the F-600 particle contacts,
limiting the F-600 particles to only the largest in the dlaation to contribute to the pene-
tration.

The model for the F-400 roughness contribution during miabdasive lapping is
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Figure 5.6: Normalized linear distributions for FEPA F-41d F-600 SiC powders, based
on data in Table 5.1. The slope of the F-600 powder from thenrseze to the maximum
size is calculated as0.1%/um. The tail portion of the F-600 distribution from®.8..m to
the maximum i7.3% of the total distribution volume.
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written as,

oo _ 30w (2 NP 5.5
s = 1 2]{;400ET 5 = 400 =~ Nmazx ( ' )
3 eff 2/3 .
R0 — QZwo <2(k;400]—?k IE ) . 0 <kyo <k (5.6)

The concentratiot™ represents the critical point where F-600 particles ofdaggough

diameter will begin to contribute to the load bearing anc@esented by,

kE* = Emaz - X|%er (5.7)

wherex|y.- iS a percentage based on the F-600 particle distributiopes(féig. 5.6). As-
suming a normalized linear particle distribution with a nmaxm at9.3 ym and a value
of 19 um at 3% of the distribution, the slope of this linear distributionkig. 5.6 between
these two points is found to be0.1%/um. A critical particle diameter1(5.8 xm) is as-
sumed for the F-600 distribution, above which will conttéio the contact. This value is
based on the F-400 particle distribution, and is determioyadking one standard deviation
from the F-400 distribution mean value, i¥.3 — 1.5 ym = 15.8 pum. When the number
of F-600 particles greater thdi.8 pm is equivalent tal0% (%cr) of the total number of

particle contacts (combined with the F-400 particles) toati x|+, can be determined by,

= %cr (5.8)

where y can vary betweei® and 1, and« is the ratio of the number of critical F-600
particles that could be in contact. The raiits determined by the slope above of the F-600
distribution and the intersection of the lower value of thd@® distribution mean16.8
pum) and the F-600 distribution, which occursat= 7.3%. The value of%cr = 10% is

an assumption and states thaf; of the F-600 particles which have a diameter size larger
than15.8 um will contribute to the contact. It was found that the resultdy,.. within

the experimentally measured range of the mixing ratios haallsariations inocr around

10%. Equation (5.8) yields a value ofl., = 0.4. Thus, from Eq. (5.7)k* = 0.4k,
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for the F-400 and F-600 mixed abrasive slurry. Between aatnagonskt = 0 to k*, the
R2% values follow Eq. (5.6). Since the maximum penetration ef r400 distribution is
given by Eq. (5.4), the roughness from the F-400 particl&ibigion will fall on a curve
betweenRi%|,,,..; and RI%|,_.-; the latter, which is the intercept with thg!°° model
betweerk* < k < k..., can be determined by Eq. (5.5) whies= k£*. Thus, the roughness
betweer) < k£ < k* is bound by the physical particle size limitation of the agg F-400
particle and the critical concentration where the F-60@i@as begin to make a significant
contribution to the load bearing, affecting the F-600 peatitn depth. The?!° model in
Eq. (5.6) is fit between these two points whefé/ and3 are constants. Physicalky./]
represents the effective change in the particle diametdr tve introduction of the F-600

particles, which will affect the penetration depth. The stant can be solved by
erp _ 4 28E,\**
8 = 3Rl () 59

whereR%|,,,..; is given by Eq. (5.4), angd represents a shift in the concentration to take

into consideration the addition of the F-600 particles anlttad bearing. The constafit

can be computed by

1
R400 . 3/2 R400|k* 3/2

= 0.4k 00 | —o—— 1 — | = 5.10
b {ngommij {R;%mij (5-10)

which is a function of the maximum concentration factoy,{.) and the pressure, Com-

bining the model in Egs. (5.4), (5.5), (5.6), (5.9), and (§.piecewise continuously, there
is a decrease in the F-400 roughneB¥’() from a maximum value at,o, = 0 to k* and
minimizing atk,,.. (Fig. 5.7). The decrease iR with increasing concentratioky

is expected; as the load per particle decreases, the papsedetration will then decrease.
The critical concentration value is generated due to thégbadistribution overlap and
proximity of the average particle sizes. As the distribntaverlap decreases to zero, i.e.
the distributions separate, the critical paoiritwill move towardsk,o = 0. This is a direct
result of the reduced interaction between the larger F-@0figes and the F-400 distri-

bution penetration depth. In fact, when the distributiorm/encloser, i.e. an increase in
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the overlap due to a small separation between the mean y#haesaximum depth limit
(Eq. (5.4)) which occurs at the low concentrations of F-40l0decrease; though™ will
increase due to a larger distribution overlap.

The model for the F-600 roughness contribution during miabdasive lapping is

written as

4 kaaa: T
wherekgq is the volume concentration of the F-600 particles. Hegg is the effective

eff 2/3
RSOO = 3¢600 < b E ) 70 S kGOO S kma:p (511)

particle diameter of the F-600 distribution and physicadlgresents the effective increase
in the particle size due to the introduction of F-400 loadrivepparticles. The particle
concentration is held constant/at,..., since ass,, decreases, the F-600 particles will be
replaced by the larger F-400 particles, keeping the conatemt of particles in contact
approximately constant. The F-400 interaction effect anghrticle diameter is modeled

to increase in a linear manner, therefofé! is represented by

60 = (1= X) P00 + XPa00 (5.12)

wheregbg{;{; — @400 as the percentage of F-400 increases, since the F-600Iganvdl
not be the dominate contacts &g, — 0 and will effectively be limited by the F-400
particle size on the particle penetration depth, and heoaghness. Thu&5®|,_, —
R¥9),_;. is alogical conclusion of the model (Fig. 5.7). The effectra F-400 particle
interaction onR will cause a decrease in the roughness parameter over thi¢ oés
R5% and provide an upper bound at the F-600 low concentratibims.F-600 distribution
roughness increases as the concentratigndecreases (Fig. 5.7) up to a limit from the
minimum value wherégy = k.. AS the abrasive distributions become similar, i.e.
the overlap decrease&%” will have bounding values at high and low concentrations of
similar magnitude and become in essence constant or havet@mely shallow slope.
This represents the insensitivity the roughness of thelsmabrasive would have due to
domination by the larger abrasive in the load bearing cdstdtough, as the distribution

overlap decreases, an effect 8" as described above will occur simultaneously due to

88



3.5

R, Roughness (um)

05}

25¢}

151

0

Figure 5.7: Plot of individual roughness contributiongirthe F-400 and F-600 roughness
models, as a function of the concentration fadtoFor R1% | k is defined byk,q, though

for RS, k is defined by(k,... — keoo) to plot on the same axis. As abrasive concentration
decreases (decreasefinthe roughness decreases for the models of both powder80 F-4
is affected by the interaction of the F-600 abrasives beggat a critical concentration
k* = 0.4k,..., and is the reason for the change in slope of the F-400 rogghneve at

k= 0.64 x 1075,

0

\ — - R#00 Model
I \\ -=--- R.5% Model
\
N\
N
~
~
~
~ ~N
~ ~ ~
— -~ -~—
02 04 06 08 1 12 14 16

Concentration Factor (x 10°6), Ka00: (Kmax = Keoo)

89



Table 5.2: Values of model parameters used to generate mesigts in Figure 5.9

Parameter Symbol Value
P =23kg ‘ P=41kg
F-400 Diameterm) D400 15.8
F-600 Diameterm) ®600 10.3
PressureiPa) P 49 | 8.8
Reduced Modulus({Pa) E, 138
Maximum Concentration krma 8.5 x 1077 \ 1.6 x 107°
Interaction Critical Weight Ratiq  x|o.- 0.4

the changes in abrasive distribution interaction. The tistridutions become homogenous
as the particle diameters become similar.

The total roughness given by Eq. (5.1) follows a rule of migtubased on the mass
percentage of the slurry particles for each distributiortipiied by the distribution rough-
ness modeled in Egs. (5.5), (5.6), and (5.11). The rule oturgs assumption provides
an approximate representation of the roughness, sinced@té&mining an average over a
surface, similar to a roughness average calculation. Tieeptof active abrasive particles,
n, is defined byn = k,.u./(C/(pm,0/psic)), whereC' is the mass percent of abrasive in
the slurry, which was held constanti&t4%, andpg;c is the SiC powder density( 3.16
g/cm?), and is the relationship used to calculatg,.. The active abrasive percentage is
taken as a model parameter which is fit to the experimental ddte percentage of active
abrasives is the only parameter which is variable to the raxgatal data and the shape of
the model curve is generated solely on the assumptions nmatidescribed in the model
formulation. Table 5.2 presents the necessary model paeawedues to compute the re-

sults found in the following section.

55 Discussion

In the following sections, we study the relationship among parameters of the

loading, material removal rate, and surface roughness. oedf that the abrasive distri-
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Table 5.3: The average material removal rate: (min) under differing loadings and mix-
ing ratios

\ \\%20\0.25\0.50\0.75\ 1 \

23kg (51bs)| 1.072 |2.544] 3.317] 2.256| 2.300
41kg (91bs)| 2.072 |5.133]5.422 4.950| 5.028

bution has significant contribution to the outcomes of lagppperation, as shown in the
previous sections. In this section, the normal loading eni@tremoval rate, and surface
roughness will be compared to each other with different sibeamixing ratios. Results

of the surface roughness will be explained in the contexhefrhixed abrasive roughness

model.

55.1 Loading versus material removal rate

In Figure 5.2, the material removal depth of the wafers irpiag is nearly linear
with respect of time during the operation. Therefore, therage material removal rate
(MRR) is defined as the total removal depth divided by the ajp@n time,30 minutes, as
listed in Table 5.3.

The results in Table 5.3 show that higher total loading weBult in higher MRR,
and the larger abrasive grits will produce higher MRR, aseigd. However, the highest
MRR happens at the&0% mixing ratio of abrasive grits (Fig. 5.8). This is consigteith
the results presented in Bhavagat et. al [7], although tineystoncentrations were not
kept at constant for the mixed and single-sized abrasiveysin that work. In addition,
the increase of material removal rate from the single laatpeasive to th60% mixed ratio
abrasive grits i94% at the loading oB.3 kg. However, this increase of material removal
rate is only7.8% at the higher loading of.1 kg. This means that the mixed abrasive slurry
does not significantly affect the material removal rate wrdgher loadings. The reason
could be due to the breakage of abrasives being more sevharghat loading, resulting

in similar abrasive distribution during machining. Howeveompared to lower loading,
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Table 5.4: The average RMS surface roughngss) under differing loadings and mixing
ratios

\ \%:0\ 0.25 \ 0.50 \ 0.75 \ 1 \

2.3kg (51bs)|| 0.6313 | 0.9688| 1.0646| 0.7688| 0.8318
4.1kg (91bs)| 0.5771 | 0.9729| 0.9792| 0.8688| 0.8458

the higher loading always results in higher material rerhoate with the same abrasive

mixing ratio.

5.5.2 Loading versus surface roughness

Table 5.4 shows the root-mean-square surface roughnessaofthe wafer surfaces
after lapping. From the results, we find that the surface moegs is not dependent on the
loading which has been discussed [12, 80]. Normally, abeagiits with smaller mean size
produce a smoother surface, and larger abrasives prodwteyhar surface finish. In the
case of mixed abrasive grits, however, it is obvious thabtlie abrasive mixing ratio pro-
duces the surface with the highest roughness. In additi@nabrasive distribution affects
the surface roughness. Based on the observation from exgets, the surface roughness
of wafers lapped by the mixed abrasives is similar quantébtto the roughness produced
by the slurry with single large abrasives. With higher logpdat4.1 kg, the surface rough-
nesses with mixed abrasive rati@&5, 0.5, and0.75 have less variation (see Figure 5.4),
as compared with the variation under lighter loading. Thisation is also observed in the
material removal rates in Figure 5.8. Figure 5.9(b) showsmparison between the model
curve (based on Egs. (5.1), (5.5), (5.6), (5.11)) and themx@ntal roughness measured
for a load of4.1 kg. Here,n = 3.29 x 10~° and is on a similar order to active particle
percentages found by other lapping models [16]. Startireglatv concentration of F-400
(and large concentration F-600) the model predicts a roesgwhich rises to a maxiumum
value at~ 40%k,,., and decreases at a lower rate to a roughness value assawitited

high concentration of F-400 and low concentration of F-6@@iples. The peak occurs
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Figure 5.9: Plot of the mixed abrasive model and the experialty measured roughness
as a function of F-400 particle concentration for (a) 2.3kd (b) 4.1-kg cases.
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Table 5.5: The ratio between the material removal rate aadRiMS surface roughness
(unit: 1/min)

\ H%:o\ 0.25 \ 0.50 \ 0.75 \ 1 \

2.3kg (51bs)| 1.6981 | 2.6259] 3.1157] 2.9344] 2.7651
4.1kg (91bs)| 3.5904 | 5.2760| 5.5372| 5.6975| 5.9447

due to the individual distributions having the oppositeeffon roughness as a function of
the concentration. As the normal load is changed, the raegghis found to have a small
increase (Fig. 5.9 (a)) for a decreasing load (frdbmto 2.3 kg), resulting in a change in
the active abrasive percentage frora9 x 10~° to 1.75 x 10~ after fitting with the exper-
imental data. The decrease in the active abrasives occar®dewer large particles in the
distribution becoming trapped between the platen and wafarlting in less particles ac-
tively contributing to roughness generation by slidingtemh With fewer active particles,
the load bearing on the active particles increases, whioteases the particle penetration,
and hence the roughness parameter. The slurry with singlé# abrasives seems to have

much lower surface roughness comparing to those mixed wgthlirasives.

5.5.3 Material removal rate versus surface roughness

Figure 5.8 shows material removal rate and surface roughndle same figure at
different loadings, respectively. From the results of 8tigly, it is obvious that the mixed
abrasives with the ratio q% = 0.5 has the highest material removal rate, and also with
the highest surface roughness. The slurry with only F-60@sabte grits has the lowest
material removal rate, but the best surface quality. Thesdigures also show that higher
material removal rate comes with the consequence of highi&ace roughness in the free
abrasive machining process under the same loading.

Table 5.5 shows the ratios of the material removal rate tR& surface roughness.
In this table, the single small abrasive slurry has the saathtio, as expected. The differ-

ence between all the others is undgfs. It follows that the single smaller abrasive slurry,
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Table 5.6: The increases of material removal rate (MRR) ai&Rurface roughness from
pure F-600 and F-400 tb: 1 mixed abrasive slurries

| | | MRR | Roughness

2.3kg| F-600 v.s. Mixed( : 1) | 209% |  69%
F-400 v.s. Mixed 14% 28%
4.1kg| F-600 v.s. Mixed 62% 70%
F-400 v.s. Mixed 73% 15%

F-600, has a different ratio of MRR to surface roughness ftioenother mixed abrasive
slurries.

The material removal rate follows for the most part a Praatonelationship [81],
where the MRR is proportional to the applied pressure, ad.ld&hat the Prestonian re-
lationship does not consider is the interaction of the mixledhsive particle distributions.
Here, the MRR follows a near identical trend as was obsermvethé wafer surface rough-
ness after lapping. Choi et al. [20] observed similar changehe MRR as a function
of particle size. Though those authors were only consideairsingle abrasive distribu-
tion, for increasing particle diameter a higher MRR was oles@: This is effectively the
relationship observed in Fig. 5.8, where as a higher conagonn of F-400 particles are
added, the MRR increases. The continued increase of the MRRh begins to decrease
(Fig. 5.8a) or actually level-off (Fig. 5.8b) after the: 1 mixing ratio can be caused by
the initiation of rolling-sliding contact with an increasethe percent solids, i.e. particle
concentration [20]. The roughness model presented in tiapter predicts a larger number
of active abrasives for the higher load (4.1 kg) case, whithmturn create more contact
points for material removal to occur, leading to an increddd&R at higher loads.

The main objectives of wafer lapping is to remove the layesudfsurface damage
due to slicing and global planarization. It is of interesthie lapping process to have large
MRR to save process time. Slight increase in surface rougghoan be taken care of in
the subsequent polishing processes, as long as furtharrfates damage is not introduced.

From Table 5.6, we found that MRR is increased wiith 1 mixing ratio, especially for
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the 2.3 kg loading. This increase of MRR observed in experiments idagxed by the
proposed model through the interation of abrasive gritsvofdifferent sizes.

Overall, the mixed abrasive slurry performs in a similar marto the single larger
abrasive grit in both material removal and surface roughin@se slurry with the single
smaller abrasive, on the other hand, performs differemtynfthe others, indicating that
any addition of F-400 particles will alter the material rerabrate. Furthermore, the: 1
mixing ratio removed more material, but resulted in a slighigher surface roughness,

due to interaction between two grades of abrasive grits.

5.6 Summary

In this study, two different sizes of abrasive grits, F-40@ &-600, are mixed in
five different ratios to conduct an experimental study ofuike of mixed abrasive slurry in
lapping processes. The results show that the mixed absasite the ratio of% =0.5
has the highest material removal rate, accompanied by lalgligigher surface roughness.
Higher loading always results in higher material remové negardless of the abrasive
mixing ratios following a Prestonian relationship for nreaeremoval. However, the sur-
face roughness does not correlate to the normal loading igréfisant way. Although
the reduction of surface roughness is one of the main pusgadepping, the removal of
subsurface damage is also important by quickly and effigigaking down the layer of
material with certain subsurface depth. The results inghisy show a potential way of
increasing the material removal rate for the coarse lappingess.

Although higher material removal rate usually comes at aaidarger wafer surface
roughness, when lapping at the same load, we have identifiead/do increase MRR in
lapping byl : 1 mixing ratio of two grades of abrasive grits without exteesy affecting
the surface finish. The surface roughness and material r@meate were found to be de-
pendent on the mixed abrasive grits. The interaction oébffit sizes of abrasive result in

the surface roughness and material removal achieving memswat thel : 1 mixing ratio.
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The interaction effect was integrated into a contact-basedel that was able to explain
the trends as a function of mixing ratios and applied load.

Lapping is a complicated machining process. Although maskarch has been con-
ducted to understand the mechanisms of machining, manyréastich as abrasive size ef-
fect and mixed distributions remain unknown [57] in the leygprocess, and will be topics
of future study. Nevertheless, it is observed from the tequiesented in this chapter that
the change of distribution of abrasive grits will influenbe material removal rate, surface

roughness, and relative angular velocity between the jratating lapping platform.

98



Chapter 6

Wafer Surface Polishing by Carbon Nanotube Brush

The purpose of the study in this chapter is to study the fdagibf surface polishing
of brittle materials by carbon nanotube (CNT) brush. Prelary experiments were con-
ducted. Silicon and Lithium Niobate were both machined abskeoved under SEM and
AFM after machining. Although the experiments were pretiary, the results provide a
potential prototype of CNT-brushing on brittle materiatslashow the potential of this kind

of tool.

6.1 Ductile-Regime Machining

During the machining of brittle materials, it is well accegtthat the model of sub-
surface cracks caused by abrasive indentation, which wafioposed by Lawn [52], is
the major reason of material removal [11, 12, 16]. Nones®leesearch showed that brittle
materials can change its phase under high pressure, whaailésl High Pressure Phase
Transformation (HPPT) [35]. Accordingly, it is possiblert@chine brittle materials under
ductile regime with small depth of cut [9, 15]. In this sitiat, the relatively brittle mate-
rials can be machined like ductile materials and subjecutdilgé machining by shear. To
investigate this phenomenon, a lot of research has beendioimgy the last 20 years [72].
Different brittle materials, such as silicon [69, 73, 862]LGilicon nitride [51], and silicon

carbide [74, 75], were studied. Most of these studies wene ¢y a single-point diamond
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turning (SPDT) tool, which is an effective cutting tool fdret ductile-regime machining
of brittle material. However, an obvious disadvantage g thol is that it will take an

enormous amount of time to machine a large surface area susiicn wafers. There-
fore, the idea of using CNT brush as cutting tool is invesédaas an alternative for ductile

machining of wafer surface.

6.2 Experimental Setup

6.2.1 Fabrication of CNT brush

There are three main methods to grow CNTSs: (i) arc dischdigeaser ablation,
and (iii) chemical vapor deposition (CVD) techniques. C\éldhe only method to produce
large CNT forest. The CNT forests used in this experimenhade by the CVD method.

Figure 6.1 illustrates the fabrication process of CNT bruSNT forest was trans-
fered from the original silicon substrate surface to theeltdghe tool which can be silicon
wafer or steel. Epoxy glue was chosen as adhesive becaueald not shrink after being
dried, and will not cause the CNT forest to deform. Figuregh@ws the size of a CNT

brush compared to a penny.

6.2.2 Experimental devices

Two devices were used for the experiments. The first one isngbic@tion of a
single-axis moving platform and a jig which can control tiepth of cut up to 1Qum, as
showed in Figure 6.3. Workpiece is mounted on the platforriieathe CNT brush is on
the jig. The cutting speed is managed by hand. In order to unedke initial contact of
CNT brush and the workpiece surface, a thin layer of gold vegmosdited on the surface of
the workpiece. Since carbon nanotube is conductive, a-bbamgecircuit would be formed
when the CNT makes contact with the layer of gold on the saerédt¢he wafer. The depth

of cut will be controlled manually from the point of initiabatact.
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Figure 6.1: Fabrication of CNT brush by growing verticalligaed CNTSs.

Figure 6.2: CNT brush compared to a penny
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In order to achieve the smaller depth of cut, an Atomic Foldéctoscope (AFM)
was modified to conduct the experiment, as showed in Figdre Bhe step of this AFM
in z-direction (vertical direction) can be as precise asd®0 An acrylic jig was designed
to replace the original delicate component in the AFM. A hdisk drive was used as the
platform on which the workpiece was mounted by wax. The amgspeed of the hard
disk is 4500 rpm. The cutting speed can be calculated by ttardie from machining
position to the center of the spindle axis of the hard disk.older to avoid the initial

contact problem, the depth of cut was increased graduatipglthe machining process.

6.3  Results of Experiments

In the following sections, the results of experiments uslifigrent wafer substrates

are discussed.

6.3.1 Polished silicon wafer

The polished silicon was brushed by the tool shown in FiguBe Because the plat-
form was controlled by hand, the cutting speed was rougldy~01 m/s. Scratches were
found when the depth of cut was over bfh, which was much larger than the ductile-
regime machining conducted by SPDT. These may be due to tdifiy deformation of
CNT forest, and the alignment of CNT forest during machirshgwn in Figure 6.5. Fig-
ures 6.6 and 6.7 show the wafer surface after machining. fifrpats were also conducted
under the modified AFM machine. However, there was no obwoashined mark on the

workpiece.

6.3.2 Lapped silicon wafer

In order to control the depth of cut more precisely, the medi\FM was used to

machine a lapped silicon wafer. The preliminary experinsgawed no tool marks on the

102



Jig

Workpiece

\‘

CNT Brush

One Axial Platform

Figure 6.3: Manual operating single-axis platform
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Figure 6.4: Modified AFM as machining device.
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Figure 6.5: CNT forest deformation during machining.

Figure 6.6: Polished silicon wafer surface after CNT broghiobserved by an optical
microscope.
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Figure 6.7: Polished silicon wafer surface after CNT braoghobserved by an atomic force
microscope.
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Figure 6.8: Lapped silicon wafer surface after CNT brushing

workpiece surface, but only the residual carbon nanotubigire 6.8 shows the residual

of CNTs. Figure 6.9 shows the observation under a Scannegjieéh Microscope (SEM).

6.3.3 Lithium niobate

Lithium Niobate is a brittle material used in opto-elecimodevice fabrication. It
is softer than silicon, and is expected to be easier for maipi Modified AFM was
utilized to machine Lithium Niobate with CNT brush. The auft speed was in the range
of 1.5~ 3m/s. The depth of cut was increased by a total of 20@00 xm in 5 seconds
during machining. After machining, there were residual GNh the workpiece surface.
However, the tool marks can be clearly observed after ahggiiie workpiece by ultrasonic
cleaner, as shown in Figure 6.10. Figures 6.11 and 6.12 dm@wmachined and original

surface under AFM, respectively. The tool marks also caralsédyedistinguished.

6.4 Discussions

Ductile machining is a process of material removal with@uising subsurface cracks.
From the experimental results in the previous sectionggirs that the CNT brush can be

used for ductile machining. However, there are some cosdeere. First, the tool mark
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Figure 6.9: Lapped silicon wafer surface after CNT brushoigserved by SEM.

Figure 6.10: Lithium Niobate surface after CNT brushingsetved by an optical micro-
scope.
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Figure 6.11: The tool marks on the Lithium Niobate surfacera€NT brushing, observed
by AFM.

Figure 6.12: The original Lithium Niobate surface, obserisg AFM.
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shows the evidence of machining, but it can not be confirmat ifithe material is in-
deed removed or just deformed. Secondly, the residual Cit€@sraachining may be an
issue for the environment. Third, the existence or lackaibtarface damages need to be
examined.

The CNT brush was also observed after the machining pro¢éssCNT brush was
found to buckle and deform during the machining. That can beaaon why the higher
depth of cut is necessary to machine the material than thieirSingle Point Diamond
Turning, which accomplishes ductile-regime machiningemtlm. Figure 6.13 shows
the wrinkle and buckling of CNT brush after machining.

There were suspected chips due to ductile machining obdervithe CNT brush sur-
face as shown in Figure 6.14. These “chips” need to be cordibyi¢he Energy-Dispersive

X-ray Spectroscopy (EDX or EDS).

6.5 Summary

In this chapter, preliminary experiments of ductile maaigrusing CNT brushes on
brittle materials are presented. The results show the patef polishing brittle material
surface by CNT brush, especially for Lithium Niobate. Dleztiegime machining needs
a very high-precision operation, including machining paegers such as the depth of cut,
cutting velocity, and rake angle. To further study the fiegisy of ductile machining on the

surface of silicon wafers, more experiments with precisehire tools are necessary.
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Figure 6.13: Wrinkle on CNT forest after machining

—————————
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Figure 6.14: Suspected Lithium Niobate chip on the surfd@@NT brush
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Chapter 7

Conclusions and Future Work

In this dissertation, wafer manufacturing processes werckex. The research topics
include vibration response of the wire in slurry wiresawteys effect of mixed abrasive
grits in lapping process, and wafer surface finishing by @anbanotube brush. Based on

the topics, the conclusions and future work will be giverhia following.

7.1 Vibration Response of the Wire in Slurry Wire-

saw System

7.1.1 Conclusion

The closed-form solutions of free and forced vibration ceses of damped axially
moving wire have been solved in Chapter 2 and Chapter 4, cagply. The free vibration
response was obtained by the classical modal analysis. dhnesponding eigenvalues,
eigenfunctions, and orthogonality were also derived. THadyesis of the damped behavior
was presented in Chapter 3. The damping ratjgsand(,, and damping indexs, were
defined. The results also showed that the increase of wiedsp#l increase the damping
ratio, which is called "apparent damping effect”. The motees were affected by the
wire speeds. The imaginary parts of the mode shapes aree@xtith the increase of wire
speed. A brief estimation of the damping factor in slurryesaw system was provided, as

well as the corresponding analysis with respect to realstd relevant parameters.
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Because of the non-self-adjoint property, the forced vibraresponse has to be
solved by Green’s function, as presented in Chapter 4. Tlesdthe Green'’s function in
the s-domain of Laplace transform are actually the eigemsmland the results show that
the Green’s function is a combination of the eigenfunctiamd adjoint eigenfunctions. By
the method of the standard form, the free vibration respoasealso be derived by using
the Green’s function. The results showed agreement witketlio Chapter 2. With the
solution of forced vibration response, the frequency raspavith a point excitation is also

obtained.

7.1.2 Future work

In this dissertation, the research of slurry wiresaw sydtarused on the theoretical
study on the vibration responses of the wire. However, atjga@pplication to improve
the wiresaw performance is the main purpose of this studge8an the research results

presented, the following future work is proposed:

e Active and passive control of damped axially moving wire

e Effect of vibration on the surface and subsurface quality

7.1.2.1  Active and passive control of damped axially movingire

The Laplace transform of the Green’s function is actualgtthnsfer function, which
is utilized in the feedback control under s-domain [13]. @dgantage of using the Green’s
function is that the closed-form solution includes all thedes, and the method of approx-
imation or truncation is not necessary. In addition, witlnpgensing and point actuation,
as shown in Figure 7.1, the feedback control law can be aeti§l3]. In Figure 7.1,
G(z,&, s) is the transfer function (Laplace transform of the Greeaisction) of the sys-
tem, f(z, s) is the input,i(x, s) is the output,a is the position of the sensob, is the

position of the actuator, anlf (s) is the feedback control law which needs to be designed.
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The transfer functiom’ (z, £, s) of the closed control system is

G(z,b,s)G(a, &, s)K(x)
1—Gl(a,b,s)K(s)

W(z,& s) = G(z,&,5) +

Yang and Mote applied the Green'’s function on the controlxedly moving string
without damping [103—-105]. However, the modern optimalatust control theory should
be able to be employed to design a more appropriate contkol lla addition, a passive
control was developed by employing journal bearing for xienoving string [90, 91].
All of these approaches can be considered to reduced thatiabresponse of the wire in

slurry wiresaw systems.

7.1.2.2  The effect of vibration on the surface and subsurfacquality

During slicing process, the motion of the wire drives thefadrasive grits to move
and to impact against the workpiece, as shown in Figure 7t#2 damage in transverse
direction is necessary to slice the ingot. However, the dgama lateral direction will
result in undesirable surface roughness and subsurfacaggann addition, wiresawing
introduces other surface topography such as wire marks anchess which were not found
in conventional ID saw. Therefore, the dynamics of the wikgion could have potential
influence on the the surface and subsurface quality.

Research shows that the vibration amplitude of the wire ofleno slurry wiresaw
can be up to 5Q:m with no slurry and no workpiece [62]. The oscillation is doetle
geometric tolerance of the roller grooves and other distucbs. In an actual slicing oper-
ation, the energy of vibration is expected to result in dagsagn the wafer surface when
the wire travels in the cutting tunnel. The dynamicsndérmittent motion has been stud-
ied for oilwell drillstrings [21, 108—-110] and mechaniaairjts with clearances [30, 31, 50].

Further study is required for modern wiresaw system.
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Figure 7.1: Feedback control of distributed system wittnpgensing and point actua-
tion [13]
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Figure 7.2: Schematic of wire and free abrasives in slurnggaw system
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7.2 Effect of Mixed Abrasive Grits in Lapping Pro-
cess

7.2.1 Conclusion

In this study, two different sizes of abrasive grits, F-40@ &-600, were mixed in
five different ratios to conduct an experimental study feralse of mixed abrasive slurry in
lapping process. The results show thatthd mixing ratio of abrasive grits has the highest
material removal rate, accompanied by a slightly higheflaserroughness. Higher loading
always results in higher material removal rate regardléshe abrasive mixing ratios,
following a Prestonian relationship for material removdbwever, the surface roughness
does not correlate with the normal loading in a significang.vildhe interaction effect was
integrated into a contact-based model that was able to iexipla trends as a function of
mixing ratios and applied loads.

Although the reduction of surface roughness is one of the@paiposes in lapping,
the removal of subsurface damage is also important by quasidl efficiently taking down
the layer of material with certain subsurface depth. Theltes this study show a potential
way of increasing the material removal rate for the coarsstfapping process, before the

fine (finishing) lapping process.

7.2.2 Future work

The study of mixed abrasive effect shows interesting reshtiwever, it also aroused
more questions in the free abrasive machining processi@attgy. In Chapter 5, the mean
sizes of F-400 and F-600 SiC grits are about the rati® of (17.3m to 9.3 m). It will
be interesting to investigate mixing of grit sizes with difént ratios of their mean sizes. On
the other hand, it is expected that the surface morphologydudze more homogeneous if
the deviation of the size distribution is limited. Anothetaresting research can be mixing

two different kinds of abrasive grits such as Boron Carbidé &Silicon Carbide. Boron
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Carbide is an expensive material, which are utilized formr@ang harder material such as
sapphire. If the mixed abrasives could have similar peréoroe as single Boron Carbide
abrasives, the machining cost will be reduced.

The subsurface damage is another issue which was not destunsthis dissertation.
The subsurface damages can affect the yield of the end pioduiberefore, a good flat-
tening process should be able to reduce the layer of sulsguitamages introduced by the
slicing process. Either lapping or grinding can introduoe $ubsurface damages. How-
ever, these damages should not exceed those from slicinggscand will be removed by

polishing.

7.3 Wafer Surface Finishing by Carbon Nanotube
Brush
7.3.1 Conclusion

The utilization of CNT brush on finishing wafer surface wasi#d and presented in
Chapter 6. The results show promising method to performilduatchining on brittle ma-
terials using the CNT brush. However, more experiments avditing are required, along

with better machine tool and CNT brush design, in order tthiemstudy this technique.

7.3.2 Future work

Based on the results presented in Chapter 6, further impremeof the experimental
process and machine is required to obtain better outcontesfollowing consideration is

necessary.

(1) Increase the stiffness of CNT brushes to conduct exsriah study

of their effectiveness.

(2) Design a better and more accurate machine tool.
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Appendix A

Derivation of the Coefficients in Equations (2.46) and
(2.47) in Free Vibration Response

As other distributed systems, the free vibration respoasebe obtained according

to the orthogonality and initial conditions. Recall eqoat{2.27)

Z Diyihrn (w)en! + Dznwzn(ﬂ?)e/\gnt}
n=1
and the orthogonal relationship (2.42)
UR U

If the initial displacement of the wire ig(x) and the initial velocity i$(x), we have

Z Dlnwln + DanZn( )] = CL(CIT) (A2)

i, 0) = i D1, (—g + w10 ) Y1a(2) + Doy (—g i) Yan(2)] = blx)  (A3)

n=1

Applying the differential operatdK in equation (2.15) to equation (A.2), then multiplying

by v, and integrating fron to 1, we can obtain

0o 1 1 1
Z[D [ vtk ] o+ Da [ 05 ) dx] - [ viaKa(o)) do

which can be represented as

00 1
Z [Danlmln + D2nK1m2n] = / meK [CL(I)] dx (A4)
n=1 0
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The same representation can be obtained for differentedadprsM andC, as follows

00 1
Z [Dlanmln + DQHMlmZn] = / meM [a(:v)] dx (AS)
n=1 0
[e's} 1
Z [Dlnclmln + D2nclm2n] = / wikmc [a(:c)] dx (A6)
n=1 0

Next, we apply differential operatdil to equation (A.3), then multiply by, and inte-

grate fromO to 1 to obtain

[M]8

[Dln <—g + iwln) Mimin + Dap <—g + iw%) M1m2n:| = /01 U1, M [b(2)] dx
(A.7)

n=1

Multiply equation (A.5) by? and add to equation (A.7), and then premultiplied both sides

of the equal sign by—iw,,,) to obtain

00
E [Dlnwlmwlanmln + D2nw1mw2nM1m2n]

e ([ viannae+ 2 [ v atiw) i) (A8)

In order to solve for the coefficients, the above equation® hia be reorganized
to meet the orthogonal relationship (A.1). Therefore, wdtiply equation (A.5) by%,

multiply equation (A.6) by-2, and add them up with equations (A.4) and (A.8) to obtain

- 7’ U
Z Dln |:(Z + wlmwln) Mlmln - iclmln + Klmln:|

n=1

4

_ / 0t M[a(x)] de — iwnm ( / UM b)) do + 2 /0 g Ma(a)] dx)
_5/0 Ui Cla(z)] dx+/0 U1K a(x)] dx (A.9)

Assumelm = 1n. According to the orthogonal relationship (A.1), the caéint

n? n
+ DZn |i(_ + wlmWZn) M1m2n - _ClmZn + K1m2n:|

D,,, will disappear becauske: # 2n. The coefficientD,,, can be obtained as in equation
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(2.46).

< / ¥ M [a(z)] dz — iwn, ( / bi M dx+g /O 11/;;”1\4[@(@«)] d:r;>
-1 /O vt Cla2)] dz + /O vt K a(z)] da;) / R (2.46)

whereR = n?r? (1 — v?) — % is defined in Section 2.4. The terf,, can be solved using

the same strategy,

( / w3 M [a(z)] do — iws, ( / U3, M ()] da + /O g Ma(2)] dm)
-1 /0 v Cla(z)] do + /O ¥ K [a(2)] dm) / R (2.47)
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Appendix B

Closed-Form Solution of Equation (4.26)

in the following

Recall equation (4.26) in Section 4.3.

1 1
u(zx,t) = —0.01/ g-(,&,t,0) sinw§d§+0.01/ g(z,&,t,0) (2um cos € + nsinw€) d€
0 0

The integral result of equation (4.26) is presented in thseadix as follows.

oo (0.) n
2nm?(1 —v¥)e 2 N,
t = t = -
u(z,t) Z up(z,t) Z o D,
n=1 n=1
where
No = [(n + (i cos (y) + 2 (7°0 — 72020 + 037 + yawn) sin (1)) cos (n7)) cos (v + wpt)
— (2 (7127) — m2nv + v’yi + 'ynwn) + (2 (7121) — m2n%v + v’y,% + ’ynwn) cos (7n)
—Ypnsin (7)) cos (nm)) sin (Y, 4+ wyt)] sin (n7wx)
and

Dy, =7 — 20?7 + nint — 27292 — 2n2n242 4 A2

The symbokhy,, = %= andw, is the frequency of vibration which is defined as

12

Vianr2(1 —v?) — ] (1 —?)
2

Wn =
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Appendix C

Nomenclature for Chapters 2, 3, and 4

a(x) Initial displacement of the wire

A, B, D, EVarious coefficients in the derivation of vibration respens

b(x) Initial transverse velocity of the wire

C Damping differential operato€; = n

D Differential operator

D* Adjoint differential operator corresponding

f Nondimensional external excitation

fB Standardizing function with respect to the boundary cooialst

f1 Standardizing function with respect to the initial conatiis

F Dimensional external excitation, which has the uniNafi~*

Fy Damping force, the product of damping factor and velocityhef wire

g(x, &, t, 7)The Green's function
G Gyroscopic differential operator, whete= 2%%

G(z,&, s) Laplace transform of the Green'’s function

H Circulatory differential operator, wheié¢ = nv%

K Stiffness differential operator, where= —(1 — UQ)%
L The length of the wire, which has the unitiaf

L Lapalce transform

L1 Inverse Lapalce transform
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M Inertial differential operator, whend = 1

P Tension of the wire, which has unit

R Value defined in equations (2.42), (2.43), and (2.44)
s Damping index, defined in equation (3.2)

t Nondimensional time

T Time, which has the unit of (second)

u(z,t) Nondimensional response of free vibration of damped axmthving wire
u,(z,t)  Then'™ component of response(x, t)

U(X,T) Transverse displacement, also the response of free \ahratidamped axially

moving wire
v Nondimensionalized axial speed of the wire
V Dimensional axial speed of the wire, which has the unihef!
x Nondimensionalized horizontal axis
X Horizontal axis

Z(z,a,w) Frequency response with a point excitation at position

(o Damping ratio defined by the frequency of vibration

Co Damping ratio defined by the complex eigenvalues

n Nondimensionalized damping factor

Na Damping factor, which has the unit dfs m =2

A Eigenvalues, which will b¢—1 -+ iwy,,) when itis complex

Aon Conjugate eigenvalues, which will t(eg + z’wgn) when it is complex
P The mass density per length of the wire, which has the uriigofi—!

P(x) Eigenfunction as defined in equations (2.16), (2.18), arkD{2

U1n(T) Eigenfunctions corresponding 1q,,
1, (x)  Adjoint eigenfunctions corresponding1q,, (x)
Yon (1) Eigenfunctions corresponding 1o,

sn ()  Adjoint eigenfunctions corresponding g, (z)
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v, Complex conjugate of adjoint eigenfunctig,

Wd,n Frequency of damped vibration response correspondingete’thcomponent
of responsey,,(x, t)

Wi Frequency associated wit,,, equal tow, ,,

Wy, Frequency associated wit,,, equal to—wy,
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Rs,limit
400

Rs ‘limit

<25400

<bGOO

eff
400

eff
600

g
k400

kGOO

k*

Appendix D

Nomenclature for Chapter 5

Total surface roughness

Roughness due to F-600 particle distribution
Roughness due to F-400 particle distribution
Weight percent ratio of F-400

Particle diameter

Nominal pressure per particle

Concentration of particles in contact

Maximum patrticle concentration factor
Reduced modulus

Geometric limit to roughness

Penetration depth limit of F-400 particles
Diameter of F-400 particles

Diameter of F-600 particles

Effective diameter parameter of F-400 particles
Effective diameter parameter of F-600 particles
Shift in F-400 particle concentration
Concentration of the F-400 particles
Concentration of the F-600 particles

Critical concentration of F-600 particles (%
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X|%er Weight percent ratio of F-400 at a given particle percentafged to interaction

effect

Yocr Ratio of F-600 particles fopgyy > 15.8 um to the total number of particles in
contact

« Ratio of the number of critical F-600 particles which coutib contact

n Percentage of load-bearing abrasive particles
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