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Abstract of the Thesis 
Molecular Dynamic Simulation:  

Morphology Study of Organic Photovoltaic Thin Film 

by 

Di Xu 

Master of Science 

in 

Material Science and Engineering 

Stony Brook University 

2012 

Engineering heterodyne junction solar cells requires precise positioning of the 

photoactive polymers and the PCBM conductors such that maximum current reaches the 

electrodes with minimal resistive scattering. One possible method for accomplishing this 

may be to use polymer phase segregation in combination with the nanoparticles’ natural 

segregation to the interfaces. In this manner, large-scale devices can be formed using 

self-assembly methods, rather than fixed methods. 

  We have used Molecular Dynamics simulation to predict the morphology of 

polymer blends and determine which combination of factors would yield the optimal 

cylindrical pattern, which would contact the electrodes, while producing the largest 

number of interfaces. Secondly, we were also able to determine the conditions that would 

cause the particles to segregate and template along the interfaces, which would provide 

direct conductivity to the electrodes. Using thin film and bulk structures and by 

manipulating particle size, the attraction between the particle and the polymer 

component, and the amount of filler within the material, we can explore the formation of 

cheaper, more effective and efficient networks. 
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Chapter 1: Introduction 
 

Human have been trying to convert sunlight into capable energy forms early in 

history. e.g. such as using it to dry wet clothes. In1839, Edmond Becquerel discovered 

the photoelectric effect [1], which allowed another means by which humans could 

capture solar energy.  With increasing public concerns on the upcoming energy crisis and 

on pollution issues related to global warming, research in utilizing the potential of solar 

cells has drawn intense attention since late last century.  

 

1.1 Conventional P-N Type Solar Cell 

The prevailing solar cell products presently on the market are mostly based on 

silicon wafers, and are considered a “first generation” solar cell [2]. This conventional p-

n type solar cell was first invented at Bell lab in 1954 [3]. However, the theory can be 

traced back much earlier in history. As for now, the principles of conventional solar cell 

have been well understood. 

The photovoltaic process can be fundamentally explained from the energy that 

light has carries. Photons carry different degree of energy that depends on the frequency, 

or color (wave length). Einstein in 1905 proved in his experiments that blue or ultraviolet 

light could provide enough energy for electrons to escape completely from the surface of 

metal, figure 1 [4].  
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Figure 1. Electron emission from metal surface [4]. 

 
 

Photon excited electrons were also observed in semiconductors. In principle, 

electrons are tightly bounded to solids in their ground state (valence band). It is a stable 

state in which movements of electrons were strictly limited. When incident light brings 

photons, the carried energy will instigate some of the electrons to jump to a higher energy 

level, which is called conducting band, see illustration in figure 2. This phenomena is 

called the photoelectric effect, it was explained by the fact that electrons adsorb the 

energy carried by photon and overcome the barrier between valence band and conducting 

band, thus only photons with energy higher than the band gap would count for this effect.  
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Figure 2. Illustration of electron energy band. 

 
 

 Electrons at conducting band were “freed” and could move from its original 

lattice site, if electrons could reach electrode contacts, electric current would be generated. 

However, excited electrons mostly relaxed back to its ground state and the energy was 

wasted. In order to capture the excited electron, a driving force must be provided to 

prevent the electron from relaxing. In semiconductor solar cells, this was achieved by 

constructing a p-n junction. N-type semiconductor was doped with impurities to make it 

have an excess of electrons while P type semiconductor was made have an excess of 

holes, or in other word a lack of electrons. In such a structure, an excited electron when 

generated in P type semiconductor phase would lead to a potential difference and finally 

drive electron and holes through an external load. 

 P-N type solar cell was discovered in 1950’s following the development of silicon 

electronics. When Chapin and Fuller, first invented the silicon solar cell in1954, their 

devices was reported to have a conversion efficiency of 6%, which is six times larger 
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than the previous record at that time. This great improvement was mainly due to the 

better rectifying action of p-n junction structure. In the following decade, p-n type solar 

cell became the mainstream of solar cell research. Silicon based p-n type solar cell 

dominate both the research and market world by taking advantage of the more matured 

silicon technology.  

In the past 15 years, this p-n based device has stepped into its second generation 

that is from silicon wafer to thin-film technology [2]. This evolution has brought 

significant improvement in conversion efficiency, in 1980, the first thin-film cell 

developed in University of Delaware brought the conversion efficiency to 10%. In 1993, 

a landmark of 30% efficiency was achieved. In 2006, the 40% efficient barrier was 

broken [5].  

 

1.2 Important Definitions in Solar Cell 

There are some properties and definitions that are important when studying solar 

cell [4]. As the generated current is depended on incident light and device itself, we need 

an internal parameter that can bridge incident light and device characteristics. Quantum 

Efficient (QE) was then introduced. QE is defined as the probability that a photon with 

energy E could successfully deliver an electron to the external circuit. It was a function of 

E but independent of incident light, the factors affected QE(E) includes the ability of the 

material to adsorb photons, the efficiency of the device in charge separation and 

collection. QE (E) correlated with photon-current density via the manner 

J!" = q b! E QE E dE  
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where bs (E) is the incident spectral photon flux density. 

 When solar cell was exposed to a load, a current will generated that act opposite 

to the photon-current. This reverse current is called dark current. In most cases, the dark 

current has the form 

J!"#$ V = J!(e
!"
!!! − 1) 

J0 in the equation is constant, Kb is Boltzmann constant, and T is temperature in Kelvin 

degree. Net current density was thus  

J V = J!" − J!"#$(V) 

When two electrode contacts are isolated, the potential difference between two terminals 

is the open circuit voltage Voc 

V!" =
kT
q ln  (

J!"
J!
+ 1) 

The output power (energy) of solar cell will reaches maximum at certain value of J and V 

since P = JV, this point is called maximum power point, and the corresponding J and V 

are named Jm and Vm. the Fill Factor was defined as  

FF =
J!V!
J!"V!"

 

Efficiency η of the cell is the percentage of incident energy that solar cell could convert 

into electric, and has the form 

η =
J!V!
P!

=
J!"V!"FF

P!
 

These parameters are the key factors that measure the performance of a solar cell device 

and are usually used to test new devices and architectures. 
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1.3 Organic Solar Cell and Principles  

Despite the high conversion efficiency, conventional solar cells suffer from high 

manufacturing cost. As reports indicate, for silicon wafer industries, material costs 

accounted for 70% of the total [6]. Comparatively, Organic solar cell (OSC) has became 

a promising cost-effective alternative to silicon-based one. This is because easily 

processed polymers have served as main material in most OSC’s. At the same time, 

organic solar cells have advantages like light weight and flexibility which could meet the 

growing need of portable and sustainable energy source for new technologies. 

 

1.3.1 Mechanism of Organic Solar Cell 

The mechanism of an organic solar cell is generally accepted as consisting of two 

steps, which is exciton generation and charge separation [7]. This can further be divided 

into 1) Adsorption of photons, 2) Exciton generation, 3) Exciton separation and 4) 

Charge collection, for solar cell devices [5]. At the photogeneration step, the photovoltaic 

part adsorb photons and convert them to electron-hole pairs. Then, at the separation step, 

electron and hole are separated, following the internal electric field, they drift to different 

electrodes. However, there exists a big difference in principle between organic solar cell 

and conventional semiconductor based solar cell, largely at electron-hole separation 

steps. 

It is worth to note, the photovoltaic material in organic solar cell alone could 

produce photovoltaic current [8]. But, the excitons produced in OSC are tightly bonded. 

In such case, the excitons have to remain intact until reach an electrode or reach an 

interface of Donor and Acceptor, in the case of a heterojunction device. Because the 
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limitation of exciton diffusion range (≤20nm [9]), thin film heterojunction OSC with 

donor-acceptor materials has proved to have better performance. The exciton separation 

could be depicted by figure 3 for planar heterojunction OSC. However, in planar 

heterojunctions, large volume of excitons that located far from interface are trapped and 

contribute nothing to electric flow.  Yu et al. and Halls et al. addressed this problem by 

proposed polymer/polymer mixing as active layer that forms an interpenetrating network, 

which recognized as Bulk Heterojunction (BHJ)[11][12]. Figure 4 demonstrates the 

different morphologies of a planar and BHJ solar cell. The exciton diffusion distance was 

significantly reduced in BHJ formation and efficiency has been brought to over 3% in 

P3HT based BHJ solar cell [13][14]. 

 

 

Figure 3. Electron and hole separation at donor-acceptor interface in planar 
heterojunction organic solar cell. [10] 
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Controlled growth of a molecular bulk 
heterojunction photovoltaic cell
FAN YANG1, MAX SHTEIN2 AND STEPHEN R. FORREST1*
1Department of Electrical Engineering, 2Department of Chemical Engineering, Princeton Institute for the Science and Technology of Materials (PRISM),Princeton University, Princeton, 
New Jersey 08544, USA
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The power conversion e!  ciency of organic photovoltaic cells 
has increased with the introduction of the donor–acceptor 
heterojunction that serves to dissociate strongly bound 

photogenerated excitons1. Further e!  ciency increases have been 
achieved in both polymer2,3 and small-molecular-mass4 organic 
photovoltaic cells through the use of the bulk heterojunction (BHJ), 
where the distance an exciton must di" use from its generation to its 
dissociation site is reduced in an interpenetrating network of the 
donor and acceptor materials. However, the random distribution 
of donor and acceptor materials in such structures can lead to 
charge trapping at bottlenecks and cul-de-sacs in the conducting 

pathways to the electrodes. Here, we present a method for growing 
crystalline organic # lms into a controlled bulk heterojunction; that 
is, the positions and orientations of donor and acceptor materials 
are determined during growth by organic vapour-phase deposition 
(OVPD5), eliminating contorted and resistive conducting pathways 
while maximizing the interface area. $ is results in a substantial 
increase in power conversion e!  ciency compared with the best 
values obtained by ‘random’ small-molecular-weight BHJ solar 
cells formed by high-temperature annealing, or planar double 
heterojunction photovoltaic cells using the same archetypal 
materials systems.

a b

c d
Ag cathode

Buffer layer

Acceptor layer

Donor layer

ITO layer

Glass substrate

Figure 1 Schematic diagram of the types of organic donor–acceptor heterojunctions and the structure of the controlled bulk heterojunction (BHJ) device. 
a, Thermodynamically driven BHJ formed by phase segregation. The carrier-conducting pathways contain bottlenecks and cul-de-sacs. b, Planar heterojunction. c, BHJ 
with a large donor–acceptor interface area and continuous carrier-conducting pathways to the opposing electrodes formed by controlled growth. d, Schematic diagram of 
a controlled BHJ photovoltaic device structure grown on top of indium tin oxide (ITO)-coated glass. The donor material is CuPc and the acceptor is PTCBI. The buffer layer is 
BCP. Electrons are indicated by closed circles, holes by open circles, and excitons by pairs enclosed in dashed circles.

nmat1285-print.indd   37nmat1285-print.indd   37 8/12/04   5:13:56 pm8/12/04   5:13:56 pm

Nature  Publishing Group© 2005
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Figure 4. Illustration of planar and bulk heterojunction formation of active layer in 
Organic solar cell. [8] 

 

While the conversion efficiency of OSC have seen significant improvements, the 

efficiency remains small compared to conventional solar cell. Efforts have been made to 

improve OSC conversion efficiency. On the one hand, scientists improved structure of 

OSC, such as making tandem OSC, introducing PEDOT-PSS as hole transporter. The 

structure of a typical layered OSC is shown in figure 5. On the other hand, scientists 

focused on the BHJ active layer of OSC. A large number of combinations of acceptor-

donor material have been investigated.  

 

vious section that an organic device is typically
inverted relative to a conventional one. The
organic device generally has a transparent cathode
through which light enters. Conventional solar
cells typically allow light to enter from the anode
side while the anode itself consists of a grid of
conductive material. The organic cell consists of at
least four distinct layers, not counting the sub-
strate, which may be glass or some flexible,
transparent polymer. On top of the substrate is
laid the cathode. Indium tin oxide (ITO) is a
popular cathodic material due to its transparency
and glass substrate coated with ITO is commer-
cially available. A layer of the conductive polymer
mixture poly(3,4-ethylenedioxythiophene)/poly
(styrenesulfonate) (PEDOT–PSS) may be applied
between the cathode and the active layer. The
PEDOT–PSS layer serves several functions. Not
only does it serve as a hole transporter and exciton
blocker, but it also smoothens out the ITO surface,
seals the active layer from oxygen, and keeps
cathode material from diffusing into the active
layer, which can lead to unwanted trap sites. Next,
on top of the PEDOT–PSS, is deposited the active
layer(s). This layer is responsible for light
absorption, exciton generation/dissociation, and
charge carrier diffusion. The active layer in a het-

erojunction device is made up of two materials: a
donor and an acceptor. Poly-(phenylene vinylene)
derivatives and poly-(alkylthiophenes) are com-
mon donors; fullerene and its derivatives are
common acceptors. Other materials are also
sometimes employed. These include phthalocya-
nines (donors) and perylene bisimides (acceptors).
On top of the active layer is deposited the anode,
typically made of aluminum. Calcium, silver, or
gold are also used. Furthermore, a very thin layer
of lithium fluoride (5–10 Å) is usually placed
between the active layer and the aluminum anode.
The lithium fluoride does not seem to react
chemically, but does serve as a protective layer
between the metal and organic material. The
structures of some commonly used materials are
shown in Figure 6.

Much terminology surrounds photovoltaic
devices. Below are some of the important terms
defined and discussed in light of organic solar cells.
But first, it is useful to review what happens to a
solar cell in the dark and upon exposure to illu-
mination. A graph of current (I) versus voltage (V)
is a common way to illustrate the properties of
solar cells. In the dark, the I–V curve passes
through the origin – with no potential, no current
flows. But when the device is exposed to light, the
I–V curve shifts downward, as illustrated in
Figure 7.

The following terms are often used to charac-
terize solar cells, some items are also shown in on
the I–V graph:

Air Mass (AM) – A measure of how much
atmosphere sunlight must travel through to reach
the earth’s surface. This is denoted as !AM(x)",
where x is the inverse of the cosine of the zenith
angle of the sun. A typical value for solar cell
measurements is AM 1.5, which means that the
sun is at an angle of about 48!. Air mass describes
the spectrum of radiation, but not its intensity. For
solar cell purposes, the intensity is commonly fixed
at 100 W/cm2.

Open-Circuit Voltage (Voc) – The maximum
possible voltage across a photovoltaic cell; the
voltage across the cell in sunlight when no current
is flowing.

Short-Circuit Current (Isc) – This is the current
that flows through an illuminated solar cell when
there is no external resistance (i.e., when the elec-
trodes are simply connected or short-circuited).
The short-circuit current is the maximum current

Figure 4. Illustration of bilayer and bulk heterojunction active
layers.

Figure 5. Diagram of the layered structure of a bulk hetero-
junction organic solar cell. In this illustration, the active layer is
depicted as an intimate blend of donor and acceptor.

76



 9 

 

Figure 5. Typical structure of layered bulk heterojunction organic solar cell [8]. 

 

 

1.3.2 Progress in Active Layer Materials  

 A great deal of research has been made in donor and acceptor materials aiming to 

improve the conversion efficiency. In principle, materials with a delocalized π electron 

system has the potential to be used as active layer materials since it can absorb light 

photons to generate excitons and can transport charge carriers. But to achieve better 

performance, there are some guidelines in selecting or modifying donor and acceptor 

materials. Band gap is an important factor that affects the performance of OSC, the same 

as described for semiconductor, as the photovoltaic materials in OSC can only adsorb 

photons that carry energies larger than its energy band gap. In OSC, this energy gap is 

between Highest Occupied Molecular Orbital (HOMO) and Lowest Occupied Molecular 

Orbital (LUMO), see figure 6 [15]. The maximum short circuit current of OSC device is 

thus determined by the smaller band gap of donor or acceptor. The open circuit Voltage 
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between the active layer and the aluminum anode.
The lithium fluoride does not seem to react
chemically, but does serve as a protective layer
between the metal and organic material. The
structures of some commonly used materials are
shown in Figure 6.
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devices. Below are some of the important terms
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But first, it is useful to review what happens to a
solar cell in the dark and upon exposure to illu-
mination. A graph of current (I) versus voltage (V)
is a common way to illustrate the properties of
solar cells. In the dark, the I–V curve passes
through the origin – with no potential, no current
flows. But when the device is exposed to light, the
I–V curve shifts downward, as illustrated in
Figure 7.

The following terms are often used to charac-
terize solar cells, some items are also shown in on
the I–V graph:

Air Mass (AM) – A measure of how much
atmosphere sunlight must travel through to reach
the earth’s surface. This is denoted as !AM(x)",
where x is the inverse of the cosine of the zenith
angle of the sun. A typical value for solar cell
measurements is AM 1.5, which means that the
sun is at an angle of about 48!. Air mass describes
the spectrum of radiation, but not its intensity. For
solar cell purposes, the intensity is commonly fixed
at 100 W/cm2.

Open-Circuit Voltage (Voc) – The maximum
possible voltage across a photovoltaic cell; the
voltage across the cell in sunlight when no current
is flowing.

Short-Circuit Current (Isc) – This is the current
that flows through an illuminated solar cell when
there is no external resistance (i.e., when the elec-
trodes are simply connected or short-circuited).
The short-circuit current is the maximum current

Figure 4. Illustration of bilayer and bulk heterojunction active
layers.

Figure 5. Diagram of the layered structure of a bulk hetero-
junction organic solar cell. In this illustration, the active layer is
depicted as an intimate blend of donor and acceptor.
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output is limited by the gap between HOMO orbit of donor and LUMO orbit of acceptor. 

Studies also show that the offset of LUMO and HOMO (△ E!"#$and△ E!"#") has to 

reach a significant level in order to get desirable efficiency [16]. In efforts to achieve 

higher conversion efficiency, all above factors have to be taken into account. 

 

Figure 6. Illustration of energy levels in a typical Organic Solar Cell [15] 

 
 

 Yu and etc. in 1995 [11] used MEH-PPV: PCBM blends as active layer material 

and efficiency of nearly 1% percent was discovered, it was a record for OSC at that time. 

But soon afterward, P3HT: PCBM proved to have superior properties, and even until 

today, it is regarded as the most promising materials for OSC. Despite the fact that most 

lab OSC was based on P3HT: PCBM, progress has been made in seeking higher 

performance materials. As reviewed by Gillers, donor materials have four types, which 

are Fluorene-based copolymers, Carbazole-based copolymers, Cyclopentadithiophene-

based Copolymers and Metallated Conjugated Polymers [15]. The driving force to find 
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P3HT alternatives is mainly due to the poor overlapping between P3HT adsorption 

spectrum and solar spectrum. In an optimal situation, P3HT could at most adsorb 22.4% 

of the photons arrives earth surface [17]. Therefore, donor with smaller band gap will 

provide much larger space for improvement. Among these alternatives, Poly[2,1,3-

benzothiadiazole-4,7-diyl[4,4-bis(2-ethylhexyl)-4H-cyclopenta[2,1-b:3,4-b']dithiophene-

2,6-diyl]] (PCPDTBT) with a band gap as small as 1.45 eV showed large potential. Zhu 

and et al. observed efficiency of 3.5% in PCPDTBT: PCBM device [18]. At the same 

time, acceptor materials were also investigated since current widely used PCBM 

materials contribute little to photon adsorption. Conjugated polymers, fullerenes, carbon 

nanotubes, graphene, and etc. have investigated. But in compromise of charge mobility 

and adsorption, PC(60)BM and PC(70)BM were still considered as most efficient 

acceptor material so far. 

 

1.3.3 Morphology of Organic Solar Cells  

To further enhance the conversion efficiency of OSC, we need to develop a clear 

understanding of the relation between morphology and efficiency. It is now understood 

that due to the diffusion path of excitons, a large interfacial area for electron-holes 

separation and a continues pathway (figure 7.a) for electron and hole transport is required 

for high performance [19]. The development of Bulk Heterojunction active layer has 

reduced the exciton diffusion distance and extended the interfacial area. However, the 

random nano-scale formation impedes the transportation of electron and hole. Like in 

figure 7.b, in this tortuous structure, a significant portion of electrons are blocked at the 

bottleneck and the contorted travel route increase the diffusion distance. 
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Figure 7. (a)An ideal carrier-conducting pathway of BHJ. (b)BHJ formed by phase 
segregation. The carrier-conducting pathways contain bottlenecks and cul-de-sacs. [10] 
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Chapter 2: Background of Our Study  
 
 
2.1 Controlling the Morphology of Active Layer 

Surface patterning and new deposition technique have been used to get an 

organized OSC structure [10][20][21]. However, most BHJ layer is deposited from 

polymer solution. The morphology is affected by thermodynamic parameters, like the 

Flory-Huggins parameter, and kinetic effects, like solvent evaporation rate. Thus, 

influence of solvent, compound ratio, annealing, and etc., are important parameters in 

morphology control. 

There are some remarkable studies about control the morphology of active layer 

to enhance photovoltaic performs. Most of high conversion efficiency P3HT: PCBM 

devices has been annealed to enhance the performance, but there lacks of through study 

about the effect of annealing, Yang and et al. revealed that annealing could increase the 

crystallization of both P3HT and PCBM, especially P3HT, while the interface of P3HT: 

PCBM will not decrease much [22]. It explains the improvement in the efficiency after 

annealing. J. PEET and et al. found by adding small concentration of alkanethiol in P3HT: 

PCBM solution, the phase separation can be modified. If same method were used in 

PCPDTBT: PC(71)BM based device, efficiency as high as 5.8% can be reached [23]. 

Mariano and et al. try to find the commons among the nowadays widely used 

morphology control technique, such as solution selection, casting technique and post 

treatments. They used methods including Raman spectrum, Optical microscopic and 

AFM to show that all control technique tended to form similar arrangement of 
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components, which is a laterally and vertically phase-separated blend of crystallized 

P3HT and PCBM [24].   

 

2.2 Novel Column Structure by Self-assembly  

Self-assembly is a process in which spontaneously assemble into a stable 

morphology. This technique attract interests as it provide a alternative method for 

controlled fabrication of nanometer scale objects while existing fabrication technique 

suffer from disadvantages including size restrictions and general paucity of applicable 

materials [25]. Self-assembly was introduced to OSC fabrication because of the polymer 

blend nature of OSC active layer and as the existing fabrication mechanisms for an 

organized structure are expensive and time consuming. Indeed, a Bulk Heterojunction 

structure is exactly one typical result of self-assemble, the question left is how to 

manipulate this process well to get the structure that we want. 

 Miriam Rafailovich and her students recently found that by introducing a non-

conducting component (PS) into OSC active layer could lead to a self-assembled column 

structure between two electrode, the expected structure is like figure 8. This ordered 

structure provides a continuous pathway for exciton diffusion and the solution process 

was cost effective. Study of this innovative method is promising.   
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Figure 8. Active layer of ordered BHJ portraying lateral phase separated columns of PS 
and P3HT with PCBM nanoparticles confined to the interface. Illustrated by student 
researcher. 

 
 
2.3 Simulation of OSC Morphology 

 As depicted above, the morphology of OSC active layer plays a crucial role in the 

photovoltaic process and is expected to have biggest impact to conversion efficiency. 

Traditional analysis techniques like TEM, SEM, and SPM are mainly limited in 2-

dimensional observation, however the OSC performance are strongly depends on 3-

dimension organization. A local resolution in three dimensions is required to understand 

bulk heterojunction structure and charge carrier transports better [22]. At the same time, 

for a self-assembly process, the underlying theory is not clear, the results of self-

assembly were largely based on prediction and proved later by experiments.  

 Simulations have been a powerful tool to study the morphology of the OSC active 

layer. The growth of fast processing, speeds and large scale parallelism also enabled 

simulations to model large system size and to study optimum parameter sets. Until now, 

many simulations have been performed in order to explore the relation between 

morphology and OSC performance. 

 Gavin A Buxton and Nigel Clarke used a 2-D drift-diffusion model to investigate 

the transient behavior of electron, hole and exciton concentrations in heterogeneous 
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bilayer device with distinct donor and acceptor phases [26]. In their model, the interface 

was built as variant sinusoidal structure to correlate device performance with internal 

structure. The concentration and flux of photogenerated excitons is shown in figure 9. It 

was observed that exciton concentration decreased at donor-acceptor interface, which is 

due to exciton dissociation. Systems with different sinusoidal domain, concentration and 

flux of electron and holes were also studied in their work. Their results provide insights 

of internal charge particle distribution and transportation.  

 

 

 

 

  
Figure 9. (a) Contour plot of exciton concentrations. (b) Flux, or current, of exciton 
concentrations. The system morphology possesses a sinusoidal interface with a domain 
spacing of 12.5 nm and an amplitude variation of ± 20nm. Direction and magnitude of 
flux is indicated by arrows orientation and size. [26] 

 

 

Jarvist M. Frost, et al., used Monte Carlo algorithms to produce a 2-D structure of 

Donor-Acceptor blends. By controlling donor and acceptor polymer chains as mutually 

attractive or mutually repulsive, they got aggregation of chains into large domains for 

homophilic chains and dispersion of chains into isolated strands for heterophilic chains, 

like in figure 10. They then applied these morphologies in simulations of photocurrent 

quantum efficiency for donor –acceptor blend photodiodes.  The results showed the 

effects of morphology on charge pair generation and recombination compete with the 

effect on transport [27]. 

20 G A Buxton and N Clarke

(a) (b)

(c)

Figure 2. Contour plots of (a) electron (b) hole and (c) exciton concentrations. The system
morphology possesses a sinusoidal interface with a domain spacing of 12.5 nm and an amplitude
variation of ±20 nm.

(a) (b)

Figure 3. Contour plots of the electric field for the same system shown in figure 2. The electric
field in the (a) x-direction and (b) y-direction are depicted in V m−1.
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Figure 4. Flux, or current, of the (a) electron, (b) hole and (c) exciton concentrations for the same
system shown in figure 2. The flux is shown as arrows whose size and orientation indicate the
direction and magnitude of the flux. A line contour plot of the concentration profiles shown in
figure 2 is placed in the background for clarity.

(an order of magnitude larger than the electric field in the x-direction). This corresponds to
the internal voltage difference as a consequence of the difference in work functions (0.5 eV)
between the electrodes (100 nm apart). The electron and hole concentrations slightly perturb
the electric field, but the internal voltage dominates.

In order to gain insights into the operation of this device we plot the flux of electrons, holes
and excitons in figure 4. The concentrations are plotted on the same plot (for clarity) as contours
which correspond to the contour plots of the concentrations shown in figure 2. The flux is
displayed as arrows whose size and orientation indicate the magnitude and direction of the
flux. Figure 4(a) shows the electron concentration flux which is negligible in the donor material
and indicates that the electrons flow towards the cathode in the acceptor material. A similar
phenomena is shown in figure 4(b) for the hole concentration flux with the holes moving
upwards towards the anode. The flux in exciton concentration, however, is determined entirely
by diffusion and as such excitons move from regions of high concentration to regions of low
concentration. This gives a complete description of the operation of this device. The excitons
are photogenerated, more towards the top of the system, where they then diffuse towards regions
of low exciton concentration at the DA interface. The excitons then dissociate (causing the
low exciton concentrations) to result in the formation of high electron and hole concentrations

a b 
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Figure 10. Typical morphologies generated in two dimensional (100×100) space (a) 
homophilic chains and (b) heterophilic chains [27]. 

 

 

 Florent Monestier and et al., investigated the short-circuit current density of 

P3HT:PCBM based OSC by using their model to simulate charge transport [28]. Exciton 

generation rate is used as input data for their model, and short circuit current density was 

calculated from charge densities at steady state.  Their work reveals the thickness 

dependence of short-circuit current of P3HT:PCBM thin film. Figure 11. 
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Figure 11. Comparison of short circuit current density computations (solid line) and 
experimental data from Ref. [28] (circle line) as function of the blend thickness 

 

 
 

Lingyi Meng, et al., investigated the relation of morphology and performance of 

donor-acceptor by using dynamic Monte Carlo simulations [29]. In their model diffusion, 

exciton dissociation, the drift, the injection from electrodes, and the collection of charge 

carries by electrode have been taken into account. With four morphologies they 

investigated, in figure 12. They found blend system M3, M4 can reach power conversion 

efficiency as high as 2.2% and 2.7% respectively. They also expected 5% conversion 

efficiency could be achieved with optimal charge mobility and optimal thin film 

morphology.  

 

constant. Finally, the short-circuit current density is limited
by the hole current density because hole mobility is one
order lower than electron mobility. Current density
distributions in the blend can also be computed from
bimolecular recombination. As an example current den-
sities versus the blend thickness are presented in Fig. 4.

4.2. Short-circuit current densities versus blend thickness

In order to study the variation of short-circuit current as
a function of blend thickness we realized and characterized
12 cells for each thickness. The cell structure is: ITO
(180 nm)/PEDOT (45 nm)/blend P3HT:PCBM (1/1)/
(various thicknesses)/Lif (1 nm)/Al (100 nm). Blend thick-
nesses are varied between 30 and 215 nm and short-circuit
measurements are performed. Experimental measurements
are plotted in Fig. 5. The experimental short-circuit current
reaches its maximum value for a blend thickness of about
70 nm, followed by a little decrease until a 140 nm blend
thickness and a new increase for thickness higher than
140 nm. This variation follows the optical energy absorp-
tion versus the blend thickness. This indicates that the
recombination term is not necessary and could be
suppressed in our computations. Values of lifetime and
recombination coefficient were tuned in order to fit
experimental data. A very high average lifetime or a very
small bimolecular recombination coefficient was found to
give the best fit. Comparison between experimental data
and computation is shown in Fig. 5. We note a little
deviation between simulated and experimental data for
blend thicknesses higher than 180 nm. This deviation could
be attributed to the thickness dependence of optical
constants (n, k). Complementary studies of optical
constants on a larger blend thickness range seems to be
necessary. Moreover, this simulation indicates that carriers
are collected at their respective electrodes without losses.

Besides the intrinsic properties of P3HT and PCBM, our
results suggest that the morphology of the blends presented
in this work combine a phase separation at the nanometric
scale that leads to increase the exciton dissociation and a
crystalline order which improves charge transport. To
verify if this particular behavior is related to the properties
of our P3HT/PCBM blend, we have compared our
computations with results from Li et al. [19], who have
reported a study of the short-circuit current variations
versus the P3HT:PCBM blend thickness. The authors have
used a similar experimental procedure except for the
thermal annealing conditions. Experimental short-circuit
current extracted from Ref. [19] is plotted in Fig. 6 where
blend thickness are varied between 35 and 155 nm. In this
study, the maximum value of short-circuit current is
higher, near 11mA by cm2 for a 70 nm blend thickness,
but instead of following exciton generation profile, the
short-circuit current falls down by more than 40% for
blends thicker than 100 nm. We assume that the optical
indices of the blends investigated by Li et al. were the same
as P3HT: PCBM blend and we perform simulation of Jsc.
The computed curve is shown in Fig. 6. We obtain a better
fit with first-order recombination than with bimolecular
recombination. With an average hole lifetime t of 1.5 ms,
we observe the same decrease of the short-circuit current
for thicker layers but with a vertical shift of 2mA. In
summary, we have simulated two types of Jsc behaviors:
one with an increase of Jsc with blend thickness (for our
P3HT: PCBM blend) and the other one with a decrease of
Jsc (for P3HT:PCBM blend made by Li et al.). These
differences could be related to optical and/or electrical
properties of blend layers. Indeed, it has been widely
demonstrated [20] that bulk heterojunction morphologies
strongly depend on preparation conditions (such as purity
the of the material and thermal treatment).
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Figure 12. Morphologies with different scales of phase separation, M1 for bilayer, M2 
and M3 for blend generated by Ising model, and M4 for checkered structure. Electron and 
hole conductors (donor and acceptor) are colored with red and blue, respectively [29]. 

 

 

 Peter K. Watkins and et al., have did related work earlier in 2005 [30]. They 

specifically studied impact of morphology on internal quantum efficiency (IQE) of bulk 

heterojunction solar cell.  They found IQE is strongly sensitive to scale of phase 

separation in morphology. IQE reached peak at an intermediate scale phase separation, 

shown in figure 13. And an ordered morphology exhibits a peak IQE 1.5 times higher. 

the interface between the electron-donating and the electron-
accepting domains to dissociate into electrons and holes before
recombination. (iii) After the dissociation, an interfacially bound
charge pair will be formed and is subject to the competition
between the geminate recombination and the separation to be
of free charges. (iv) Free charges will diffuse due to the density
gradient, and the drift will be driven by the built-in field from
the difference between the electrode work functions and the
externally applied voltage. (v) Charge collection at the electrode,
in which the free charges could meet an opposite charge at the
interface to form a bound pair that will nongeminately recom-
bine to disappear. Those free charges successfully approaching
the electrodes could be extracted and contribute to the outside
circle current. To permit a full treatment of the I-V performance
of devices, the thermionic injection of carriers from the
electrodes must be integrated into the algorithm.10-14 We give
a scheme of the simulation processes in Figure 2.

Thus, we present here an integrated dynamical Monte Carlo
model that includes both the dark current mechanism10 and the
photocurrent as well as a complete description of exciton
behavior.9 We apply this MC approach to investigate the
morphology and the carrier mobility dependence of the polymer
blend (types 1 and 2) to offer guidance to the ongoing
experiment work and to give an estimate for the maximum
power conversion efficiency at optimal condition for such
system.

2. Model and Computational Approach

In the model system, the lattice is of the 60 × 60 × 30 sites
in the x, y, and z directions, respectively, and a lattice constant
(a0) of 3 nm is used (in consideration of the XRD datum for
POTVT15). A single occupancy of lattices for any particle is
imposed, and the system temperature, T, is fixed at 298 K. The
electrodes (not shown in Figure 3) are parallel to the x-y plane
located at z ) 0 and z ) 90 nm. Periodic boundary conditions
are applied in both the x and y directions. In the experiment of
absorption measurement, the thickness of the solar cell film is
normally around 100 nm. We can obtain a measure of the
characteristic domain size, a, in these blends from the ratio of
interfacial area, A, to the total blend volume, V, a ) 3V/A. The
cutoff value, Rc, in calculating the Coulombic interaction is 15
nm, which is close to the thermal capture radius.10 The dielectric
constant (ε) of the polymers is set as 3.5.

To obtain the optimized nanostructure with maximum power
conversion efficiency, a series of blend morphologies (e.g., M2
and M3 as shown in Figure 3) with varying scales of phase
separation must first be prepared by using the Ising model.9 In
the Ising model, the spin up and down correspond to the donor
and acceptor phases, respectively, and the Hamiltonian for the
energy contributed by site i is:

εi ) - J
2 ∑

j
(δsi,sj

- 1) (1)

where δsi,sj is the delta function, and si and sj are the spins
occupying sites i and j. The summation over j includes all first-
and second-nearest neighbors, and the energetic interaction is
inversely proportional to the distance between neighboring sites
i and j (the energetic contribution is scaled by a factor of 1/"2
for the second-nearest neighbors). To obtain a series of
morphologies with different phase interpenetrations, we need
to decide the appropriate initial configuration and the corre-
sponding interaction energy, J. In our simulation, the initial
morphology with minimal phase separation is chosen, and the
interaction energy, J, is set as +1.0 kBT. To relax the system to
an energetically favorable state, the neighboring pairs of sites
are chosen randomly in the system, and then the acceptance
probability for an attempt to swap the site spins is calculated
as

P(∆ε) )
exp(-∆ε/(kBT))

1 + exp(-∆ε/(kBT))
(2)

where the ∆ε is the energy change in the system caused by
swapping the site spins. After a large number of attempted spin
swappings, a desired morphology series with varying scales of
phase separation can be generated and stored for later use.

Bilayer morphology (M1 as shown in Figure 3) and an
optimal checkered structure9,16 (M4 as shown in Figure 3) are
also chosen in the simulations as a comparison.

Three types of mobile particles (electrons, holes, and excitons)
are present in the current solar cell system at significant
densities. In the FRM,17-19 the description for each of these
particles is associated with an event, and each event has a
waiting time, τq. An event is associated with a configurational
change in the system; for example, inserting or removing a
particle or updating the coordinates of the particles. All the
possible events in the system are stored in the order of ascending

Figure 2. Scheme of the simulation processes, including dark current,
photocurrent, exciton, and charge dynamics.

Figure 3. Typical morphologies with different scales of phase
separation, M1 for the bilayer, M2 and M3 for the blend generated by
using the Ising model, and M4 for the checkered structure. The electron
and hole conductors are colored with red and blue, respectively.

MC Simulation for Polymer Blend Photovoltaics J. Phys. Chem. B, Vol. 114, No. 1, 2010 37
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Figure 13. (a) The morphology generated by Ising model after 9×105 time steps. The plot 
at its bottom shows exciton dissociation efficiency (dotted line), charge collection 
efficiency (dashed line), and internal quantum efficiency (solid line). (b) A checkered 
morphology that designed [30]. 

 

 

 While most of these works mentioned were tended to construct connection of 

OSC active layer morphology and OSC performance. Simulation studies about 

morphology prediction can be found in the thin film field. Because of the OSC layer are 

thin film structures and are deposited from polymer blend. ex. Harkravarth Ayyngar and 

et al., used Molecular Dynamics simulation to study the influence of free surface on 

morphology of thin films and bulk melts [31]. Pramod Kulkarni and et al. used Brownian 

Dynamic Simulation to predict morphology of Nanoparticle Deposits in the presence of 

interparticle interactions [32]. 

 The purpose of our work is to study the morphology of columnar structure of 

P3HT:PCBM which is formed by introducing PS as non-conductive third party, as 



 21 

mentioned before. We have used Molecular Dynamics simulation to predict the column 

structure. We also studied the impacts of parameters to the morphology and tried to find 

optimal parameter combination. 
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Chapter 3: Simulation Method 
 
 
3.1 Molecular Dynamic Simulation Basis 

 Molecule Dynamic simulation is a numerical computational method that predicts 

trajectories of atoms or other particles inside physical ensemble. By calculate interaction 

force between particles and using newton motion equations, acceleration value could be 

achieved. When the calculation was launched every micro-time steps, the discrete results 

could present an accurate prediction of particle movements. Combined with statistic 

methods, MD could help people understand physical behaviors, like thermodynamic, of 

materials. It has now become an important tool in materials researches and materials 

design. 

 

3.4.1 Potential Fields 

 In MD simulation, newton mechanics are the underlying calculation rules, all 

interaction forces are derived from potential and distance. Potentials in an MD simulation 

can usually divide to bonded potential and non-bonded potential.   

When considering non-bonded potential, there is variety of physical models. 

Some potential equations only include pair interaction while others may consider many 

body effects. Potential equations that describe Van der Waals force are usually used, such 

as Lenard-Jones 12-6 equation. If electrostatic charges are present, coulombic force and 

related potential equations should be included in the simulation. However, it should be 

noted that Van der Waals force falls significantly when distance increased, so a cut-off 
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distance is always used to save calculation time waste. But coulombic force is a long-

range force, thus only a much larger cut-off value could ensure the precision of model. 

 If modeled system has chemically bonded particles, bonded force must be 

calculated. A great numbers of physical models have been developed to model chemical 

bond potential so far, such like AMBER, CHARMM, and FENE. Selection of bond 

potential model should be depending on the simulation system and considering the 

economics in calculation. 

 

3.4.2 Time-integration Methods 

 A lot of algorithms provide time integration of newton motion equations. Among 

them are Verlet Algorithm and Leap-frog Algorithm. Both of them are essentially 

predictor method that the molecular coordinates are derived from either current or 

previous steps. Predictor-Corrector algorithm is a little different as it added a corrector 

step. 

 Due to the nature of numerical methods that involved in MD, say the discrete 

time. The result, unlike analytical one, will however deviate from the reality in long time 

scale despite that smaller unit time step can improve precision by sacrificing speed. 

 

3.4.3 Periodic Boundary  

 Compared to real system with vastly numbers of particles, a simulation sample 

usually has very small size. A periodic boundary is what usually used in all kinds of 

simulations to minimize the error from surface effect. The idea of a periodic boundary in 

MD is similar as to replicate this simulation system in the periodic direction. Thus when 
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particle moves outside the boundary, will reenter in opposite side. And particles also 

interact across the boundary.  

 

3.4.4 Neighbor Lists 

 A cut-off distance could save calculation significantly. However, it requires 

updates of distance every calculation step to judge if pairs is within the cut-off range. 

This when in a large system, costs a lot of calculation power to cover every pair of 

particles.  A neighbors list of each particle is constructed by setting another pairwise 

range that larger than cut-off. Particles in that range are considered as “candidates” for 

the cut-off judgment. In selecting a proper neighbor range, we can update the neighbor 

info every multiple simulation steps. This avoids unnecessary calculation waste and has 

been widely accepted in MD simulations.   

 

3.2 Simulation Ensemble 

We performed Molecular Dynamic (MD) simulation of a rectangle ensemble box.  

Quantities in simulation are set unitless based on Lennard-Jones standard. The ensemble 

was initially constructed with size 32×32 ×16 in X, Y, Z direction respectively, and X, Y 

direction were set as periodic boundary, figure 14a. In Z direction at top and bottom, a 

two-layer wall was constructed at both sides. The wall particles were arranged in a Close-

Packed FCC (111) plane, the pack density was set 1.00, figure 14b. The top wall was set 

shrinkable in order to achieve fix pressure equilibrium. Polymer particles were also 

arranged in FCC (111) manner but with pack density 0.81, figure 14c.  
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Figure 14. (a) Ensemble box of size 32×32 ×16, in all 16384 polymer particles, and with 
two-layer wall in both side of ensemble. (b) Layer view (x, y plane) of wall particle in 
FCC (111) manner with 1.00 packing density. (c) Layer view (x, y plane) of polymer 
particles in FCC (111) manner with 0.81 packing density. 

 

Polymers in the systems has 32 monomers in each chain, in all 512 chains (PS) 

were initially in the system. After equilibrium, a second phase particles (P3HT) and filler 

particles (PCBM) were manually put into the systems by converting a fraction of the PS 

chains at random. Thus, the number of particles in the system remains the same through 

all simulation process. However, the system size was evolved through simulation, since 

we allow top wall to be shrinkable.  



 26 

It should be noted that though we are trying to relate our model to 

PS:P3HT:PCBM thin film system, the works are exactly general problem of a 

heterophilic blend with nanofillers distributed in it.  

 

3.3 Potential Fields in Molecule Dynamic Simulation 

 Particles in our simulation were interacted via Lenard-Jones (LJ) potential, classic 

12-6 potential in equation (1). This LJ equation is great approximation of interaction 

between pair of neutral atoms and molecules.  

 

In the equation, is the depth of the potential well,  is the finite distance at which the 

inter-particle potential is zero, which is so called balance position, r is the distance 

between two particles. First part of the equation, with index 12, describes the repulsion 

between particles. Second part, with index 6, describes the attraction between particles. 

LJ potential to pair distance was plotted in figure 15. Repulsion force increased 

significantly when pair distance is smaller than 1, and attraction force tended to link two 

pair from separating too far away.    
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Figure 15.  Graph of LJ 12-6 potential. rm is the distance with minimum potential [33]. 
 

 

 

 Mostly, immiscibility of two polymer phases was defined by Flory-Huggins 

theory, which explained phase separation according to thermodynamic basis.  In our 

simulation, we introduced parameter  in front of attraction part, equation (2), in order to 

consider phase separation via particle interaction rather than consider global 

thermodynamics. When  is set less than 1, the attraction force was modified and the 

pair tended to perform immiscible behavior. In our work, different  value was tested to 

simulate different degree of immiscibility. The effects of δ on LJ potential could be seen 

in figure 16. 
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Figure 16. Plot of LJ potential to distant with different value of δ, from 0.1 to 1 

 

Vtruncated  LJ = V(r) − V(rcutoff) (r > rc)                         (3) 

 A truncated LJ equation, (3), was used in simulation rather than the origin (1) 

equation. This method is widely used in MD studies. We set cut-off distance in our 

simulation at value 2.5 , which means pairs with distance farther than 2.5 will not be 

taken into account. It can be calculated, at r=2.5 , the potential was   

V r = rc = 2.5σ = 4ε !
!.!"

!"
− !

!.!"

!
≈ −0.0163ε , Which is a low level that 

could be reasonably neglected. This cut-off method could significantly decrease the 

computational cost. 
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Since we introduced PCBM into the system as nano-filler and consider it as a hard 

sphere, the distance between PCBM and other species of particles should be shifted by a 

value Δ that equals the radius of PCBM hard sphere, see figure 17. The LJ equation was 

then changed to the form (4), with Δ=0.5 for PCBM, Δ=0 for other particles.  
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Figure 17. Illustration of distance-shift between PCBM and other particles. The solid 
sphere represent PCBM hard sphere, dashed circle represent other particles. PCBM 
sphere has radius of Δ=0.5, which is about four times bigger in volume than PS and 
PCBM particles. And the weight of PCBM was set 3 in contrast to 1 for PS and P3HT. 

 

 After all modification, the LJ potential used in our simulation has the final form 
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 For those chemically bonded particles, we used Finitely Extensible nonlinear 

elastic (FENE) potential to maintain them connected together, see equation (6). Kremer 

and et al. has used this equation in their MD simulation [34]. K is the bond spring 
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constant and was set 30 in our simulation. R0 is finitely extensibility and was set 1.5  !. 
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3.4 Other Parameters in Simulation 

 The whole system was considered at a fixed temperature. This was controlled by 

Langevin thermostat, which consider particles under heat bath and was continuously 

bumped by solvent particles. Time integration was via fifth order predictor-corrector 

algorithms, which was proposed by Gear in his book [35]. The time step in our 

simulation was set 0.005. Most parameters, their meaning and values can be found in 

table 1.  

ε Lenard Jones potential well Δ Radius of PCBM hard sphere 

σ 
Finite distance at which the inter-

particle potential is zero 
rc 

Cut off distance, beyond which 

interaction are not considered, rc=2.5 σ 

K 
Spring constant of FENE bond, 

K=30 
T Heat bath, T=1.1 

R0 Finite extensibility of FENE bond Random number 881488529 

Table 1. Parameters in the simulation and some of their values. (All these value are with 
reduced Lenard Jones units.) 
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Chapter 4: Results and Discussion 
 
 
4.1 Initial State 

Initially, we put only PS particles in the lattice site, like figure 1a. PCBM particles 

was then insert by dissociating some of PS chain and altering them into PCBM. The 

particles interacted via the potentials mentioned above. When system achieved 

equilibrium state we dissociate 20% percent of PS and alter them to P3HT. So the volume 

fraction is 1:4 for P3HT:PS, and fraction of PCBM varies in the study. 

Most of our work start from the phase that P3HT chains randomly distributed in 

simulation box, see figure 18. PS particles were made transparent, through the entire 

context, in order to observe inner structure more clearly.  

 

Figure 18. Random distributed P3HT chains (blue color) in simulation box. Walls are 
pink color one, PS was made transparent, and there is no PCBM in this system. 

 

 
4.2 Formation of Column Structure 

 Starting from the initial condition in figure 19, we start our work to study the 

aggregation of P3HT in presence of PS. Phase separation was enabled by set δ between 
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P3HT and PS less than one as mentioned above. We simulate the system for millions 

steps and keep tracking the structure of P3HT phase, figure 19 shows the time evolution 

of the phase structure with δ set 0.75.  

 

Figure 19. Structures of P3HT phase at different stage. (a) Structure after 1 million steps. 
(b) Structure after 2 million steps. (c) Structure after 5 million steps. (d) and (e) are 
Structure after 8 million steps with different angle of view. 
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 It was observed, randomly distributed P3HT soon aggregated and formed bulk 

phase. With more simulation time, the bulks aggregate with each other and finally formed 

stable column structure that span between the top and bottom walls. This formation can 

be explained that since we set δ=0.75 between P3HT and PS, thus the force between them 

was dominated by repulsion. This simulates the incompatible nature of P3HT and PS. To 

reduce the mix free energy ΔGmix, the system naturally tended to decrease interfacial 

energy by reducing interface area. Bulk aggregation was common phenomenon that 

happens when nano-scale particles was distribute in heterophilic solvents. This 

phenomenon also applied to our P3HT and PS blends. Since P3HT also interact with wall 

particles, contacting with walls could also reduce interfacial area. The column structure 

we predicted matches well with experiment results achieved by Miriam Rafailovich and 

her students. The TEM pictures from top view 20a and the vertical view, 20b, by looking 

at cross-section of the thin film indicated the phase seperation of P3HT bulk and PS, 

while from the cross-section picture, a column structure through top and bottom edges 

was clearly shown.  
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Figure 20. (a) TEM picture of PS:P3HT:PCBM 1:1:1 thin film, top view. (b) TEM 
picture of the cross-section. 

 
 
 
4.3 Impact of δ on Phase Structure 

 The phase separation was driven by interfacial energy and was controlled by the 

value of δ in our simulation. Smaller δ value means the pairs are more mutually 

exclusive. Impact of δ on interaction force has been talked in figure 21. We launched 

simulation of systems with different value of δ while the starting states were same as in 

figure 18. The structures of these simulations after 8 million steps were shown in figure 

21. 

These pictures proves again that column structure could be self organized in P3HT:PS 

blends. Meanwhile, with same simulation steps, the system with smaller δ=0.55 has only 

1 column structure in the simulation box, in contrast, other systems have 2 columns. It 

also can be observed, with same simulation steps, systems with larger δ have more 

isolated bulks. (figure 21c and 21d, those small bulks besides columns). Although the 

structure might have been affected by the limited size of our simulation ensemble. It is 

a b 
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still sufficient to conclude that δ value (which is correlated to interfacial energy) could 

affect the speed and degree of aggregation. 

 

 

Figure 21. Structures of systems with different δ value, after 8 million simulation steps. 
(a) δ=0.55. (b) δ=0.75 (c) δ=0.85 (d) δ=0.95. 
 

 

  To strengthen our prediction, we continued the system with δ＝0.75 for another 8 

million steps, the result was shown in figure 22. With additional simulation time, 2 

columns structure was shown to aggregate into only 1 structure. This can be explained 

that 1 column, in geometry, has smaller area compare to 2 column with same volume, 

thus the change obeys the rule of free energy minimization by reduce the interfacial area 

of two heterophilic species. However, in our simulation systems, we find that even with 
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same initial condition, result structure can be either with 1 column or with 2 column, thus 

the number of columns seems like a random selection. But if we think over the situation 

in real thin film system, this event is quiet straight forward. Since the column structures 

in thin film have sizes from several nanometers to tenth nanometers, our simulation box 

can only contain 1 big column or 2 relatively smaller ones. 

   

 

               

Figure 22. Structures evolved with time from (a) 8 million steps to (b) 16 million steps.   

 
 

 We also track the number of P3HT particles that locate at the interface through 

simulation＊, see figure 23. This number was propotional to interface area, Sinterface ~ N 

(number of particles at interface). Along with simulation time, interface area keeps 

decreasing. At same simulation steps, larger repulsion between P3HT and PS lead to 

smaller interface area, which is a more stable state.  

 

a b 

Number 
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Figure 23. Number of P3HT particles at interface along with time steps. In all 3456 
P3HT particles were in the simulation box.  

 

 

 

＊The number of P3HT particles at interface was roughly estimated by calculating the distance to 

nearest PS particles. If the distance is within the range of 1.6σ, we considered it as at interface.  

 

 

4.4 Nanofiller Confinement  

 PCBM was acceptor material in a P3HT:PCBM photovoltaic device. It has been 

talked that PCBM phase should contact with P3HT to enable exciton dissociation. In 

PS:P3HT blend, since PS and P3HT particles are mutually exclusive, third party Nano-

fillers will tend to locate at PS:P3HT interface to reduce the repulsion force between 

them. Here we studied the impact of some parameters to the confinement of PCBM. The 

parameters include fraction of PCBM, the repulsion force between P3HT and PS (δ 

value), and compatibility of PCBM to PS and P3HT. 
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 Firstly, we investigate the impact of PS:P3HT miscibility on the confinements of 

PCBM by varying δ between PS and P3HT. We put 64 PCBM particles into the box and 

made it neutral to PS and P3HT (δP3HT:PCBM=1.0, δPS:PCBM=1.0), all other parameters were set 

the same for parallel comparison. The positioning of PCBM and structure of P3HT, after 

5 million time steps, was shown in figure 24. It is shown when δP3HT:PS=0.75, there are 

particles distributed in places other than interface (green arrow). In contrast, if 

δP3HT:PS=0.55, most of the 64 PCBM particles were locate at the interface of P3HT and PS.  

 

Figure 24. Position of PCBM (black) and structure of P3HT (blue) in simulation systems 
after 5 million steps. (a) δP3HT:PS=0.55. (b) δP3HT:PS=0.65. (c) δP3HT:PS=0.75 
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We also calculate the number of PCBM particles that at the interface along with 

simulating time, figure 25. From the results, we can conclude that when P3HT and PS are 

more immiscible (δP3HT:PS smaller), PCBM particles will have higher concentration at 

interface due to high driven force from interfacial energy. 

 

 

Figure 25. Number of PCBM at interface alone with simulation time for different degree 
of immiscibility between PS and P3HT. 

 

 The confinement of PCBM was driven by the repulsion of PS and P3HT. 

However, interaction between itself and other two particles should also affect the 

distribution. In an experiment study, it was found that in a bilayer of P3HT and PS thin 

film, PCBM would concentrate mostly in the interface plane, however, some diffused 

into P3HT phase. To adjust our parameters to better fit the realistic, we designed a bilayer 
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in our simulation and put 256 PCBM particles into it. By making PCBM neutral or 

repulsive to PS (δPCBM:PS less than 1.0), we get different results, shown in figure 26. When 

PCBM was neutral to PS or P3HT, though PCBM have highest concentration at interface. 

A large amount of it random distribute in PS and P3HT phase. If make PCBM slightly 

repulsive to PS (δPCBM:PS=0.95), very few PCBM will be found in PS phase and more will 

be locate at interface. If δPCBM:PS further decrease (to 0.80 in figure 23d), PCBM particles 

tended to randomly distribute in P3HT phase rather than confined at interface.  

 

 

Figure 26. Distribution of PCBM in P3HT:PS bilayer after 3 million steps. (PS was made 
transparent) a. δPCBM:PS=1.0 (neutral); b. δPCBM:PS=0.95; c. δPCBM:PS=0.90; δPCBM:PS=0.80. 

 

 We then choose δPCBM:PS=0.90 and investigate systems with different fraction of 

PCBM. Shown in figure 27 are structures after 8 million steps with number of PCBM 

particles equal 64, 256, 512, 1024 respectively (16384 particles of entire simulation box) 
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Or, in volume fraction (PCBM:P3HT) at 1:15, 4:15, 8:15 and 16:15 respectively. We can 

see from figure 27 that most of PCBM particles concentrated at interface when the 

fraction is low, however, if the fraction increase to certain degree, P3HT:PS interface can 

not afford enough space and thus lead to a random distribution of P3HT. 

 

Figure 27. Systems with different number of PCBM particles (after 8 million steps). 
From a to d, number of PCBM equal 64, 256, 512, and 1024 respectively. 
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Chapter 5: Conclusion  
 We used Molecular dynamic simulation to investigate the morphology of 

P3HT:PS:PCBM blends. Our results strengthened the experimental discovery of P3HT 

column structure in P3HT:PS:PCBM thin film and revealed the effects of some parameter 

to the structure. 

We have proved that two immiscible species (P3HT:PS)  could self organized into 

column structure in a thin film device and the column was vertically through the thin film 

by contacting two electrodes. The self-organizing was driven by interfacial energy 

between the two species (P3HT and PS), and the structure evolves with time while 

moving toward more stable phase that with smaller interface area. This relate to 

experiments that processing time could lead to different nano structure of thin film while 

using this type of self-assembly technique. We have also revealed that difference in 

repulsion force could affect the speed of self-assembly and lead to different level of 

aggregation. Thus when the choice of polymer and surface modification would be a very 

important factor of morphology.  

We further studied when third party particles (PCBM) was added to the blends, 

PCBM will move to the interface in order to reduce the repulsion between P3HT and PS. 

However, the positioning of PCBM was sensitive to interaction forces in the system. 

Larger repulsion force between P3HT and PS could drive more PCBM to be located at 

interface. If PCBM was made slightly repulsive to PS, it will results a distribution of 

PCBM that mostly locate at interface and some will diffused into P3HT phase. We also 

find the area of interface between PS and P3HT would limit the locating of PCBM at 
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interface. When P3HT:PS interface was fully occupied by PCBM, rest of them will be 

randomly distributed. 

Our work explained the underlying theories of a column structure self-assembly 

process. The results could provide guidance to experimental study of morphology control 

in thin film processing. 
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