Stony Brook University

The official electronic file of this thesis or dissertation is maintained by the University
Libraries on behalf of The Graduate School at Stony Brook University.

© All Rights Reserved by Author.



Design of Low Noiseand Low Power Front-end Readout Circuitry

in Radiation Detector System

A Thesis Presented

By

Yi-Shin Yeh

To

The Graduate School

in Partial Fulfillment of the

Requirements

for the Degree of

Master of Science

in

Electrical Engineering

Stony Brook University

August 2011



STONY BROOK UNIVERSITY

THE GRADUATE SCHOOL

Yi-Shin Yeh

We the thesis committee for the above candidate for the
Master of Science degree,
hereby recommend acceptance of this thesis

Milutin Stanacevic, Advisor of Thesis

Assistant Professor, Department of Electrical and Computer Engineering

Emre Salman, Assistant Professor

Department of Electrical and Computer Engineering

This thesis is accepted by the Graduate School

Lawrence Martin
Dean of the Graduate School



Abstract of the Thesis
Design of Low Noiseand Low Power Front-end Readout Circuitry

in Radiation Detector System
by
Yi-Shin Yeh
Master of Science
in
Electrical Engineering
Stony Brook University

2011

This thesis presents a design methodology of a low-power and lse-noi
integrated front-end readout circuits for radiation detection. Stnoharge sensitive
amplifier (CSA) and a pulse shaper are essential circus unithe low-power and low-
noise front-end readout circuits, this thesis provides how to désggiow power low
noise CSA and the pulse shaper. The CSA can allow the electmoesaigel from the
detector to integrate on a feedback capacitor of a CSA. Thefaration of a CSA is to
amplify the input signal charge generated from the detector intoutpait voltage step
signal. The input transistor optimization can significantly redbeenoise impact on the



whole system so it can help the front-end readout circuit inetb@ssensitivity in order
to detect smaller electrons generated from the detectorpdike shaper is a high order
semi-Gaussian pulse shaping filter. The main function of the pulgersisato filter the
output signal and noise from the CSA in order to maximize sigrabie ratio and
obtain the lowest equivalent noise charge (ENC). In this thesisgthieGaussian pulse
shaper with ICON cells can achieve a longer time constant in wraeinimize the noise

in the circuitry.
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1.0 Introduction

1.1. Radiation Detection System Overview:

Radiation detection is one of the important applications in the designtexfrated
microsystems. The radiation detection system usually integtegegetectors with the electronic
interface and processing circuitry. The main function of the dmteaiso called a sensor, is to
detect high energy radiation from the physical world and convertoitan electrical signal for
further signal processing. The electronic interface and progesstuitry, also called front-end
readout circuitry, should be placed close to the sensor array intoreficiently process the
electrical signal from the detector. The main function of the feowlt readout circuitry is to
capture the weak and short electrical pulse generated brkers, to perform analog signal
processing, and to optimize the noise from the system befoleganadigital conversion. The
digital value can represent the number of electrons produced by #dotoden case of an event
and should be communicated to the digital processing units. The fron¢a&shalit circuitry can
be shown by a common framework as shown in Figurel.l and it uswaitgirts charge
sensitive amplifier (CSA), a pulse shaping filter, and anatedgital conversion units. Each of
the circuit units is discussed below.

L ] N AN
> =

= Ju €

Preamplifier High Pass Filter ™ Low Pass Filter Analog to Digital

Incident - . .
"Differentiator” “Integrator” Conversion

Radiation =

Sensor

Figure 1.1 Proposed Readout System Block Diagram

1.1.1 Radiation Detector (Sensor):

The radiation detector (the sensor) can convert the radiationyeoeag electrical signal.
The energy is absorbed in a semiconductor, for example silicon, wiidbgas mobile charge
carriers — electron-hole pairs. An electric field applied tostresor sweeps the charge carriers to
electrodes, inducing an electrical current. The number of electrengamls is proportional to
the absorbed energy, so integrating the signal current can teasignal charge which is also
proportional to the energy. The signal charge forms a shorintypuése (of order nanoseconds
or less) and the spatial extent of the charge cloud is ¢ofatder microns) [1]. The processing



circuitry can measure the amplitude and the timing of the mupelse for each event. The
current pulse is coupled to a low-noise charge amplifier and sent through a ppesefitiea

The detector can be modeled as a capacitor in parallel withrantwource(t) in
Figurel.2. The current source is represented as the electricalmigdated by the detector. The
signal is a small current AC pulse, which has a time peridgeim&ano-second range, on top of a
constant DC leakage current. The constant DC leakage curresualy between 10pA to
100nA, which is dependent on the detector. The area of the AC qaitseepresent the signal
charge Q which is proportional to the number of electrons genenatéeé betector. The number
of electrons is dependent on the detector and the energy ofaadiatirce. The signal charge Q
can vary from fractions of femtoCoulomb (fC) to several picoCoul¢p@). We assume that
the signal charge Q is collecting instantaneously:

i(t) =Q x &(t), whered (t) is the Dirac Delta Function. (1.2)

The capacitancé as shown in Figure 1.2 represents the parasitic capacitance goothel of
the detector, and the value of the parasitic capacitance carirearyfew femtoFarad (fF) to
several nanoFarad (nF). For the pixel sizémfn?, the capacitancé usually can be estimated
to be50pF. Another important design parameter is the event rate, the freqoktiey AC pulse.

In our design, we are dealing with the low event rate so wecexipat the period of the two
consecutive AC pulses i900ms. In order to avoid signal pile-up, the processing time of the
circuitry should be kept within one tenth of the period of the two consecutive AC pulses.

i)

T er&) » i) = @ x 8(x) C:_

ift)
Figure 1.2 Sensor Model

1.1.2 Charge Sensitive Amplifier (CSA):

The sensor signal, the signal charge, can be quite small sigtted charge should be
amplified. The signal charge from the detector can be pre-@dpin two ways: high input
impedance amplifier and low input impedance amplifier as shown garédi.3. In both
configurations, the networR provides the discharge df or Cf after the measurement.
However, in the low-impedance configuration, the feedback netRadn provide stabilization
of the sensing and output nodes of the amplifier. Therefore, we poefeset a low input



impedance amplifier by implementing a charge sensitive aep(i€SA). With the CSA, the
input charge can be integrated on a small feedback capaditfirzcel a voltage step can be
obtained at the output. Therefore, the primary function of the G$&donvert the input charge
signal into the output voltage signal.

The magnitude of the sensor signal is subject to statisticatbidtions, and electronic
noise further smears the signal. Therefore, the sensor and plifesammust be designed
carefully to minimize electronic noise. A critical paramatethe total capacitance in parallel
with the sensor capacitance and input capacitance of the amplifie signal-to-noise ratio
increases with decreasing capacitance. The contribution ofcglectroise also relies critically
on the next stage, the pulse shaper [1]-[3].

- —ER

l
|
cr

Vout = g(t) - QfCF

i) = @ x &(e) C

Figure 1.3 High Input Impedance Amplifier and Low Input Impedance Amplifier (CSA)
1.1.3 Pulse Shaper:

In a semiconductor detector system, the primary function of thee @llaper is to
maximize the signal-to-noise ratio. Although the signal pulsescansidered as time-varying
signals, the signal power is also distributed in frequency dordeirived by the pulse’s Fourier
transform. Since the frequency spectra of the noise and the sighHierent, applying a pulse
shaper after the CSA can improve the signal-to-noise ratio irr eodélter the frequency
response of the noise, while to tailor the frequency response totfeveignal. Since changing
the frequency response also changes the time constant of the outputhayds, that's why this
function is called pulse shaping.

Figurel.1 shows how the pulse transformation can be accomplished.eEmepffier is
configured as a CSA, which converts the AC current pulse frometigos into a step voltage
signal with a long decay time. A subsequ€Rthigh-pass filter (a differentiator) introduces the
desired decay time andR& low pass filter (an integrator) limits the bandwidth and setsisee
time. Using multiple integrators in a more complex shaper can improve the yuisesy. This
will be discussed in more details later. When designing a hiaper, it is necessary to set



proper the upper frequency bound which sets the rise time, and theflegueency bound which
determines the pulse duration. In addition, finding a balance betweercothiécting
requirements of reducing noise and increasing speed is neceSsamgtimes the speed is
important, sometimes minimum noise is paramount, but usually a conggrd@iween the two
must be found [1]-[3].

In this thesis, we choose to use a semi-Gaussian shaper in @utryisystem, since
many papers [4]-[9] have proven that a semi-Gaussian shapearljemgves the best noise
performance. The output of the pulse shaper is a Gaussian shapeditulés peak amplitude
proportional to the input chargiin released by the detector. The peak of the pulse is captured
by the subsequent peak detector and then sent through the analog-to-digitaicomrets.

1.1.4 Analog-to-Digital Conversion:

The peak value of the output voltage from the pulse shaper should beddmefare it's
sent to analog-to-digital converter. The peak detector can sanglcapture the peak amplitude
of the pulse at the output of the pulse shaper [10]-[13]. Once the pedikudm of the pulse is
sampled, it will be sent through to the analog-to-digital convéABC) and then we can get the
digital output signals at the output of ADC for further digital signal processing

1.2. Organization:

Chapter 2 describes theoretical background about signal/noigesiaraid equivalent noise
charge. Chapter 3 provides the design procedures of the CSA. Chapese#ts the design
procedures of the pulse shaper. Chapter 5 summarizes the thesis and future work.



2.0 Theoretical Background

2.1 Signal Analysis:

The input signal charge generated from the detector can beamjectss a Dirac current
impulse, the integral of which is equal to the charge Q corresponding to omeretdarge [14].
The output signal of the CSA is an exponentially rising step ifumgtith a rise times which is
inversely proportional to the gain bandwidth of the amplifier and isqgotiopal to the detector
capacitance. In fact, the rise time can be designed to be as low as possible, several
nanoseconds, by increasing the gain bandwidth of the amplifier schéhatitput signal of the
CSA can be seen approximately as an ideal step signal wigmphtudeQ/Cf. The output
signal of the CSA was sent through the next stage, the pulsa.shpdransfer functiol (s)
of the pulse shaper, a semi-Gaussian pulse shaper which consistsRaf differentiator and n
RC integrators shown, is given by

HGs) =[] [A] 2.1)

1+stl L1+st

wherer is the time constant of the differentiator and integrators,dasdthe DC gain of the
integrator. The orden of the semi-Gaussian shaper is determined by the number of real
coincident poles of the shaper. In the frequency domain, the sigriaé autput of the pulse
shaper is the product of the transfer funciitys) of the pulse shaper and the Laplace transform
of the step signa)/sCf. By taking the inverse Laplace transform of the product, the output
signal in the time domain is given by

t

L) e (22)

—(2). — (te (). e—izmftgp — @AY
Vour(®) = (57) - h(©) = I (57) - () - e n/taf = 50
wheretp, called peaking time of the shaper, is defined#y n X 7. The voltage output at the
pulse shaper has a semi-Gaussian pulse shape in the time domapeakhemplitude at the
peaking timerp can be easily obtained by taking the derivative of equation 2.2 sthéhpeak
amplitude at the output of the pulse shaper as shown in Figure 2.1 is given by
Q-An-nn
Cf-nlen

Voutmaz = ( ) ch(tmex) = (2.3)

L

cf
The peak amplitude is proportional to the chapggenerated by the detector. Therefore, the
energy of radiation can be determined by measuring the peak amplitude.
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Vo(t)
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Figure 2.1 The Pulse Response at the Output of the Pulse Shaper

2.2 Noise Analysis:

2.2.1 Noise Power Spectral Density:

The power spectral density (PSD) shows how much power the sigmadscat each
frequency. More specifically, the PSBx(f), of a noise waveformx(t) is defined as the
average power carried lyft)in an one-hertz bandwidth aroufidIn summary, the spectrum
shows the power carried in a small bandwidth at each frequenosalirg how fast the
waveform is expected to vary in the time domain [15].

Noise generators as shown in Figure 2.2 can be representedheiit power spectral
density, which is the distribution of average power in the frequencyidoiftze variance,,? of
the noise with power spectral density(f) is given by

0,2 = [, Sn(f)df = Su(6)? (2.4)

+ S (f) [A%/Hz] + S () [V3/H2)

Figure 2.2 Current and Voltage Noise Generators

which can be applied to voltage or current noise generators. Imoadditn input referred noise
with spectrunsni(f) is applied to a linear time-invariant system with trangiectionH (f) as
shown in Figure 2.3, the output noise spectfmm(f) and the output varianeg,,? are given

by

Ono? = Sno(O? = [, Sno(f)df = [ Sni - |[H(f)|*df (2.5)
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Figure 2.3 Linear Time-Invariant System with Transfer Function H(f)

It agrees with our derivation that the spectrum of the signtleonoise should be shaped by the
transfer functiort (f).

2.2.2 Thermal Noise:

Resistor Thermal Noise means that the random motion of electrons in a conductor
introduces fluctuations in the voltage measured across the conduetoif the average current
is zero. Thus, the spectrum of thermal noise is proportional to theutsbsemperature. As
shown in Fig.2.4, the thermal noise of a resigaan be modeled by a series voltage source or
parallel current source with the one-sided spectral density

Sv(f) = 4KTR ; Si(f) =

Sv(f) 4KT
L=, f20 (2.6)

R
wherek = 1.38 x 10723 J /K is the Boltzmann constarft;= 300Kis the absolute temperature;
R is the resistive component of the device. Note Sndf) is expressed i?/Hz.

S (f) [V3/Hz]

l Sen(f) [A4*/Hz)

Figure 2.4 Series Voltage and Parallel Current Thermal Noise Genemaitibrdoiseless Device

MOSFETSs also exhibit thermal noise. The most significant source iadis®e generated
in the channel. It can be proven that for long-channel MOS devicegingarasaturation, the
channel noise can be modeled by a parallel current source connette@rb¢he drain and
source terminals or by a series voltage source connecteddattheerminal as shown in Figure
2.5. Both models can be represented with their power spectral density as below.

Sv(f) _ 4ArKT
gm?  gm

Sv(f) = 4rKTgm; Si(f) =

, =0 (2.7)

where the coefficient is derived to be equal &y3 for long-channel transistors and which may
need to be replaced by a large value for submicron MOSFaT $s the transconductance of
MOSFET [15].
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Figure 2.5 Series Voltage and Parallel Current Thermal Noise Generasitibr IOSFET

2.2.3 Flicker Noise (1/f Noise):

The interface between the gate oxide and the silicon substrattMiOSFET entails an
interesting phenomenon. Since the silicon crystal reaches ar #msliaterface, many dangling
bonds appear, giving rise to extra energy states. As chamgercanove at the interface, some
are randomly trapped and later released by such energy, stategucing flicker noise in the
drain current. The flicker noise is easily modeled as a vokagece in series with the gate and
roughly given by

v ="/cox - wi - (2.8)

wherek is a process-dependent constant on the ordaf 25%(F). The noise spectral
density associated with dangling bonds occurs at low frequency oftere For this reason,
flicker noise is also called/f noise, which can be modeled in Figure 2.6. The inverse
dependence df/f noise o/ L suggests that to decreals§ noise, the device area must be
increased. Therefore, it's not surprising to see devices having afegveral thousand square
microns in low-noise applications [15].

5,

_Aif
R

LA

A 4

Figure 2.6 Series Voltage and Parallel Curraifif Noise Generators with MOSFET

2.2.4 Shot Noise:

Shot noise in electronic circuits is due to the quantized nature @flébtic charge. It
consists of random fluctuations of the electric current in a D@ewcurdue to that current
consisting of a flow of discrete electrons. The spectral noise densitytaiahke is given as

Si(f) = 2ql (2.9)



wherel is the average DC current, agqds the electronic charge. Note that the criterion for shot
noise is that carriers are injected independently of one anothigr,samiconductor diodes. The
shot noise of a reverse-biased diode can be modeled by a parakgitsource as shown in
Figure 2.7.

l e

Figure 2.7 Parallel Current Shot Noise Generator with Reverse-Biased Diode

2.2.5 Noise Path:

The noise properties of a front-end readout circuitry can beesepted by a series
voltage noise generator and a parallel current noise generator atput of the amplifier, as
shown in Figure 2.8, is represented as the detector capacitance. Rather than isgethfy
total noise over the full bandwidth, the magnitude of each noise scemeeatpr is described by
its power spectral density. According to the generally acceggedmption, the total system
noise is assumed to be dominated by the leakage current of tletodeted the input MOS
transistor of the CSA. Since the feedback resigtof the CSA provides a white parallel noise
source at the input node of the CSA, the feedback regfistbould be very large in order to
make its noise contribution negligible. Therefore, we first igtioeenoise contribution from the
feedback resistak in our noise analysis. The two equivalent noise sources are given by

Ssv=vn?2=2.kr. L+ L _ (2.10)
3 gm  Cox2-WL-f

Si =1In?=2ql 2.11
q

Photodiode

Figure 2.8 Noise Models for Detector System
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wheregm is the transconductance of the input transistor. The first terrguatien 2.10
represents the channel thermal noise of the input MOS transistersecond term in equation
2.10 represents the/ f noise of the input MOS transistor, whéfg is thel/f noise coefficient
of the CMOS process used in [16] [17]. In addition to the input M@S8sistor noise, the
detector leakage current provides another noise component, which is shottrgaserally can
be expressed as equation 2.11, wliasethe detector leakage current.

From the above two equations, the total noise power spectrum atitput of the CSA
can be given by

Vn, out(s)? = (mc‘g?#)z -Vn? + (%)2 - In? (2.12)
The first term in equation 2.12 represents the thermal noisg /gndoise from the input MOS
transistor and the second term is the shot noise due to the déteétmge current. The total
integratedrms noise at the output of the pulse shaper must be calculated firtheameve can
easily calculate the signal-to-noise ratio, which is thaathplitude of the signal divided by the
total integrated-ms noise, at the output of the pulse shaper. The transfer furit{ionof a sem-
Guassian pulse shaper consisting of 6Redifferentiator andn RC integrators is give by
equation 2.1.

Hes) =[] [ ]n 2.1)

1+stl L1+st

The total noise power spectrum at the output of CSA is tailoyetébtransfer functiofl (s) of
the pulse shaper as shown in Figure 2.9. The total integratedoise at the output of the pulse
shaper is then calculated as

Oniar = Veot? = | Vo) - HG2n)df
0
= fOOOSi - |Htot(s)|%df + fOOOSv -w? - Cin? - |Htot(s)|*df(2.13)

Sv=Vn?

i) = @ x 5() —_—Cin 5i = In?

Vou(t)

H.:o.!a! (f)

1

Figure 2.9 Simplified Noise Response for Detector System
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whereCin = Cf + Cgs + Cgd + Cp is equal to the sum of the capacitancg;s the feedback
capacitance of the CSEgs andCgd is the capacitance of the input MOS transisigris the
capacitance of the detectditot(s) is the transfer function of the whole systef;is the
equivalent parallel current noise source from the shot noise of thetaleieakage currerfy is
the equivalent series voltage noise source from thermal noisk/Ambise of the input MOS
transistor.

2.3 Equivalent Noise Charge (ENC):

In the detector readout system, the noise performance of themsystgenerally
expressed as the equivalent noise charge (ENC). The ENC isddeBnthe charge that the
detector has to release in order to yield a signal-to-naigeto one. In order words, the ratio of
the total integratedms noise at the output of the pulse shaper to the signal amplitude due to one
electron charge Q represents the ENC [1] [14]. ENC can be given by
S _ Vomax _ Q * Nmax

N o o
et \/fo Si-|Htot(s)|?df + [, Sv-w? - Cin? - |Htot(s)|?df

\/f0°° Si-|Htot(s)|2df+[;° Sv-w?- Cin2-|Htot(s)|2df
ENC =

— = JENCWSZ + ENCy ;% + ENC,,,° (2.14)
where ENC is commonly expressed iC or inrms electonsiENC,,, ENCy/r, andENC,,,
represent white series noise from the input MOS transistod,/theeries noise from the input
MOS transistor, and the white parallel shot noise due to the delegkaige current. We try to
design the front-end readout circuitry with the lowest posgINE. Clearly, theENC relies on
the characteristics of the detector, the CSA, and the pulpersiiefore designing the CSA and
the pulse shaper, it is better to deal with each independent noise component separately.

2.3.1 ENC, Due to Channel Thermal Noise of Input MOS Transistor:

The thermal noise source originates from the channel resistanttee ahput MOS
transistor. Dividing the integratedns thermal noise to the signal amplitude due to one electron
charge, thé&NC,,; is given by

8 1 (Cg+Cf+Cp)»BGR—3n  (ni.e?n 1
ENCys =+ KT - —- Al .("njn ) - aWS.ng.(Cg+Cf+CD)2-; (2.15)

gm q%-4m-T

whereB(x,y) is the beta-functiom,, is the constant shaping factor that depends on the order
of the pulse shapey;is the thermal noise coefficient that depends on the operation region of
transistor,C;, is the summation of the detector parasitic capacitaiges the input capacitance

of the input MOS transisto€f is the feedback capacitance of the CSA. This is a geBNI@)¢
expression and is valid for most of detector systems by usingGamssian pulse shapers with
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nt" order. Obviously, the use of the pulse shaper with larger timetacmscan limit the
thermal noise. In addition, theNC, is proportional to the input capacitance and depends
slightly on the order of the pulse shaper.

2.3.2 ENCy/f Due to 1/f Noise of Input MOS Transistor:

In the design of the detector readout system, a CMOS technologgsgr provides/
f noise, so the detector resolution is affected 1By noise significantly. Thel/f noise
originated from the input MOS transistéiVC, ;» can be given by

K Cg+Cf+Cp)? l.e?n
ENC )y = gl - COL0L  (B00) = ap - Kf - (Cg + Cf + Cp)? (2.16)

whereay is the constant shaping factor that depend on the order of pulse sfyaget;/ f noise
coefficient of the input transistor. The equation 2.16 can showEMét,, strongly depends on
the process parametefs, Cox, and the input MOS transistor dimension. In additiM(¢; /¢ is

totally independent of the time constardf the pulse shaper and depends slightly on the order of
the pulse shaper.

2.3.3 ENC,,, Due to Shot Noise of the Detector leakage current:

For the noise componeRy!, due to the detector leakage curréiN(,,,, can be expressed as

1.1
TB(Gnt3) (n!-ezn

ENC,, = 2ql - ) =y, 1T (2.17)

q%-4m-T
In contrast t&&NC,,s, ENC,,, is proportional to the time constanof the pulse shaper.

Furthermore, it depends on the characteristics of the shapess andependent of the input
transistor dimension.

In the following sections, we will discuss more detailsEdfC effect on the design
parameters of the CSA and the pulse shaper. We want to desigpwest possiblENC in our
front-end readout circuitry. The optimal input transistor charasties of the CSA, the optimal
peaking time of the pulse shaper, and the order of the pulse shiiges designed in order to
reach the minimum tot@NC in our system.
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3 The Design of the Charge Sensitive Amplifier

3.1 Charge Sensitive Amplifier Circuit Overview
[ &

| |
|
cr

Vi(t)

| Vout = pa(t) - QfCF
Rip = 0

i(e) = @ =% &(e)

| |
1
o

Figure 3.1 Charge Sensitive Amplifier (with the Detector).

Since the charge pulse released by the detector is too snb&lgrocessed, it has to be
pre-amplified before any signal processing. The input pre-ampidicadan be performed by
using a low input impedance charge sensitive amplifier (CSAjagic structure of the CSA is
shown in Figure 3.1. The CSA is composed of a voltage amplifier Ae@dbbck capacitdrf,
and a feedback networfk The charge Q released by the detector integrates int@edédck
capacitorCf. The main function of the CSA is to convert input current pulse intougjput
voltage signal [18]-[22]. If the CSA is assumed to be redllzgan ideal voltage amplifier with
infinite gain and bandwidth, the output of the CSA is very close to an ideal voltage step.

Vo(t) = p(t) ~C%, where (t) =0 fort < 0;1 fort > 0; (3.1)

Due to the Miller effect, the input impedance of the CSA iy V&w so the current AC
pulse mainly flows through the feedback capaditpras long ag€l < Cf - Ay, where4, is the
small signal gain of the voltage amplifier A. The CSA provides a virtuwalrgt at the input node
so the virtual ground at the input node stabilizes the potential c$ethgor electrode and the
operation of the input transistor.

The CSA requires an additional feedback netwdror (i) discharging the feedback
capacitorCf after each event is processed; (ii) absorbing the DC leakagmtof the detector;
(i) stabilizing the bias points at input and output nodes and the aperat the voltage
amplifier A by providing necessary DC feedback.
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3.2 Advance Cascade Amplifier Design

3.2.1 Advance Cascade Amplifier

in —|I‘_' M1
—II: Mz _It ﬁij Rout
= [ M4
-l M5

Figure 3.2 Advance Cascade Amplifier

In order to achieve a high voltage gain and wide bandwidth of the vatagéfier, the
voltage amplifier typically can be implemented by an advamseade amplifier as shown in
Figure 3.2. This configuration has several advantages. Since tasleasansistors, M3 and M4,
boost the output resistance, the voltage gain of the amplifier sas®wd. In addition, the current
of the output cascade transistors M3, M4, and M5 doesn’t need to banteeas the drain
current of the input transistor M1. Therefore, the input transistbrcbh operate at relatively
high current to achieve high transcondunctagwed, thus improving the voltage gain. On the
other hand, the current of the output cascade transistors can e &iaslatively low current to
increase the output resistanReut, thus also increasing overall voltage gain. Usually, the
current of the cascade stage is one tenth of the drain currerit. dfuvthermore, using the input
PMOS transistor instead of NMOS transistor provides lolygr noise which significantly
affects the noise performance of the whole system. HowevenptbeeX adds a pole at relatively
low frequency so there is a stability issue on the amplifigvilltoe discussed more details later.
Moreover, the output voltage range of the amplifier is also limited by the casmaiiguration.

3.2.2 Input MOS Transistor Optimization

In a properly designed voltage amplifier, the dominant noise soareesnly from the
input transistor. The other noise sources (e.g. from the casoadeglc.) are made negligible.
We will now focus our attention on the input transistor. The paramitarslirectly impact the
resolution of the system are input transistor capacitances and the input edquigede sources.
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MOSFET noise model:

Cep

; Can
11
Ces s

Figure 3.3 MOSFET Noise Model

Figure 3.3 shows the MOSFET noise model with series voltage smisee. Since the
shot noise from the detector leakage current is only dependent aketineor and shaper
characteristics instead of the design parameters of the W&Anly should focus on the thermal
noise andl/f noise generated from the input transistor in the CSA. The s@liege noise,, 4
of the thermal noise and @f f noise can be represented as

S 4KT K 4KT
LA VLSV S
f gm Cox-WL-f ImwW

(3.2)

Spa =

wheren is the subthreshold slope coefficients the gamma coefficient fro%n(weak inversion)

to% (strong inversion);Kf is thel/f noise coefficientCox is the gate oxide capacitance per

unit area¥ is the width of the input transistdr;is the length of the input transistgt,,, IS g,
per unitW; ipy iSip per uniti; K is the Boltzman constant; afids the absolute temperature.
ThenENC, can be expressed as

Apw 4KT K
ENCy® =22 yn -0+ (Cs + Cg)* + 2mAyy - —1_. (¢s + Cg)? (3.3)

whereCs is the capacitance of the detector, @hidis the input capacitance of the input
transistor. The input transistor can operate in strong inversion, wweeksion, and moderate
inversion based on inversion coefficidnt In these three different operation regions, the input
transistor can have totally different noise impact on the systdeme, we discuss them
separately.

a. Noise analysis in Strong Inversion Operation: (Vgs > Vth; IC > 10)

The input transistor can work in the strong inversion if Wlgg > Vth or we can
determine the work region of the transistor by the inversion coeffidieént llﬂ .
S
. 2 w ip ipw-L
is = 2nVy uCox— - IC = = = —=——>10 (3.4)

ls - Z-n-VTZ-u-Cox
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wheren is the subthreshold slope coefficieiyy, isip per unitW; Wis the width of the input
transistor;L is the length of the input transistdy; is the thermal voltage; is the mobility of
holes in a specific process; afidx is the gate oxide capacitance per unit area. According to the
first term of equation 3.3, we know that the thermal noise is $seWerproportional to the
transconductancegm. In order to geym, the drain current, of the input transistor at the strong
inversion is given by

. 1 w
ip=o=-p-Cox =+ (Vgs = Ven)? (3.5)

wherel,,is the threshold voltages; is the subthreshold slope coefficiemtis the mobility of
holes in a specific processox is the gate oxide capacitance per unit aréas the width of the
input transistor is the length of the input transistor; drd is the gate-source voltage. Then

gm can be obtained by
_ _ ZMCOX'iDW
gm = gmw - W=W- |=——— (3.6)

whereg.w IS g, per unitW; W is the width of the input transistdr;is the length of the input
transistor;n is the subthreshold slop coefficieptis the mobility of holes in a specific process;
Cox is gate oxide capacitance per unit anigg; is ip per unitW . Furthermore, the input
capacitanc€ g of the input transistor can be expressed as

Cg =Cgs+Cgd+ Cgb=Cox-WL (3.7)

whereCgs is the gate-source capacitan€gd is the gate-drain capacitanéyb is the gate-

bulk capacitancefox is the gate oxide capacitance per unit aréas the width of the input
transistor; and. is the length of the input transistor. Therefore, by putting equat®mand 3.7

into equation 3.2 and 3.3, the series voltage n§ig@andENCy in strong inversion can be
rewritten as

K 3 4KT L
= f + ynz
Cox-WL-f

Spa (3.8)

W-/ipw 2uCox

2 _ _Kr | . 2 4 Aww ot [ L (cstcoxwLy?
ENCy® = 2mAyp - — =+ (Cs + Cox - WL)* + . 4KT -y - n2 2iCoxioy W (3.9)

From equation 3.9, thBNC,, can be minimized by properly designing the variables of
W, L, t,, andipy. In order to minimize th&NCy, the length of the input transistor can be
selected as minimum length,;,, since the white noise term in strong inversion can be
minimized. The value ofpy, is based on the power specification. The peaking time
determined by the design of the pulse shaper and is based on theagyethie charge collection
time, and the parallel shot noise from the leakage current ofdétector. The transistor
gatewidthi¥ has a double effect. On the one hand, increasing the gatéfrdttucesl/f noise
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due to increasing the gate ai®¥d and also decreases the thermal noise due to increasing the
ipw + W. On the other hand, the increase in the gatewWldincrease€NC, due to enlarging the
input capacitanc€g = CoxWL. As a result, an optimal gatewidtf,,, must be found for the
minimumENCy,. In our design, the noise and the power is our main concern, batishieade-

off between the power and the noise. In order to choose the proper zgtef ghe input
transistor, we should sé&& C,, in two conditions: without and within power constraints.

Without power constraint, ipy = ipwmar @t Maximum Vgs-Vth, and the length of
MOSFET in strong inversion can be selected as the minimum Iépgthn order to minimize
the thermal noise of the input transistor. The equation 3.9 can be rewritten as

Kf Apw 3 Lmin (Cs+Cox-WLpin)?
ENC,* = 2mA,; - T (Cs + Cox - WLyyin)? + o 4KT -y -nz - /ZHCox‘iDWmax . " (3.10)

For a givenpymaex IN €quation 3.10, both the white ahdf series noise have a minimum for

Cs

= Cs (Capacitance Matching) or W = . The minimumENCy, in strong inversion can

oxLmin

be given by

3 3
YW AKT «y + N2 + L2 * Cox 4 21Ays - Kf (ipw, Lmin)) (3.11)

Tp 2p-ipwmax

A

ENCymin® = 405(

With Power constraint, if we impose a limit to the dissipated power and chagse
ipo according to our power budget, it increases the white seriesmdis®s no impact ob/f
noise. TheENC,, can be rewritten as

Y Cox-Wiinin

K Apw 3 Limin
ENC,? = 21A L (Cs+ Cox - WLyy)? + S AKT -y i /m (Cs + Cox  Whpi)?  (3.12)

The 1/f series noise still has a minimum f6y = Cs (Capacitance Matching) or W =
Cs

while the white series noise has a minimum (j‘grzgs orW = in strong

CoxLmin oxtmin

inversion.
b. Noise analysis in Weak Inversion Operation: (Vgs < Vth or IC < 0.1)

For applications that have a very tight power budget, it's desitalidias the transistor in
weak inversiony gs < Vth. The work region of the transistor can also be determined by the
inversion coefficient IC.

Ic=—2t <01 (3.13)
2nVre-u-Cox
wheren is the subthreshold slope coefficieny;, isip per unitW; L is the length of the input

transistorV; is the thermal voltage; is the mobility of holes in a specific process; éoa is
the gate oxide capacitance per unit area. According to #stetéimm of equation 3.3, we know
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that the thermal noise is inversely proportional to the transconaegan In order to gegm,
the drain current, of the input transistor at the strong inversion is given by

Vgs—-Vth

ip = HCoxVr’ T e ™7 (3.14)

wherel,,is the threshold voltage; is the subthreshold slope coefficiemtis the mobility of
holes in a specific processox is the gate oxide capacitance per unit aréas the width of the
input transistorl is the length of the input transistd; is the gate-source voltage; ards the
thermal voltage. Thegm can be obtained by
gngmW-sz-;DTW (3.15)
T
wheregw IS g, per unitW; W is the width of the input transistor;is the subthreshold slope

coefficient; ipy, is ip per unitW; andV,,is the threshold voltage. Furthermore, the input
capacitanc€ g of the input transistor can be expressed as

Cg =Cgs+Cgd+ Cgb=Cox-WL (3.6)

whereCgs is the gate-source capacitan€gd is the gate-drain capacitanéyb is the gate-
bulk capacitancejox is the gate oxide capacitance per unit dnéas the width of the input
transistor; and. is the length of the input transistor. Therefore, by putting equ&til5 and 3.6
into equation 3.2 and 3.3, the series voltage n§jseand ENC,, in weak inversion can be
rewritten as

_ Kf 2 4KT-Vr
Spa = Cox-WL-f + W-ipw (3.16)
Kf Apw (C +C 'VVLmL'n)2
ENC,” = 2mA,f - cormi " (Cs+ Cox - W Lmin)? + o 4KTyn?Vy # (3.17)

With Power constraint, the input transistor operates in weak inversion because of the

tight power budge. The 1/f noise still has a minimum for

C . . . .
> while the white series noise has a

Cg = Cs (Capacitance Matching) or W =

oxklmin

minimum forW — 0 or Cg = 0 in week inversion.
c. Noise analysis in Moderate Inversion Operation:

Most of the applications typically impose a limit of less thamW per pixel. With these
constraints, the input MOSFET operates in a region between simdngeak inversion, known

as moderate inversion. In moderate inversion the white seriesrhasnaum for0 < Cg < ?S

Depending on the relative weight of the 1/f noise contribution, whichahasnimum for
Cg = Cs, the overall minimum is achieved iIhn< Cg < Cs. The optimization requires an
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accurate model in the region of moderate inversion. First, the wgidnref the input transistor
can be determined by the inversion coefficient IC.

01<IC=—22t 19 (3.18)

2nVre-u-Cox

wheren is the subthreshold slope coefficieiy;, isip per unit WL is the length of the input
transistorV; is the thermal voltage; is the mobility of holes in a specific process; éoa is
the gate oxide capacitance per unit area. According to stetéimm of equation 3.3, we know
that the thermal noise is inversely proportional to the transcondugianceg,,,, is given by

_ . _ . lD_W . v1+4-1C-1 _ W-Vp-uCox . . ipw-L _
gm = gmw - W =W nvr 2.c L (\/1 +4 2-n-Vp2-u-Cox 1) (3.19)
wheregw IS g, per unit W;W is the width of the input transistor;is the subthreshold slope
coefficient;ipy, isip per unit W;L is the length of the input transistdy; is the thermal voltage;
u is the mobility of holes in a specific process; &d is the gate oxide capacitance per unit
area. In addition, Gamma coefficignalso can be determined by the inversion coefficient IC
[29].

2, IC > 10 in strong inverstion

Y= %, IC < 0.1 in weak inversion (3.20)
Tmoa» 0.1 < IC < 10 in moderate inversion
— 1 (i, z, — 1 (1,2 ipw-L
Tmod = T3¢ (2 + 3 IC) 14—_tow'lL (2 + 3 2-n-V7~2-u-Cox) (3.21)

Z-n-VTZ-u-Cox

In addition, in order to get more accurate modeling, the input ¢apaeCg of the input
transistor can be modeled in a more advanced approach as shown in Figure 3.4.

Cg = Cox - WL = Cg =~ 20, W += Cox WL (3.22)

ow P‘

Figure 3.4 Drain-to-Source Overlap Capacitance
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where Cov is the drain-to-source overlap capacitance per WhjtCox is the gate oxide
capacitance per unit areé’; is the width of the input transistor; ahds the length of the input
transistor. Thus, we can put equation 3.19, 3.21, and 3.22 into equation 3.3, aBil djen
moderate inversion can be rewritten as

4KT Kf
IMmod + ZTL'A-‘,f —CO

2 Avw 2 2
ENC,? = (7 Tmod < T * ) +(Cs + 2CouW + 2 CoxWLnin ) (3.23)

XWLmin
The equations for the optimization of the MOSFET in the moderatesioveare complex. Here,
let's review the whole modeling and optimization in the modenatersion from a more general
point of view. We assume that the detector capacitdnds given and there is a powRy
constraint for the voltage amplifier. Imposing a constraint on pd&yaneans imposing a
constraint onip, = ipy - W, sinceip = P;/Vdd. The constraint on the time constants
dependent on the event rate, the charge collection time, and thlel srat noise. For given
constraints, since the white noise can be minimized by inogedise peaking time, =n - t,

we assume thatENCy, is dominant byl /f noise. Thus, th&/f series noise has a minimum for
Cs

> in moderate inversion. In our
2CouW+5CoxWlimin

Cg = Cs (Capacitance Matching) or Wy, =

design, the drain curreiy of the input transistor in the moderate inversion is designed to be
127uA and the optimum gatewidit,,, is designed to be 16.8m. Since the input transistor
provides a large power gain, the noise from the input transistor usaatgibutes more than
80% of the total voltage amplifier noise.

3.2.3 Gain & Bandwidth:

In order to compromise the power and the noise, the input MOSFET caateopera

moderate region. Once we know the power constRainthe drain current of the input transistor

can be obtained bi, = %. In addition, according to the above noise analysis in moderate

inversion operation, the optimum width,,,, of the input transistor is chosen to e

2CouW+5Cox WL

due to capacitance matchir@y = Cs. In addition, the current of the output cascade transistors
M3, M4, and M5 doesn’'t need to be the same as the drain current iofpthetransistor M1.
Therefore, the current of the output cascade transistors can bd bta®latively low current to
increase the output resistanee thus also increasing overall voltage gain. Usually, the current
of the cascade stage is one tenth of the drain current of Ndrefbre, according to above
constraints, the transconductangg, of the input transistor has almost been fixed. If we want to
enhance the amplifier gath=~ g,,; - Rout as shown in Figure 3.5, the only thing we can do is
to increase the output resistarieut roughly given by

Rout = [gm3ro3 (7”01”7”02)]“[911147”047”05] (3.24)
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Since gimzto3(To1l702) K GmaToalos » Rout is approximated by,,sr,3(r,11l7,2) . Therefore,
we can try to increase,s; by enlargingl/; and increase,,,r,,,7,3 by enlarginglL,, L, L5 .
Finally, the gainA can be achieved t80dBm. However, largdV; and W5 causes stability
problem on the amplifier. We will discuss this issue later more details.

in—lt M1 lf

lll. Eil_lt M3 lll. 11

_II_: M2 <« Rout

out

—[. M4
—IME

Figure 3.5 Advance Cascade Amplifier

3.2.4 Noise Contribution from Transistors:

Once the input transistor noise is optimized, the noise from athesistors must be
minimized as well. Since the noise calculation is complex, wapgmximate equations for the
noise spectral densities here. First we compute the white noise fromraessstor, and theh/f
noise as shown in Figure 3.6. First of &l noise contribution from the cascading transistors
M3 and M4 is usually negligible [15]. Then, for the current source transist&f? and M5, white
noise terms can be minimized by redugmngg,,. Since the highekt reducey - g,,,, thus lowing
white noise, the length @f2 and M5 should be chosen as high as possible. For a given drain
current,M2 and M5 should operate in strong inversion as well. Next we try to mimimig
noise by increasing bothand W of M2 and M5 while maintaining a fixed/ /L ratio in order to
maintain the operating point 8f2 and M5. Finally, both white and/f noise inM2 and M5 is
minimized.
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Figure 3.6Advance Cascade Amplifier with white ari¢ f noise generators
3.2.5 Adding a Buffer

In Figure 3.7, a source follower is used as a buffer to drive the cangduto isolate the
sensitive node from the large load capacitance.

oul

Figure 3.7 Adding a Source Follower, a Buffer
3.2.6 Stability:

Consider the circuit as shown in Figure 3.8. We identify five paldke input node, the
output node, nod#&, nodeY, and nodée. In order to decrease the white noise of the load
transistorMs, L is chosen as a large value #igis chosen as a low value. Plus, the small-
signal resistance at nodeis small. Therefore, the pole at noddocates at relatively high
frequency. Furthermore, since the output resistance of the Imuffisually small, the pole at the
output node also lies at relatively high frequency, even with a ratd®ad capacitandg at
the output node. In addition, since the small-signal resistance aZnsdegher than the small-
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signal resistance at the other nodes, even with a moderate catepesqzacitancéy, the pole at
nodeZ is usually the dominant pole in the amplifier. Furthermore, the total capsca@dnode

is roughly equal toCgdl + Cdb1 + Cgd2 + Cdb2 + Cgs3 + Csb3. SinceW1and W3 are
usually large in our circuit in order to minimize the noise andntease the gain, the
capacitance at nodéis quite large. It makes the pole at the n&d®e a first non-dominant pole
and is close to the dominant pole at ngdeo the circuit easily becomes unstable. Thus, one
way to solve unstable problem in the circuit is to increase the@easation capacitancy at
nodeZ because larger compensation capacitéRamoves the dominant pole at nodeclose
to the origin so that it makes the circuit more stable. Howekerbandwidth becomes smaller
and then the speed of the circuit is decreased. For our design, then cladse of the
compensation capacitancg is 2pF so the area of the compensation capacitéhcs quite
large in the circuit in order to make the circuit stable.

in —It M1
—[ me
—II; . —It M3 ) (m:-
1 BT
- - M41: o=
—| M5

Figure 3.8 Cascade Amplifier with the Load Capacitaiiie

3.3 Reset Network

The reset network R provides the discharge of the feedback capatteor the
measurement. In the low impedance configuration R also providesizsidm of the sensing
node and of the voltage amplifier. The reset network can be implethbytusing a very large
feedback resistakf as shown in Figure 3.9. Since the feedback resit@rovides a white
parallel noise source at the input node of the CSA, the feedbastor&gi should be very large
in order to make its noise contribution negligible. The relationshipdsgtwthe noise from the
feedback resistakf and the noise from the detector leakage current is shown as following

4KT
F << quleak (325)
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whereK is the Boltzman constanf;, is the absolute temperatuiig;,; is the detect leakage
current; andqg is the electronic charge released by the detector. Howevemgaaddiarge
feedback resistaRf has several disadvantages. FiRgt,is too big to integrate on the chip due
to limited area. Secondly, a lar§¢ creates a large voltage drop between the input and output
nodes of the CSA. This large voltage drop would affect the workmegjithe transistors and the
operation of the voltage amplifier. Third, a largg makes the CSA has a longer time constant
due to a largeRfCf value. A Longer time constant leads to a longer dischargesontieat the
next pulse event would easily pile-up on the previous pulse event.

Rf

——AAAS—
|
1

|
|
cr
cy
Vi(t)

Vout = p(t) - Q/Cf

i(t) =@ = &)

Figure 3.9 CSA witha Feedback Resist&f

An alternative is to use a single P channel MOFSFET biasedtimation as shown in
Figure 3.10 [23][24]. The area of PMOS transistor is much smdker the large feedback
resistorRf so it's easier to implement on the chip. The gate termindaheftransistoMy is
connected to a fixed biasing voltage. This biasing voltage should bencimsrder to maké/,
in saturation (strong inversion) so that the PMOS transigtdn strong inversion has less noise
contribution. The length of the transistdg should be selected very Iorfg,» 1, so that the
PMOS transistoM; can easily operate in strong inversion by the given drain curhent
addition, The PMOS transistdf, can absorb the leakage current from the detector and provide
the discharge of the feedback capacitor after the measuremewever, because of the
nonlinear dependence if andv,;on My , the time dependence of the discharge of the output
node doesn’'t show a simply exponential behavior, as in the case ofetliad& resistakf.
Therefore, a compensation circuit has to be used in order to minimize the norylinea
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Figure 3.10 CSA witha Feedback PMOS Transistor

3.4 Compensation Circuit

The reset system with the compensation circuit is shown inrd-igull. The
compensation is based on the use of a second PMOS transjstorparallel to the second
capacitorC,. The source and the gate terminals of PM@QSre connected respectively to the
source and the gate terminals of PM®@& The drain terminal of PMO®&, must be connected
to the input of the pulse shaper in the next stage. In order to atheegempensation, the length
and width of PMOSV, must respectively satisfy the conditiods:= Lpand W, = NWg, where

N is the ratio otg—z. Therefore, the compensation circuit cancels the additional zero crgéatezl b
F

feedback reset network. If these conditions are satisfied, the cunaient of PMOM, is N
times the drain current of PMQ®&.. And the charg®,,; produced by, is N times the charge
Q;, generated from the detect@,,,; = N - Q;y,.

Vg

PMOS Mf .
A" A" oV
11 11l
|l NG 11
cf PMOS| Mz =N-M?} C
€z=N-Cf
15t CSA 15t Shaper

1

Figure 3.11 CSA witha Compensation Circuit
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3.5 Two Stages of CSA

In Figure 3.12, a second CSA stage is added in order to the insrgaakto-noise ratio
at the output of the pulse shaper. The compensation networks are compd3®tDB M,
parallel toC,; in the first stage and NMOB8, parallel toC,, in the second stage. The source
and the gate terminals of NMQ®&,, are connected respectively to the source and the gate
terminals of NMOSV,. The drain terminal of NMO®;, must be connected to the input of the
pulse shaper in the next stage. In order to achieve the compensatitengteand width of
NMOS M, must respectively satisfy the conditiong; = Ly,and Wz, = N,Wp,, whereN, is
the ratio ofgﬁ. If these conditions are satisfied, the drain current of NMQsSIis N, times the

f2

drain current of NMOS/,,. Therefore, the drain current of NMQ&;, is N; - N, times the
drain current of PMO3/¢,. And the charg@,,. produced by, is N, times the charg@;,;
produced byC;;, Quut = N3 - Qinz. Therefore, the overall gain M - N, = %. In our design,
N; = N, = 10 so the overall gain is 100. The input charge released by theatateamplified
by 100 times.

Vou Vy2
PMOS Mgy NMOS My, NN, 0
Tt T3 TR
AAA—

|1

) | ]
Cr1 PMOS|Mzy = Ny - Mgy Cr NMOSWMz, = N, - Mg, / c

Cz1 =Ny - Cfl Cpp =Ny - sz
1St CSA 2nd CSA 15t Shaper

Figure 3.12 Two Stages CSA

3.6 The Simulation of CSA

The circuit is designed under AMI6um CMOS technology and the supply voltage is
3.3V. This is simulated by using a Cadence Spectre simulator and BSIM3v3 transideds.m

3.6.1 AC Simulation of the Cascade Amplifier with the Buffer:

Figure 3.13 below shows the schematic of the cascade amplidiele 3.1 lists the size
of each transistor and the capacitor values in the cascade amplifst, the power dissipation
of the CSA is limited withinlmW so the current of the input PMOS transistor should be
controlled at less tha300uA. Therefore, we controlled our input transistor currert2&iuA
which is less thaB00uA so that the total power dissipation can be minimize@l5&787mW
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which is less thanmW. Furthermore, the input PMOS transistor is chosen to operate in the
moderate inversion).1 < IC < 10, due to compromise the power and the noise. In the moderate
inversion, the value of the input gate capacitafjycehould be chosen as less than the value of
the detector parasitic capacitanCe depending on the relative weight dff series noise
contribution and white series noise contribution. In our design, the optiratewigth size and

the length size of the PMOS input transistor are chosé6.8s: and1.2u so that the value of

the input gate capacitan€g is abou22pF, which is less thaBOpF of the detector parasitic
capacitancé€s. Since the size and the current of the input PMOS transistorbesvefixed, the
transconductance,,of the input PMOS transistor has also been fixed. In addition, therbuffe
does not provide any additional voltage gain. Therefore, in order tm@nlize voltage gain of

the amplifier, we can try to increase the small signaktascero at nodeZ. The small signal
resistancero at nodeZ can be increased by increasggs, 7,1, o2, andr,;. Finally, the gain of

the amplifier can reach 82.28m as shown in Figure 3.16.

Figure 3.14 also shows the phase of the amplifier. Since thadinsdominant at nodg
is close to the dominant pole at ndfleit easily makes the amplifier unstable so we add a
compensation capacitd@ly at nodeZ in order to stabilize the amplifier. The value of the
compensation capacit@ly is chosen agpF so that the phase margin can be achieved to
31.236°.

! V:uppl’_\'
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in % 1
Vie wp—"ads M1 Mé6 ;
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'] M4 .l Cx 1 !
.IfE-I s L] T i
¥ ' M5

&

Figure 3.13 The Schematic of the Advanced Cascade Amplifier

WIL PMOS M1 16.8m /1.2 Veupply 2.5
W/L NMOS M2 o/ 21p v, 1.6%
W/L PMOS M3 13Qu/ 1.2 Vi 1Y
W/L NMOS M4 9Qu/0.6u Vi v
W/L NMOS M5 3Qu/ 124 Vs 1.4
WIL PMOS M6 2411 2.44 Vi 0.9
W/L PMOS M7 6Qu/ 0.6 Vis v
B QF C, 1pF

Table 3.1 The Sizes of the Transistors, Capacitors, and Bias Voltage

27



AC Response B
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Figure 3.14 DC Gain and Phase of the Advanced Cascade Amplifier

3.6.2 Noise Simulation of the Cascade Amplifier with the Buffer:

Once the size of the input PMOS transistor is optimized, othasistors in the amplifier
also need to be given proper values in order to minimize the mogee 3.15 shows the noise
simulation of the amplifier. The total output noise of the amplifier is calculatess215uV2.

Noise Response I

V/sqrt(Hz) ()

-22
101 100 10! 102 103 104 108 108 107 108 102 101 10!
1.6079MHz | 1.6212E-15 freq (Hz)

Figure 3.15 Noise Response of the Amplifier

3.6.3 Transient Simulation of 2 Stage CSA:

Figure 3.16 below shows the schematic of the 2 stages of the Ta&Bke 3.2 lists the
sizes of transistors, the values of capacitors, and the biasevoitlge 2 stage CSA. Adding one
more stage of the CSA can improve the signal-to-noise ratieeaiutput of the pulse shaper. In
addition, the compensation networks, composed of PM@Sparallel toC; in the first stage
and NMOSM,, parallel toC, in the second stage, are used to improve the linearity problem
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caused by the feedback transistors PM@Q$and NMOSM,,. Moreover, the drain current of
NMOS Mz, is 100 times the drain current of PM®%, and the output chardg,,,; is 100 times
the input charg®,;, generated by the detector. Therefore, the overall gaj 1%V, = 100.
Figure 3.17 shows the transient simulation of the 2 stages of SBeb§ giving 625K input
electrons which is about a 100 input charge.

t;-'l : ---'.:-- [ - "':" G-ai:: '1'-1‘\.-.! ’ [:j-"'

Figure 3.16 The Schematic of 2 Stages CSA

W/L PMOSM;, 1.5/ 30u W/L NMOSM,, 1.8./60u
W/L PMOSM,,, 150 /30 W/L NMOSM,, 184/ 60u
Cf1 bF CfZ RF
C, 1pF C, 1pF
V1 0.9 Vo 3.V
N1 - Cfl/Cl 10 Nz - sz/Cz 10
Table 3.2 The Sizes of the Transistors, Capacitors, and Bias Voltage
. Transient Response ]
?:: 2m Stage CSA Output
;?sgﬁf;lcs-\ Vot T
_Lm:_:::; ~— 1< Stage CSA Output
E1.-:.51.95 HH'“““-»-.__ —
‘-‘“ﬂﬂ&?ﬂoxrm- _
H :: Input Charge Qin
ﬁ?ﬁ.lZulﬁ = L0pa, -'2.50- - 'I;';s":'?"“. - .-759 - - N

Figure 3.17 The Transient Simulation of 2 Stages CSA
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3.6.4 Noise Simulation of 2 Stage CSA:

Figure 3.18 shows the noise response of the 2 stages of the CSAoiSbeontribution
from PMOSM,;, and NMOSM,, in the compensation networks is negligible. Since the
feedback transistor PMQBy, in the first stage and the feedback transistor NMSin the
second stage are biased at the strong inversion, the noise contributiavi-f andM;, can be
minimized. Even thoughthe feedback transistoid; andM;, contribute some noise, the total

output noise contribution from the input transistor of the amplifistilsdominant in the CSA.
Therefore, the total output noise of the 2 stage CSA is ctcudd1.209393uV? integrated from
0.1 to 100GHz.

Noise Response &

=NN2()

Vfsqri(Hz)
=
=y
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10! 100 10! 102 103 104 10% 108 107 108 109 1010 10!
0.8B05MHz | 4.7745E-17 freq (Hz)
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Figure 3.18 Noise Response of 2 Stages CSA
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4 The Design of the Pulse Shaper

4.1 Semi-Gaussian Pulse Shaping Filter Overview

The primary function of the pulse shaper is to shape the output digmal the
preamplifier in order to optimize the signal-to-noise ratithe output of the shaper. In addition,
the pulse shaper should operate properly at a high counting rate wddégraiding resolution.
The most common pulse shaper employed in the radiation detecemsgsthe semi-Gaussian
pulse shaper achieved by ofR differentiator and RC integrators [4]-[9]. A differentiator, a
high-pass filter, sets the duration of the pulse by introducingcaydtime constant and an
integrator, a low-pass filter, increases the rise timenhit lihe noise bandwidth. The transfer
function of a semi-Gaussian pulse shaper is given by

) = [ [ @)

1+stl L1+st

wheret is the time constant of the differentiator and integratdris the DC gain of the
integrator; the orden of the semi-Gaussian shaper is determined by the number of real
coincident poles. According to the noise analysis in the previousisgctine white noiSENC,,
the1/f noiseENC, ¢, and the shot noiseNC,,,are completely independent of the DC gaiof

the integrators. Therefore, both the time constartd the orden of the semi-Gaussian shaper
should be optimized in order to achieve the lov#€ in the circuit. Before we start to design
the pulse shaper, it's better to understand all design parameters first.

4.2 Pulse Shaper Design Parameters

4.2.1 The Order n of the Pulse Shaper:

The semi-Gaussian pulse shaper is composed ofCé&ndifferentiator and nRC
integrators. The order of the pulse shaper depends on the number of real coincident poles.
Total ENC decreases as the order n of the pulse shaper increases sinogthepulse signal
gets more symmetrical and it approaches the Gaussian shslp@nasin Figure 4.1. However, a
higher order of the shaper, which is composed of more integratmrisumes more power and
area in the circuit. Thus, we should determine the optimum order @iutee shaper based on
our power budget, the circuit area, and the tBMl’ requirement.
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Figure 4.1 A Typical Gaussian Shaped Signal

According to our noise analysis in previous sections, we are mading with the
equivalent white series noideNC,, due to the thermal noise of the input transistor, the
equivalentl/f series nois&€NC,,r due tol/f noise of the input transistor, and the equivalent
white parallel nois&NC,,, due to the shot noise of the detector leakage current. Thus, the tota
ENC? can be given by

2 siw-lH (D) Rdf + [0 (sow+2). w2 cin? H(F)[2af

ENC? = A (4.2)

hmax

V tma.x
hmaz = h(tmax) = % (4-3)

whereSiw is the power spectral density of the shot noise due to the ateleakage current;

Svw and Svf are the power spectral density of the white noiseldifichoise from the input

transistor,f is the frequency of the signdl;, = C; + Cr + C4 is the total input capacitance;
H(f)is the transfer function of the whole system,,, is the function of the whole system
operating at,,,,. First of all, we can consider the first case of an unfitetearge amplifier as

shown in Figure 4.2. The output voltageut(t) and its Fourier transféfout(f) can be given

by

Vout(t) =Q-h(t) =Q -Cif(p(t),where p(t)=0fort<0;1fort=0 (4.4)

1

Vout(f) =Q-H(f) =Q - (4.5)

J2nf-Cr

Figure 4.2 An Unfiltered Charge Amplifier

32



whereQ is the input chargej; is the feedback capacitance of the C8&) is the function of

the whole system (f) is the transfer function of the whole system. We canHgyf into
equation 4.2 to geéiNC? as below.

Iy siw-H(DRAf+ [ (sow+Eh)-w?- cinH(DPar

L = Siw + — fo fzdf+va Cin? - f af +
1
jZﬂ.’f'Cf

ENC? =

hmax

Svf - Cin? - fooo]lcdf = 0 + 00 + 00, where H(f) =

(4.6)

According to the above equation 4.6, the parallel white riigethe series white noist, and the
seriesl/f noiseSvf become infinite. Thus, we consider to add a one real coincidémtspaper with
the time constant after the CSAas showrin Figure 4.3 The output voltag&out(t) and its Fourier
transferVout(f) can be given by

Vout(t) =Q -h(t) =Q -H, - e_Tt, where Hy = h(tqx) 4.7)

Vout(f) =Q-H(f) = Q

= h(tmax) (4.8)

i(2) = @ % 6(1)

CSA 1 Pole Shaper

Figure 4.3 One Real Coincident Pole Shaper with Time Constant T

whereQ is the input charge; is the time constank(t) is the function of the whole system;
h(tmax) IS the function of the whole system operating,at,; H(f) is the transfer function of
the whole system. We can @ili(f) into equation 4.2 to g&NC? as below.

f°°Siw-|H(f)|2df+f°°(5vw+5"f)w Cin|H(f)|2df 2
2 2 7 —Siw-£+5vw-cm fo

Rmax 2nT

_ z HO"L'
fo — ——dx = Si- +oo+oo WhereH(f)_ijr

ENC? =

dx + Svf - Cin?

(4.9)

1+x2

According to the above equation 4.9, the parallel niisecontribution is proportional to the
time constant of the pulse shaper but the series nsise andSvf contribution are still infinite.
Thus,we consider to add a two real coincident poles shaper withinleeconstant after the CSAas
shownin Figure 4.4The output voltag&out(t) and its Fourier transféfout(f) can be given by
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-t
Vout(t) =Q-h(t) =Q - H, % et,where Hy = e h(tper)at tmax =7  (4.10)
Vout(f) =Q-H(f) =Q - (1:?‘;)2, where Hy = e - h(tpgy)at tymay =7 (4.11)

2 Poles Shaper

Figure 4.4 Two Real Coincident Poles Shaper with Time Constant T

whereQ is the input charge; is the time constank(t) is the function of the whole system;
h(t,qx) IS the function of the whole system operating,at,; H(f) is the transfer function of
the whole system. We can piff) into equation 4.2 to g&NC? as below.

[ siwH(F)12df+ [P (Svw+3Ly.w?- cin?-[H(f)|2df 2 2 2 2
ENC? == > L =Siw-7- S+ Sow - Sy spfcin? S =
hmax 8 T 8 2
, Cin? . Hgt
Apy - SU-T+ Apy - SV-——+ Ayf - Svf + 2m - Cin?, where H(f) = (1+]9WT)2 (4.12)

where4;,, is the parallel white noise coefficiemt;,, is the series white noise coefficient; and
Ayf is the seried /f noise coefficientAccording to the above equation 4.12, the parallel white
noiseSiw contribution is proportional to the time constamtf the pulse shaper; the series white
noiseSvw contribution is proportional to the square of the input capacitégnand inversely
proportional to the time constarit the seried/f noiseSvf contribution isproportional to the
square of the input capacitan€g and independent of the time constantherefore, in order to
minimize the parallel noise and the series noise, the pulse sttapdd be designed to be at
least 29 order of the shaper, composed of @iedifferentiator and on&C integrator. Here,
let's see whethef NC decreases or not if the ordeof the shaper is increased. Thuws,consider

to add a n real coincident poles shaper with the time constdter the CSAas shownin Figure 4.5
[29]. The output voltag& out(t) and its Fourier transféfout(f) can be given by

-1 -t
Vout(t) = Q- h(t) = Q - —2—. (E)n -et,where Hy = e™ 1.

) (n—-1)! T

Vout(f) = Q-H(f) = Q

(n—-1)!

(n-1)n-1 h(tmax) at tpax =T (n-1) (413)
n-1,_(m=1)! R(tmay) At tmax =T+ (n — 1) (4_14)

(n-1)n-1

Hg'T
(a+jwo)n’

where Hy = e
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Figure 4.5 N Real Coincident Poles Shaper with Time Constant T

Then, we can pui(f) into equation 4.2 to g&NC? as below.

2 siwH(P)12df+ [ (Svw+3Ly.w?- cin?-|H(F)|2df o2
ENC? =2 Pt = Aiwy ST T+ Apy - SU- =+ Ayp - Suf - 2m -
.2 _ HO"L'
Cin®, where H(f) = Tjwr (4.15)

According to the above equation 4.15 and complex calculations, we maaldeadTl [29] as
below and summarized the relationship between the ordsfr the pulse shaper and the
coefficientsA;,,, Ayy, and A,.

n =2 n =3 n =4 n=5
Ay 0.924 1.28 1.556 1.791
Ay 0.924 0.425 0.311 0.256
Ayy 0.59 0.54 0.53 0.52

Table 4.1 Coefficients for ENC v.s. the Order n of the Shaper at Equal Time Constant T

At the equal time constamnt Table 4.1 shows that the parallel white noise coefficigpt
increases with increasing the series white noise coefficieff,, decreases with the increasing
n, the seried/f noise coefficienl,; decreases slightly with the increasingThus, the total

ENC with then real coincident poles shaper also can be shown in Figure 4.6 [29].

Figure 4.6 shows thd#NC,,;, decreases as the ordeof the shaper increases and the
output pulse become more symmetric and flatter. Howe@¢,,,;,, doesn’t improve much
when the orden of the shaper is above 5. Therefore, the ondefr the shaper should be chosen
between 2 and 5 according to our power budget and Edtélrequirement. If we want to
achieve loweENC, we can choose to use t5 order shaper but it consumes more power and
area. On the other hand, if the power is our first concern, welaose to use thé“order
shaper but get highéC.
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Figure 4.6 Total ENC with n Real Coincident Poles Shaper v.s. the Time Constant

4.2.2 Time Constant t:
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Figure 4.7 Total ENC v.s. Time Constant

The time constant is one of the most important design parameters when we déasign t
pulse shaper. The time constardan be determined by tiR€ value of the differentiator and the
integrator. Changing the time constardf the shaper changes the noise bandwidth so it will
affect the noise level, but it also affects the signal aog#it Here, we design the pulse shaper
with real coincident poles so that the time constant the CR differentiator and th&kC
integrators are equal. In Figure 4.7 [29], the parallel white soiseontribution is proportional
to the time constantof the pulse shaper; the series white nsise contribution is inversely
proportional to the time constarit the seried/f noiseSvf contribution isindependent of the
time constant. Therefore, the minimurBNC can be found when thenc;, andENC,,, are
equal at the optimum time constapy,.
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a. Peaking Time T,:

The shapers also can be defined as a more visible parantieéetse peaking time,. The
peaking timer, is defined as the time froa? to 100% of the pulse amplitude as shown in
Figure 4.8. The totalNC can be rescaled as function of the peaking tignas follows:

Cin?

T cin?t ,
ENC? = Aininp ; + Ay Sow ??p + ZﬂAvafolnz = Aiprinp + Avava_[_

21mA, Sy Cin®, where Ay, = Aiwé and Apyp = Apy T?p (4.16)

According to above equation 4.16, we made a Table 4.2 [29] to comparertbemance of
different order n of the shaper at the equal peakingtjmne

Vs pulse response

o,max_|

L

Figure 4.8 TheV,,.(t) Pulse Response with the Peaking Tirpe

n=2 n =3 n =4 n =5
T,/T 1 1.924 2.741 3.469
A = A T 10.924 0.665 0.568 0.516
iwp — Aiw T,
_ Tp 10.924 0.822 0.852 0.888
Ava - Avw?
Ays 0.59 0.54 0.53 0.52

Table 4.2 Coefficients for ENC v.s. the Order n of the Shaper at Equal Peaking Constant t,,

At the equal peaking timg,, Table 4.2 shows that the parallel white noise coefficient
A;wp decreases with increasing the series white noise coefficiefy},,, is almost constant with
the increasing; the seried/f noise coefficientd,; slightly decreases with the increasing
Thus, the totaENC and the/out(t) pulse with the: real coincident poles shaper at the same
peaking timer,, also can be shown in Figure 4.9 and 4.10 [29].
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Figure 4.10 Vout(t) Pulse Response with the Same Peaking Times. the Orden of the Shaper

b. Pulse Width t,:

The shapers also can be defined as a more visible paramé&eithelipulse width,,. The
pulse widthr,, is defined as the measure at the t of the full pulse amplitude. The total
ENC can be rescaled as the function of the pulse wig#s follows:

Cin?

+ znAvavf Cin® = AiwwSinw + Avwwsvw T

in2
ENC? = AiwSiwTw Ti + ApwSpw C,;_nTTW
21mA, Sy Cin®, where Ay = AiWTi and Ay = Apw %‘” (4.17)

According to above equation 4.17, we made a Table 4.3 [29] to compapertbemance of
different ordem of the shaper at the equal pulse widh
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n=2 n=3 n=4 n=
T,/T 7.49 9.697 11.43 12.9
Agpy = Ath_ 0.123 1.132 1.136 1.39
w
_ Tw | 6.921 4,121 3.555 3.3
A'UWW - A‘UW T
Ayy 0.59 0.54 0.53 0.52

Table 4.3 Coefficients for ENC v.s. the Order n of the Shaper at Equal Pulse Width t,,

At the equal pulse width,, Table 4.3 shows that the parallel white noise coefficient
A;ww 1S @lmost constant with increasingthe series white noise coefficiety,,,, decreases with
the increasing; the seried/f noise coefficientd,; slightly decreases with the increasing
Thus, the totaENC and the/out(t) pulse with the: real coincident poles shaper at the same

pulse widthr,, also can be shown in Figure 4.11 and 4.12 [29].
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4.2.3 Design Constraints:

According to Figure 4.7, the minimumENC can be found when tH&vc¢;,, andENC,,, are
equal at the optimum time constap}, or the optimum peaking time,. For some applications
that don’t impose constraints on pulsing timing, we can design the pulse shapemnwstieated
value of time constantor peaking timer, in order to achieve minimuiNC. However, we
still need to consider some design constraints on the pulse timingt ete and charge
collection time.

a. Event Rate:

The event rate is defined as the frequency of the continuing @udses. If the event rate is
high, the consecutive pulse events are coming very fast so thabhsecutive pulses are very
close and the period of the pulse event is very short. Therefdtes event rate is high, the
current pulse may be distorted by the previous one and the measuieafétted by an effort.
The effect is called “pulse pile-up” as shown in Figure 4.13.

2" pulse

1% pulse

Figure 4.13 The Pulse Pile-up

The pulse pile-up can be reduced by decreasing the time consfahe shaper. As rule of
thumb, the pulse width must be smaller than one tenth of the average periodwsithe

(4.18)

whereR is the average rate of the eventsR is the average period of the evemt,s the pulse
width. Luckily we are dealing with low event rates aroOrid so that the average period of the
event is aboutOms so thatthe pulse widthr,, should be controlled less thams in order to avoid
pulse pile-up. Therefore, for tt#®4 order of the pulse shaper, the time constasitould be
selected less tharB3us. For the third order of the pulse shaper, the time constntuld be
selected less thar00us.
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b. Charge Collection Time:

Figure 4.14 shows a sensor with two parallel planars. Thertusignal,;, begins at the
time of ionization and ends at the time when all electrons and halesbeen collected by the
electrodes. Therefore, the current signglhas a charge collection timg which depends on
many factors. How quickly electrons and holes reach the electoddies detector is dependent
on the electric field applied on the electrodes, the type ofethgos, the size of the sensor, and
the distance between two parallel electrodes....etc. In generathtrge collection time,
should come from the specification of the sensor. When we designeaghalser and select the
peak timer, of the shaper, as rule of thumb, the peak tignmust be selected as larger than 4
times the charge collection timeg, 7, > 47,.

() e
——
T DTX b
X1~ E

D fhy -l-c-'*
L

i(t)—

Figure 4.14 A Sensor with Two Parallel Planar Electrodes

4.3 The Design of the Semi-Gussian Pulse Shaper

4.3.1 The 2r Order Pulse Shaper with Two Real Coincident Poles:

The primary job of the pulse shaper is to optimize the signabise ratio at the output
of the shaper in order to get minimi\WC. First of all, we impose a limit of less thamW per
pixel in our design so that we started to design tMeoBder shaper, composed ofCR
differentiator and 1RC integrator as shown in Figure 4.15, in our system. Furthermore,
according to equation 4.19, we know that the parallel white ngiigecontribution is
proportional to the time constanbf the pulse shaper; the series white nsise contribution is
inversely proportional to the time constant and the seried/f noiseSvf contribution is
independent of the time constant The minimumENC can be found when theN(;, and
ENC,, are equal at the optimum time constag. Since our specific detector has a low
leakage current abodOpA and the pulse event has fairly a low event rate abadit, the
optimum time constant,,,. can be large as00us. Therefore, we can chooR€ values of the
shaper ag00u.

Cin?

T

ENC = \/ENCL-WZ +ENC,,* + ENC,,;* = \/Aiw “Siw - T+ Ay - SoW - ——+ Ay - SUf - 21 - Cin? (4.19)
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Figure 4.15 A 2" Order Pulse Shaper with Two Real Coincident Poles

4.3.2 The nt Order Pulse Shaper with ICON Cells:

Due to constraints in technology and area, such a large resistoaaator a® andC
of the pulse shaper cannot be implemented in our integrated cystém. Thus, a structure
with ICON cells has been selected to implement the pulseeslapur system [25]-[28]. The
principle of using ICON cells is to use a current mirror ideorto de-magnify the current
flowing in a resistoR so that the resistdt behaves as a resistor of higher value with respect to
its real value. The ICON cell and the pulse shaper with the ICE@Ncan be shown in Figure
4.16 and 4.17as below.

In Figure 4.16, the voltage different betwdénand Vy is converted into the current
through the resistak, in the hypothesis that tHg gm input impedances of the common-gate
NMOS and PMOS are negligible with respect to the reskstdrhe current that flows into the
ICON cell is then mirrored by the NMOS and PMOS mirrorwisc In addition, the ICON cell
has the ability to absorb the leakage current and to accept cofreitiher polarity. Because of
the function of the current mirrors, the output current of the ICONIscee-magnified by the
factora - B so that the equivalent resis®®¢q becomes3 times the real value of the physical
resistorR, Req = af3 - R. Thus, the time constant of the shaper with ICON cells can be Hooste
by the factorf, T = ReqC = aRC, without consuming too much circuit area. In addition, the
main advantage of the ICON cell is that the source volfaggef the common-gate PMOS and
NMOS transistors is adjustable by changing the gate voltagkeo€ommon-gate PMOS and
NMOS transistors. When no signal is applied from the redtstordVy = Vx, it's possible to
have zero steady state current flowing through the regisémd so flowing into the ICON cell.

In this way, the biasing current of the transistors of the sumarrors can be chosen as low as
possible in order to reduce the noise and the power of the ICONNcElgure 4.17, the output
of the ICON cell can be connected to the next following staggidnwvay, the pulse shaper can
be cascaded in multiple stages to become a higher order pulse Jitepstages of the shaper
are dependent on the power budget, the circuit area, and ENC requirement [27].
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Figure 4.17: Nth Order Shaper with ICON Cells

4.4 The Simulation of Third Order Pulse Shaper with ICON Cells:

The circuit is designed under AMI6um CMOS technology and the supply voltage is
3.3V. This is simulated by using a Cadence Spectre simulator and BSIM3v3 tramsidtis.

According to previous sections, the pulse shaper should possess atreglstoincident
poles, otherwise the parallel noissv contribution or the series noiSew andSvf contribution
would become infinite. HoweveENC,,;, does not improve significantly when the ordeof
the shaper is above 5. Therefore, in order to compromise ENC and the poweose¢ocdesign
third order pulse shaper with 3 real coincident poles as showiguneF4.18. It consists of one
CR differentiator and tw&( integrators. The ICON cells in the pulse shaper are used to increase
the time constant without consuming much area in the circuit. The schematic of ed@®N
cell is shown in Figure 4.19. Table 4.4 and 4.5 list the size of ®anchkistor, the values of
capacitors and resistors, and each bias voltage in the pulse shaper and ISON cell
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According to previous noise analysis, we know that the parallel Sbiseontribution
from the detector leakage current is proportional to the time eunstélowever, the leakage
current of the detector is usually small. In our design, we asshmbehe leakage current is
10pA. Therefore, we can choose a longer time constanbrder to minimize the series white
noiseSvw contribution which is inversely proportional to the time constaiihe time constant
T of the third order pulse shaper is choset (s and the peaking time 192.4us. Therefore,
the R,,C value of the shaper 00, R,,C = aff - RC = 100. In Table 4.5, the resistat is
100K ohm and the capacit@® is 10pF so thatxf is chosen as 1000.

Ty faff 1CON
R3
1:af
Igfaff : :
Cc3
I
- —0 l"lanr
< 3 Real Coincident Poles >
Figure 4.18 Third Order Shaper with ICON Cells
R1 100K ohm R3 100K ohm
C1 10pF C3 10pF
R2 100K ohm a 10
C2 10pF B 100

Table 4.4 The Values of Capacitors, Resistors, and Bias Voltageof the Shaper

1: 8

e e

P6 P5 P4
Out?2 lﬂurll l><
o— | o—

Ifaf |Il/af I/a '

N6 N5 N4

jl | ||:

I <l > 1

Figure 4.19 The Schematic of ICON Cell
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(W/L)P1 1% /12u (W/L)N1 18u/12pu
(W/L)P2 3u/0.6u (W/L)N2 Gu/0.6u
(W/L)P3 1.5/ 1.2y (W/L)N3 1.8./1.2u
(W/L)P4 15Qu / 12p (W/L)N4 18Qu/ 12
(W/L)P5 1.5:/0.6p (W/L)N5 1.5./0.6u
(W/L)P6 1.5/ 0.6u (W/L)N6 1.5./0.6u

Vbn 2.6V Vbp 0.4V

I 400nA Power Consumption QW

Table 4.5 The Sizes of the Transistors and Bias Voltage of Each ICEIN C

4.4.1 AC Simulation of Third Order of Pulse Shaper with ICON Cells

Since the third order power shaper is composed ofC&ndifferentiator (a high-pass
filter) and twoRC integrators (two low-pass filter), the function of the third onolelse shaper
acts as a band-pass filter. Therefore, it can filter theftequency and high frequency signals
and noise. Figure 4.20 below shows the AC response of the pulse shaper.

AC Response B

—i{Shaper_Vout
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1004

Mag (mV)

50.04
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101 100 10t 102 103 104 10° 108 107 108 102 100 10!

31.404MHz 12.145pV freq (Hz)

Figure 4.20 AC Response of Third Order Pulse Shaper

4.4.2 Noise Simulation of Third Order of Pulse Shaper with ICON Cells

Figure 4.21 shows the noise response of the third order pulse shaperoiS&drom
ICON cells becomes dominant in the shaper and contributes to about 78 total noise.
Figure 4.18 also indicates that th&f noise from the transistors in ICON cells is dominant in
the shaper. Therefore, increasiid, of the transistors of the ICON cells can redugg noise
significantly but consume more circuit area. Finally, the totatbut noise of the shaper is
calculated a19.5135nV?2 integrated from 0.1 to 100GHz.

Figure 4.22 shows a linearity plot of the third order pulse shaperX¥hes is the input
charge flowing into the shaper, and the Y-axis is the peak amplaf the output pulse. Good
linearity is achieved in our design.
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Figure 4.21 Noise Response of Third Order Pulse Shaper
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Figure4.22 Linearity Plot of Third Order Pulse Shaper
4.5 The Simulation of CSA and Pulse Shaper:

Figure 4.23 below shows the schematic of the sensor, the 2 st#@gea@bthe third
order pulse shaper. The sensor is modeled as a current source liel patia a parasitic
capacitors0pF. The leakage current is assumed @gsA and the pulse event rate is operating at
0.1KHz. In addition, the 2 stages of the CSA provide an overall gaiN;efV, = 100.
Therefore the leakage current and the input charge from teetaleare amplified by a factor of
100 at the output of the 2 stage CSA. Furthermore, the order of the shapesen as 3 and the
time constant of the shaper is given lW0us. The ICON cells in the pulse shaper are made of
PMOS and NMOS mirror circuits in order to de-magnify therent flowing in a resistaR by a
factor of 1000. Finally, we can obtain the Guassian shape voltage amittheé output of the
pulse shaper. Figure 4.24 shows the measured shaper outputs acquirée eviré dynamic
range (0.1-100fC) with a peaking time 192s4 Figure 4.25 also shows transient simulation of
the CSA and the shaper for the different shaper outputs based oentiffggput charges from
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0.1fC to 100fC. Furthermore, Figure 4.26 shows a linearity plot of stages of the CSA and
the third order pulse shaper. The X-axis is the input charge getdratn the detector, and
theY-axis is the peak amplitude of the output pulse. Good lineariagchgeved in front-end
readout circuitry.

Moreover, Figure 4.27 shows the noise response of the 2 stage CSeahdd order
pulse shaper with ICON cells. Th¢f noise from the ICON cells is still dominant in the circuits.
The total output noise at the output of the shaper is calculagsd4aB8nV? integrated from 0.1
to 100GHz. Figure 4.28 shows the output pulse frt@ 5" order of semi-Guassian pulse
shaper. Figure 4.29 shows the output pulse for different time comstétite third order pulse
shaper fron20us to 100us. Finally, the total power dissipation 1$518mW. The maximum
charge isl00fC and the minimum ENC i8.1fC which represents 625 electrons released by the
detector. Therefore, the dynamic range (DR) is 1000, DR = Maximum Chisligenum ENC.

l__| 5 ;l |
il _j— ST Y _j ST
e St
T - - o~ -0
il il gl i %111l
=|HL“3, ag .Jm“u . _Ji“u | ' | [
o om0 ey E ey 8 e o 2
'éi' = L/' L/' £ | A

Figure 4.23 The Schematic of CSA and Pulse Shaper
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21 H:_ l‘

[7as3z2us|  L7salv time (ms)

Figure 4.24 The Shaper Output Acquired over the Entire Dynamic Range (0.1-100fC)
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Figure 4.26 Linearity Plot of CSA and Pulse Shaper
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Figure 4.27 Noise Response of CSA and the Shaper
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Figure 4.28 The Output Pulse for thé“2o 5" order of Semi-Guassian Pulse Shaper
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Figure 4.29 The Output Pulse for Time Constant 20us to 100us of the 3th Order Pulse Shaper
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5 Conclusions

The CMOS front-end readout circuitry was designed to performrdad&tion detection
system in this thesis. Input MOSFET transistor optimization detailed noise analysis is
presented in three different transistor operation regions. The atl/anscade amplifier is used
to implement the charge sensitive amplifier in our front-end readwctitry. The design
procedures of the 2 stage charge sensitive amplifier is providechgbfyathe input charge
generated from the detector. The third order of semi-Guassiam shaper with ICON cells is
implemented to maximize the signal-to-noise ratio at the ooffpilie shaper. Finally, the power

consumption i4.518mW and minimum ENC is reached at 625 electrons. The dynamic range is
100fC
0.1fC

radiation detection is implemented with CMOS technology in this thesis.

= 1000. The low noise, low power, and high linearity front-end readout tiycior

For the future work, the layout and the post simulation should be cochpletader to
realize the chip fabrication. The test measurement of theedadd chip should be conducted in
order to compare with the simulation results. In order to get an actesataeasurement results,
a good test approach should be provided in our measurement.
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