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Abstract of the Dissertation

Efficient Medium Access Protocols for Wireless and
RFID Networks

by
Shweta Jain
Doctor of Philosophy
in
Computer Science
Stony Brook University

2007

Wireless multihop networks of various forms — such as ad hoc,
mesh or RFID networks — are getting popular as a means ofirngest
pervasive wireless networking mechanism. The centralejoiria such
networks is use of multihop relaying. Multihop wireleskisrgive rise
to new challenges in medium access control (MAC) protocdike
challenges include interference, fading, improving nekitbroughput
and guaranteeing fairness. We have used various crossdagegn
techniques to combat these challenges.

In our first work, we develop a cross-layer solution called GAA
layer anycast that combats link loss due to interferenceding by
exploiting path diversity available from the routing lay&ve develop
an 802.11-like protocol to implement anycast. We show vih Bonu-
lations and testbed experiments that it is superior to 83Rke proto-
cols. We also show that anycast is very useful when used jucotion
with directional antenna or multiple channels, as well asrfgproving
reliability and efficiency of MAC-layer multicast.



In our second work, we have demonstrated the benefits of using
the physical layer signal level information to improve tleew@acy of
scheduling algorithms. To this end, we use the TelosB mdtfopm
to model the relationship between the packet capture piiityadnd
SINR based on measurements. We show how this model can be used
to develop a realistic interference model for a given tas$timng only
O(n) measurements on the testbed. We provide validatiantsef®r
the accuracy of this approach for predicting whether a séhk$ are
schedulable concurrently.

In our third work, we develop protocols for provisioning raamn
fair bandwidth for multinop flows. Here, we develop a twoipsolu-
tion that combines queueing/scheduling and MAC protocogtaran-
teeing max-min fairness for multihop flows.

Finally, we focus our attention to RFID networks where nemfs
of interference are possible due to presence of two diftezatities,
RFID tags and readers. We demonstrate via a testbed hoviemter
ences can be resolved in a RFID networks via simple careiesiag
mechanism that can be implemented using commodity hardware
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Chapter 1

Introduction

Advancements in nanotechnology have given birth to newrg¢ioa of ubig-
uitous mobile devices with high processing speed. Recemioement of a break-
through chip stacking technology by scientists at IBM, hagol the way for three-
dimensional chips[5]. This new development has the prorasextend Moore’s
law beyond its expected limits which will lead to smallerstir and low power
devices. Advancements in wireless network technology hadenit possible to
connect these devices together over the wireless link.eftlegelopments together
have spurred the proliferation of a large family of netwonklkled mobile handheld
embedded devices such as laptops, PDAs, mP3 players, gaariagles and wear-
able computing solutions, which can communicate with edbbrdo share music,
video and data. These devices have a great impact on songttih@economy. The
market for wireless devices is expected to grow at an anatelof 15.5% in terms
of number of units sold. It is expected that in the year 20@u&aB80 million units
would be sold. The demand for mobile Internet access botiméncaut of office
has accelerated the growth of the wireless Internet relathastry. In the fourth
guarter of the year 2006, the worldwide revenue from Wi-Fi hiaen to over US
$1.0 billion up from US$845.7 million in the previous year[3

While users are always aware of the wireless Internet aesaisss used quite
explicitly, RFID technology forms a part of our daily life amore discrete fashion.
RFID tags are often embedded in objects in retail storesirggcards, automatic
toll payment tags, transit cards and even credit cards. eltags provide a simple
contactless method of identifying objects and informatiglated to the object can
be written and read on the tags. RFID has become a part ofdasefife and has
a much larger impact on the economy than other wireless tdafies[71]. The
prediction for worldwide revenues from RFID tags is expddterise by $2.5 billion
between 2004 and 2009. The maximum impact of this technakeypected to be
in improving business processes. The second-largest bfarkFID is forecasted
to be in consumer products, despite the privacy issues iD Rkt has held back



initial growth of applications in the consumer sector[36].

A key challenge in wireless networks is the problem of shgatite common
broadcast medium between multiple users of the networkel8s communication
between a pair of devices is affected by communication betvesmother pair if the
devices are close enough for their signals to overlap. Gtenxce of various wire-
less devices and systems in a small area requires coodlir@tiong the devices
to enable conflict free communication. A medium access obMAC) proto-
col povides this coordination and enables interferenoe dmmmunication. MAC
protocol also provides quality of service and fair mediuroess to all contending
devices. Therefore, MAC is an important feature in all typésvireless devices
and it is the key focus of this thesis. A brief overview of ¢xig technologies, key
challenges and contributions of this thesis is explaingtiefollowing sections.

1.1 Wireless Networks

The most widely used technology for medium access in wisdlesal area
networks, multihop mesh and ad-hoc networks is the IEEE1802tandard MAC
protocol. The 802.11 standard was first ratified in 1997. Thedard at that time
offered a 2Mbps data rate which has now increased to upto 6@6hkh the upcom-
ing 802.11n standard[16]. Three main 802.11 standards1&8tb/g) are already
in the market while 802.11n pre-releases have been seene Wiki802.11b and
802.11g standards operate in the same 2.4GHz frequency then802.11a stan-
dard operates on the 5GHz band[7][8][9] and the 802.11rdst&hallows commu-
nication in both 2GHz and 5GHz bands[16].

Some key challenges that 802.11 protocol solves are awiliand hidden
terminal[98] and the PHY layer design in 802.11n has the ipion to improve
the performance in multipath fading scenarios using mieliigout multiple output
(MIMO) antennas. There are some core issues and challedmgtgemain unsolved.
Some of these challenges are time varying channel condjtgpatial reuse by ex-
ploiting channel and antenna diversity, accurate scheguéchniques to improve
network utilization, fair medium access in multihop netl®and quality of service
in multimedia transmission[107]. We attempt to solve sorfhese challenges in
this thesis and our key contributions are (a) cross layegdde overcome losses
due to time varying channel conditions, improve perforneaoicnetworks that use
channel and antenna diversity and provide reliable mudticemultihop networks,
(b)fair medium access to multihop flows in multihop mesh roeks and (c) model-
ing the impact of physical layer signal to noise and intemhee ratio on successful
packet reception to make accurate scheduling decisions.

One of the key challenges that is addressed in this thesransiént link



losses in a wireless network. It is well known that in a wissl@etwork that the
quality of link between two nodes varies with time. This tergd variation in link
quality depends upon the signal to noise and interferernimeasa well as multipath
fading. Multipath fading occurs due to different compormsaritthe transmitted sig-
nal being reflected by surrounding objects and combiningtraatively or destruc-
tively at the receiver. Both interference and fading areetirarying and may make
certain links unavailable for some periods of time. Thissiant unavailability of
links may be sufficient for a routing layer to start a routeaiepnd for TCP to bring
down the offered load. Such upper layer reaction to lowegr@ssues is harmful as
it reduces the network utilization. Due to this harmful nteger interaction, there is
an increasing interest in breaking the protocol layer stimec(OSI model) in favor
of cross layer design techniques[88][29]. Thus, insteadnofipper layer reaction
to transient link losses, it may be possible for MAC protscia detect and cope
with the short term variations in link quality. The 802.1bfmrcol deals with such
transient variations by retransmissions along the sankeulimil the transmission
is successful or a certain number of retries have been peefthr Retransmissions
cause packet delays and increase the overhead and if thétinvhich the link is
unavailable is large enough, these retransmissions mayevutile.

Our first and one of our main contributions in this thesis isapcast mech-
anism at the data link layer which interacts with the routamgl physical layers to
benefit from path diversity available due to multipath rogtto make an instan-
taneous decision about which link should be selected faoistrassion. The goal
in this cross layer design is to choose the best next hop teafor packets when
multiple next hop choices are available. Given a sufficienbant of available
path diversity, using the anycast mechanism can significaetiuce the number
of transmission retries as well as packet drop probalslitite have also explored
similar anycasting techniques to reduce problems of deafimenetworks that use
directional antenna and multiple channels to achieveapatise for better network
utilization and to provide reliable multicast in multihoptworks.

Another challenge that we address in this thesis is the lhek@urate mod-
eling of wireless interference. Wireless communicatiomgeis often modeled as a
unit disk wherein, the transmitted signal strength is agslita be an inverse power
of distance from the transmitter. Using these simplifiediagstions researchers
often construct a conflict graph based upon distance betes®ater-receiver pairs
in the network. While these assumption make the algorithsigtlemore tractable
but in reality these models make inaccurate estimate oféheark throughput and
therefore there is an increasing interest in designingebetitimates of the trans-
mission channel[76]. Accurate interference models areomant to improve the
accuracy and throughput achieved by a scheduling algosithwireless networks.
For this reason, recently the focus has shifted to morestealSINR-based models



such as the physical interference model[109][90][39]. sTimodel is based upon
the classic theory that relates signal to interference angkrratio to the probabil-
ity of successful reception of the transmission or simply placket reception rate
(PRR). The PRR is high(1) if the SINR is above a certain threshold and less than
1 otherwise. Thus the knowledge of the physical channel itiond can be use-
ful in making scheduling decisions in the upper layer. Inesrtb design accurate
scheduling algorithms for wireless multihop networks sitnorthwhile to experi-
mentally model this SINR vs PRR relation. Our second coutidn in this thesis is
an experimental model of channel quality in terms of sigimérference and noise
levels at the receiver. We also demonstrate that knowin§HN& on a link one can
guite accurately predict the PRR on a link given a set of siamgously active links
in the network. This model may be adopted in an upper layexdiding algorithm
or in a central controller to make better informed schedyudiacisions.

The broadcast nature of wireless transmission poses maalieicges for
medium access techniques in multinop networks. One sudigimas fair medium
access among multihop flows in the network. It is easy to lakharios in which
the medium sharing is biased against a set of links simplaulmez of their rela-
tive positions in the network with respect to other linkg[5The concept of fair-
ness in ad-hoc and mesh networks may be different from thaireless LANS.
This is simply because nodes in wireless LANs only carnyfitrahat they have
generated while nodes in multihop networks relay packat®ofioer nodes in the
network. Thus, fairness in multihop networks must be floneldasstead of being
node based. In the context of fairness, an appropriate afdvgolution is maxmin
fair allocation to each multihop flow. In a maxmin fair alldican resources are al-
located in order of increasing demand such that no user getoarce share larger
than its demand and sources with unsatisfied demands getuah sttare of the
resource. Also a user with unsatisfied demands cannot selitsaresource usage
without reducing the resource usage of other users thaadjireave an equal or
lesser resource usage than itself.

Our third contribution in this thesis is distributed prodbsuite that consists
of an upper layer queuing mechanism and a first in first out MA&Eqeol which to-
gether form a complete solution toward providing maxmin faedium access. We
achieve this fairness goal by introducing a schedulingriédgtween data link and
routing layers to perform maxmin fair rate computation aclesiuling in wireless
mesh networks. This layer interacts with the network to exgfe the transmission
schedules of neighboring nodes, which in turn helps in cdmguair schedules in
the network. First, the scheduling layer estimates the niaair rate of all mul-
tihop flows in the network using a distributed protocol. Tag&imation uses the
knowledge of the flow contention graph that the network nddash by exchang-
ing local information. Second, this layer enforces the cotag rate by controlling



the rate at which a flow is scheduled at the link layer. Thirdaek pressure flow
control is used to reduce the transmission rate of a flow i been exceeding its
fair rate.

In the context of fairness, we also argue that the fair ratienesion can at
best be approximated in an 802.11 based MAC protocol. Trapraraccess mech-
anism with exponential backoff has been shown to be unfarior work [55],[59].
Thus, to complement our fair rate estimation and schedynogedures, we de-
velop a virtual time based MAC protocol. This virtual timesled protocol, sched-
ules transmissions based upon the arrival times of the patiee transmitted.
This technique ensures that in a contention region, pagk#étse transmitted in a
first in first out order.

1.2 Radio Frequency ldentification (RFID)

While MAC protocols for wireless ad-hoc and mesh networkeehander-
gone much research, similar research in radio frequencytifation (RFID) net-
works is still in early stages, especially so in multi-reaB&1D networks. RFID
tags and readers share the same RF medium for communicatimgach other.
Thus, a RFID system comprising of multiple tags and readecfoise vicinity also
suffer from wireless interference when transmissions frouitiple readers and/or
tags overlap. Collisions in RFID systems can be classifiemlthree categories (a)
tag-tag collision which results from interference betwsigmals from multiple tags
that may simultaneously start transmission in responseréad@er's command (b)
reader-reader collision where simultaneous transmigssom two readers interfere
at the tag and (c) reader-tag collision where a reader’stngsion interferers with
a tag response on another reader. There are well known MAOquis to solve
the tag-tag collision problem, and most readers implememtesform of an an-
ticollision protocol to resolve conflicts[86][12]. The wex-reader and reader-tag
collisions that occur in dense reader deployment is a kejlestgee in RFID re-
search. This problem has been studied in the EPCGIlobal L{assl and Gen2
standards for UHF readers [14] [15]. In Gen 1 standard, thdeetag collision
problem is mitigated by allowing frequency hopping in the &Jbland or by time
division multiple access. In Gen 2 the readers and tags tperadifferent fre-
guencies so that the tag response does not interfere adealith reader signals.
Either solution requires fairly sophisticated technologe contribute to the RFID
technology through a collision avoidance protocol for dedsployment of RFID
readers. We have designed solution for both reader-readeeader-tag collisions
in a dense RFID network. We experiment with a network thatiglemented using
mote-based RFID readers. To implement the MAC protocol, avelieveloped an



appropriate carrier sensing circuit using an RFID tag asrdenma and the mote
as an apparatus to sample received signal strength. We bgueeated a commer-
cially available OEM RFID reader module with such carriensiag capability and
interfaced it with motes. Our main contribution in this waskhe development of a
carrier sensing capability in an RFID reader and the impleateon of the CSMA
MAC protocol that takes advantage of this new capability.

In the following chapters, we will provide detailed destiop and analysis
of our contributions. We start with the anycast mechanisnedonbating multipath
fading in Chapter 2 followed by application of anycast inedifonal antenna and
multichannel networks in Chapter 3 and reliable multicagtdvin Chapter 4. In
Chapter 5 we discuss the details of physical interferenceetimy in wireless net-
works and present the accuracy of the model. We discuss ounimdair schedul-
ing algorithm in Chapter 6 and in Chapter 7, we discuss a nnediccess protocol
for collision avoidance in RFID networks.



Chapter 2

Exploiting Path Diversity in the Link Layer in
Wireless Ad Hoc Networks

2.1 Introduction

It is well-known that in wireless ad hoc networks, the “link&tween two
nodes is a “soft” entity [32]. From basic communication theadts existence is
governed by whether the signal to interference plus noiseepmatio (SINR) at the
receiver exceeds a given threshold (calledrdueive threshold). v is determined
by the data rate, the modulation technique, receiver desiga the target bit er-
ror rate (BER) the receiver is able to withstand (i.e., abledrrect using coding
techniques). SINR is again influenced by transient factock sis transmit power,
distance between the transmitter and receiver, multipading, and interference
and noise powers reaching the receiver. Multipath fadi®j i8caused by differ-
ent components of the transmitted signal being reflectetidogurrounding objects,
and reaching the receiver via paths of different lengthd,@mbining either con-
structively or destructively. Interference is caused lgnals for other, unintended
nearby transmitters. Both fading and interference coukihbe varying. Significant
changes in fading and interference levels (beyond that eamdsked by changes
in sending data rate [17, 41]inay lead to transient “loss” of a link. This loss is
often sufficient for many common routing and transport prots to react — either
to repair routes or to bring down the offered load. This leadsarious operational
inefficiencies, given that this loss is transient. Thusrehe a need to incorporate
mechanisms that can “withstand” this loss of link at shatitee-scales.

While fundamentally new approaches are necessary to iocatgthis soft
abstraction for a link in the upper layer protocol desigis ibften possible to take

INote that while physical layer techniques can mask effetadihg and interference, this work does not target physical

layer techniques. Here, the interest is working on beyonysiphl layer capabilities, by exploring alternative paths



Figure 2.1: Example scenario motivating anycast. Nddsan forward packets to
D either viaB or C'. But an ongoing transmission & may interfere aC'. If
A chooses to forward vié', the transmission will defer unti’s transmission is
complete. Such instantaneous channel conditions are wrktmthe routing layer
that discovers the routes.

an “ad hoc” approach that we pursue in this chapter. Hereaed"n(stable, on

or off) abstraction is still used for the link from the viewpbof the upper layer —
something it is designed to handle comfortably. However multiple link options
are provided to the link layer, and the link layer is given tegponsibility to make
an instantaneous decision on which link to forward the paoke We design a
MAC-layeranycastin¢l7] scheme to perform this decision making and to forward
the packet.

To implement anycasting, the link layer must take advantdgemultipath
routing protocol [61, 106, 68, 73]. Assume that multipleting paths have been
computed from the source and also from the intermediatesudine destination.
Typically, the routing layer decides which of the severahgashould be used for
data forwarding and then the MAC layer is responsible toveelihe packet to the
next hop along the chosen path. Now, predominant channelittmms (e.g., be-
cause of multipath fading and interference) may cause datsrission to defer
or even fail causing the network layer to attempt using agradtte next hop. See
a simple example in Figure 2.1. This leads to multiple trassmn retries, wast-
ing bandwidth and increasing delay. A better, alternatmeraach would be, for
the link layer, to choose the next hop by observing the chacoraitions on all
possible next hop links. This “channel state-based” artywashould improve per-
formance, requiring very little operational coordinatibetween the routing and
MAC layers.

The goal of this work is to develop an anycast MAC layer protdo do
this “channel state-based” next hop selection. While subhA& layer protocol
can be designed in many ways, a reasonable step is to do gigdes an exten-
sion/variation of the commonly used IEEE Standard 802.B] [MAC layer. This
makes performance easy to analyze and compare.



The rest of the chapter is organized as follows. In Sectipwél The rest of
the chapter is organized as follows. In Section Il, we preash overview of the
802.11 MAC protocol operation and describe the properti@sfading channel. In
Section 2.3 , we describe our extension of 802.11 that impigsanycasting to
do the channel state based next hop link selection. We alswile the essentials
of the multipath routing layer followed by section 2.4 in whiwe present per-
formance evaluation of anycast. We have analyzed the peafoce of anycast in
a grid network via analytical modeling, and an experimetdatbed using Berke-
ley motes. We have also performed detailed simulationéasgaluations using the
popular ns-2 simulator. We describe the related work ini&e@.5 and conclude
in Section 2.6.

2.2 Background and Motivation

We start by briefly reviewing the impact of channel model e HBEE 802.11
standard distributed coordination function (DCF) [13].iTis the MAC layer func-
tionality that we will later extend in this chapter.

2.2.1 Impact of Channel Model

Note that even though RTS retries are allowed in 802.11, ubllg takes
care of problems due to RTS collision or NAV being set at theereer. These
are indicative of high interference at the receiver. Howgethe protocol has little
option to overcome the effect of time-varying multipathifayl— something that
cannot be easily removed by simple changes in the protocalin@ierstand things
better, in this subsection we present a well-known radigpagation model, and
then analyze how this may influence 802.11 behavior.

Assume that the signal power transmitted by the transnist#ér. The signal
power Pg received at the receiver at a distardeom the transmitter at time instant
t is explained by a combination of large-scale and smallespedpagation models
[80]. The large-scale model explains variationgignfor large changes id, while
the small-scale model explains the same for small changésoint. It is well-
recognized that in the large-scalB; drops with distance following an inverse-

power law:
Pr
Pr ox —,
R do
whereq is a constant dependent on the exact nature of the model ngad asu-
ally between 2-5 depending on the environment. The con&atdr governing

the above proportionality is a function of parameters notlioéct concern to us



here, such as antenna parameters, transmit carrier frege¢n The small-scale
model influences this received power with a multiplicatitieje-varying factor

with known statistical characteristics. When there is a itamt signal component
present (say, the line-of-sight or LOS component) amongwarsignal compo-
nents reflected at various objects and being superimposled edceiver, this factor
follows theRiceanprobability distribution [80] given by,

ro_e*+a%  rAr
)

where A is the peak amplitude of the dominant signal,is the variance of the
multipath, and/y(.) is the modified Bessel function of the first kind and zero-arde
The Ricean distribution is typically described in terms @leaameters’, given by
A2
202

As A increases (i.e., the dominant path increases in amplitéd@)so increases.

When the transmitter, receiver or objects in the surroumpéinvironments
are moving, there is Boppler shiftin the frequency of the received signal. Let us
denote the maximum Doppler shift by, wheref,, = vf./c, v being the maxi-
mum perceived relative velocity between the transmitterraaeiver (which could
be caused by the motion of surrounding objects reflectingstratted signal)f. is
the carrier frequency andis the speed of light. The Doppler shift causes the sig-
nal power to fluctuate in time but with certain temporal clatien property. This
fluctuation is usually described by thevel crossing rat€/Vz) which is the rate at
which the signal envelop, normalized to the RMS (root mearasg) value, crosses
a given levelR in the positive going directionV; depends on the given lev&l the
parameter and the maximum Doppler shift, [80]. Knowing Ny, theaverage
fade duration(average duration for which the signal level is below a gilexel R)
can be computed as,
Pr(r < R)

NR ’

wherePr(r < R) is the cumulative distribution function of the Ricean dlmition.

Data presented in [83] for Doppler frequencies that can lwewmtered in
practicé show that the average fade duration can be in the order ofaferrsl-
liseconds. As a specific example, for the 2.4 GHz carrierueegy (f.) and 2

T =

2While data for onlyf,,, = 20 Hz is presented in [83], the average fade duration for Anycan be easily computed,

given that the relationship betwe@hr and f,, is linear.
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m/sec relative speed), the Doppler frequency,, is 16 Hz. For this Doppler fre-
guency, for 10 dB or more power loss due to fading, the avefage duration is
approximately 10 ms; for 5 dB or more it is approximately 20, ingreasing to
approximately 30 ms for 1 dB.

Common routing protocols in ad hoc networks focus on opiimgithe num-
ber of hops between source and destination. This tends tease the physical
distance of each hop, so that the number of hops is minimunis [dtvers the
received power’; as modeled by the large-scale propagation model. Thus, even
a small reduction in received signal power due to fading makerthe SINR fall
below the receive threshold causing a transient loss of link that may persist for
several tens of milliseconds.

Compare these average fade durations with the fact thakestapproxi-
mately 30ms for the RTS retries to fail 7 times causing the MA&@rop the frame.
This is computed by using the interframe spacings and sfwdifrom the standard
specifications [13], assuming each random backoff lastst$caverage duration,
and the NAV is never set. Setting of NAV during the time a nosl®m backoff
will extend the backoff time by the NAV period. This analystsows that it is quite
possible that a link is in fade long enough that data trarsiomswill fail in spite of
multiple retries. It is also conceivable from the above gsialthat it is very likely
that 802.11 will need to make a few RTS retries to completeetitede exchange.
This fact will later be verified via simulation experiments.

2.3 Channel State-Based Link Selection

Assume now that multiple possible next hop options are pteseto the
transmitter, and its responsibility is to transmitaoy oneof these receivers suc-
cessfully. Since fading on different links is expected tabeorrelated, it is unlikely
that all links are in deep enough fade at the same time witlRStN\y. Thus, it is
likely that transmission on at least one link is possibléwaitt any significant num-
ber of retries in the average case. In the next sub-sectienlescribe an extension
of 802.11 that uses this idea.

SNote that physical layer techniques such as transmit poargral and rate control can be used to tackle such link loss
to some extent. In general, the design of an anycast MAC drsisume the transmit power and rate control approaches in
the physical layer. However, with a given physical layerigiesloss of link will still be a reality, and anycasting caways

play an important role in the design space.
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2.3.1 Anycast Extension for 802.11

The anycast extension uses a similar handshaking prote@oig92.11 DCF,
but takes advantage of multiple receivers with the goaladngmit the frame to any
one of them successfully. It can be thought of an anycastingrae in the link layer.
The routing layer computes multiple routes between thecsoaind destination. We
will describe this mechanism in the next subsection. At damt the routing layer
passes on the multiple next hop information to the MAC layée transmitter now
“multicasts” the RTS to these multiple next hops (it is atijua broadcast control
packet as before). We will refer to the multicast RTS as MRIT $pntains all
the next hop receiver addresses. Because of practicaldewations (such as RTS
packet size), we limit the number of next hops to use to a mamiraf four.

The four next hops are assigned a priority order, which caddiermined
by the respective positions of their addresses in the MRT&gtaThe priority can
come from the routing or any lower layer. As an example fotirmulayer, the next
hop leading to a shorter path to the destination gets higterity, or the next hop
that has fewer number of packets waiting in the interfaceig@ets higher priority.
As an example for the MAC/physical layer, relevant statsstelated to the amount
of error correction can be used as an indicator for the quafithe link and hence
to determine its priority. A combination of the above carodie used.

When an intended receiver receives the MRTS packet, it relgpby a CTS.
These CTS transmissions are staggered in time in order iofaherities. The first
receiver in the order transmits the CTS after an SIFS, thergkafter a period
equal to the time to transmit a CTS abd SIFS, and so on. See Figures 2.2(a),
2.2(b), 2.2(c) for an illustration. Note that the stagggmmsures that the CTSs are
separated by at lea®k SIFS period; thus they do not collide.

When the transmitter receives a CTS (which may or may notéé&rt CTS
transmitted), it transmits the DATA frame to the sender o TS (which would
be the highest priority receiver that responded) after &SShterval. This ensures
that other, lower priority receivers hear the DAb&forethey send CTS — as the
next one in priority will not send a CTS until another SIFSmval — and suppress
any further CTS transmission. All such receivers then sat tRAV until the end
of the ACK packet. (The DATA packet carries this period in leader just in case
these receivers missed the MRTS). See Figure 2.2(a) folustrdtion when the
very first CTS transmitted has been successfully received.pkvide two other
illustrations demonstrating the scenarios when the firsé @&s not received, but
the second was received (Figure 2.2(b)); and when all bubtim¢h CTS were not
received (Figure 2.2(c)).

Any other node that hears the MRT&xposedode), sets its NAV for the
entire duration mentioned in the MRTS packet. This duratepends upon the
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Figure 2.2: Time line showing the anycast extension of 8D2.1



number of receivers (which can be a maximum of four) to whidRT@ is being
sent. For instance, if the number of receiverg ighe NAV is set tokx CTS +
(2k + 1)x SIFS + DATA + ACK time. This time is the maximum time needed
for the data transfer to complete. Similarly, any node tlestrl any of the CTSs
(hiddennode) sets its NAV until the ACK period. For example, such denapon
receiving thei-th CTS, will set its NAV for the period2(k — i) + 1)x SIFS +

(k —i)x CTS + DATA + ACK. See Figures 2.2(a), 2.2(b), 2.2(c).

If none of the CTSs are received successfully, the tranemifbes into a
random backoff and then retries again with the same reci¥ére random backoff
procedure is exactly as in 802.11 except that in the expetsnge have allowed
a lower number of maximum retries — six instead of seven. ¥hisecause the
possibility of failure is much less with multiple choicestbe next hop.

Note that the protocol reduces to 802.11 when there is ordynaxt hop re-
ceiver. This gives us an opportunity for a fair performanamparison. Also, note
that when multiple next hops are indeed available and thef@n$the highest pri-
ority receiver is received successfully, this would be thmes receiver sending CTS
in an equivalent 802.11-based scenario. In this case atjgrprotocol behaves
similar to 802.11, but it sets a longer NAV period for the heddand exposed termi-
nals. In this context, also note that in situations when iplgltCTS’s come back,
all nodes in the vicinity of the receivers sending CTS’s getheir NAV, while only
the last one is involved in communication. The anycast mashain this manner
increases the number of nodes that are exposed terminakhanttl therefore re-
frain from any communication. This can potentially redunenetwork throughput.
One way to cancel this NAV setup if the receiver is not invdlve the communi-
cation is if the receiver sends explicit NAV cancelation ssgges. But, while the
data is being sent to the last receiver, each of the otheiversavould sense a busy
channel and therefore they cannot engage in any transmigséonselves. Thus,
there is no easy way to resolve this problem. However, ouulsition studies do
show that even with large traffic diversity, anycast perfervery well relative to
802.11. Thus, the harmful effect of silencing this nodesoisiigh enough to mask
the benefit of the protocol.

Itis possible that the fade state of the channel can changetfre point when
CTS is transmitted to when DATA or ACK is transmitted, cagsthe exchange
to fail. But we claim that it is unlikely. The&oherenceperiod (I;.) of a fading
channel defines the approximate interval the channel statains very correlated
or, in other words, does not change significantly [80).is approximately equal
to the inverse of the Doppler frequencl,(). From the values we have used in the
previous section, it is easy to see that the coherence permxpected to be large
enough for the DATA transmission to succeed if a CTS indeexdsiaceeded. As
an example, forf,, = 16 Hz, T, = 62.5 ms. Compare this with the time to transmit



a 1000 byte DATA frame. At 2 Mbps the transmission time woutddoms; at 11
Mbps it would be 0.73 ms.

It is obvious that the protocol benefits the most when a faininer of choices
for the next hop is available. This increases the probaltiat the data transmis-
sion takes place successfully. Thus the effective operatithe protocol is depen-
dent on a routing layer being able to compute enough redumdating paths. The
next subsection discusses the design choices we make ioutieg layer that plays
a significant role in the performance.

2.3.2 Design of Multipath Routing Layer

Multipath routing protocols have been explored in mobilehad networks
to maintain multiple redundant routes to provide fault tatece and also for load
balancing [73, 67, 61]. Availability of multiple routes ngéckes route maintenance
overhead as routes need to be recomputed only when all bheaitautes fail. Also,
itis possible to forward data packets over multiple routesitaneously (dispersity
routing [62]) to provide more traffic diversity and to reduoad on each individual
route [73].

We will use an on-demand multipath routing protocol to pdavthe MAC
layer with multiple next hop links. Specifically, we will ussOMDV [61], a
multipath extension of a popular on-demand single pathimgytrotocol AODV
[74, 26] that is based on the distance vector concept. In AOKNEN a traffic
source needs a route to the destination, it initiates a rdisisovery by flooding
a route request (RREQ) for the destination in the networkl, taen waits for the
route reply (RREP). When an intermediate node receivesrstectipy of a RREQ
packet, it sets up a reverse path to the source using thepeelop of the RREQ as
the next hop on the reverse path. In addition, if there is ial valite available to the
destination, it unicasts a RREP back to the source via trexse\path; otherwise it
rebroadcasts the RREQ packet. Duplicate copies of the RREQiscarded. The
destination, on receiving the first copy of a RREQ packetalsed the same way.
As a RREP proceeds to the source it builds a forward path tdgkgnation at each
hop.

In AOMDYV, a node can form multiple reverse routes to the sewrsing the
duplicates of the RREQ packet; but it still rebroadcasty one RREQ. Addition-
ally, the destination or any node having a path to the destimanay choose to
respond to multiple RREQs it receives via multiple reverathg already formed.
As presented in [61], AOMDV uses mechanisms to ensure ligjonitness of the
multiple paths; however, in this work we have turned off thegechanisms to al-
low overlapped routes. The benefit is that removal of theodijess constraint
automatically provides many more paths. We will see latat thore paths are

15



16

beneficial for performance.

Note that this is a significant departure from multipath mogittechniques
that try to guarantee some form of disjointness [61] to emgutependence of path
failures. However, this is important only when link failsrare viewed as a more
“stable” event, i.e., links change state (from off to on,d@ample) in the time scale
of route changes in the routing protocol. In the model we aterésted in, link
failures are transient, and links are expected to change within a much shorter
time scale. This may not be true, however, when link failures/ be caused by
mobility. In the simulation experiments we report later, stél see significant
improvement with overlapped paths even in mobile scenamagking it a sensible
design choice.

Note that in our model, the routing packets also face the $adieg channel
as the data packets. Thus, transient link failures impactdhte discovery process,
which is unavoidable. Routing may also form next hop links ttould be too weak
normally, but just had been strong enough during route #gimgo We have made
simple optimizations to AOMDV to make routing more efficiets an example,
the RREPs are broadcast instead of unicast. This gives aortopjiy to at least
some of the next-hop neighbors on the reverse path to rettevpacket success-
fully, and form the forward paths. Here again, we rely on thsuanption of lack
of correlation between the channel state of different linkghe same node. The
traditional timer-based route expiry in AODV or AOMDV is nased, because this
may delete unused, but possibly valid routes. Other keynigdes in AOMDV,
such as use of sequence numbers for loop prevention andrdeiay freshness of
routes, and the route error-based route erasure procesetakered.

AOMDV uses a sequence number-based method (similar to AQDY)e-
vent looping and also to eliminate stale routing informatidOMDV is flexible
enough to provide disjoint (link- or node-disjoint) or olaped routes. Naturally,
allowing overlapped routes gives a large number of routesiging the protocol
as many forwarding choices as possible at each hop. In podk {61], however,
we have explored disjoint path routing as the impact of fgdiras not analyzed,
and links failed primarily because of mobility. This ensutkat link failures most
often are caused by mobility and thus they are not very teamsihus, overlapped
routes were not useful, as a single link failure may caudartaiof many routes
at the same time. In the following section simulation resulill show that use of
disjoint paths (i) bring down the overall performance oheitprotocol and (ii) the
relative advantage of the multiple next hop extension atnaasishes. One other
design choice we need to make, is whether to allow paths ted@ba long relative
to the shortest paths. This issue presents a trade-off thsit Ime carefully orches-
trated. To understand this, take an example where 802 Itldaransmit on a next
hop link because of fading, causing it to retry. Assume thaave using the shortest
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Figure 2.3: Grid network for analyzing packet delivery pabbity.

path routing and the data packet is stilhops away from the destination needing at
leastk more transmission attempts for the packet to reach thendgistn. If we use
anycast instead, under an identical scenario, the protedlothoose an alternate
next hop. Assume that the current nodé is [ hops away from the destination via
this alternate next hop. This means that even though thisrmession is successful,
the packet still needs at ledstt [ transmission attempts to reach the destination.
Thus, the 802.11 transmission must fail at |[daghes for the multipath extension
to be of any value. Of coursé,= 0 is an ideal possibility; but this may reduce
the number of alternate paths drastically. We empiricalgl@ated various possi-
bilities for [, and found that = 1 to be a reasonable choice. Thus, we allow only
those paths to be formed in the routing table that are at nrmeshop larger than the
shortest path. The value btan be a parameter of the protocol. It is worthwhile to
mention here that in [67] the authors also have noted thatifigithe path length
difference () is a useful optimization in multipath routing.

2.4 Performance Evaluation

We present three sets of performance results. The first defskaisimple
model to analytically evaluate packet delivery probayilit a grid network when
single or multiple next hop links are available. The secatgsesents experimen-
tal evaluation on the Berkeley motes platform in a similad gietwork. Both these
networks provides valuable insights, even though theyesticted in some form
— because of tractability reasons for the analytical moddllagistical reasons in
the experimental motes testbed. The third set of resultasi$34] based simula-
tions, that do not have any of these restrictions and canlaberate scenarios.
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2.4.1 Analysis for a Grid Network

Consider a two dimensional grid network as in Figure 2.3 withearest
neighbor connectivity. This model is representative ofuoeks with a rich set
multipaths such that many forwarding options are availablleis network model
is simple enough to study closed form expressions for pdokstprobabilities for
multihop routing with unicast or anycast forwarding. Supponodess and D are
the source and destination nodes respectively. Withostdbgenerality assume
that the coordinate of is (0,0) and that ofD is (n,n). The shortest path length
betweenS and D is 2n. The nodes falling on the shortest paths are shaded. 2 next
hops are possible on all hops on all shortest patttepton the boundary nodes
on then x n rectangle beyond hops fromS. These nodes are shaded in dark in
Figure 2.3. On these boundary nodes, only 1 next hop is dessib

Now, assume that the probability of a link losgisnd the probabilities are
independent. If only a single next hop is used for packet éoding and their is no
retry, the packet drop probability at each hopisThus, the probability? that a
packet fromS will reach D is given by,

P=(1-p)™.

If multiple next hops are available (in this case the maximsra modest 2), the
packet drop probability at each hop is eithif there is only one next hop) g
(if there are 2 next hops). Note that 2 next hops are avaifableach of the first
hops; beyond this, the boundary nodes can provide only 1hwxtbut the rest of
the nodes can still provide 2. Thus, in the lastops, each hop can undergo a packet
loss with probabilityp or p?. To determine the combined probability, we need to
evaluate the proportion of paths that go through boundadynam-boundary nodes
for each hop beyond the firathops.

If a node (s, j) is at a distanceé from S (i.e., the node is at theth hop),
1+ j = l. Simple combinatorics can determine that the number ofr{sbt) paths
of lengthl from S to node(z, j) is

(i +)!
iyl
A node could be a boundary node only i n. A boundary node on a shortest path
must satisfyi or 7 = n, and a non-boundary node on a shortest path must satisfy

orj=(n—-1),(n—2),...,(l —n+1). This determines that the number of such
paths going throughll boundary nodes at hap< [ < 2n is given by

2(11)

Bl = n!(l —n)l’
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Figure 2.4: Packet delivery probabilities for the grid netkvof Figure 2.3 with
single (unicast) and multiple next hop forwarding (anykast

the factor 2 coming from the fact there are two boundary natlesch hop. Also,
the number of paths going through all non-boundary nodespth< [ < 2n is
given by,

2n—Il—1 l'
NBW::Z;(n—@W—n+kﬂ

Since all paths are equally likely in our model, at hbp boundary or a non-
boundary node will be used simply in proportion to the numblepaths going
through them. Accordingly the packet drop probability ap hevill be eitherp or
p?, respectively. Combining all these, the probabilitythat a packet front will
reachD is given by

) o 2 B(l)p+ NB()p?
P_—ﬂ—p)XH{“'Bm+NMD}'

l=n

The first term is for the first hops and the second term is for the followimgops.

Figure 2.4 plots the packet delivery probabilidywversus the path lengtBi{)
for different link loss probabilitiesy( for both single (unicast) and multiple next
hop forwardings (anycast). Note that even though only a mari of 2 next hops
are used, there is a significant relative improvement invdgli probability with
multiple next hops, particularly as the path length incesasarger number of next
hop possibilities should improve the probability further.
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2.4.2 Evaluation on Experimental Testbed

We implemented the anycast protocol on Berkeley motesgutatfmanufac-
tured by Crossbow Technology [1, 4]. While our original imen is to use any-
cast as a replacement for 802.11-based MAC layer protaopleimenting anycast
on 802.11-based hardware requires modification of the fimawathe network
interface card. This requires working with the chipset ana/fard manufactur-
ers.However, a proof-of-concept implementation is pdesb the Berkeley motes
platform, where link layer protocols are implemented intwafe as a part of the
protocol stack in the TinyOS operating system [4, 40]. Wealtoof of concept
implementation in software using the TinyOS [4, 40] platfioon Mica motes. We
used the Mica platform for our experiments that uses an ABIBMEGA series
microcontroller (4MHz, 8-bit) as the processor and an RFMLOBO transceiver
operating at 916MHz as the radio interface. In the Mica platfthe radio bit rate
limited to about 50 Kbps. This speed is CPU limited, as theéqua processing
happens at the sole processor on the mote.

For a meaningful implementation, we used the S-MAC protstatk [104,
105] developed in USC/ISI. S-MAC replaces the MAC and PHelaynplementa-
tions in the original TinyOS network protocol stack and pdas a flexible architec-
ture to develop new MAC protocols by providing a flexible petcdlormat and clear
separation between the MAC and PHY layers. The original SeNtAplementation
[104, 105] uses a protocol very similar to the IEEE 802.11 D&Fhannel access
operating in the ad hoc mode, including implementationstdriframe spacings,
physical and virtual carrier sensing, backoffs and retrRES/CTS/DATA/ACK
based handshake, and network allocation vectors. It als® several innovations
for energy management, which we turned off to make the pobteery similar to
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regular 802.11.Since the entire implementation is in saftwthis provides an ex-
cellent platform to experiment with new MAC protocols albrgth low data rate
radios.

We modified the S-MAC protocol stack to implement anycast logifying
the base 802.11-like implementation. In the test scenaeiphaced 16 motes in a
squarel x4 grid configuration as in Figure 2.3. Back-to-back data ptclee trans-
mitted from one corner of théx 4 grid to the opposite corner. Routes are manually
set up exploring all possible paths (similar to the analysiSection 2.4.1). Figure
2.5 shows the relative packet delivery performance of tt#28Blike protocol and
our anycast implementation in the S-MAC protocol stack. THmgth of a side of
the unit grid is varied to provide an independent means ttrobthne radio perfor-
mance. Increasing the length beyond a threshold makesdhel sitrength fairly
weak and radio performance very much prone to multipatmfadnd other noise.
The experiments were performed in a small laboratory rooenaomputer science
department in its natural state, i.e., with usual furnitypeople moving around and
possible sources of radio noise; but no noise was interntjocr@ated to influence
the experiment$. An average of a large number of experiments is reported inrEig
2.5. The positions (including pose) of the motes were kepttared across exper-
iments with the same grid size. Note the poor packet deliperformance for the
802.11-like protocol as the grid size is increa8efinycast provides an excellent
performance over the entire range.

2.4.3 Simulation Model

We used th@s-2[34] simulator with the AOMDYV protocol [61] in the routing
layer and the anycast protocol in the MAC layer. As mentidoefore, the AOMDV
model used here allows overlapped paths; and only those peghused that are at
most one hop larger than the shortest path the protocol éstaliind. With 802.11,
the traditional forwarding model is followed. The next hapkl on the shortest
path is attempted first. Upon failure (i.e., when maximumyrebunt is exceeded),
this link is marked down and the next shortest alternativesed. A route error is

“We indeed have seen significant improvements in performafite 802.11-like implementation in remote, quiet and
open outdoor environments, where not much link diversityldde obtained to make anycast significantly meaningfuthSu

environment also provided a much larger radio range.

5We also noticed some amount of unstable performance forGRel 8-like protocol for lack of diversity. For example,
at certain grid lengths (10 and 11 inches) the performaneeralatively poor, possibly due to some multipath effeceatad

at these lengths.



generated only when all alternatives are exhausted. Imiyxeaat protocol, the next
hop priorities are generated based on path lengths alone.

The traffic model uses CBR (constant bit rate) traffic withd@amly chosen
source-destination pairs. A traffic rate of 1 packet/se@ (Byjte packet) per flow
was used in the experiments. Load is varied by varying thebauraf flows (num-
ber of sources). For each packet delivered to the destmét® number of hops
it traveled is logged, and its average statistics is usedp@sameter in the perfor-
mance plots. For mobile experiments, the poptdadom waypoinmobility model
[23] is used. Here, a mobile node alternately pauses andsmowerandomly cho-
sen location with a constant but randomly chosen speed. atgetimes and the
average speed are parameters of this model.

The radio propagation model uses the two-ray ground refleqiath loss
model [80] for the large-scale propagation model (as imhdistribution), aug-
mented by a small-scale model modeling Ricean fading agptred in Subsection
2.2.1. The ns-2 extension provided by the authors of [17]deen used for the
fading model. Here, the Ricean fading is modeled using ani@ffi simulation
technique that also captures the time correlation of theasignvelop depending
on the Doppler spread created by the relative motion of threstnitter and/or re-
ceiver (could also be caused by the motion of reflecting abjecThe technique
employs a lookup operation in a pre-generated datasetinorgahe components
of the time-sequenced fading envelop.

The original implementation in [83] uses the simulationdimstant to index
into a channel table that causes all next hop links from a nodedergo exactly
similar fading which is unrealistic. In order to make thenctomelated, the index
uses both simulation time (to provide time correlation) #mel next hop node id
(to prevent correlation between channel conditions onett hops links). Similar
“corrections” for the same the code base has also been egjdaifd 1] in the context
of multi-rate MAC implementations. A value of 5 dB for the Ban K factor has
been used unless otherwise stated. For stationary netwaorkax relative velocity
v of 1 m/sec has been used to compute the Doppler ghift

Three different network models have been used for evaluatah with 200
nodes and various number of traffic flows: The first model isaticgtary grid net-
work similar to Figure 2.3. Here, the grid is, however, regtalar40 x 5 with the
distance between adjacent nodes in the grid being 100m. tRatdhe nominal
radio range (without fading) being about 250m, it gives a faimber of routing
paths between random pairs of source and destination. Weekaanal simulations
with various numbers of sources. Since the distance bettheesource-destination
pairs is a sensitive parameter (as we have seen in the moagbgded in the previ-
ous subsection), we have controlled the random selectisawte and destinations
in a way to give us specific values for the“shortest” path teagin hops).
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The second model uses a network of 200 randomly positioregtbisary
nodes in the same area (4000m500m). Similar experiments were run by con-
trolling the random choices of source destination pairshst their shortest path
lengths fall close to pre-selected specific values. Theltimodel uses the same
number of nodes in the same area; but now the are mobile alogvftiie random
waypoint mobility model. The pause times and speed ared/émieontrol the mo-
bility. Because of mobility, it was not possible to contrbkthop-wise distance.
All simulations are run for 900 simulated seconds. Each gdaiat represents the
average of 5 runs.

2.4.4 Simulation Results in Grid, Random and Mobile Networls

Figure 2.6(a) plots the average packet delivery fractionte stationary grid
network model for the two link layer models. As expected, dieévery fraction
goes down with increase in path lengths with anycast peifgetter — with the
performance differential increasing with the path lendtlperformance gain of up
to a factor of 2 is observed for large path lengths.

Note also that the anycast performance is going down witfeas®e in num-
ber of traffic sources, while for 802.11, the performancednsoat independent of
this parameter. It turns out that with more traffic diverghge route discovery is
unable to provide a large number of routes because of losaité request packets
due to increased interference. Note that route requeskpmeke broadcast pack-
ets and thus they are more susceptible to fading and ineederas they cannot be
retransmitted. Figure 2.9 demonstrates this effect, wter@ercentage of MRTSs
that have 1,2,3 or 4 next hops are plotted against numberuéss. Note the in-
crease in unicast MRTS (i.e., MRTS with only one next hop ik with traffic,
and corresponding decrease in MRTSs with 3 or 4 next hops. nWh&ing is
modified to restrict the routing to discover only link-digjbpaths, the performance
improvement with anycast is almost non-existent. Figué€l®).demonstrates this.
This figure uses the same simulation runs as before, only avithange in rout-
ing. We investigated the reason for the lack of performaraie gith disjoint path
routing. As alluded to before in Subsection 2.3.2, the megarse is lack of suf-
ficient number of next hops. Figure 2.10 confirms this hypsigby comparing
the fraction of unicast MRTSs (MRTSs with only 1 next hop) fleese two varia-
tions. Note the large number of unicast MRTS for disjointpatuting relative to
the overlapped paths case, showing that multiple next higgpeat often available
for disjoint path routing. From this point onward, only overlapped path was used

61t may appear that disjoint path routing means that only theee has more than one next hop and not any of the

intermediate nodes. However, the protocol used here felltwe disjoint path definition in [61] where a nodl®n the path



24

100 100 T T T T T T
’O{; 80 - — ’O{; 80 - —
= =
K] K]
g g
r 60f . I 60Ff i
P o P
2 k3 2
8 e 8
= 40 "g02.11 5 sources —— 7 = 40 "g02.11 5 sources —— 7
2 Anycast 5 sources —v— 1] Anycast 5 sources —v—
e 802.11 10 sources---x--- e 802.11 10 sources---x---
o Anycast 10 sources--v-—- o Anycast 10 sources--v-—-
20 -802.11 20 sources - *--- . 20 -802.11 20 sources - *--- .
Anycast 20 sources--<--- Anycast 20 sources--<---
802.11 40 sources & 802.11 40 sources &
Anycast 40 sources-&-- Anycast 40 sources-&--
0 1 1 1 1 1 1 0 1 1 1
0 2 4 6 8 10 12 0 2 4 6 8 10 12
Path Length(no. of hops) Path Length (no. of hops)
(a) Stationary grid network with overlapping pdty) Stationary grid network with disjoint path rout-
routing. ing.
100 T T T T
80 - B
60 —

Packet Delivery Fraction(%)

40 "802.11 with 5 sources  —+— &
Anycast with 5 sources —s— ey
802.11 with 10 sources ---x--- RS
Anycast with 10 sources ---v---

20 -802.11 with 20 sources ---o--- h
Anycast with 20 sources ---*---
802.11 with 40 sources e
Anycast vlvith 40 sources -

0

0 2 4 6 8 10
Path Length(no. of hops)

(c) Stationary random network with overlapping
path routing.

Figure 2.6: Packet delivery fraction with 802.11 and anyoastatic networks.



1

S 08
&
>
8
[¢]

2 06
Q.
o
T
S

s 04
[=2]
I
2
S

0.2

0

T T T T T T T
802.11 5 sources —+—
Anycast 5 sources —v— 2
802.11 10 sources -
| Anycast 10 sources--
802.11 20 sources---
Anycast 20 sources--
802.11 40 sources-
| Anycast 40 sources

X

<

De ko

1
0 2 4 6 8 10 12 14

Path length(no. of hops)

Figure 2.7: Average per hop delay with 802.11 and anycadtircgrid network
with overlapping path routing.

100 T T T T T T
K
Q 80 - B
<
[
3
- 60 -
Q
X
Q
I
& a0t
2
1S
o
o 20
0
0
Path Length(no. of hops)
802.11 5 sources —+— 802.11 20 sources---*---
Anycast 5 sources —s— Anycast 20 sources--<---
802.11 10 sources---*--- 802.11 40 sources &
Anycast 10 sources--v--- Anycast 40 sources—+

Figure 2.8: Control packet overhead in 802.11 and anycastatic grid network

with overlapping path routing.

25



50 T T T T

30 |

20 -

Breakdown of MRTS

10 FAnycast unicast RTS — h
Anycast MRTS with 2 nexthops-x---
Anycast MRTS with 3 nexthops-:---
Anycast I\I/IRTS with zll nexthops—I R

1
0 10 20 30 40 50
Number of Traffic Sources

0

Figure 2.9: Percentage of MRTS packets with different nusloé next hops in
stationary grid network (average path length is approx 6).

100 T T

60 - E

40+

Percentage of Unicast MRTS

20 |-

5 6 7 8 9 10 11 12 13
Path Length(no. of hops)

overlapping 5 sources —+—  overlapping 20 sources--*---
disjoint 5 sources —<— disjoint 20 sources ¢~
overlapping 10 sources--%--- overlapping 40 sources-&--
disjoint 10 sources ---v--- disjoint 40 sources g

Figure 2.10: Percentage of unicast MRTS packets in thestaty grid network for
disjoint path and overlapping path routing.

26



100 T T T T T T T

40 - .

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, T
g %
7777777 v
— 80 - - i
S
5 Ymmmmmmmmmmmmmmmmmmmmmmm=od X
g -
i 60 - i
>
2
9]
= /
©
(a)
=
@
X
Q
I
o

802.11 K=5db —t
Anycast K=5db ——
20 - 802.11 K=10db ~ ---x--- 7]
Anycast K=10db ~ ---v---
802.11 K=15db S
Anycast K=15db ~ ---<---
O 1 1 1 1 1 1 1

10 15 20 25 30 35 40 45 50

Number of Traffic Sources

Figure 2.11; Affect of Ricean K factor on packet deliveryctian
for routing. Figure 2.6(c) shows the packet delivery perfance in the stationary

random network. Note again that performance improvemeatmgyé&om about 20%
to upto about a factor of 2 for large path lengths. Becausbéefandomness in-
volved the hop-wise distances could not be varied over as widilue as in the grid
network. We also analyzed the impact of the changes in faditigs set up. Fig-

ure 2.11 shows packet delivery fraction for a specific seceharios with 20 and
40 sources when the hop-wise distance is about 4. Here,teaRk parameter is
varied which influences the relative amplitude of the domirsagnal component.
Note that the dominant component is relatively strongeg@eak value) the im-

pact of fading is less. Thus, with smalléf, the absolute performance degrades,

but the performance differential between multiple and lgingext hops increases.
Finally, we will look at mobile scenarios with different mitity. Figure 2.12(a)
presents the packet delivery performance in a mobile stenéth average speed
of 20 m/s. Note that anycast is performing about 25-40%iveldd the unicast
performance. In these set of experiments the impact of &song load (number of
sources) is minimal. This is because of relatively smaltage path lengths (about
3.5) realized in these experiments. Figure 2.12(b), Figutg(c) and 2.12(d) show
a scenarios in which average speed of each node is 15 m/ssldhohb m/s respec-
tively. 802.11 delivers less than 60% of the packets at higbilty while anycast
is able to deliver upto 75% of the packets. At 5 m/s, anycalbtate 80% of the
packets while 802.11 is barely able to cross the 60% mark.

P, from S and D is allowed to form an independent path to D which is link-disjoint fromP; .
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2.4.5 Comparison of Overheads in Anycast and 802.11

In this section we have presented results that compare eadshin the any-
cast and 802.11 protocols. We have observed from the asatySiection 2.4.1 as
well as the packet delivery fraction graphs in the previagien, that the benefits
of anycasting is more prominent when the path length betwleesource and des-
tination is longer as opposed to when the paths are less tharhbps in length.
We can obtain a larger range of path lengths in the grid nétsvibran in random or
mobile networks where path lengths are difficult to contned do randomness and
mobility. In order to show the overheads of the two protoasier a large range of
path lengths as well as for the sake of brevity, we will présle@ overhead results
for static grid networks only. We have seen that the othenates also follow
similar trends.

We have compared average per hop delays incurred by padiatsvere
successfully received at the destination. This is compagdtie ratio of the average
delay incurred by the packets and the average number of hagersed from the
source to the destination. We observe in Figure 2.7 thatdeslisy in the anycast
scheme is higher than in 802.11 when the paths are on an aviesgythan four
hops long. We observe here that simultaneous transmissieath any nexthop in
anycast incurs more delay than retrying the same path as2ri B0 This may be
due to the lack of path diversity when the distance betwearcecand destination
is less. However, as path lengths increase, packets in fftastrmechanism show
lower delay than in 802.11. At path length of approximatéyhbps, anycast shows
upto 12% lower delay than 802.11.

In both anycast and 802.11 protocols, the traffic due to obpiaicket ex-
change is a source of overhead and in anycast, the addit®iralpackets might
cause even more overhead. In order to understand the effadddional control
packets exchanged in anycast, we will analyze the conterlhead of the two pro-
tocols. We compute the control overhead as the ratio of tted mmmber of RTS
and CTS packets sent along the entire path from the sour¢e toetstination and
the total number of data packets that are successfullyvedeit the destination.
We present the result in Figure 2.8. As expected, the cooteihead is low when
the path length is small but it increases as the data pacietstb be routed through
more nodes to reach the destination. It is interesting te tiwit the control over-
head in anycast is actually lower than that in 802.11 andeagdth length increases,
the difference becomes wider. In 12 hop paths, 802.11 sends timan 60 control
packets for every data packet that reaches the destinativle, anycast sends only
around 30 control packets per data packet. Note that in @hs$genario, for 12 hop
paths, the number of control packets per data packet wouldtpevo packets for
each hop in the path. This result clearly shows that the plal€TS transmissions
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in the anycast protocol presents a much lower overhead tigamtltiple RTS/CTS
sentin 802.11 as it retries several times before succeaus®nding packets to the
next hop node.

Our experimental results establish the benefits of anyoagstactical wire-
less networks that have far from ideal channel conditiomswireless networks
where the path lengths are larger than four hops, the angeastanism not only
provides a higher packet delivery fraction but does so vaittelr packet delays and
exchanges less number of control packets as compared t02hE18protocol.

2.5 Related Work

In [57], a combination of forwarding and MAC layer protocalledselection
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diversity forwardinghas been proposed. Here, the data frame is multicast to a set

of candidate nodes, each of which send back ACK control gacKden only one
node is chosen from this set by the forwarding node and isaf@avarding order
control packet, which is again acknowledged. This is theertbdt will forward the
data packet further; and others will discard the packet.eNuwat there is no chan-
nel reservation such as 802.11 or our anycast extensiora [izetkets can easily
collide, and the overall exchange takes longer as the faliwgrorder has to wait
to for all ACKs. The criterion to choose the forwarding noaggpdnds on the upper
layer protocol. For example, the forwarding node could leecthe that provides the
maximum forward progress in geographic forwarding. Sedeativersity forward-
ing has been shown to perform better than fixed forwardinghaeiems, such as
NFP (nearest with forward progress) or MFR (most forwardhviited radius) for
Rayleigh fading channels.

Several recent articles build on the 802.11 standard tanagti the channel
condition and automatically adapt the sending bit rate techméhe channel con-
ditions. However, they still use single next hop, and useutieast forwarding
model in 802.11. In the RBAR protocol [41], the receiver msties the channel
condition by the physical layer analysis of the RTS packet@termines the best
rate to send the data frame. The control packets are serg therbase (lowest)
rate so that they are always successfully delivered. The @@kcol [17] extends
this idea to send multiple back-to-back packets when tharatlacondition is de-
termined to be good. OAR also takes care to ensure fairnegheee is a chance
in this protocol that links with better channel conditiommaet more share of the
channel bandwidth.

In [77] an adaptive transmission protocol is used that dsljtie power and
code rate of the transmitted signal to adapt to the chanmaditons. But this
scheme does not work when a poor quality link has not been lygékde routing
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protocol for some time. The work suggests an alternate fatwg technique de-
pendent on multipath routing that alters routing paths szaler links that may
have improved recently.

Three recent papers also motivate use of anycasting in th€ Mger. In
[27] authors motivate anycast as a general-purpose MAG lagthod to take de-
cisions on packet forwarding in short time scales. They riles@otential use of
anycast from the point of view of improving spatial reuse aaducing interfer-
ence. They describe applications with power-controlledtipie access and direc-
tional antenna. However, since this is a position paper,ertbopnance evaluation
is reported. In the same forum, an “opportunistic” routingamanism is presented
[20, 21], which is very similar in spirit to the selection digity forwarding work
described earlier. Another protocol called GeRaF [108)} atmtains similar ideas,
but has been specifically applied for geographic forwardiHgre, the interest is
more on modeling, rather than a practical implementation.

Two recent studies [45, 100] used a protocol similar to auspirit, however,
for a different goal. These protocols exploit multiuseredsity in the context of
an access point-based system. Similar exploitation ofioadt diversity was also
explored earlier in channel state based scheduling [19ppots. In contrast, we
exploit path diversity.

2.6 Conclusions

We have proposed an anycast mechanism at the link layeottvedfds pack-
ets to the best suitable next hop link to enable efficient geickwarding on a mul-
tihop route. This mechanism is dependent on the availglofitnultiple next hops,
which could be computed by a multipath routing protocol. Vigendesigned the
link layer protocol as an extension of the popular IEEE Séad@B02.11 and car-
ried out an extensive performance evaluation using bothxperenental testbed
and detailed simulation modeling. The anycast protocoliges a significantly
better packet delivery relative to 802.11 in a variety of ad metwork models,
both regular and random, stationary and mobile. The pediaoa differential was
observed to increase when path lengths increase.

Note that when multipath routing is combined with anycas¢, forwarding
decisions taken at each hop is a local decision. This calyéasiease the overall
path length unless the forwarding is orchestrated caxefséle the discussion on the
value of/ at the end of section 2.3.2). Some mechanisms to do this or@apket
basis has been discussed in [27].

Another point of concern is the operation of the routing pcol. The routing
protocol itself suffers from the transient weak channeldibons, and may fail
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to discover links that (transiently) fail to deliver rougimessages. This does not
seem to be a significant problem in the our simulations. Heweve anticipate a
different method of delivery for routing messages can inaprperformance (such
as using higher transmit power to counteract fading).



Chapter 3

Applications of Anycast in Multichannel and
Directional Antenna Networks

3.1 Introduction

In the previous chapter we discussed/casta new MAC protocol for wire-
less network that delivers good results in the face of malkidading and inter-
ference in comparison to the 802.11 protocol. In this chraptwill discuss an
application ofanycastin directional antenna and multichannel networks.

It is well known that wireless networks have a limited bandiviavailable
for communication. This provides a motivation to study ratwdesigns which
improve the bandwidth utilization. A popular approach isuse multiple chan-
nels for communication, known as multichannel networksoter network model
called directional antenna network, uses directionalrards so that the transmis-
sion is confined to selected directions with respect to twestmitter, instead of all
directions as in regular (omni-directional) networks. lBtitese network types can
potentially improve the bandwidth utilization by increagithe spatial reuse of the
available bandwidth.

In multichannel and directional antenna networks just aggular wireless
networks, nodes suffer from deafness and hidden termimdllgms. Deafness is
said to have occurred when a node makes several futile ageimpgommunicate
with a neighbor who is busy in another transmission and thusable to respond to
the sender. The hidden terminal problem occurs when a nads sttransmission
by incorrectly assuming that the medium is free when in tedliere is an ongo-
ing transmission in the neighborhood. The control packeharge mechanism in
802.11 medium access control protocol (MAC), alleviatedtidden terminal prob-
lems in regular networks. This mechanism assumes a singtenethnetwork with
omni-directional transmissions. Due to the inability ofdes to listen for trans-
missions in all directions or in all channels in directioaatenna and multichannel
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networks, deafness and hidden terminal problems may be raprpant in these
networks if the 802.11 protocol was used in the MAC layer.hi@ previous chap-
ter, anycast was proposed for single channel networks tdabmultipath fading,
where it was able to alleviate losses due to fading by exptppath diversity. We
will see now that by exploiting the same path diversity, asgds able to allevi-
ate the deafness and hidden terminal problems in both rhahitel and directional
antenna networks. We will first discuss the anycast appbicah multichannel
networks in section 3.2 followed by directional antennavoeks in section 3.3.

3.2 Multichannel Networks

We will first describe the network model that we consider fartmhannel
networks followed by the description of the base 802.11pikeocol that we extend
using the principles of anycast which is followed by an erplion of the anycast
extension.

3.2.1 Network Model

While there can be many designs for a multichannel netwoelhave adapted
a “quiescent channel” model that appeared in [87]. In thislehceach node in the
network is assigned a channel called a quiescent channd. iS'the channel to
which the node listens to when it is not in transmit mode. Tdhiannel assign-
ment is well known to all nodes in the network or can be derifrech the node
addresses. All channels are used for data transmissiorch whia resource con-
strained network that has a small number of channels, is & ohesirable design.
Given this network model, we will now describe the receivieected transmission
(RDT) scheme [87], which is a simple adaptation of 802.11 idtichannel net-
works with the quiescent channel model. We will then use astmechanism with
RDT to alleviate the deafness and the hidden terminal pnodle

3.2.2 Receiver Directed Transmission

In RDT, in order to transmit a packet to the next hop recetberfransmitting
node must switch to the receiver’s channel and perform tfd&ASA mechanism
as in 802.11. If this backoff procedure is completed sudadgsind the medium is
still free, the transmitter performs the RTS/CTS exchangke the receiver in that
channel. All overhearing nodes invoke their virtual carsensing mechanisms.
The virtual carrier sensing mechanism in RDT is achieved hintaining different
network allocation vectors for separate channels. Thespterhearing nodes set

34



the NAV corresponding to the channel in which transmissgohdard. We distin-
guish this NAV from the one in regular networks by renamingdtchannel NAV

or CNAV. Nodes cannot participate in any transmission on anokl as long as
the CNAV for that channel is set, but at the same time, nodedrae to switch

to another channel for which the CNAV is not set and contemdrémsmission in

that channel. This capability of parallel transmissions patentially increase the
network throughput by a large amount.

We note that due to the node’s inability to listen to all chelsrat the same
time, it may not have the current state of the channel it thédn transmit in. Thus,
when a node switches to a new channel for transmission, itinedvertently act
as a hidden terminal causing collision for an ongoing trassion. Similarly, it
can suffer from the deafness problem if the intended recéappens to be busy in
another transmission.

3.2.3 Anycast Extension of Receiver Directed Transmission

The anycast mechanism is capable of alleviating the desfaed hidden
terminal problems in RDT by exploiting path diversity in tti@ansmission channel.
The multipath routing layer may be instrumented to maintaitiple paths on each
channel in the network, and provide these node addressks MAC layer. Thus,
in anycast, the transmitting node switches to the receigbiemnel and multicasts
a RTS packet to multiple potential next hop receivers in tetnnel and waits
for a CTS. Reception of CTS from any one of the next hop nodégates that
the channel has been reserved, thus, the transmitter satad®dhe receiver from
which itreceived CTS. In case the transmitter did not rex@VS from any nexthop
receiver, it retries upto 6 times.

We can see from the protocol description that, anycast wbeldthore suc-
cessful in alleviating the deafness and hidden termindllpros, because it tries to
negotiate medium access simultaneously with more than exghop nodes. This
parallel negotiation process greatly increases the piltityadf success. Note that,
the multichannel anycast protocol is similar in principdéts single channel coun-
terpart and thus we can use the same protocol stack withaogels in the hardware
in both networks.

3.3 Directional Antenna Networks

We will now proceed to discuss the application of anycastiieational an-
tenna networks. We will first describe the network model dredirectional an-
tenna design that we consider in our work. Description oftihsee 802.11 like
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directional antenna model and the anycast extension faikext.

3.3.1 Network Model

We have studied an “electrically steerable antenna” whichahange the an-
tenna direction through beamforming. The same antenna Ina@deused in [94].
The only difference is that we have used eight antenna directvith a beamwidth
of 45° each. This antenna is also able to transmit omni-direciiypné/e further
assume that the antenna gain is same in both omni and divattimdes. This may
be easily achieved by reducing the transmit power when tnétisg in the direc-
tional mode. Nodes are able to determine the direction oi@mming transmission
by measuring the angle of arrival of the strongest signails ftiormation provides
the relative direction of next hop neighbors and this dioecinformation is cached
at the routing layer along with the routes to various desitina. Having described
the network model we will now proceed to discuss the direetiosirtual carrier
sensing (DVCS) [94] protocol followed by the anycast exiens

3.3.2 Directional Virtual Carrier Sensing

In DVCS, if a node is idle, it switches its antenna to omnedtronal mode
in which it can hear transmissions from all directions. Wherode needs to trans-
mit a unicast packet to a receiver, and it is aware of the time®f the receiver,
it invokes the CSMA and the backoff mechanism during whicthé node does
not hear any transmission from the intended receiver'stior, it beamforms the
antenna to that direction and sends a RTS toward the recgittgat direction. The
receiver upon receiving this RTS, orients its antenna irdtrection from where the
maximum signal strength is received, and sends a CTS in treadtidn provided
that it senses a free medium in that direction. A successTi@/RTS exchange
is followed by data/ACK exchange in the same manner as in @218 protocol.
Nodes that overhear RTS/CTS exchange must invoke theualidarrier sensing
mechanism. Nodes maintain separate network allocatiotorsetor different an-
tenna sectors instead of a single vector. We distinguishNIAV from the NAV in
802.11 by naming it as directional NAV or DNAV. Thus, when riraka decision to
contend for the medium, nodes check if the DNAV for the digcbf transmission
is set. If this is not the case, the node is free to contendhfemtedium in that
direction. Otherwise, it must wait until the DNAV expires.elsinwhile, the node is
still allowed to transmit in those directions for which th&lBV is not set.

When a node switches from directional transmission or re@epnode to
the omni-directional mode, it is possible that it has misseohe control packet
exchange that took place while it was in the directional moHeus, the node no
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longer has the current state of the medium. This may leadeaditdhden terminal
problem. Also while a node is busy in transmission or recgptiom a direction,
a neighbor being unaware of this state might try to commueieath this node
from a different direction. This is the well known deafnesslgpem occurring in
directional antenna networks. We will see in the next sediow anycastis able
to alleviate these problems.

3.3.3 Anycast Extension of Directional Virtual Carrier Sersing

Once again we note that in anycast, the multipath routingopo may be
able to provide more than one next hop neighbor for forwaydiata to the destina-
tion. The routing layer may be instrumented to maintairedéht paths for different
directions (antenna orientations) and provide multipbet hep options in a partic-
ular direction to the MAC layer. Thus, in anycast, the traittenmulticasts MRTS
to multiple nexthop neighbors in the same direction and feaiCTS in response.
Upon receiving a CTS from any one of the receivers, the setadesmits data to
that receiver. All overhearing nodes invoke their direcsibvirtual carrier sensing
mechanism just as in DVCS. If the sender does not get any CT&ponse to its
MRTS, it may retry upto 6 times after appropriate backoff hreedsm.

We observe that, since there may be multiple nexthop chéacdésrwarding
the packet, the probability of atleast one of them respandiith a CTS is higher
in comparison to the case when there is only a single next hojge as in DVCS.
Thus in anycast, if deafness prevents one node from respgidia sender who
is trying to communicate with it, due to the path diversitpyided by anycast,
another node may respond and forward the data packet. Oage\ag note that,
the directional antenna version of anycast is quite simdahe omni directional
version as well as the multichannel version describedezarli

3.4 Performance Evaluation

We implemented the multichannel and directional antenotopols in the
popular ns-2 simulator. We used multipath AODV in the rogtiayer with appro-
priate modification so that the routing layer can maintaipasate paths for sep-
arate channels or directions. We performed experimentsstatéc scenario with
100 nodes placed randomly in a 1000x1000m area. We ran exgets for differ-
ent scenarios with 5, 10, 20, 25, 30 and 40 traffic connectimiaswith data rates
of 4pkts/s and 10pkts/s where the packet size was 512 bytese Imultichannel
network experiments, there are three channels availablesfmmunication. Fig-
ure 3.1(a) shows the graph of packet delivery fraction aglidy RDT and multi-
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channel anycast protocols when the number of traffic cororecis varied at two
different rates (4 pkts/s and 10pkts/s). Similarly figur&(&) shows the average per
hop delay for the same scenario. The results clearly showemgwast outperforms
RDT both in terms of delay and packet delivery fraction. As ttumber of traf-
fic sources increases the difference between the two prstooastantly increases
and at high load scenarios with 25 sources and 10 packetepend, anycast de-
livers 88% packets while 802.11 delivers only 73%. This ltedearly shows the
advantage of anycast in high load network when the probledeafness is more
prominent in multichannel networks.

In the directional antenna experiments, we set the bearthwiach of the 8
antenna sectors tH°. Figures 3.1(b) and 3.2(b) show packet delivery fractioth an
average per hop delay graphs for both anycast and DVCS intidinal antenna
networks. We see that, anycast has a better performanceatedhfp DVCS as it
shows a higher packet delivery fraction when the network isancreased. Any-
cast delivers 12% more packets to the destination and irfddi#s lower delay in
the scenario with 40 sources and 10 packets per second. Sultsreonfirm that
anycast is more robust in high load scenario where deafses®ie common in
directional antenna networks.

3.5 Conclusion

By anycasting the deafness problem in a multichannel octimeal antenna
network may be alleviated if not solved without the use ofitlidlal hardware or a
separate control channel and even without synchronizagignirement. Anycast
can alleviate these problems by exploiting the availabditdifferent routes to the
destination. Thus, if one of the next hop nodes is “deaf”,th@onode may be
able to route the data packet. Similarly, if a transmisssointerrupted by a hidden
terminal, the transmitter may be able to re-negotiate ttacll with a different
neighbor thereby, reducing the possibility of anotherismh. We have presented
anycast in single channel, multiple channels and direatiantenna networks. It
is also possible to use the same protocol in hybrid netwookdéaining all three
features. Thus, unlike other protocols that were desigitadreor multichannel or
for directional antenna networks, anycast is suitable ébh lbypes as well as single
channel and omni-directional networks.



Chapter 4

MAC Layer Multicast in Wireless Multihop Networks

4.1 Introduction

Wireless ad-hoc networks have various applications intamylj conferences,
sensor networks and emergency operations. Many of thesieapms need one-
to-many (multicast) communication. In multicast commaign a single sender
may send data to multiple receivers in the network. Suchioast communication
can be very useful in the military where a commander mightirnteecoordinate
the activities of his troops and send critical instructiovisleo and audio multicast
are popular multicast applications among civilians whersingle sender sends
video/audio data to multiple receivers.

Multicast communication can be achieved by sending mutidata to all
receivers in the network via flooding. This approach may cedhe overall network
efficiency due to unnecessary transmissions. These trasgms may be reduced
or limited if the network is aware of routes to the multicasteivers so that the
data could be sent only to the multicast receivers via pegdened routes. Several
routing protocols have been developed to determine sudesdtom senders to
multicast receivers ([24],[25],[31],[33],[44],[46]). duites in ad-hoc networks might
traverse various nodes to reach the receivers. Thus, msitdata may need to
be transmitted across various hops before it reaches atigast receivers. Since
wireless links are prone to errors, data may not always beived correctly at
the next node along the route. Such errors may not be toketgbthe multicast
application, in which case an error recovery mechanism neaeuired. Certain
error recovery mechanism might be implemented at the ugyer by requesting
positive acknowledgments or feedback from the multicastivers. However, this
mechanism will require the sender to buffer data locallyiluhe feedback has
been received. This technique may increase delay in dateedelif the sender
and receivers are separated by large number of hops. Soesetiuth delay is
not tolerable for example in voice applications large delayght make the data
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unintelligible.

It is well known that an efficient and reliable medium accesstiol (MAC)
protocol is capable of removing inefficiency caused dueandmission errors. For
several years MAC layer techniques have been used to impheveliability and
efficiency of one-to-one (unicast) communication where radee communicates
with a single receiver in the network. Various techniquesrprove data delivery
are implemented in the IEEE 802.11 MAC protocol which is thestrwidely ac-
cepted MAC layer protocol for both wireless LAN as well ashamt: networks. This
protocol implements positive acknowledgment to providebée transmission of
unicast data to the next hop node in the route and implemeaetsaansmission pol-
icy in case of transmission failure. However, no such poigcymplemented for
multicast data in the 802.11 MAC protocol. However, uppgefa may choose
to use the same facility for multicast communication as Wwglexplicitly sending
multiple copies of multicast data, one for each next hop@rtlute, thus forcing the
MAC layer to treat each copy as individual unicast data. fieshod however, may
substantially increase the network load. In a wireless omaga single transmission
may be received by multiple receivers hence sending meltippies of the same
data is an unnecessary overhead. Thus, we can see thasthesasonable ground
to research MAC layer protocols that can potentially imgrtéive performance of
multicast communication and several attempts have beee matiis direction to
achieve greater efficiency in multicast communication.

In this chapter we propose a MAC protocol which can improeedfiiciency
of multicast communication. Our protocol is based upon threcepts of the popu-
lar IEEE 802.11 MAC protocol. In fact, we have developed atioast extension of
IEEE 802.11 protocol and evaluated its performance agHufdE 802.11 protocol
and some other related approaches. We implement the pratadbe populams-2
simulator and experiment with multicast routing protoc@ur approach demon-
strates superior performance in termspaicket delivery fractioras well asdelay
compared to the IEEE 802.11 protocol.

The rest of this chapter is organized as follows. In sectigre2iescribe the
medium access mechanism in IEEE 802.11 for unicast andeasitcommunica-
tion. Then in section 3 we describe our protocol. We showgoerance analysis
and results in section 4. In section 5 we describe some regenkt that propose
reliable MAC layer protocols for multicast and/or broadctaffic. We present
conclusion and future works in section 6.
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Figure 4.2: Multicast extension to 802.11 protocol.

4.2 Multicast Transmission in IEEE 802.11

In this section, we will briefly review the mechanism for micdist data trans-
mission in IEEE 802.11 protocol. When a node has broadcasiutiicast data to
transmit, it performs channel access in accordance to thee€&ensing Multiple
Access with Collision Avoidance (CSMA/CA) protocol as iretfiEEE 802.11 DCF
described in Chapter 1. But unlike unicast transmissiontioast data is transmit-
ted without any control packet exchange or acknowledgntégtire 4.1 illustrates
this multiple access mechanism for multicast packets.rAfepleting the carrier
sensing and collision avoidance procedure, the transrsigteds the DATA packet.
All receivers that detect the transmitted packet corresthyld receive the DATA
packet and send it to the routing layer. The routing layer dexrde that the packet
needs to be forwarded if the node is an intermediate nodeeimiliticast route.
This node would then use the same access mechanism to failveapacket. This
mechanism does not provide protection from hidden terminaither does it guar-
antee that DATA was received correctly by all intended ney hodes as their is
no acknowledgment from the receivers.
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4.3 Multicast MAC Protocol

We have developed MAC layer multicast as an extension toBEE&1802.11
DCF protocol which can be used with any multicast routingtgeol. We have
tested our protocol with multicast AODV [25] but the scopeoaf protocol is not
limited to any particular routing protocol. In this sectie will describe our MAC
layer approach to provide reliable multicast.

4.3.1 Multicast Extension of IEEE 802.11

We have implemented reliable multicast MAC within the IEER28L1 frame-
work. We have used a similar approach in a previous work [84Jith a different
goal of MAC layer “anycast” to achieve path diversity andréi®, combat fading
and adverse channel conditions. Before we describe theqmiotve will describe
the changes introduced to the MAC layer frames.

We modify the RTS frame to include multiple next hop node addes as in
[84]. The RTS frame in 802.11 originally carries only one nieap node address
since it is used only for unicast transmission. But the MAgelapacket header
contains space for including three more addresses typigsdid to insert addresses
of access points, senders, receivers etc. We can use thested# in four addresses
for next hop nodes. This design choice helps us keep the RIh&efno larger than
thatin 802.11. The CTS frame is modified to include the rear&\({node that sends
the CTS in this case) priority order which, we will explaiteg is determined from
the RTS frame. This helps the original sender to differ¢atietween the CTS sent
by different nodes (CTS and ACK frames do not carry the sésdddress). DATA
packet header is modified to include the addresses of alethodes from which
CTS was successfully received. Finally ACK frames are medifo include the re-
ceiver’s priority order, determined from the received DApAcket. Henceforth, we
will refer to the modified control and DATA packets as RTSEXT,SExt, DataExt
and ACKExt. We will now describe our protocol in the next paeph.

When the MAC layer receives a multicast DATA packet from thper layer
it first invokes the CSMA/CA mechanism as used in IEEE 802rdtqeol.  Af-
ter performing the collision avoidance procedure and whemtedium is idle, the
transmitter transmits an RTSExt frame to request accedsetonedium from at-
most 4 next hop nodes in the multicast route because RTSExtarey only upto
4 next hop addresses. Only those nodes which are part of theastiroute and
whose addresses are included in the RTSExt must preparspone with CTSEXxt
frames. All other nodes must invoke their virtual carriengag mechanism and de-
fer medium access until the end of the current transmis8ore multiple routing
nodes may exist in the next hop, the sender may expect mreM@ipSEXxts. If all the



CTSEXxt frames are sent simultaneously, they may not be abrmeceived. Thus
we need to devise a method to prevent simultaneous trarismgss$n our approach
we allow the CTSEXt to be sent one after another by deliblgratteoducing a fixed
amount of delay between successive transmissions. Theis reeeiver calculates
the time it must wait before sending its CTSExt frame. Thisetis based upon
the priority order conveyed via the RTSExt frame. This ptyoorder is nothing
but the position index of each receiver’s own address in th8Ext frame. The
wait times are calculates as follows. The Nth receiver wigitsa time equal to
N x SIFSDuration + (N — 1) x CT'SDuration, where N is the position index
of its address in the RTSEXxt frame. Thus the first node wartSBSDuration and
the 4th one waits fot x S1FSDuration + 3 x CTSDuration before transmit-
ting the CTSExt. A node transmits the CTSEXxt only if it doe$ Inear any other
transmission that could potentially interfere with the [4dxt that it will receive
next. Thus, if during the wait period, if any node senses & losdium, it must
cancel the transmission of CTSExt. But if the overheardsim@ission is actually
a CTSExt frame that was sent in response to the same RTSHEXthat consid-
ered as a competing transmission and it is safe to send thé @ICSEXt. Since
each CTSExt is sent at its own slot, the transmitter is abledeive the CTSEXxt
frames and determine from the order in the CTSEXxt the adelsessnodes from
which CTSExt was received. Successful reception of any GT Biplies that the
medium has been successfully reserved for that next hop, todet is not the
case for those nodes which had failed to send CTSExt. Thukeagnd of the
waiting period (the time required by all next hop nodes tadsEmSEXxt), the trans-
mitter sends DATAEXt to those next hop nodes from which itcessfully received
the CTSExt. Each next hop node that had sent CTSEXxt recdieeDATAEXt
and waits for its turn for sending ACKEXxt in the same way as aited for the
CTSEXxt, only this time, the priority order is determined I fposition index of
addresses in the DATAEXt, instead of the RTSExt. The waiesnm this case are
N x SIFSDuration+ (N — 1) x ACK Duration, where N is the position index
of the node address in the DATAEXxt. If the sender does notwved®CKEXxt or
CTSExt from some next hop nodes, it resends the DATAEXt afteropriate back-
off mechanism and RTSExt/CTSExt exchange with those nodles method of
control packet exchange and retransmission policy previdiéciency to multicast
communication by reducing the time required to recover fpaoket losses due to
errors in the wireless medium. Fig 4.2 illustrates the noakt extension proposed
here.

Until now we explained how the protocol would works when ¢hare 4 or
less next hop nodes. But as the number of multicast recdivensases in size, the
number of next hop nodes in the multicast route also inceasecase there are
more than 4 next hop nodes, the transmitter needs to cliigt@etxt hop nodes into
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different groups of size atmost 4 each and transmit dataéayooup at a time. We
will explain the clustering method in the next paragraph. Wilkfirst describe the
problem that motivates the formation of clusters.

Recv 1

O/ Recv3

Figure 4.3: Neighbor unable to respond due to interferente @TS sent by an-
other neighbor

Figure 4.4: Clustering to group together non conflicting ticakt next hop nodes.

We have discussed earlier that some nodes in the network migineceive
certain transmissions correctly simply because the tratesris not within their re-
ceive range. Such nodes may still hear noise in the mediuntodawrbich they may
not participate in any transmission as long as the mediunotigrae from noise.
These nodes must set their NAV to EIFS duration and reframfparticipating
in any communication. We observe that this problem may caosee next hop
nodes that have determined that they must send CTSEXt, ¢elcdue transmission
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of their CTSExt. Since in our protocol as well as in [42] and][5multiple CT-
SExt may be sent, it is possible that some nodes do not sen&x@b@cause of
interference caused by CTSEXxt sent by other nodes althdweghare sent in re-
sponse to the same RTSExt. This may happen due to the didtehween these
nodes is such that the received power of the CTSExt sent byrte@ode is below
the receive threshold at the other thus making it difficufttfte node to decode
the packet. Therefore, the node treats this packet as ndigd wauses the vir-
tual carrier sensing mechanism to be invoked, which inimgyithe transmission of
CTSExt. This scenario is illustrated in fig 4.3. Here, nodemnd 2 are beyond
each others transmission range but within the carrier sgnsinge. When node 1
transmits CTSEXxt, node 2 would sense a busy medium and dafentission by
an EIFS period. Node 3 would hear the CTSExt correctly andrdehe that the
CTSExt was meant for the same multicast sender and will gachhad send the
CTSEXxt itself. The sender will send DATAEXt to receivers H&@nalone and retry
transmission for receiver 2. While this scheme is stillaiele, the network incurs
an extra wait period due to the unnecessary inclusion ofwvece in the RTSExt
frame. If the transmitter is made aware of such node paitscthvalict with each
others transmissions, and it requests CTSEXxt only frometimext hop nodes that
do not conflict, this problem can be eliminated. Thus, thedmaitter may ’cluster’
nodes into different groups such that nodes in the same gaoiplways within
each others transmission range and thus do receive eachx€Ct&tectly. There
are many ways to achieve this clustering. One way is by detémgthe local
network topology, i.e. topology including only the one hamles via location in-
formation. Location information may be available with theewf Global position
system (GPS). Since the transmitter only needs relatiagitmts of its neighbors, it
may calculate relative location via angle of arrival andatise measurements from
the received signal instead of using additional hardwarésieS. Another way to
achieve clustering is by exchanging neighbor lists witmalhbors and group to-
gether nodes that are each others neighbors. This methdd vemuire additional
message exchanges. Any of these methods can be effectsedlyta form these
clusters. However, since the clustering mechanism doeieqatre the knowledge
of exact location, we use a different and simpler approachctoeve clustering.
We calculate the approximate direction of the neighborf wespect to the trans-
mitter via angle of arrival of the received signals. Withstknowledge and simple
geometry we can claim that neighbors that lie within the sgoedrant of a circle
which is drawn with the transmitter at the center and whigbrapimately defines
the transmission range of the transmitter are each otheybbas. We re-order
the list of next hop nodes obtained from the routing tablertug together nodes
that lie within the same quadrant. We illustrate this withrapde example in fig
4.3.1. Here, nodes A through G are within the same quadrahtrars are within
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each others transmission range but since we cannot havpglanger than 4 we
choose A through D to form the first group. Nodes E through Hukhtorm the
second group while nodes | and J should form the third groupth&n make three
copies of the same data each containing different group®dé mddresses. By
clustering the next hops in this manner we ensure that if iz@icel is idle at all
the nodes in the same group, the nodes will all transmit CT8Epesponse to the
RTSExt and will not defer transmission due to interferenge tb CTSEXxts sent
by other nodes in response to the same RTSExt. This reduedsrta wasted in
waiting for CTSExt from those receivers that will not be atesend CTSExt as
they perceived a prior CTSEXxt as noise.
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Figure 4.5: Packet delivery fraction with a two ray groundgagation model with
100 nodes.

4.4 Performance Evaluation

We have used network simulatns-2.26to implement the multicast MAC
protocol. In this section we will describe the experimerstatiup and results ob-
tained. We will also briefly explain the protocols used to pamne performance.

4.4.1 Experimental Setup

We have implemented four different approaches to provid#icast at the
MAC layer. We will see later that there are several works thgtlemented some

47



48

0.8 ; : : : .
Multicast without bound ——

G 0.7 | Multiple unicasts S
3 Broadcast .
> 06 Multicast <=4 nexthops o
© j
©  05¢}
[oR
o
T 04¢
[}
o
o 0.3
(o))
g
o 02
<

0.1

0 10 20 30 40 50 60
Number of multicast destinations
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sort of multicast MAC. In IEEE 802.11 protocol multicast aad sent to all neigh-
bors via a single transmission after performing CSMA/CAeTiext hop nodes who
receive this transmission, filter the packets depending tippmulticast address as-
sociated with the packet. If the next hop node is one of thdioast receivers, it
accepts the packet and if it is an intermediate node in théeast route, it resends
the data to other receivers. We will refer to this method &sbtlvadcast MAC
This method does not provide reliability as it does not hawe exror recovery or
retransmission policy. One method to achieve reliable MAget multicast is to
treat a single multicast data packet &sisunicast packets where N is the number
of next hop nodes that are either multicast receivers orrediate nodes in the
route. Each unicast packet is then transmitted using CSMAA@h virtual car-
rier sensing and RTS/CTS exchange as implemented in the 8E2H1 protocol.
This method provides reliability via acknowledgment andaiesmission but it also
brings about a larger delay in packet delivery apart frorméasing network load.
We will refer to this protocol asultiple unicastMAC protocol. Another method
to achieve reliable multicast is to send multicast packetsguRTS/CTS exchange
with all multiple next hop addresses in RTS and DATA packstased in MACAM
[54] and MMAC [42]. This method also provides reliable tramssion but due to
the presence of large number of address in the RTS frame attie@psize may be
increased by a large. This is in violation of the idea thatticdrframes must be
small so that they are less prone to errors and collisions, defeating the purpose
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of control frames altogethet. In our implementation of MMAC / MACAM we
have artificially reduced the size of the RTS frame so thattihé same size as the
original RTS frame in IEEE 802.11 protocol. We made this ¢fgato make a fair
comparison with our protocol. Although we have observedtthaperformance of
these protocols is much worse if the control packet sizesiareontrolled in this
manner. We have implemented all four methods and evalubh&dperformance
against one another.

We have set up the experiment using a grid of size 1500x3002® nodes.
There is one multicast sender with different number of nearsi (10,20,30,40 and
50). The sender sends 4 multicast UDP packets per secondginibkation runs for
900 simulation seconds. We use 2Mbps data rate and a nomanahtission range
of 250m with the carrier sensing range of 500m. We use the &y@round prop-
agation model in the physical layer in one set of experimantsaRicean fading
modelfrom [83] for another set of experiments. We experimenteith wie latter
model to further motivate the importance of using reliabl&®layer multicast.
The same physical layer model was used in [17] and [84].

1we will describe this protocol in more details in the relatearks section.
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Figure 4.8: Average per hop delay with a Ricean fading prapag model with
100 nodes.
4.4.2 Results

We instrument the experiments to calculate plagket delivery fractiomnd
average per hop delay the network. Thepacket delivery fractioms calculated as

no. of packets delivered
no. of multicast receivers

Similarly theaverage per hop delag calculated as

per packet delay
number of hops between sender and receiver of the packet

Experimental results clearly show that in the absence ofiabte MAC protocol,
the network suffers from a large amount of packet loss. Thesses are mainly
due to collisions with other transmissions in the netwotk. £5 shows th@acket
delivery fractionachieved with various MAC protocols. Due to the absence of a
retransmission policy the broadcast MAC protocol is abldetiver only 88% of
DATA when the number if multicast receivers increases to 8ficast MAC also
shows poor performance although it ensures reliable dglireough ACK and re-
transmission policy. The poor performance of multiple asictMAC is attributed
to the delay incurred in sending multiple unicast packe@dog every hop in the
route to multicast receivers. This delay causes packetifogsieues at various
nodes. Multiple unicasts also contributes to the increétigecoverall network load
since a single multicast packet is treated as N unicast p@dkebeing the number



of next hop nodes. The load is further increased due to ctatewith the next
hop nodes that need to send the data further downstream tidenmgutes. Thus,
thepacket delivery fractiofor multiple unicast MAC is only 7% for 50 multicast
receivers which is lower than that achieved by the broadd&€ protocol. On the
other hand, both reliable multicast schemes achieve hjggneket delivery fraction
compared to the other schemes due to their ability to utiheenetwork bandwidth
more optimally by delivering data to multiple next hop nogiesa single transmis-
sion i.e. proper exploitation of the broadcast nature ofwireless medium and
yet ensuring reliable delivery by implementing retransiais policy in case of er-
rors. Both our protocol and MMAC provide higbacket delivery fractiorof 98
% for even large number of multicast receivers, however, tiwdgerformance of
MMAC may be a little exaggerated because as we have mentearédr, we have
artificially reduced the size of RTS frames in MMAC as largamfies might lead
to performance degradation due to collision of control gaskLater in the related
work section we shall point out other problems that may ans¢MAC.

Fig 4.7 shows th@acket delivery fractiomn the presence of Ricean fading
model in the physical layer. The comparative performancallobut broadcast
MAC protocol is similar in this case except for the fall in thlesolute performance.
Here we observe that broadcast MAC which performed bettar tmicast MAC
in the two ray ground propagation model, actually performsimworse with the
fading model. The main reason for this degradation is therad®sof retransmission
policies which becomes of more importance in adverse chaomnelition.

Fig 4.6 plots the average per hop delay incurred by each dbtireorotocols
in the two ray ground propagation model. We observe thatdwast MAC achieves
the least delay which is again due to the absence of any loesersy mechanism.
Unicast MAC incurs the maximum delay mainly due to the insegbnetwork load
and queuing delays. The queuing delay is a direct resultopéased network load
owing to the multiple copies of the multicast packets in teénork. The multi-
cast MAC protocols incur very low delay compared to the ustiddAC protocol
since they efficiently utilize the broadcast nature of thedime while providing
reliability.

Fig 4.8 plots average per hop delay incurred in the Riceaimdestenarios.
We observe that all reliable protocols incur much higheagd¢han in the two ray
ground model. This is due to the increase in the number afmsimissions required
to recover from losses due to adverse channel conditionftiddst MAC protocols
incur higher delay in these scenarios than the other prigdada this is due to
statistical reasons. Note that it is possible that somegiadkat arrive at a node
may be dropped from the interface queue. The probabilityyohgirops increases
when the packet has incurred higher delay. These droppéefsato not contribute
to the delay calculations in our experiments. The exclusibsuch high delay
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packets attributes for lower calculated delay in unicastQf#otocol as compared
to the multicast protocols. Low delay in broadcast is agaie t the absence of
retransmission policies.

4.5 Related Work

Some recent works have explored MAC protocols for reliabldticast and
broadcast. [28], [85],[89] present solution requiring tise of busy tones and con-
trol packet exchange to achieve reliability and solutiohitiwen terminal problems
These protocols require additional hardware to send bumstavhich might not be
economical in real life. The broadcast support medium ac@@SMA) protocol
[48] is one of the first works that employ exchange of contietkets to provide
reliable MAC layer broadcast. Before sending data, the eetrdnsmits an RTS
frame and waits for CTS from all receivers, which are senustiameously causing
collision at the sender. This protocol requires the use dfectisequence spread
spectrum (DSSS) receiver with capture capability and assutmat the simultane-
ous signals can be captured by the DSSS radio. This proteesltd avoid hidden
terminal problem through this approach. Even with the atdity of such radios,
the receiver can capture colliding packets with a very loabgbility as analyzed
in [93].

The protocol in [47] uses a similar approach without assgraiDSSS radio.
In this work, the senders and receivers assume that a oallgdter RTS transmis-
sion is due to multiple CTS frames and the sender continuésatsmit DATA.
There is no ACK transmission, thus this approach does nefgeagetransmission
policy, it only tries to alleviate hidden terminal problefhe assumption of colli-
sion in this protocol is unrealistic in a dense medium whéedollision may be
due to another transmission and not due to CTS frames seultaimaously.

Batch mode multicast MAC [93] is another protocol that emyplaontrol
packet exchange to alleviate hidden terminal problems ahabee reliable trans-
mission. In this protocol, the transmitter does an RTS/CX&hange with all
the next hop nodes in the route before data transmissiorghwikifollowed by
a round ofrequest for ACK (RAKand ACK transmissions. This requires the
senders and next hop nodes to reserve the medium for a edyakbng interval
of time N X (Trrs + SIFSDuration + Ters + SIFSDuration) + Tpara +
SIFSDuration + N X (Trax + SIFSDuration + Tackx + SIFSDuration),
where N = number of next hop multicast receivers. This apgraioes not fully
utilize the broadcast nature of the broadcast medium, headi wasted bandwidth.
Similarly, broadcast medium window (BMW) [49] achievesable broadcast by
sending the broadcast packet as unicast packets to eadtboeig a round robin
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fashion while allowing other neighbors to receive the daithout requiring ac-

knowledgment. The sender transmits an RTS to a chosen ragighid the neigh-

bor responds with a CTS. The CTS contains the sequence nsimbgackets that
could not be received. The sender retransmits the missickepaas well as the
current packet. All other nodes may receive the packets pddta their list of re-

ceived data. The sender then transmits an RTS to the nexXtbwignd repeats this
process. This approach achieves reliability but incretiseslata delivery latency
because each neighbor needs to wait for its turn to requesingi data from the
sender and thus the sender still needs to buffer all unadedig@d data.

MMAC [42] is very similar to our work. Here, the authors presan ex-
tension of IEEE 802.11 protocol called multicast MAC (MMAQ@) this work, the
sender transmits multicast data packet to the next hop rentksvaits to receive
acknowledgments. The acknowledgments are sent accomiagthedule calcu-
lated from the position index of the next hop address in tha packet. There is no
upper bound to the number of next hop addresses that maylbdeadinto the data
packet. Thus the data packet size increases by the numbediszes included in
the header. The amount of time the sender has to wait befoiteeaACK frames
have been received i§ x (Tack + SIFSDuration), whereN is the number of
next hop nodes. At 2Mbps data ratgecx = 56usec, STEFS Duration = 10usec.
Thus, for N = 8, the wait time is 528usec. If in the meantime a mobile node
happens to enter the sender’s collision domain, it wouldesem idle medium and
might initiate a new data transmission. Apart from a mobddestraying into the
transmission range, those nodes which are beyond the iegeange but in the car-
rier sensing range of the sender will also be free to contenthé channel after an
EIFS duration which is equal t8/ F'S Duration+8 x ACK + DI F'S Duration =
508usec (DIFSDuration =50usec). From these calculations it is clear that for
N > 8, there is a possibility of ACK collisions at the sender |eagio retransmis-
sion attempts by the sender. On the other hand, it is podbistevhile the receiver
is waiting for its turn to send ACK, another node is trying tartsmit DATA to
the receiver. The receiver will not respond to any DATA trarssions before the
ACK timeout period. This may cause the sender to retry sétienas leading to
an increased contention window size and in extreme casepidigpthe packet and
initiating route error and discovery processes even thoghoute actually exists.
This is the well knowrexposed nodproblem in wireless ad-hoc networks and it is
somewhat increased in MMAC.

The loss recovery method used in MMAC is similar to multicedtieme use
in MACAM [54] and our protocol. In both approaches the senslands a single
multicast RTS frame to all the neighbors and waits for CT&f&a. The RTS frame
is overloaded to contain the addresses of all the multiGsdthop nodes. Thus the
RTS frame size is larger than the size of the frame in IEEEBDZCTS frames are
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transmitted in a time based priority schedule. In both prol®there is no upper
bound on the number of next hops that can be included in thefRIge. Thus
the RTS frame in MMAC is larger than that in 802.11 making tAi&SRrame itself
prone to collisions due to hidden terminals. The effect oféased RTS size is not
evaluated in these papers. These approaches also do netmet the clustering
method we have described earlier in our protocol.

4.6 Conclusion and Future Directions

We have presented a simple extension to IEEE 802.11 protoqmiovide
reliable multicast MAC protocol. This approach can be gasitorporated in the
IEEE 802.11 protocol to provide performance enhancememnntdticast commu-
nication. Further work in this direction is required to irapient this concept in
a testbed scenario. In future, we will implement this protan a testbed using
Berkeley motes similar to the one used in [84] to provide apab concept imple-
mentation.
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Chapter 5

Experimental Study of Physical Interference Model
for Wireless Networks.

5.1 Introduction

Practical approaches for modeling interference on wisdlaks is critical for
understanding wireless network behavior. This is becaus&MtAC layer protocol
must fundamentally be able to schedule transmissions &g Iman interference-
free fashion. MAC layer protocols are always based on anfarence model,
often implicitly. For example, 802.11 protocol using RTS&[13] essentially “as-
sumes” that any other transmitter that can send/receidespato/from the intended
transmitter/receiver can interfere with the transmisstunch assumptions are made
more directly for TDMA transmission scheduling protoc@8]60, 82, 101], where
interference-free transmission schedules are computedddinks in the network.
For the scheduling algorithm to work, it must assume an fietence model that
states how links interfere.

Other than guiding the MAC protocol design, understandmerference also
leads to better understanding of the network capacity. ¢ty faterference model
and transmission scheduling together specify the netwakcity [39]. In addition,
understanding of interference can guide protocol desigrQmS or other utility
metrics [58]. It can also guide selection of different transsion modes — such as
channel selection [92, 78], transmit power control [56] elestion of beams with
switched-beam directional antennas [79].

In the past literature, researchers have assumed a unintbslel for the
wireless communication range. While this model makes #lyordesign simple,
it is far from being realistic. In recent literature, ther@shbeen an interest in us-
ing more realistic models in simulations. In [83], the authbave designed mod-
els to include multipath fading and shadowing along with paéh loss model for
the popular ns2 simulator [63]. More recently, researciharge stressed realism
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in interference modeling and realistic SINR-based modai®tbeen used. These
models are also callggzhysical modelf39]. While physical models have been used
in the design of cellular (one-hop) networks [80] for a lomgd, their use in mul-
tihop networks for protocol design is fairly recent [22, &5). Several recent
measurement-based works have argued in favor of usinggalysiodel because
of its realism [30, 72, 52]. In this chapter we evaluate thgsptal interference
model for its accuracy. We make two contributions. First,degelop a systematic,
measurement-based modeling approach for the physicallmbtdale a specific
radio has been used, we hope that our methodology will beiuefother radios
as well. Second we provide results that quantify the acgusbithe physical model
in the context of TDMA scheduling. The goal is to validate #ezuracy of the
physical interference model in a testbed.

Since this is an experimental work, the choice of testbethjgortant. We
have chosen the Berkeley motes platform (specifically Beloshitecture [66], that
use the Chipcon 2420 radio [97]) for this work. This choiocegegius a radio which
is very well documented in a complete manual [97] and a MAGqual that can
be implemented purely in software. They are very affordaivlé popularly used.
Thus, our results will be directly useful to the communityicther option would be
using 802.11 radios for physical layer and a software-bappdoach to implement
MAC-layer protocol [70]. However, here we will suffer froradk of documentation
about the radio and will have to rely on certain amount of rexeengineering.
Other approaches using custom, programmable, high-sjekal platforms (e.g.,
gnuradio [3] or Rice’s WARP kit [6]) are also possible andlmably ideal since we
will have physical layer access to the radio. However, thikraquire an expensive
testbed. We will study these other platforms in our futurekifor a more complete
understanding.

The rest of the chapter is organized as follows. In Sectiam& develop the
physical interference model specifically for the motesfdtarance results are pre-
sented in Section 5.3. Related work and Conclusions aremies in Sections 5.4
and 5.5, respectively.

5.2 Building Physical Interference Model

5.2.1 Experimental Platform

Our experimental testbed consists of 20 TelosB motes [6&ddban Berkeley
mote architecture [102] which we program using TinyOS 2().[4 Each TelosB
mote has a CC2420 radio [97] which is compliant with the IEP2.85.4 physical
layer standard. The CC2420 radio operates in 2.4 GHz ISM hathdan effective



data rate of 250 Kbps. To avoid interference with 802.11 néeta; we have tuned
the mote radios to IEEE 802.15.4 channel 26 since it staeds of the IEEE 802.11
channels used in North America.

CC2420 provides a measure of the received signal stren@B)Rvhich is
an estimate of signal strength averaged over the last 8 dypeliods (28u.s) and is
continuously updated. This value can be either read dyréctin the RSS register
or obtained from the metadata in the received packet. In aukywve obtain the
RSS value by reading the register right after the start frdeleniter (SFD) of a
packet is received. An interrupt from the radio enables tlagento recognize the
reception of SFD. This allows us to obtain the RSS even if éis¢ of packet is not
correctly received. RSS is expressed in dBm.

To ensure that we can have a multihop testbed in a small spacdave
used the minimum possible transmit power in the motes. Allenaise the same
transmit power. All motes are powered directly via USB sd taaiabilities due to
different battery levels can be eliminated. The motes aaequ in a random fashion
on a tabletop. Experimental data are collected by anothée dicectly connected
via USB to a laptop. All experimental data are transmittaeatly to this central
mote and the data is analyzed on the laptop (this mote andpapmimbination
is loosely referred to as ‘base station’). All communicatto and from the base
station happens at the maximum transmit power so that aksniot the network
can communicate with the base station directly.

The default MAC layer in TinyOS is a simple Carrier Sensingltiyile Ac-
cess (CSMA) protocol. Since the interference models weuatalare independent
of the MAC layer, all MAC functionalities including carriesensing are disabled.
Nodes transmit synchronously so that success probabititda be evaluated ex-
perimentally. The synchronous transmission is achieved dgparate mechanism
described as follows. The base station (BS) mote sendsstsrsyclock in beacons
sent periodically (every 500ms) at the maximum power. Alt@sdn the network
listen to these beacons and synchronize their clocks toehedn time. The BS
mote also acts as a command center for the network. Whenesyanciironous
transmission by more than one node is needed for an expaahesaluation, e.g.,
evaluating a TDMA schedule, the BS mote sends commands hooddicose nodes
instructing the start time of the transmissions. Since thaées are time synchro-
nized, this enables synchronous transmission. Note thgtOjhthe authors also
used a similar technique for synchronized transmission.indlependently evalu-
ated jitter in the transmission start times. The maximutarjivas less thah28s,
which is the time to receive the SFD. This level of synchratian was sufficient
to eliminate the possibility of not being able to capturerarsger signal that arrives
later while a weaker signal is present, consequently losath packets [103].
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Figure 5.1: Validation that interference is additive. Theatterplots show
JRSS(m) againstJRSS(e) for different number of interferers. The plots also
show that/RSS(m) = JRSS(e) explains the observed statistics very well and
that there is hardly any dependency on number of interferers

5.2.2 SINR-based Model

The SINR-based model describes the success probabilitytrahamission
(modeled in terms opacket reception rater PRR when one or more interferers
are contributing to the interference at the receiver of therided transmission. &
is the signal power received at the intended receiver frasénder)V is the noise
power at the receiver and,;,,, is the combined interference power experienced at
the receiver caused by the group of interferers (trangmitit the same time as the
sender), the model predicts the relationship) between the bit error rate (BER)
and SINR:

=
N"'Ijoint ‘

The functiong depends on radio properties such as modulation. Packerrateo
or PER is directly related BER and depends only on encodingus;Tthe above
equation can simply be rewritten by replacing BER by PER:

BER = 3(SINR), whereSINR = (

PER = 3(SINR).

See [80] for further exposition of the nature®and the relationship between BER
and PER for various common modulation and encoding schelfiRR.is given by
simply

PRR=1-PER=1-3(SINR).

It is important to note that the nature of the functighsr ' is shaped like the
mirror image of the letter 'Z’, with zero or negligible errmate for high SINR, very

58



59

1F 1F

08 0.8 08

0.6 0.6 - 0.6

PRR
PRR
PRR

0.4 r 0.4 r 0.4 r

0.2r 02r 0.2r

O . . . L L L 0 . . > " L L O . . . L L L
-20 -15 -10 -5 0 5 10 15 20 -20 -15 -10 -5 0 5 10 15 20 -20 -15 -10 -5 0 5 10 15 20
SINR SINR SINR

(a) 2 transmitters (1 interferer). (b) 4 transmitters (3 interferers).(c) 6 transmitters (5 interferers).

Figure 5.2: PRR vs. SINR for different number of interferektso, the fitted curve
on the aggregated data is shown.

high error rate for low SINR and a sharp fall between the twbe Talling part of
the function has been described astita@sition regionin [109]. For simplicity of
modeling, often in literaturg or 3’ is 'thresholded’ and described as a step function
going from 1 to O at a specific value of SINR, typically callée SINR threshold

or capture thresholdsr).

IL;0int is usually the sum of individual signals received at the irezdrom the
interferers [80]. However, a recent result in [90] has goestd this using measure-
ments in a different mote radio hardware. They have alsorebdehat unlike the
above equations the SINR threshold depends on the numbeteoferers and the
signal power. Our modeling experience (described in Sedt), however, shows
that modeling/;,;,; by the sum of individual interference powers is sufficiend an
the functionss and 3’ or the SINR threshold; do not depend on any signal or
interference power or number of interferers.

5.2.3 Measurements

In order to compute SINR, we measure signal, noise and erarte powers
separately. Received signal power is measured by the nadibsence of interfer-
ence i.e., when there is only one transmitter. This is sinipdytransmitted signal
power that reaches the receiver after path loss, shadomdgraltipath fading
with the added noise componeéritVe measure RSS at each node in the network for
packets received from every other node in an otherwise tgneironment,” i.e.,
no other node except the said transmitter is active. Thessuned values serve

1we did not observe signal power changing appreciably owes tither environmental conditions remain same. Similar

observations were also made in [91].



as either signal or interference power for computing SINBetieling on whether
the transmitting node is the intended transmitter or anrfietter in case multiple
transmitters could be active simultaneously.

The experiments are performed as follows.
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1. Noise estimation:Noise is measured by sampling the RSS register in the

CC2420 radio when there is no transmission. We sample the&ftSer ev-
ery 20 ms for a period of 6 seconds and using the valid valuesdhtained
compute the average noise at every node in the network.

2. Pairwise RSS measuremefiach node takes turn to broadcast 1000 packets

of 128 bytes each, while all other nodes act as receiversh EEmeiver reads
the RSS value when it detects the start frame delimiter ofckgiaas de-
scribed before. Note again the entire packet does not ndezlreceived cor-
rectly for this. These RSS values are used to compute avsigig strengths
for each link in the network.

3. Multiple concurrent transmitterd-ere, in each experimegtnodes transmit
1000 packets in synchronized fashion wheiie varied from 2 to 6. Theske
nodes are chosen out of 10 nodes randomly selected from tivenke This
constituted 837 experiments. All senders transmit at theesame. Every
other node acts as receiver. The number of concurrent tittessns limited
to 6 simply to limit the number of experiments to be performgdch receiver
records the number of packets it received correctly front és@nsmitter and
all RSS values sampled. This defines the packet receptien(P®R) for
different links in presence of a set of interfering transiuss.

5.2.4 Model Creation

The first step in the model creation is verifying if interfiece is indeed addi-
tive. One important reason for doing this verification is eerg work [90], where
it was observedalbeitusing a different mote and radio platform, that total ireesf

ence power/;,, — when multiple interferers are active — may not be the sum of

the individual interference powers. The authors also fdhatithe total interference
powerl;,,; was influenced by number of interferers. We perform a camfalua-

tion of this aspect and reach a different conclusionour observation, when mul-
tiple interferers are active, the total interference poveaperienced is indeed the

sum of individual interference powerso see this, take a look at Figure 5.1. Each

2Not all read attempts for the register produce valid val$a3.[
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subfigure shows a scatterplot for the joint RSS measufétbG(m)), borrowing
the terminology from [90]) and joint RSS estimatetd{SS(e)). JRSS(m) is the
measured joint RSS from the experiments in ste@BSS(e) is simply the sum of
interference powers that are obtained from the average R&Surements in step
2. Note that the observation samples are very close totheS(m) = JRSS(e)
line. The coefficient of determinatio®?, for the JRSS(m) = JRSS(e) model is
found to be very good)(9962). This is evidence that interference acts additively in
our test platform.

In the second step we develop the PRR vs. SINR model. To dpwieis
consider each experiment done in step 3 above in isolatioote that for each
experiment, each receiver records the PRR for each traesraittive in that ex-
periment. We take turn to consider one of these transmétethesenderand the
rest asinterferers We compute/RSS for the set of interferers as the sum of the
average RSS values for interferers recorded at that receivaep 2. Similarly,
the average RSS value recorded in step 2 for the sender psothid signal power
for computing SINR. The signal, sum of interference poweis @oise are used to
compute SINR at the receiver for the concerned sender. ThefBRthis sender
and the computed SINR is plotted in the scatterplot in Figu& For a partic-
ular experiment, this is repeated for every sender by fixinggreceiver, and then
repeated for every receiver. Combining all experiments eftetlge scatterplots in
Figure 5.2, categorized into different number of interfereThis categorization is
done specifically to demonstrate that the PRR vs. SINR oglahiip is independent
of the number of interferers.

These results show that at SINR greater than about 5 dB, PRiRnisst
100%. As mentioned before, there igransition region[109] betweer{—3) to 5 dB
where packets are received with a probability less than is fBgion is somewhat
noisy and predictability is poor (also observed in [109])eTPRR trails down to O
below (-3) dB. Overall the nature of PRR vs. SINR relatiopsikisimilar to that
observed in [90] [109], except that in our case the relatignss fairly independent
of number of interferers.

For use in later modeling, we develop a fitted curve on theeggged data in
Figure 5.2. We do this following the method used in [52] fongar modeling. We
obtain the fitted curve using a linear interpolation of ageraalues in buckets of
1 dB each. This fitted curve is shown in each subfigure of Fi§u2dor reference
and comparison with the experimental data. It provides fRRBR Rs. SINR model
that can be used by a scheduling algorithm, for example.



5.3 Performance Results

The same 20 motes testbed described before is used to pexfoefative
performance evaluation of the interference models desdréio far. The evaluation
consists of two separate scheduling experiments: (i) éxgats with schedules
generated by a greedy algorithm; and (ii) experiments vatidomly chosen set
of links scheduled together. The experiments are very cehgmsive, covering
13,000 sets of links for evaluation.

To get started, we assume that the physical interferencelngdSection 5.2)
has already been done and we have the PRR vs. SINR relatafishiNow, in a
the given network we simply need to instantiate the modelddthis, we estimate
the noise at each node, determine the RSS (average) and RR&hesach node
pair (each direction). This is not unlike the steps done ictiSe 5.2.

Transmission threshold is set at 99%. All links with PRR éguanore than
99% are considered links in the network gragh The scheduling algorithm can
only handle ‘binary’ transmission probabilities, i.e. i@kl can either be scheduled
with absolute certainly or it cannot be. Thus the PRR vs. StBIRtion (5', 5”)
was thresholded at 5 dB (SINR threshold) to handle the phlsiterference and
the maximum interference models. (Note from Figure 5.2BiRR is almost 100%

when SINR> 5 dB). Knowledge of RSS’s between node pairs can now determin

whether a transmission on a link is ‘feasilgiven a set of other links active at the
same time, according to the physical interference model.

5.3.1 Performance of Scheduling Algorithms

In this section, we study the performance of the physicarfatence model
when used by scheduling algorithms to make scheduling idesis We choose a
simple greedy scheduling algorithm similar to the one ugedipusly in [22]. The
algorithm takes as input a traffic load (an ordered set oflittkbe scheduled and
the number of packets to be scheduled on each link). Theitdgogenerates a
schedule in a greedy fashion. The schedule is simply setskd such that the
links in each set can be scheduled simultaneously. Theiddgoprovides as many
sets as needed to schedule all packets on all links.

The interference model essentially specifies which seingElare ‘feasible’
together. The greedy algorithm takes each link in the sgekdrder and schedules
it with the first available set where it is feasible given tloaftict relation specified

3Feasibility here means whether or not, the transmissiongivea link will be successful, given that a set of links is

scheduled together.
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by the model. If the link is not schedulable according to #sstbility criterion, it
is placed in a new set. .

The model accuracy is checked in the following fashion. Fgivan load
the model provides a specific schedule. This schedule pgs\agredicted pack-
ets/set This is simply the total number of packets (in the specifeatl) divided
by the number of sets needed to schedule all packets. We via&rate the model
accuracy by evaluating the schedule it generates usingeatdikperiment on the
testbed. The average PRR for each scheduled link on each eetluated over
1000 runs of the same schedule. Then all PRRs for all linksllagets in the en-
tire schedule are summed up and divided by the number of aetsteérmine the
measured packets/seThe differencemeasured minus predicted packets/sket-
termines the modeling error. Note that modeling error hareanly be negative —
a perfect PRR (100%) in all cases will make the measured ¢qubk predicted.
Indeed this is what we observed for the physical interfezenodels for three dif-
ferent loads. The schedules predicted by the model matotaad g with the results
of the direct measurements and therefore the modeling @asmnon existent.

5.3.2 Evaluating Models Based on Random Subset of Links

While the greedy scheduling results gives us some idea oad¢haracy of
the interference model, it does not provide a complete mcteirst, the algorithm
is not optimal. In fact, the optimal algorithm is intractablThe above evaluation
checks only the sets of links that are deemed feasible by theeemnot the sets
that are not. The greedy scheduling algorithm as well asltf@ithms known in
literature work with a ‘binary’ model of interference. Thegnnot schedule a set
of links where the probabilities of transmission successos-zero but less than
100%. Thus, SINR-based physical model has to be ‘threstdoldenake it usable
by the scheduling algorithm.

We will now try to address these issues with a different eatidun approach.
The accuracy of a model can only be determined by lookingatvaell it predicts
the ‘feasibility’ of any given set of links. One way to do thi®uld be to enumerate
all possible subsets of links in the network and then testdasibility of each of
these subsets, both according to the model and also inyred@lite outcomes can
then be compared to determine modeling errors. Howevehignapproach, the
number of subsets is exponential in the network size. Weedince the number of
experiments to perform by random sampling, i.e., simplyjweating a large num-
ber of randomly generated subsets instead of exhaustivalyating all possible
subsets.

Thus we select a random subset of links from the network gedipminat-
ing those that violate the primary interference conditiéde evaluate the actual
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Figure 5.3: CDF of absolute modeling errors for the physicedrference model,
with all data and data split into transition and non-traositegions.

throughput (normalized) of each link when all links in théset are active simulta-
neously in the testbed. The normalized throughput is sirtiynumber of packets
received on each link divided by the number of packets trattston this link. For
each subset, 1000 simultaneous transmissions are donelbliaks to calculate
throughput.

Modeling Errors

Each random subset is used as input to a predictor that e\l link
throughput predicted by the physical interference modedteNhat all links in a
given subset may not be deemed ‘feasible’ by the model amdftire the PRRs are
determined by the corresponding SINR vs PRR relationshipetdearlier in this
chapter.

5.3.3 Results of Experiments with Random Subset of Links

We plot the modeling accuracy of the physical interference@hin terms of
cumulative distribution of absolute errors. This absokn®r is computed as the
difference between the observed PRR through direct measmts and the PRR
predicted by the model. We observe in Figure 5.3 that abot dDlinks have
higher than 90 percentile error. Such low accuracy is quiteantrast with the
perfect predictions observed in the results presentedrdaefd/e conjecture that
this poor accuracy was due to the probabilistic nature ofSiNR vs PRR model
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in the transition region. It was observed before, albeithwaitdifferent mote plat-
form [109], that the links in the transition region are highinreliable. Thus, the
SINR-based modeling cannot model the transition regioh gitod accuracy. To
validate this hypothesis in our platform, we split out theulés into two parts, for
the transition and non-transition regions in Figure 5.3cdfehat in our model the
transition region is-3 to 5 dB. Note the poor accuracy of the physical interference
model in the transition region relative to the non-tramsitregion. It is interest-
ing to note that the model is extremely accurate for the mansition region case,
90-percentile error is about 1%. However, the accuracy vsooisly much poorer
for transition region case. We can conclude several thiogae these results. First,
this reaffirms the observations in [109]. Second, excelheatleling accuracy in
the non-transition region means that scheduling algosttimat treat links as ‘bi-
nary’, will have excellent results with these two models.té&that all scheduling
algorithms known to us are of this type.

5.4 Related Work

A recent paper by Brar et al. [22] can be considered compliargrio our
work. Here, the authors investigate algorithms for physidarference model and
show via simulations that physical interference modeleads to more efficient
schedules relative to the protocol interference model. ¢&l@x the simulations
use very straightforward propagation and radio models. M arive at similar
conclusions, albeit via a more elaborate experimentalbgtanethod.

Researchers have only begun to study effect of interferenegreless net-
works using experimental methods. The authors in [109] lsévdied thetransi-
tion regionand quantified its effects. The analysis in the paper is alpp@ted
by experimental validation using a motes testbed, thoudfmavdifferent (CC1000)
radio. Many of our observations are also similar. Anotherk\60] by the same
group has considered the effect of multiple interfererseyrhowever concluded
that the SINR threshold is dependent on number of intedemad the joint inter-
ference is not necessarily the sum of individual interfeeepowers. As described
in Section 5.2, our conclusions are different, and we havieeta more classical
model [80]. In a different work [91], the authors have comigd from measure-
ments on MicaZ motes with CC2420 radios, that RSSI is a gotohate of link
quality. This observation is also confirmed by the successipSINR-based mod-
els.

Experimental work has also considered 802.11-based sgdtestudy inter-
ference behavior. The difference here is that the sender{sarrier-sense) behavior
in the MAC protocol must also be modeled. Notable articlesaa follows. Single
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and multiple interferer scenarios have been modeled ind8d][52], respectively.
The need for modeling multiple interferers has been matvat [30].

5.5 Conclusions

There are two ‘take home’ points in this paper. First, we tgvand validate
a method to instantiate physical interference models ferim§d DMA scheduling.
Second, we demonstrate the accuracy of the physical inteide model via exten-
sive experimentation on a motes testbed. The general ciaolis that the SINR-
based physical interference model has excellent accufabg itransition region
can be discounted. If the TDMA scheduling uses a binary motieiterference
(all known algorithms do), ignoring the transition behavsperfectly acceptable.

A question can arise as to whether the conclusions here die specific, as
everything was done on a single radio. Use of different mdideyond the scope
of this paper. We like to think that the general conclusiomsradio independent.
Even if they are not, we believe that the general methodolegyid be useful for
wireless network researchers for studying interferencdetsowith other radios. A
study of similar nature using 802.11 PHY layer is a topic af foure study.
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Chapter 6

Distributed Protocol for Max-min Fairness in
Wireless Mesh Networks

6.1 Introduction

A common problem observed in wireless multihop networks sstaation
where externally offered load entering the network excebdsetwork capacity.
If the network capacity is exceeded, packets are queuedwgr-to the receiver re-
sulting in higher end-to-end packet delays, and wastagarudwidth when packets
are dropped at intermediate nodes. Unfair distributioresfdwidth among users is
another challenge that a network designer needs to adgressby in distributed
ad-hoc and mesh networks. In this context, an appropriateveaile solution is
a maxmin fair rate allocation[53] in which resources areadted in order of in-
creasing demand such that no user gets a resource sharghangés demand and
users with unsatisfied demands get an equal share of therces@uso a user with
unsatisfied demands cannot increase its resource sha@uwidducing the share
of others who are already using equal or lesser amount oesgwurce.

Our goal in this chapter is to develop a distributed max-naiin flueuing
mechanism that enforces this notion of fairness for mugtiti@ws in wireless mesh
networks. We compute the maxmin fair rate of a multihop floncbynputing the
maxmin fair rate at each hop along its path and finally enfay¢he rate offered
to the flow at the most constrained hop in the path. This agbrgaovides the
framework for a multihop maxmin fair rate allocation as wasdlbounds the rate at
which packets are injected in the network to the maximum aatghich it can be
delivered to the destination. Although our queuing mectrantan work with any
reasonable MAC protocol, we find that the IEEE 802.11 MAC@esly deviates
from fairness principles in certain scenarios [51],[983]} In order to reduce MAC
layer unfairness, we replace the exponential backoff m@shain 802.11, with
virtual time based CSMA (VTCSMA) which is a backoff schemedihupon packet
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arrival time.

VTCSMA [64] provides a distributed first come first serve maediaccess
to contending nodes. This approach ensures that the samgadutler computed at
the upper layer is also enforced in the MAC layer. The VTCSMAtpcol was
designed for single hop networks, and our work extends itrfaltihop networks.
This is nontrivial as problems such as hidden terminals serdtation must be ad-
dressed. Our queuing method and the MAC layer protocol hegébrm a complete
protocol suite that computes and enforces max-min fairchalireg in wireless mesh
networks in a distributed manner.

The rest of this chapter is organized as follows. In secti@) &e will ex-
plain the background, theory and definition of max-min flowtcol in the context
of wireless multihop networks. We will then describe our epfayer protocol in
section 6.3 followed by the MAC layer solution in section.6\We present perfor-
mance evaluation in section 6.5 and related work and coiocisisn sections 6.6
and 6.7.

6.2 Background

In wireless networks, transmission between a pair of naghlg nodes (also
called single hop flow) interferes with a transmission befmvanother pair if either
the two single hop flows have a common transmitter or recevéthe transmitter
or receiver of one is within two hop distance from the trartnir receiver of the
other. The two hop consideration is due to the assumption 802.11-like protocol
where any transmission can interfere up to two hops. We nibesk interfering
flows using a contention graph, henceforth calfledv contention graphwhere
nodes are single hop flows on the network graph and edgesawe thetween two
nodes if the flows interfere. An example of the flow contengoaph is shown in
Figure 6.1.

Given this notion of flow contention graph, earlier work [4®]s considered
max-min fair rate of single hop flows. In our work, we consiéed-to-end mul-
tihop flows as multiple single hop flows that can go over a sega®f links. We
first treat these single hop segments as individual flows laga éxtend the idea of
fairness to multihop flows. To demonstrate the techniqueddirst describe the
notion of feasibility and max-min fair allocation.

A feasible rate allocation essentially constrains the adltication for each
flow such that the sum total of the rates allocated to all floelsitging to aclique
in the flow contention graph do not exceed the network capagitate allocation
is max-min fair if it is feasible and the only way a flow can gatter rate is by
reducing the rate of some other flow that has been allocatedl eq lower rate.
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O 4
Figure 6.1: Network graph and the corresponding flow corgargraph.

Formal definitions are below.

Definition 1 (Feasible Rate Vector) Assume that’ is the link capacity in the wire-
less network. LefRR represent a vector that represents transmission rateslo-
cated to each flowyf; in a “clique” in the flow contention graph. I¥’ is the set of
flows in the clique, then the vectérof ratesr; is feasible if

r; > 0, Zn <C.
vfi

Definition 2 (Max-min Fair Rate Allocation) A feasible rate vector is max-min
fair if for any flow f;, the allocated rate;; cannot be increased while maintaining
feasibility without decreasing; for some flowf; for whichr; < r; [18]. Flows f;
and f; do not need to belong to the same clique.

Prior work [43] has shown that a feasible rate vedtas max-min fair if and only
if each flow has a bottleneck clique with respecifitoBottleneck clique is defined
as follows.

Definition 3 (Bottleneck Clique) Given a max-min fair rate vectdt, a bottleneck
cliquecl; is that clique for which flowf; € cl;, Zmedi r, = C, and allocated rate
r; of f; is equal or greater than the allocated ratg of any otherf, € cl;. The
largest clique in the network is the bottleneck clique fa tlows it contains.

6.2.1 Max-Min Rate Calculation

Based on the above, prior work [43] has provided a mecharostompute
max-min fair allocation of rates on single hop flows in thewmk. The technique
simply determines all cliques in the flow contention grapincg this can be compu-
tationally intractable, heuristics are used for the cligaeputation. Starting with
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Figure 6.2: lllustrating computation of fair rates.

the largest clique, each flow in the clique is allocated eghate of the remaining
capacity except the ones that have already received arailac The remaining
capacity is simply the capacity minus the already allocated rates. The allocation
is started with the largest clique, as this clique is alwagdtottleneck for the flows
belonging to this clique and thus determines the fair rdteation of these flows.

For the benefit of the reader, we illustrate the procedumgsie example of
Figure 6.2. Assume capacity = 1. There are three cliques with 3, 4 and 7 nodes
respectively with some common vertices4, (B, C') corresponding to network
flows. The procedure starts with clique 3, assigning a rat#tmfeach vertex of
cligue 3. Thenitturns to clique 2. SindeandC have already been allocated their
rates,A and D are allocated the remaining capacity equally. Each of theta g
+(1— 2) = 2. But since the rate allocated to A by clique 1 is oglwhich is less
than the rate being offered by clique 2, it receives d?mte, while node D finally
getsl — 2 x 1 — & = 2 part of the bandwidth.

6.3 Upper layer Protocol to achieve Max-min fair schedul-
ing

In the prior section, we have described how to compute maxtani rates for
single hop flows in the network. In this section, we develomauing mechanism
that computes and allocates max-min fair rates to multihopd] The protocol
has three components: “clique formation protocol” that pates the allocations
locally on single hop segments of multihop flows; “back poessprotocol” that
assigns fair rates to multihop flows; “rate enforcementgaol’ which essentially
controls the scheduling and enforces that no flow exceedfigisated rate.
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6.3.1 Cligue Formation Protocol

In order to compute fair rates for all flows in the network iniatdbuted
fashion, each network node needs to obtain the flow contegtaph that represents
its local neighborhoodThe local neighborhood of a node consists of its neighbors
that can be reached in up to two hops. A two-hop message eyehanotocol
gathers enough information to build the local flow contemtgwaph. This can be
done by sending “hello” messages and rebroadcasting ttiertsrso that the two-
hop neighbors of the original sender can receive the messageell. These “hello”
messages are similar to “hello” messages that many routotggols (e.g., AODV
[75]) employ to maintain neighborhood information; so wendd consider them to
be additional overheads except the additional contentuenecy of such exchange
for our protocol objective should be the granularity of amydlogy change or traffic
changes (in terms of origination of a new flow or expiry of arsgrg flow).

Each nodei maintains and includes in the “hello” messages, infornmatio
about the single hop flows that a node originates, receivesuies. These sin-
gle hop flows may be segments of multihop flows. This infororatincludes
the flow id (f,,), the nexthop receiver of the flow (nogg and the rate allocated
to the flow (,,;) at node:i. Thus, the “hello” messages contain a set of tuples
Jmii =< fm.J,rm: >. We will refer to the set off,,,; ; tuples as thdocal flow
set(L;) for nodei. Apart from L;, node: also includes in the “hello” messages,
the same information about the flows that interfere withras$missions. We will
refer to this set as thiaterfering flow sebr (/;). TheI; is the union oflocal flow
setsL; of all nodes within the two hop neighborhood of nadérhus, if V; is the
set of one and two hop neighbors of nadéen,

L=J L;* (6.1)
VjeN;
After receiving messages from all neighbors, noteable to construct aeighbors
interfering setor P; such that,

r=J1 6.2)

This information is sufficient [43] for nodeto compute the flow contention graph
representing its neighborhood and calculate all cliquésisigraph. The fair share
of bandwidth of all members of the bottleneck clique in theanwek is simply the
ratio of the bandwidth and the size of the clique [43].

IHere we would like to mention that when computing the uniomtarsect of sets, a node only considers<hg,,, j >

pair from the tuple while-,,, ; is used in rate computations at upstream and downstreansnode
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We cannot obtain the size or content of the bottleneck cliqtiee entire net-
work due to the hardness of the problem. But we can find allekgand compute
the bottleneck clique in the local neighborhood consistihfipw nodes, in reason-
able time. Thus, for every flow the node keeps track ofitizal bottleneck clique
corresponding to that flow and computes rate, say S. If aftbsequent “hello”
message exchanges, the node sees that other flows in thie atisjst on getting
less than rate S, it redistributes the residual rate amomer dkows in the clique
and recomputes tHecal bottleneck cliqueThus, we may claim that, at the steady
state, the rate of each flow in the network is equal to thatedféy the flow’docal
bottleneck cliquevhich is the max-min fair rate of the flow.

Let us explain this with an example Figure 6.2 This figure represents a
flow contention graph of the network. Clique 3 is the largdisiue in the network
and thus is docal bottleneck cliquéor all member flows. Flow A in the graph is
a member of both clique 1 and clique 2. The rates offered bglihaes to flow A
are% and; respectively. Thus although clique 2 is the largest cliquelbw A in
terms of size, clique 1 is the bottleneck clique as it allowata lower than clique
2.

6.3.2 Back Pressure Protocol

In the previous section, we treated multi-hop flows as migtgingle hop
segments of the flow thereby assigning rates to each segitéetftow at the local
bottleneck cliques. We now introduce the notion ajflabal bottleneck cliquéor
multihop flows as the clique at which the flow receives thetleste along its path.
A more formal definition is as follows.

Definition 4 (Global Bottleneck Clique) A global bottleneck clique for a multi-
hop flow is the clique containing the single hop flow segnfignt (flow idm, from
nodei to nodej) of the multihop flows,, , , (flow idm, from source: to destination
b), where the offered raté,, ; ; at nodei is less than the rate offered at any other
nodek along the flow’s path.

ConsiderFigure 6.2again. A multihop flowF’ in the figure is represented by three
single hop flow segments £, f2 and f3. The rate offered at each of these seg-
ments ar%,% and% respectively. Thus cliqug is the global bottleneck clique for
flow F' since it offers the least rate compared to other cliquesggiba path from
source to destination.

If the rate provided at upstream nodes of a multihop flow igdathan the
rate offered at thglobal bottleneck cliugpackets may be queued and dropped at
the forwarding nodes. Similarly, if the rate offered at detveaam nodes is higher
than the rate allocated at the global bottleneck cliquealioeated rate will remain



unused instead of being utilized by other flows with unfuéfildemands. In order to
prevent such wastage of bandwidth, we introduce a backymeepsotocol in which
each node limits a multihop flow’s rate to the minimum of thiesgorovided at the
next hop, at the previous hop and at the current hop. The s@nd destination of
the multihop flow, limit the flow’s rate to the minimum of theroputed rate and
that offered at the next or previous hop respectively. Ttlieme achieves what the
authors in the paper [95] have tried to achieve by a more cexrtpken generation
process. Due to thisack pressurenechanism, the rate offered by the global bottle-
neck clique for the flow is propagated to all nodes along thle fsam the source to
the destination of the flow. The extra bandwidth availabteradpplying the back
pressure technique is distributed among other flows afeem#xt hello message
exchange and thiecal and global bottleneck cliquese recomputed. A detailed
mathematical analysis of the token based back pressureitgehis presented in
[95] which also applies to our technique.

6.3.3 Rate Enforcement Protocol

In order to enforce the assigned rates, the protocol needssiare that the
rate at which the packets are transmitted follows the ratepeed by theclique
formation protocobnd theback pressure protocoWe employ a timer based mech-
anism to “release” packets at the computed rate. A flow maghed only if there
is a packet that has been “released” for transmission. Bvedg that has packets
to send, runs a timer, which we will refer to as tledease timer The interval of
release timer is calculated dynamically and depends ugomtimber of contending
flows in the local neighborhood. When the release timer fitesnode checks if
there is a flow from which a packet can be “released”. A packetie “released” if
the flow to which the packet belongs has used less than itsaédid rate otherwise
the next flow is considered. This scheme ensures that eachdimives no more
that the rate computed by the clique formation and back pregsotocols, thereby
enforcing the computed rates.

6.4 Virtual Time Based MAC Protocol

The three step upper layer protocol that we proposed in taqars section
can be used in conjunction with any reasonable MAC layergaaitin wireless
network. However, we know from [99],[51],[43] that the coranty used IEEE
802.11 MAC protocol suffers from several unfairness issudsis is due to sev-
eral reasons including exposed terminals, hidden tersigad the backoff policy
used in 802.11. We have developed a medium access protocoirtplement our
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scheduling scheme. Our MAC protocol performs a packet @rbased backoff
mechanism known as virtual time CSMA (VTCSMA) [64] ratheatihrandom ex-
ponential backoff mechanism used in 802.11.

The VTCSMA MAC protocol implements a first come, first serveess to
the shared medium by emulating a single server multiple gsgatem. Only here
the queues are maintained at different nodes in the netwaiktlze scheduling
decision must be made in a distributed manner. In order teeeehhis distributed
scheduling process, each node in the network maintains ltves; real clockand
virtual clock to measure the passagerehl time and virtual time respectively.
Both clocks may be initialized to zero and the real clock raha constant rate.
The virtual clock runsg) times faster than the real time clock while the medium is
idle (unless the two clocks are in sync, in which case theyimlack steps). The
virtual clock is stopped whenever the medium becomes budytaasumes when
the medium is idle again. When the virtual clock of a node gasise arrival time
of the packet in the head of its queue, the packet is transinittf all nodes in
the network share the same wireless medium and follow thrsmission rule, the
first-come first-serve scheduling is trivially achieved idistributed manner. The
analysis in [64] shows that this protocol can potentiallgyide a higher goodput
as compared to random access CSMA.

VTCSMA as described above provides fair medium access whemades
are within a single collision domain i.e., all nodes are witteceive range of one
another. Since in a single collision domain, nodes can “hiansmissions from
each other, the virtual clocks run almost in sync or atleagsh@ same average
rate. The average rate is calculated as the rate at whichrtbahtime progresses
with respect to progress of real time. The average rate tfaliclock at any node
depends upon the contention level it experiences. Alsesrngacket is transmitted
only when the virtual time reaches the packet arrival tirhe throughput achieved
by a node is also a function of the average rate of the virtiogkc In a multihop
network, the contention experienced by nodes differ from i@gion to another. It
is easy to construct scenarios where some nodes experagee tontention than
their neighbors thereby getting fewer chances to trandmit bther nodes. This
phenomenon may lead to unfair share of bandwidth and evevasta. Figure
6.3(c) shows a typical scenario where this may happen. Hmae B being in the
carrier sensing range of both nodes 0 and 3, faces higheertoont than either
node 0 or node 3 which do not contend with one another. Theretbe average
rate of node 5’s virtual clock is lower than that of 0 and 3. Weggest a two
step approach to address this problem in the multihop exters the VTCSMA
protocol described in the next section.



75

6.4.1 VTCSMA in Wireless Multihop Networks

We have proposed a multihop VTCSMA MAC protocol that all¢egathe
starvation problem of VTCSMA. We borrow the virtual carrsensing and solution
to hidden terminal problem from IEEE 802.11 where nodes taairinetwork allo-
cation vectors (NAV)” and exchange RTS/CTS control pact@teaintain channel
state and to notify potential interferers of the impendi@ggmission.

To solve the starvation problem in VTCSMA, we propose thargypacket
must carry the virtual time stamp of the transmitting nodd awery node in the
network must follow a two step approach to prevent starmatitm the first step
which we name “good neighbor approach”, nodes reduce theilplity of star-
vation of their neighbors by adjusting their virtual clockrhinimum of the virtual
time stamp from overheard packets and the time measuree lhgdal virtual clock.
The second step which we name “bad neighbor approach” ik&ud/ahen a node
that has packets to transmit, overhears another packetawitual time stamp
that is ahead of its own virtual time by more than a fixed tho&sijan indication
of starvation). The starving node then sends a jamming rgedsat conveys this
situation to all receivers in its vicinity, forcing all nosléo invoke their collision re-
covery mechanism i.e setting the NAV and withholding alhsmissions. Here we
propose an additional network allocation vector calledt‘diAV”. When a node
detects a jamming signal or a collision, it waits for the nuedito become idle
again and then sets a “soft NAV” in addition to the regular NA¥Yring this “soft
NAV” state or “soft state”, nodes do not run their virtual ckoand do not initiate
any transmission, but they may receive unicast transmmssamd send acknowl-
edgements. While neighboring nodes are in the "soft stéte’starving node gets
the opportunity to transmit its backlogged packets. At timee, nodes with faster
virtual clocks adjust their clocks in the manner of the “gowdghbor approach”.
This two step approach is instrumental in reducing the diffee between average
rate of virtual clocks in the network which prevents staiatn the network.

6.5 Results

We evaluated the performance of our queuing protocol andpeoed with
a first-come-first-serve scheduling mechanism that sceechdckets in the order
they arrive in the queue at each node without consideratiothe flow to which
they belong. We have also compared the performance of th&o protocols in
conjunction with each scheduling protocol. We used fasnedex and goodput as
the metrics to evaluate performance.

Definition 5 (Fairness Index) If a system allocates resources to n contending users,
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Figure 6.3: Network graphs of representative scenarios

such that the'” user receives an allocatian;, then fairness index is defined as

n :I,’i2
flz) = %7;;2,@ > 0.

Definition 6 (Goodput) Goodput is defined as the number of application layer
data bits successfully received at the receiver over thad sgtan of time for which
the application layer sent data.

We have used network simulator ns2 version 2.27 [34] forialusations. We have
experimented with both small scenarios that representfgppmoblems that arise
in multihop networks as well as random scenarios with vayyacket rates and
number of traffic sources.

6.5.1 Max-min Fair vs FCFS Scheduling with IEEE 802.11

We placed 7 nodes in a network as showrigure 6.3(a) We set up two
TCP flows in the network, flow 1 from node O to node 6 and flow 2 froode
3 to node 6. We present the result of this experiment in taldle 8/e observe
that the max-min fair scheduling protocol distributes tlaadwidth more evenly
between the two flows with flow 1 achieving a rate of 53kbps and # achieving



Table 6.1: Goodput vs load for symmetric scenarid-igiure 6.3(a)with two TCP

flows from node 0 to node 6 and node 3 to node 6
Flow FCFS Queue(Kbps) Fair Queue(Kbps)

1 169.46579 52.94678
2 0.70691 51.1774
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Figure 6.4: Goodput vs load for networks in Figure 6.3(a3(l%). and 6.3(c)

51kbps, but in FCFS scheduling, flow 1 receives a goodput 8kijss while flow
2 is starved.

In the network shown in Figure 6.3(b) two UDP flows represbkatibforma-
tion asymmetry (IA) scenario [51]. Here, node 1 that origgsaflow 1 is within
the carrier sensing range of node 4 which receives flow 2. @mwtiher hand, node
3 that originates flow 2 does not have any information abow fldbecause it is
beyond the transmission range of both node 1 and node 0. Bau=e3 is unaware
of transmissions by node 1, it is possible that node 3 attetogtansmit data while
a transmission between nodes 1 and 0O is going on. These fismigns from node 3
may not be received correctly at node 4 due to interferentietveinsmissions from
node 1 causing multiple retransmission attempts by nodé8sd retransmissions,
in 802.11 based MAC protocols, lead to a larger contentiamdeoiv at the sender
thus reducing its probability of acquiring the medium. Tikigeflected in the results
shown inFigure 6.4(a) where the goodput achieved by flow 1 is more tfiat
larger than that achieved by flow 2.

In Figure 6.3(c)we constructed a perceived collision [51] scenario withRJD
flows from node 0 to node 1, node 3 to node 4 and node 5 to hodestpénceived
collision scenario, three flows ‘1’, ‘2" and ‘3’ are such tH&iws ‘1’ and ‘2’ do
not contend with one another but flow ‘3’, contends with botdw8 ‘1’ and ‘2'.
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Since the flow in the middle has to defer for the flows on each,sidd therefore
faces more contention compared to the neighboring flowstg fpwer chances to
transmit packets. Results kigure 6.4(b)show that the middle flow receives very
little share of the bandwidth while flows ‘1’ and ‘2’ each atdeto receives0%
higher bandwidth share.

When maxmin fair scheduling is used in both information asyetry and
perceived collision scenarios, we observe that the coimgrftbws form a clique
in the network and thus equally divide the bandwidth amorthezher thereby
achieving nearly equal goodputs as showhigure 6.4(a)andFigure 6.4(b)

6.5.2 Multihop VTCSMA vs IEEE 802.11

We performed some experiments to demonstrate the advasitageng mul-
tihop VTCSMA over IEEE 802.11. We randomly placed 50 nodea imetwork
of size 1500x300m. Each node in the network transmits padket randomly
selected neighbor. The virtual clock rate in VTCSMA is 20045 the real clock
rate. The packet size is 512 bytes and we vary packet ratesanpare fairness
index and goodput for multihop VTCSMA and IEEE 802.11Figure 6.5(b)and
Figure 6.5(a)respectively. We observe that VTCSMA achieves nearly peféer-
ness index but lower goodput compared to 802.11. Here 8G@&HAikves a higher
goodput compared to VTCSMA but the fairness index graph shitmsat this is at
the cost of unfair distribution of bandwidth among flows. Tevwer bandwidth uti-
lization in fair scheduling protocols is due to the confhigtinature of the two goals.
In [60] the author explains the difficulty of simultaneouslghieving both fairness
and maximizing bandwidth usage.

6.5.3 Maxmin and FCFS Scheduling with Multihop VTCSMA
and IEEE 802.11

We randomly placed 50 nodes in a network of size 1500x300nsaletted
multihop flows between random pairs of nodes in the network. e’perimented
with 5,10,15 and 20 traffic connections that transmit UDPkpeg of size 1000
bytes at a rate of 10pkts/s. We compared the goodputs ame$aiindex5 of the
two scheduling protocols under varying load conditions tredplots are shown in
Figure 6.6(a)andFigure 6.6(b) We observe that with 20 traffic sources, maxmin
scheduling with VTCSMA MAC provides a fairness index abov@ewhile fairness
index in maxmin scheduling with 802.11 MAC protocol drop9t8. FCFS with
VTCSMA is more fair compared to FCFS with 802.11. Also notattihax-min
fair scheduling with VTCSMA in the MAC layer outperforms albmbinations in
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Figure 6.5: Multihop VTCSMA and IEEE 802.11 MAC and FCFS in B0de
random multihop networks.

terms of both fairness index and goodput. These resultslgldamonstrate the
advantages of the protocol suite that we have proposedsmibrik.

6.6 Related Work

Fair scheduling of flows in a wireless multihop network hasrba popular
topic of research for several years. In some of the earligksyaesearchers have
focused on providing a MAC layer solution for fair bandwidthocation. In [99]
the authors have proposed a scheduling discipline to stdheduakets on an arrival
time and packet size basis with concepts similar to virtimetCSMA. We dis-
cussed earlier in this chapter the drawbacks of using Vit for scheduling in
multihop networks. Since this scheme was suggested folasgd. AN, the authors
did not discuss the problems that may arise in wireless haptnetworks. Simi-
larly the scheme suggested in [50] and [51] schedules packea priority order,
where the priorities are learned from information piggykeaton control and data
packets. These papers also provide MAC layer solutions ainaefss is achieved
by appropriate backoff policy.

In [60], the authors have provided a two tier solution to pdevnaxmin fair
allocation for local flows and to maximize the network thrbpgt. In the first step,
the protocol achieves the fairness model by selecting af$ktves and then in the
second step, the protocol tries to maximize the bandwidtization by schedul-
ing the maximum independent set subject to the selectioheoflows in the first
phase. Since the problem of finding the maximum independing 8IP-complete,
the authors implement a minimum degree greedy algorithre.ditributed imple-
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Figure 6.6: Fair queuing with multihop VTCSMA and IEEE 80R.ib 50 node
random multihop networks.

mentation of the global model proposed in the paper reqtivaseach time there
is a change, the new information must be disseminated thauighe network in
order to maximize network throughput. A backoff based protcs used to achieve
the local fairness model and to implement the minimum degreedy algorithm
for maximizing bandwidth utilization.

In [43] the authors allocate maxmin fair rate to single hogvlan a multi-
hop network and the fair rate of each flow is limited by the shanovided by the
bottleneck clique. The fair rate of a flow is calculated by pommng the rate pro-
vided by the largest clique in the flow’s flow contention grapoid the fair rates are
achieved by a backoff based MAC protocol. The authors in [@8kent an algo-
rithmic perspective of max-min fair allocation in wirelessltihop networks. The
network model used in this work is different from what we ugedur work. Here
each node in the network has a locally unique frequency, tther is no location
dependent contention. Unlike [43], flows are multihop flowsd #he fair rate of a
flow in the network is limited by the share provided by the leieck link along the
path of the flow.

6.7 Conclusion

We have defined max-min fairness in terms applicable to hmyitiflows in
wireless mesh networks. We have then developed a protoiteltstachieve max-
min fairness in a distributed manner in the network. Our sotuconsists of an
upper layer protocol for achieving max-min fairness thatloa used with any MAC
protocol. This protocol suite also consists of a fair MAC toml that schedules
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flows on a first in first out basis. This MAC protocol truly corapients our upper
layer protocol to provide a complete implementation of maix-fair scheduling
in mesh networks. We have presented a comprehensive parioerevaluation of

the protocols and compared performances with IEEE 802.d F&#S scheduling
protocols.



Chapter 7

Collision Avoidance in a Dense RFID Network

7.1 Introduction

RFID (radio frequency identification) [35] is an automatiemtification sys-
tem that consists of two components — readers and tags. Aatagrhidentification
(ID) stored in its memory that is represented by a bit strivgeader is able to read
the IDs of tags in the neighborhood by running a simple lienker protocol over
the wireless channel. In a typical RFID application, tagsattached or embedded
into objects in need of identification or tracking. In the toemmon application
of RFID (e.g., supply-chain management), RFID tags simplye the purpose of
UPC bar codes. By reading all the tag IDs in the neighborhoaidlaen consulting
a backend database that provides a mapping between IDs ggadsplthe reader
learns about the existence of corresponding objects inglghhorhood. This way
RFID readers also act as identification and/or proximitysses.

RFID tags can be eithactive or passivedepending on whether they are
powered by battery. We are interested in passive tags ircki@pter. Passive tags
are prevalent in supply chain management as they do not niegtliealy to operate.
This makes their lifetime unlimited and cost negligiblelfofew US cents per tag).
The power needed for passive tags to transmit their IDs tintieerogating reader
is supplied by inductive coupling between the reader anctagnnas. The reader
“energizes” the tags in the vicinity with RF power contingbufor the entire read
operation. In the most prevalent form of the technologyt pathis power is used
to transmit a response back to the reader (using a procdss bakkscatteriny
after appropriate modulation and coding via the tag’s ebedits.

While RFIDs have mostly been used in supply chain managesufair, our
interest in this chapter is studying their performance ireey\dense deployment
scenario as will be common in “smart environment” applmasi. In such applica-
tions, we envision that there will be a lot of tiny readersldged in a dense fashion
— much like a sensor network — observing the tagged envirahareund them by
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reading tags continuously or periodically. There will abgoa lot of tags around in
such environments. This will certainly be the case in smamd or office scenarios
as RFID tags will soon replace the UPC bar codes for any iterbwyen stores.

However, several collision problems might occur when rpldtreaders are
used within close proximity of each other. Thus, the corenirread operations
must be coordinated appropriately. We will elaborate orsehgroblems in the
following section. Current generation RFID systems do dofrass the multi-reader
coordination problems effectively because of their emhas supply chain where
multiple readers are rarely used in the same physical space.

In this chapter, we design and evaluate a simple carriereseased MAC
protocol to avoid collisions in multi-reader scenarios. Wld it specifically for
a tiny Berkeley mote-based platform [102] for deploymentsrinart environment
applications. The goal in this chapter is to describe thégdeshoices we made,
the protocol operation and preliminary performance resilhe key feature of this
design is the use of an RFID tag antenna as an apparatus tanaeaseive signal
strength and the mote platform to sample it. While many oslophisticated solu-
tions (e.g., use of TDMA-based approaches or multiple feegies) are possible,
the approach we present is simple, requires a bare minimwiectronics to build
and performs effectively.

The rest of this chapter is organized as follows. We presangystem design
in Section 7.2, followed by the description of the MAC prattscin Section 7.3,
their performance evaluation in Section 7.4 and concludéngarks in Section 7.5.

7.2 System Design

In this section, we present the hardware design for a RFIDetethat uses
carrier sensing to avoid collisions. This system consiE@snoOEM RFID reader
module, a host micro-controller and a received signal gtieimdicator.

7.2.1 RFID Reader Module

We use the SkyModul&M21-mini [2] multi-protocol 13.56 MHz OEM RFID
reader module for our work. The read range of this reader i®Uuftm with the
internal antenna. The actual range is somewhat dependdaheize of the tag
antenna and also the tag orientation. It can read upto 20inagsecond. It is
capable of communicating with a host micro-controller aver TTL, SPI and 12C
interfaces. The reader module is capable of responding llA&hd binary com-
mands sent by the host micro-controller. It can select, seatwrite RFID tags.
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The host controller can also read and write the reader's meamal system regis-
ters to put the reader in low power sleep mode and to wake itamp §leep. The
small footprint and low power requirement makes it suitédblebeing integrated
with the processor radio modules used in RFID-based sembaorks.

7.2.2 Host Micro-controller

We have interfaced the Skyetek RFID reader to a mica2dotegemr radio
module. Mica2dot is based on the well-known Berkeley mothitecture [102]
and is manufactured by Crossbow technologies [1]. Equippéd Atmel's At-
megal28L 4MHz, 8 bit micro-controller and Chipcon’s CC108@dio, mica2dot
can communicate with the RFID reader module via the TTL fatar and with the
central computer over a 433 or 900MHz wireless link. Thisigetnables unteth-
ered communication between a central controller and th®R&aders. Mica2dot
can be programmed with the TinyOS operating system [4, 40].

7.2.3 Received Signal Strength Indicator

Much of our work has centered around building and experimgnivith
this module. SkyeModulé'M1-Mini uses a Texas instruments TI-S6700 multi-
protocol transceiver. This transceiver does not provideivwed signal strength of
the signal received from tags or neighboring readers. Sugceould not obtain the
received signal strength directly from the reader, we hanie & signal strength in-
dicator circuit that can provide an accurate estimate oktpeal strength received
from other readers in the neighborhood. This signal stremgticator is later used
by the MAC protocol designed to avoid reader-reader anderetad) collisions.

The Tag-it RFID tag manufactured by Texas Instruments ig tseneasure
the signal level at any point in the reader antenna systeisioften used as charge
level indicator to design reader antenna [96] by simply reimp the IC from the
tag. When the tag is brought in the RF field of a reader’s amtesystem, a voltage
is induced in the parasitic capacitor on the tag. This is & higquency sine wave
whose amplitude varies with the amount of voltage inducebertag’s antenna due
to the reader’s RF field. In order to measure this signal @aog#iaccurately, we use
an IF limiting amplifier that takes this signal as input andvpaes a steady voltage
as a logarithmic (in db) measure of the input signal ampditudhis voltage can
serve as the received signal strength indication (RSSI)h&Ve used the AD8306
chip [10] as the high precision limiting-logarithmic anfgr. The chip provides a
perfect linear relationship between the output voltagetaednput signal level in
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Figure 7.2: Circuit diagram for the received signal stréngtdicator (RSSI)
circuit[11].

db. We connected the output from the charge level indicdiag-it HF RFID tag)
as a differential input o5 /G;ygr andSIGyro Of the circuit shown in Figure
7.2. The RSSI voltage as measured by this circuit is ava&labl’zss; and can
be sampled by an ADC (analog to digital converter) to “sernke’presence of an
active reader in the neighborhood. We use one of the mica2d®Cs for this
purpose.

To understand the characteristics of our prototype, we uredghe variation
of the RSSI values obtained from this circuit with distane@f an active reader.
The results (Figure 7.1) show that the RSSI progressivehyrdshes with distance
from the reader as expected. We performed this experimehtthhe RSSI circuit
moving away from the reader in the perpendicular plane va#ipect to the reader
antenna. We did this for both sides of the reader. We also chineRSSI indicator
sideways from the reader antenna, i.e., in the same plaie asdder antenna. We
measured the RSSI at an anglet6f with respect to the reader’s antenna as well.
This set of experiments indicate that the radiation pafiemm the reader’s antenna
is not perfectly omni-directional.
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(a) RFIDMote. (b) Components of the
RFIDMote shown sepa-
rately.

Figure 7.3: RFIDMote and its components.

7.2.4 RFIDmote

The RFID reader module is connected to mica2dot mote thaesexs the
host micro-controller and communicates with it via the TThiterface. The output
of the RSSI circuit described above is connected to ADC2 enntica2dot and
the PWO port on mica2dot provides the external enable switthe RSSI circuit.
Thus, when the received signal strength is needed, the PW@mmwvides the volt-
age to enable the RSSI circuit and the signal strength israateby sampling on
ADC2. The RFID reader module, mica2dot mote and RSSI citogjether form
the complete system that we have used to evaluate the ppGSE protocol. We
will henceforth refer to this complete system as RteDMote (Figure 7.3).

7.2.5 Power Consumption

Since the target application is an RFID sensor network wéttely driven
RFIDmotes, power consumption is an important design cenatobn. The RFID-
Mote is powered using a 3V power supply consisting of two AZediatteries. We
have measured that the RSSI circuit consumes 14 mA curregn wis turned on
by applying a voltage on the external enable switch. The R8&uUit is turned on
only when the RFIDMote needs to sense the carrier beforeuctsig the reader
to start a new transmission. The RFID Reader module consat@sA current
when it is in the idle mode, 60 uA in sleep mode and 60 mA whemrsog for
tags. Since the RFID reader takes about 100ms to wake up frersléep mode,
we keep the reader in IDLE mode at all times, except if the REdER is itself in
sleep mode.

The mica2dot can operate at a low power mode with the radieetuoff (8
mA current consumption) or in a sleep mode{uA current consumption). The
radio is turned on only when the RFIDMote needs to commueitag data. The
radio consumes 27 mA in the transmit mode and 10 mA in theveegiidle mode.
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Table 7.1: Power Consumption of RFIDMote at 3V input.

RFIDMote | Mica2dot| RFID RSSI | CC1000| Current
Reader| Circuit | Radio | Used(mA)
Sleep SLEEP | SLEEP| OFF OFF 0.007
Idle IDLE SLEEP| OFF OFF 8
Ready IDLE IDLE OFF OFF 18
Carrier
Sensing IDLE IDLE ON OFF 32
Scanning
for tags IDLE SCAN | OFF OFF 68
Transmit
data IDLE SLEEP| OFF | Transmit 35
Receive
data IDLE SLEEP| OFF | Receive 18

Based upon these known or measured values we estimate tleatcoon-
sumption of RFIDMote in various states and tabulate thelt®su Table 7.1. A
designer can use these values as a guidance for protocghddsote that chan-
nel sensing (i.e., sampling RSSI values) is much less exgetisan scanning for
tags. Given that the channel sensing is only momentaryivel&d scanning for
tags, channel sensing can provide valuable energy savigielaninates wasteful
scanning.

7.3 Protocols

We implemented three protocols to evaluate tag readingopednce in a
multi-reader environment. These three protocataive protocolrandom protocol
and CSMA protocol- are discussed in this section. Since we do not have control
over the reader firmware, we have implemented these pratacdRFIDMote in
software using TinyOS.

7.3.1 Naive Protocol

In the naive protocol, the RFIDMote transmits a reader-tagmtory request
at constant intervals. If two readers are placed in such athatytheir interrogation
zones overlap, it is possible that some tags would escapetist due to collision
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(reader-reader collision). Also if two readers are actitb@same time and they are
close to each other, the signal from one reader would ineevih the tag responses
received from the other (reader-tag collision). Since daglers send commands at
the same fixed intervals, these collisions may be repeatddtas possible that
some tags are never read by any reader. This is a naive redingdure and is
quite prone to reader-tag and reader-reader collisions.

We implement this protocol on the mica2dot using TinyOS. Thiea2dot
startsatimerusingtheal | Ti ner.start (TI MERONE. SHOT, interval)
command and wheavent Ti nmer. fired() is signaled, the mica2dot sends a
“read” command to the reader via the TTL interface. The readg attempts to
read the IDs of all tags in its interrogation zone. In this mdtie reader executes the
STAC anti-collision protocol, to prevent tag-tag collisidiscussed earlier. When
the reader gets a tag response, it sends the response toctizdoti via the TTL
interface. When all tags have been read, the reader senésialsipead complete”
command to indicate that it has completed the executionettti-collision pro-
tocol and there are no more tags to be read. When the mica&ckives the “read
complete” command, it stores the tag IDs read by the readher.céntral computer
polls each RFIDMote one at a time to receive the tags readéyeidders.

7.3.2 Random Protocol

The naive protocol is prone to reader-reader and readeretligions. A sim-
ple method to reduce the chances of collision is the introdoof randomization
in the reading schedules. Thus, if the readers choose tmfidok a random in-
terval before sending a read command, the probability dfstoh may be lower.
We introduce a random access protocol in which the mica2ad@HIDMote, sends
a read command to the reader after waiting for a random iateta TinyOS this
random interval is generated by using RRendonlFSR component. The size of
the window may be varied by masking the 16 bit random numbeeigeed via the
RandonlFSR component. Thus, if the desired window siz&€ims, we mask the
random number by a bitwise AND with Ox3F. When the mica2dotlen RFID-
Mote is ready to send a read command to the reader, it goea natoadom backoff
state by starting a timer for a random duration by executimigl Ti mer . start
(TI MERONE_SHOT, (call Randomrand()) & cw), where,cwis the
masking integer to limit the value of the generated randomimer within the de-
sired window size. Wheavent Ti nmer.fired() is signaled, mica2dot sends
a read command to the reader, which then immediately stat®FID transmis-
sion. Since the RFIDMotes choose to send commands afteomantervals, the
commands from two readers would not be concurrent with highatoility, given
that the window size is sufficiently large. In case there islasion, it is less likely
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that the collision will recur for subsequent read commaretsabse the RFIDMote
re-selects the interval each time it sends a command.

7.3.3 CSMA Protocol

Here, when the mica2dot on the RFIDMote is ready to send ac@@wnand
to the reader, it starts a backoff timer for a random interlgl executingcal |
Timer.start (TI MERONESHOT, (call Randomrand()) & cw) com-
mand. Meanwhile, the mica2dot continuously samples theagelon ADC2 to
which the RSSI circuit is connected. If the voltage read ftbemADC is less than a
threshold voltage throughout the backoff interval, i.atjlevent Ti nmer. fired()
is signaled, mica2dot sends the “read” command to the rebdease the mica2dot
senses that the medium is busy, i.e., it reads a voltage tigde the threshold volt-
age on the ADC2 port, it stops the timer by issuing tiad | Ti mer . st op()
command which preventsvent Ti ner. fired() from being generated. The
mica2dot then continues to sense the medium and when theimédxicomes free
and stays free for a random duration between 1 and 16 ms,téarteshe timer.
This carrier sensing and backoff procedure, enables thBRBte to make a more
informed decision about scheduling the RFID transmisdigat, in turn further re-
duces the chances of reader-reader and reader-tag awdlisio

A note is due on the choice of threshold voltage. We have gbdethat
reader-reader collisions occur when the voltage read fl@yADC is greater than
1 V which corresponds to a maximum distance of about 10 cmdesiihe readers.
The reader-tag collisions occur at a slightly higher vadtaghen the two readers
are about 5 cm apart. At this distance, the tag may be able&weesignals from
both readers. Thus, to solve both reader-reader and ré&agleollisions, we chose
the lower of the two, i.e., 1 V as the threshold voltage.
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Figure 7.5: Accuracy and time taken per read vs. window sizéolur readers in a
square grid.

7.4 Performance Evaluation

We will now discuss the experimental setup and analyze thHenpeance of
the RFIDMotes with the protocols discussed in the previeesisn. We have used
accuracy and time taken per read as two performance matrimsriexperiments.
Let us first define these metrics.

Definition 7 (Accuracy) Accuracy is the ratio of the number of unique tags read
by all readers to the total number of tags in the interrogatamne of all the readers.

In order to compute the accuracy of the system we need tondietethe number of
tags in the interrogation zone of the readers. We activatadars one at a time and
allowed them to read all the tags in their respective ingation zones without any
interference from other readers. We recorded the numbenigtia tags that were
read by all readers in each experimental setup. This is tixémoan number of tags
in the entire interrogation zone. We then use this numbetdtnulating accuracy.

Definition 8 (Time per read) Time per read is the ratio of the maximum time taken
to complete all reads to the number of tags read.

The maximum time is the time taken by the reader that finisk&tsaind the number
of tags read is the total number of unique tags read by albrsadime is calculated
from the point the RFIDMote starts the timer before sendirggread command to
the RFID reader and until the reader sends the “read conipésponse indicating
that there are no more tags to read.
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7.4.1 Experimental Setup

We built and programmed four RFIDMotes and arranged themifiardnt
configurations (or topologies) to experiment with the pcole described before.
There are 25 tags distributed uniformly in the area . The expnts are controlled
by a central computer that broadcasts commands to the RRI&Mo run specific
protocols with specific parameters (e.g., window size) afiects results at the end
of the experiments. Each individual experiment is repedf@times and average
performance metrics are presented. For protocol compartkmntical configura-
tions (RFIDMotes and tags) are used.

It is expected that the performance of the protocols willdifeienced by the
density of the RFIDMotes as this influences how probable tiesons are. Thus,
for each configuration we experiment with we show a confliapyrto demonstrate
what types of collisions are likely. The conflict graph sha@amsedge between two
nodes (RFIDMotes) that can potentially collide. A thick edg drawn to denote
reader-reader collision and a thin edge is drawn to denatgeretag collision. The
conflict graph is determined via a separate experimentélaiian. More edges in
the conflict graph means more gain from the use of carrierisgns

7.4.2 Results

We first show the results of some hand created topologies. I8¢ four
RFIDMotes very close to each other in a square. The conflagityof this topology
is shown in Figure 7.4A. This is a dense topology in whiche@diders collide with
one another. We measured the accuracy and time per readeduiesralong with
the 95% confidence interval are shown in Figures 7.5(a) abb)/respectively.
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Figure 7.7: Random configurations and their conflict graphs.

The horizontal axis shows the varying window size for randord CSMA proto-
cols and the vertical axis shows the accuracy and time pdrfozaeach protocol.
The naive protocol is shown as a straight line since winda& 8 not a parame-
ter here. The accuracy graph shows that the CSMA protoci¢eet much better
accuracy than the naive protocol. It is much better thandhdam protocol when
the window size is small. The random protocol improves winewvtindow size is
increased, which is obviously due to the increase in thersiityeof intervals chosen
by each RFIDMote due to larger window size. This improvenoentes at the cost
of longer time taken to read each tag as seen in Figure 7.5(b).

We then placed four readers in a straight line. The confliapgrfor this
setup is shown in Figure 7.4B. We plot the accuracy and timswmed in reading
each tag in Figures 7.6(a) and 7.6(b) respectively. Thislesa dense topology
compared to the grid before and only the adjacent readersaihde. This is the
reason why the naive protocol is now able to read more tagshbéore, but the
accuracy still remains poor compared to the random protd¢w CSMA protocol,
still performs much better than the rest. Here, we noticé @ahamaller window
sizes, the time taken per tag by CSMA is larger than the randatocol. The
reason for this lies in the functioning of the STAC anti-ttn protocol. In STAC,
when a reader does not receive any tag response during & séwigs the “end slot”
command earlier than the slot in which it receives a respohBies means that the
size of an “empty” slot, i.e, a slot in which the reader camwtcessfully decode
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a tag response, is smaller than a slot in which tag resportseaisi successfully.
Thus, since the random and naive protocols are able to reat fags successfully,
due to reader-tag or reader-reader collisions, they camfiie reads faster than the
CSMA protocol.

We will now show results for three random configurations. Seheonfigura-
tions with the location of the RFIDMotes in the 2D plane angiticonflict graphs
are shown in Figures 7.7(a) and 7.7(b), respectively.

The performance results are shown in Figures 7-9 for these ttonfigura-
tions. Note that the configurations A and B have several aiafind C has none.
Thus, as expected CSMA provides much superior performancerifigurations A
and B and the naive protocol performs the worst. The prosopetform almost
similarly in configuration C due to the absence of conflictat Btill CSMA has
a slight advantage because it appears that occasionakggregls still cause a few
collisions in the other two protocols.

Finally, note that 95% confidence interval for the CSMA hasrbasually
much smaller than the random protocol. Thus, the performahthe CSMA pro-
tocol is more predictable.

7.5 Conclusion

In this chapter, we have developed a CSMA-based MAC protocatidress
reader-reader and reader-tag collision problems in RFiixoris. In order to re-
alize this protocol in a working system, we have built theiearsensing capability
in a commercially available HF RFID reader OEM module andlenmgnted the
MAC protocol on the reader. We have created topologies tlagtmepresent actual
deployment scenarios and ran some experiments to analypetformance of the
protocol. We have shown that the protocol is indeed ableh@esae superior perfor-
mance relative to other alternatives that do not rely on@asensing. While carrier
sensing is an established technique for multiple accesssaindeed expected to
perform very well, our work demonstrates the feasibilityieing carrier-sensing as
an add-on at a low cost for tiny HF readers that otherwise havéeen developed
for multi-reader environments.

We are currently in the process of augmenting our testbedaimar number
of RFIDMotes and evaluating performance in more varied a@gpkent scenarios.



Chapter 8

Future work and Conclusion

8.1 Future Work

The large socio-economic impact of wireless technologiesthe increas-
ing demand for mobile Internet access has motivated rdseat development in
the wireless networking discipline. Most of the researctil uwacently was based
upon simulation of wireless network protocols. Due to theeliable nature of the
wireless links, it is hard to accurately model wireless camivation in simulation.
Thus, there is an increasing need to validate the researtdriped thus far on real
platforms. Although some of the works presented in thisithieave been tested in
Berkeley mote platforms [102], a more rigorous validatiomotugh implementation
on the commercial wi-fi radios or gnuradio [3] will provide atter insight on the
performance on the protocols. An implementation of CSMA&daRFID readers
on UHF RFID readers is also a topic future research. In terfmeew protocol
design, the SINR model presented in Chapter 5 may be used BMADased
MAC protocol as well to improve the network utilization. Anitial design of this
protocol is shown in Table 1 and Table 2. This design may berparated in the
RTS/CTS exchange in 802.11 in place of the network allooatiector to reduce
the harmful affect of the exposed terminal problems.

8.2 Conclusion

The main contribution of this thesis is efficient medium ascprotocols for
wireless networks. We have designed medium access schenssioc and mesh
networks that improve the performance and robustness sfiegiMAC solutions.
Our solutions provide efficient techniques to improve padkdivery ratio, decrease
end to end delay in data transmission, provide fair mediuresto multihop flows
in the network and improve the throughput in the network. sTthiesis also con-
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Input: SINR thresholds, Signals, Interference and NoiseV levels at
neighboring active receivers.
Output: Initiate transmission
for Network nodes; do
foreach Active neighboring receiver; receiving data with signab;,
noiseNV; and interference powef; do
if AT isthe interference power between link— r; if s; starts
transmissiorthen
if ﬁ > [ atr; then _
choose random numberbetween 1 and cwf

n > cw X constant then
Initiate transmission.

end
end
end
end
end

tributes a simple and distributed solution to collisionlgems in dense RFID net-
works.

We have designed anycast which is resilient to transiektdisses in wireless
ad-hoc networks. Anycast provides a significantly bettefgomance in terms of
packet delivery ratio as well as end to end delay. Anycasbie # provide this
performance benefit by interacting with routing and phyldayger so that it can use
path diversity in the channel on various next hop links torowe probability of
successful packet delivery.

We find an application of anycast in multichannel and dimwi antenna
networks where, by exploiting path diversity, anycast ikedb alleviate deafness
problems without the use of additional hardware and netweskurces. The Any-
cast idea is not limited to any particular MAC scheme, so iyilba implemented
in conjunction with any other available MAC solution thatagusy tones or addi-
tional control packet exchange to provide further perfarogabenefit. Further, we
have applied anycast-like multiple control packet excleamgchanism, to improve
MAC layer reliability for multicast data transmission. Erapproach can be easily
incorporated in the IEEE 802.11 protocol to provide perfance enhancement for
multicast communication.

We demonstrate that the physical layer can provide usefiirimation about
channel conditions in terms of signal, noise and interfeedevels. This informa-
tion and the SINR vs PRR model that we present in this thesibeaised to design
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Input: Interferencel and noiseV levels at the node and signal level
from potential transmitter while there are other transioissin
the neighborhood.

Output: Agree to receive new transmission

for Network nodes; do

if HiN > [ atr; then
choose random numberbetween 1 and cwf

n > cw X constant then
Agree to receive new transmission.

end
end
end

accurate transmission schedules. Such a design will be gséful in improving
the reliability of the schedule as well as in fully utilizirtpe available network
resources.

We have designed a max-min fair scheduling protocol for moift flows
in wireless mesh networks. We have also developed a firstatrdut medium
access protocol that complements the scheduling protocpidvide a complete
protocol suite to achieve max-min fair bandwidth distribotamong contending
flows in a multihop mesh network. This protocol suite corssidia rate computation
protocol that computes fair rates for each single hop segofenmultihop flow, a
back pressure protocol that extends this rate computatianuttinop flows, a rate
enforcement protocol that ensures that the computed naédslbwed at each node
in a distributed manner and a virtual time based MAC prottical ensures that the
same computed rate is followed at the MAC layer.

As our contribution to RFID networks, we have designed ariefit, dis-
tributed medium access protocol for dense RFID networks.h#e developed a
CSMA-based MAC protocol to address reader-reader and r¢ageollision prob-
lems that reduce the accuracy of reading tags in a denserreadeonment. We
have designed and built a carrier sensing circuit using &R&f as an antenna
and a log amplifier chip to convert the signal detected by ttieraa into received
signal strength indicator. We have used this circuit in aftCRfeader module and
implemented a carrier sensing multiple access mechanisatieidate the reader-
reader and reader-tag collisions. While carrier sensiragisstablished technique
for multiple access and is indeed expected to perform vetly o work demon-
strates the feasibility of using carrier-sensing as an@udt a low cost for tiny HF
readers that otherwise have not been developed for maliiereenvironments.
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