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Abstract of the Dissertation

Efficient Medium Access Protocols for Wireless and
RFID Networks

by

Shweta Jain

Doctor of Philosophy

in

Computer Science

Stony Brook University

2007

Wireless multihop networks of various forms – such as ad hoc,
mesh or RFID networks – are getting popular as a means of creating a
pervasive wireless networking mechanism. The central concept in such
networks is use of multihop relaying. Multihop wireless links give rise
to new challenges in medium access control (MAC) protocols.The
challenges include interference, fading, improving network throughput
and guaranteeing fairness. We have used various cross layerdesign
techniques to combat these challenges.

In our first work, we develop a cross-layer solution called MAC-
layer anycast that combats link loss due to interference or fading by
exploiting path diversity available from the routing layer. We develop
an 802.11-like protocol to implement anycast. We show via both simu-
lations and testbed experiments that it is superior to 802.11-like proto-
cols. We also show that anycast is very useful when used in conjunction
with directional antenna or multiple channels, as well as for improving
reliability and efficiency of MAC-layer multicast.

iii



In our second work, we have demonstrated the benefits of using
the physical layer signal level information to improve the accuracy of
scheduling algorithms. To this end, we use the TelosB motes platform
to model the relationship between the packet capture probability and
SINR based on measurements. We show how this model can be used
to develop a realistic interference model for a given testbed using only
O(n) measurements on the testbed. We provide validation results for
the accuracy of this approach for predicting whether a set oflinks are
schedulable concurrently.

In our third work, we develop protocols for provisioning max-min
fair bandwidth for multihop flows. Here, we develop a two-part solu-
tion that combines queueing/scheduling and MAC protocol for guaran-
teeing max-min fairness for multihop flows.

Finally, we focus our attention to RFID networks where new forms
of interference are possible due to presence of two different entities,
RFID tags and readers. We demonstrate via a testbed how interfer-
ences can be resolved in a RFID networks via simple carrier-sensing
mechanism that can be implemented using commodity hardware.
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Chapter 1

Introduction

Advancements in nanotechnology have given birth to new generation of ubiq-
uitous mobile devices with high processing speed. Recent development of a break-
through chip stacking technology by scientists at IBM, has paved the way for three-
dimensional chips[5]. This new development has the promiseto extend Moore’s
law beyond its expected limits which will lead to smaller, faster and low power
devices. Advancements in wireless network technology has made it possible to
connect these devices together over the wireless link. These developments together
have spurred the proliferation of a large family of network enabled mobile handheld
embedded devices such as laptops, PDAs, mP3 players, gamingconsoles and wear-
able computing solutions, which can communicate with each other to share music,
video and data. These devices have a great impact on society and the economy. The
market for wireless devices is expected to grow at an annual rate of 15.5% in terms
of number of units sold. It is expected that in the year 2007 about 880 million units
would be sold. The demand for mobile Internet access both in and out of office
has accelerated the growth of the wireless Internet relatedindustry. In the fourth
quarter of the year 2006, the worldwide revenue from Wi-Fi had risen to over US
$1.0 billion up from US$845.7 million in the previous year [37].

While users are always aware of the wireless Internet accessas it is used quite
explicitly, RFID technology forms a part of our daily life ina more discrete fashion.
RFID tags are often embedded in objects in retail stores, security cards, automatic
toll payment tags, transit cards and even credit cards. These tags provide a simple
contactless method of identifying objects and informationrelated to the object can
be written and read on the tags. RFID has become a part of everyday life and has
a much larger impact on the economy than other wireless technologies[71]. The
prediction for worldwide revenues from RFID tags is expected to rise by $2.5 billion
between 2004 and 2009. The maximum impact of this technologyis expected to be
in improving business processes. The second-largest market for RFID is forecasted
to be in consumer products, despite the privacy issues in RFID that has held back
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initial growth of applications in the consumer sector[36].
A key challenge in wireless networks is the problem of sharing the common

broadcast medium between multiple users of the network. Wireless communication
between a pair of devices is affected by communication between another pair if the
devices are close enough for their signals to overlap. Coexistence of various wire-
less devices and systems in a small area requires coordination among the devices
to enable conflict free communication. A medium access control (MAC) proto-
col povides this coordination and enables interference free communication. MAC
protocol also provides quality of service and fair medium access to all contending
devices. Therefore, MAC is an important feature in all typesof wireless devices
and it is the key focus of this thesis. A brief overview of existing technologies, key
challenges and contributions of this thesis is explained inthe following sections.

1.1 Wireless Networks

The most widely used technology for medium access in wireless local area
networks, multihop mesh and ad-hoc networks is the IEEE 802.11 standard MAC
protocol. The 802.11 standard was first ratified in 1997. The standard at that time
offered a 2Mbps data rate which has now increased to upto 600Mbps in the upcom-
ing 802.11n standard[16]. Three main 802.11 standards (802.11a/b/g) are already
in the market while 802.11n pre-releases have been seen. While the 802.11b and
802.11g standards operate in the same 2.4GHz frequency band, the 802.11a stan-
dard operates on the 5GHz band[7][8][9] and the 802.11n standard allows commu-
nication in both 2GHz and 5GHz bands[16].

Some key challenges that 802.11 protocol solves are collision and hidden
terminal[98] and the PHY layer design in 802.11n has the provision to improve
the performance in multipath fading scenarios using multiple input multiple output
(MIMO) antennas. There are some core issues and challenges that remain unsolved.
Some of these challenges are time varying channel conditions, spatial reuse by ex-
ploiting channel and antenna diversity, accurate scheduling techniques to improve
network utilization, fair medium access in multihop networks and quality of service
in multimedia transmission[107]. We attempt to solve some of these challenges in
this thesis and our key contributions are (a) cross layer design to overcome losses
due to time varying channel conditions, improve performance of networks that use
channel and antenna diversity and provide reliable multicast in multihop networks,
(b)fair medium access to multihop flows in multihop mesh networks and (c) model-
ing the impact of physical layer signal to noise and interference ratio on successful
packet reception to make accurate scheduling decisions.

One of the key challenges that is addressed in this thesis is transient link
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losses in a wireless network. It is well known that in a wireless network that the
quality of link between two nodes varies with time. This temporal variation in link
quality depends upon the signal to noise and interference ratio as well as multipath
fading. Multipath fading occurs due to different components of the transmitted sig-
nal being reflected by surrounding objects and combining constructively or destruc-
tively at the receiver. Both interference and fading are time varying and may make
certain links unavailable for some periods of time. This transient unavailability of
links may be sufficient for a routing layer to start a route repair and for TCP to bring
down the offered load. Such upper layer reaction to lower layer issues is harmful as
it reduces the network utilization. Due to this harmful interlayer interaction, there is
an increasing interest in breaking the protocol layer structure (OSI model) in favor
of cross layer design techniques[88][29]. Thus, instead ofan upper layer reaction
to transient link losses, it may be possible for MAC protocols to detect and cope
with the short term variations in link quality. The 802.11 protocol deals with such
transient variations by retransmissions along the same link until the transmission
is successful or a certain number of retries have been performed. Retransmissions
cause packet delays and increase the overhead and if the timefor which the link is
unavailable is large enough, these retransmissions may even be futile.

Our first and one of our main contributions in this thesis is ananycast mech-
anism at the data link layer which interacts with the routingand physical layers to
benefit from path diversity available due to multipath routing to make an instan-
taneous decision about which link should be selected for transmission. The goal
in this cross layer design is to choose the best next hop to forward packets when
multiple next hop choices are available. Given a sufficient amount of available
path diversity, using the anycast mechanism can significantly reduce the number
of transmission retries as well as packet drop probabilities. We have also explored
similar anycasting techniques to reduce problems of deafness in networks that use
directional antenna and multiple channels to achieve spatial reuse for better network
utilization and to provide reliable multicast in multihop networks.

Another challenge that we address in this thesis is the lack of accurate mod-
eling of wireless interference. Wireless communication range is often modeled as a
unit disk wherein, the transmitted signal strength is assumed to be an inverse power
of distance from the transmitter. Using these simplified assumptions researchers
often construct a conflict graph based upon distance betweensender-receiver pairs
in the network. While these assumption make the algorithm design more tractable
but in reality these models make inaccurate estimate of the network throughput and
therefore there is an increasing interest in designing better estimates of the trans-
mission channel[76]. Accurate interference models are important to improve the
accuracy and throughput achieved by a scheduling algorithms in wireless networks.
For this reason, recently the focus has shifted to more realistic, SINR-based models
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such as the physical interference model[109][90][39]. This model is based upon
the classic theory that relates signal to interference and noise ratio to the probabil-
ity of successful reception of the transmission or simply the packet reception rate
(PRR). The PRR is high (∼1) if the SINR is above a certain threshold and less than
1 otherwise. Thus the knowledge of the physical channel conditions can be use-
ful in making scheduling decisions in the upper layer. In order to design accurate
scheduling algorithms for wireless multihop networks, it is worthwhile to experi-
mentally model this SINR vs PRR relation. Our second contribution in this thesis is
an experimental model of channel quality in terms of signal,interference and noise
levels at the receiver. We also demonstrate that knowing theSINR on a link one can
quite accurately predict the PRR on a link given a set of simultaneously active links
in the network. This model may be adopted in an upper layer scheduling algorithm
or in a central controller to make better informed scheduling decisions.

The broadcast nature of wireless transmission poses many challenges for
medium access techniques in multihop networks. One such problem is fair medium
access among multihop flows in the network. It is easy to buildscenarios in which
the medium sharing is biased against a set of links simply because of their rela-
tive positions in the network with respect to other links[51]. The concept of fair-
ness in ad-hoc and mesh networks may be different from that inwireless LANS.
This is simply because nodes in wireless LANs only carry traffic that they have
generated while nodes in multihop networks relay packets for other nodes in the
network. Thus, fairness in multihop networks must be flow based instead of being
node based. In the context of fairness, an appropriate and viable solution is maxmin
fair allocation to each multihop flow. In a maxmin fair allocation resources are al-
located in order of increasing demand such that no user gets aresource share larger
than its demand and sources with unsatisfied demands get an equal share of the
resource. Also a user with unsatisfied demands cannot increase its resource usage
without reducing the resource usage of other users that already have an equal or
lesser resource usage than itself.

Our third contribution in this thesis is distributed protocol suite that consists
of an upper layer queuing mechanism and a first in first out MAC protocol which to-
gether form a complete solution toward providing maxmin fair medium access. We
achieve this fairness goal by introducing a scheduling layer between data link and
routing layers to perform maxmin fair rate computation and scheduling in wireless
mesh networks. This layer interacts with the network to exchange the transmission
schedules of neighboring nodes, which in turn helps in computing fair schedules in
the network. First, the scheduling layer estimates the maxmin fair rate of all mul-
tihop flows in the network using a distributed protocol. Thisestimation uses the
knowledge of the flow contention graph that the network nodeslearn by exchang-
ing local information. Second, this layer enforces the computed rate by controlling
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the rate at which a flow is scheduled at the link layer. Third, aback pressure flow
control is used to reduce the transmission rate of a flow if it has been exceeding its
fair rate.

In the context of fairness, we also argue that the fair rate estimation can at
best be approximated in an 802.11 based MAC protocol. The random access mech-
anism with exponential backoff has been shown to be unfair inprior work [55],[59].
Thus, to complement our fair rate estimation and schedulingprocedures, we de-
velop a virtual time based MAC protocol. This virtual time based protocol, sched-
ules transmissions based upon the arrival times of the packets to be transmitted.
This technique ensures that in a contention region, packetswill be transmitted in a
first in first out order.

1.2 Radio Frequency Identification (RFID)

While MAC protocols for wireless ad-hoc and mesh networks have under-
gone much research, similar research in radio frequency identification (RFID) net-
works is still in early stages, especially so in multi-reader RFID networks. RFID
tags and readers share the same RF medium for communicating with each other.
Thus, a RFID system comprising of multiple tags and readers in close vicinity also
suffer from wireless interference when transmissions frommultiple readers and/or
tags overlap. Collisions in RFID systems can be classified into three categories (a)
tag-tag collision which results from interference betweensignals from multiple tags
that may simultaneously start transmission in response to areader’s command (b)
reader-reader collision where simultaneous transmissionfrom two readers interfere
at the tag and (c) reader-tag collision where a reader’s transmission interferers with
a tag response on another reader. There are well known MAC protocols to solve
the tag-tag collision problem, and most readers implement some form of an an-
ticollision protocol to resolve conflicts[86][12]. The reader-reader and reader-tag
collisions that occur in dense reader deployment is a key challenge in RFID re-
search. This problem has been studied in the EPCGlobal Class1 Gen1 and Gen2
standards for UHF readers [14] [15]. In Gen 1 standard, the reader-tag collision
problem is mitigated by allowing frequency hopping in the UHF band or by time
division multiple access. In Gen 2 the readers and tags operate on different fre-
quencies so that the tag response does not interfere or collide with reader signals.
Either solution requires fairly sophisticated technology. We contribute to the RFID
technology through a collision avoidance protocol for dense deployment of RFID
readers. We have designed solution for both reader-reader and reader-tag collisions
in a dense RFID network. We experiment with a network that is implemented using
mote-based RFID readers. To implement the MAC protocol, we have developed an
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appropriate carrier sensing circuit using an RFID tag as an antenna and the mote
as an apparatus to sample received signal strength. We have augmented a commer-
cially available OEM RFID reader module with such carrier sensing capability and
interfaced it with motes. Our main contribution in this workis the development of a
carrier sensing capability in an RFID reader and the implementation of the CSMA
MAC protocol that takes advantage of this new capability.

In the following chapters, we will provide detailed description and analysis
of our contributions. We start with the anycast mechanism for combating multipath
fading in Chapter 2 followed by application of anycast in directional antenna and
multichannel networks in Chapter 3 and reliable multicast MAC in Chapter 4. In
Chapter 5 we discuss the details of physical interference modeling in wireless net-
works and present the accuracy of the model. We discuss our maxmin fair schedul-
ing algorithm in Chapter 6 and in Chapter 7, we discuss a medium access protocol
for collision avoidance in RFID networks.



7

Chapter 2

Exploiting Path Diversity in the Link Layer in
Wireless Ad Hoc Networks

2.1 Introduction

It is well-known that in wireless ad hoc networks, the “link”between two
nodes is a “soft” entity [32]. From basic communication theory, its existence is
governed by whether the signal to interference plus noise power ratio (SINR) at the
receiver exceeds a given threshold (called thereceive thresholdγ). γ is determined
by the data rate, the modulation technique, receiver design, and the target bit er-
ror rate (BER) the receiver is able to withstand (i.e., able to correct using coding
techniques). SINR is again influenced by transient factors such as transmit power,
distance between the transmitter and receiver, multipath fading, and interference
and noise powers reaching the receiver. Multipath fading [80] is caused by differ-
ent components of the transmitted signal being reflected by the surrounding objects,
and reaching the receiver via paths of different lengths, and combining either con-
structively or destructively. Interference is caused by signals for other, unintended
nearby transmitters. Both fading and interference could betime varying. Significant
changes in fading and interference levels (beyond that can be masked by changes
in sending data rate [17, 41])1 may lead to transient “loss” of a link. This loss is
often sufficient for many common routing and transport protocols to react – either
to repair routes or to bring down the offered load. This leadsto various operational
inefficiencies, given that this loss is transient. Thus, there is a need to incorporate
mechanisms that can “withstand” this loss of link at shortertime-scales.

While fundamentally new approaches are necessary to incorporate this soft
abstraction for a link in the upper layer protocol design, itis often possible to take

1Note that while physical layer techniques can mask effect offading and interference, this work does not target physical

layer techniques. Here, the interest is working on beyond physical layer capabilities, by exploring alternative paths.
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Figure 2.1: Example scenario motivating anycast. NodeA can forward packets to
D either viaB or C. But an ongoing transmission atE may interfere atC. If
A chooses to forward viaC, the transmission will defer untilE’s transmission is
complete. Such instantaneous channel conditions are unknown to the routing layer
that discovers the routes.

an “ad hoc” approach that we pursue in this chapter. Here, a “hard” (stable, on
or off) abstraction is still used for the link from the viewpoint of the upper layer –
something it is designed to handle comfortably. However, now multiple link options
are provided to the link layer, and the link layer is given theresponsibility to make
an instantaneous decision on which link to forward the packet on. We design a
MAC-layeranycasting[27] scheme to perform this decision making and to forward
the packet.

To implement anycasting, the link layer must take advantageof a multipath
routing protocol [61, 106, 68, 73]. Assume that multiple routing paths have been
computed from the source and also from the intermediate nodes to the destination.
Typically, the routing layer decides which of the several paths should be used for
data forwarding and then the MAC layer is responsible to deliver the packet to the
next hop along the chosen path. Now, predominant channel conditions (e.g., be-
cause of multipath fading and interference) may cause data transmission to defer
or even fail causing the network layer to attempt using an alternate next hop. See
a simple example in Figure 2.1. This leads to multiple transmission retries, wast-
ing bandwidth and increasing delay. A better, alternative approach would be, for
the link layer, to choose the next hop by observing the channel conditions on all
possible next hop links. This “channel state-based” anycasting should improve per-
formance, requiring very little operational coordinationbetween the routing and
MAC layers.

The goal of this work is to develop an anycast MAC layer protocol to do
this “channel state-based” next hop selection. While such aMAC layer protocol
can be designed in many ways, a reasonable step is to do this design as an exten-
sion/variation of the commonly used IEEE Standard 802.11 [13] MAC layer. This
makes performance easy to analyze and compare.
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The rest of the chapter is organized as follows. In Section II, we The rest of
the chapter is organized as follows. In Section II, we provide an overview of the
802.11 MAC protocol operation and describe the properties of a fading channel. In
Section 2.3 , we describe our extension of 802.11 that implements anycasting to
do the channel state based next hop link selection. We also describe the essentials
of the multipath routing layer followed by section 2.4 in which we present per-
formance evaluation of anycast. We have analyzed the performance of anycast in
a grid network via analytical modeling, and an experimentaltestbed using Berke-
ley motes. We have also performed detailed simulation-based evaluations using the
popular ns-2 simulator. We describe the related work in Section 2.5 and conclude
in Section 2.6.

2.2 Background and Motivation

We start by briefly reviewing the impact of channel model in the IEEE 802.11
standard distributed coordination function (DCF) [13]. This is the MAC layer func-
tionality that we will later extend in this chapter.

2.2.1 Impact of Channel Model

Note that even though RTS retries are allowed in 802.11, it usually takes
care of problems due to RTS collision or NAV being set at the receiver. These
are indicative of high interference at the receiver. However, the protocol has little
option to overcome the effect of time-varying multipath fading – something that
cannot be easily removed by simple changes in the protocol. To understand things
better, in this subsection we present a well-known radio propagation model, and
then analyze how this may influence 802.11 behavior.

Assume that the signal power transmitted by the transmitteris PT . The signal
powerPR received at the receiver at a distanced from the transmitter at time instant
t is explained by a combination of large-scale and small-scale propagation models
[80]. The large-scale model explains variations inPR for large changes ind, while
the small-scale model explains the same for small changes ind or t. It is well-
recognized that in the large-scale,PR drops with distance following an inverse-
power law:

PR ∝
PT

dα
,

whereα is a constant dependent on the exact nature of the model used and is usu-
ally between 2–5 depending on the environment. The constantfactor governing
the above proportionality is a function of parameters not ofdirect concern to us
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here, such as antenna parameters, transmit carrier frequency etc. The small-scale
model influences this received power with a multiplicative,time-varying factor
with known statistical characteristics. When there is a dominant signal component
present (say, the line-of-sight or LOS component) among various signal compo-
nents reflected at various objects and being superimposed atthe receiver, this factor
follows theRiceanprobability distribution [80] given by,

p(r) =
r

σ2
e−

(r2+A2)

2σ2 I0

(Ar

σ2

)

,

whereA is the peak amplitude of the dominant signal,σ2 is the variance of the
multipath, andI0(.) is the modified Bessel function of the first kind and zero-order.
The Ricean distribution is typically described in terms of aparameterK, given by

K =
A2

2σ2
.

As A increases (i.e., the dominant path increases in amplitude), K also increases.
When the transmitter, receiver or objects in the surrounding environments

are moving, there is aDoppler shiftin the frequency of the received signal. Let us
denote the maximum Doppler shift byfm, wherefm = vfc/c, v being the maxi-
mum perceived relative velocity between the transmitter and receiver (which could
be caused by the motion of surrounding objects reflecting transmitted signal),fc is
the carrier frequency andc is the speed of light. The Doppler shift causes the sig-
nal power to fluctuate in time but with certain temporal correlation property. This
fluctuation is usually described by thelevel crossing rate(NR) which is the rate at
which the signal envelop, normalized to the RMS (root mean square) value, crosses
a given levelR in the positive going direction.NR depends on the given levelR, the
parameterK and the maximum Doppler shiftfm [80]. KnowingNR, theaverage
fade duration(average duration for which the signal level is below a givenlevelR)
can be computed as,

τ̄ =
Pr(r ≤ R)

NR

,

wherePr(r ≤ R) is the cumulative distribution function of the Ricean distribution.
Data presented in [83] for Doppler frequencies that can be encountered in

practice2 show that the average fade duration can be in the order of tensof mil-
liseconds. As a specific example, for the 2.4 GHz carrier frequency (fc) and 2

2While data for onlyfm = 20 Hz is presented in [83], the average fade duration for anyfm can be easily computed,

given that the relationship betweenNR andfm is linear.
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m/sec relative speed (v), the Doppler frequencyfm is 16 Hz. For this Doppler fre-
quency, for 10 dB or more power loss due to fading, the averagefade duration is
approximately 10 ms; for 5 dB or more it is approximately 20 ms; increasing to
approximately 30 ms for 1 dB.

Common routing protocols in ad hoc networks focus on optimizing the num-
ber of hops between source and destination. This tends to increase the physical
distance of each hop, so that the number of hops is minimum. This lowers the
received powerPR as modeled by the large-scale propagation model. Thus, even
a small reduction in received signal power due to fading may make the SINR fall
below the receive thresholdγ causing a transient loss of link that may persist for
several tens of milliseconds.3

Compare these average fade durations with the fact that it takes approxi-
mately 30ms for the RTS retries to fail 7 times causing the MACto drop the frame.
This is computed by using the interframe spacings and slot times from the standard
specifications [13], assuming each random backoff lasts forits average duration,
and the NAV is never set. Setting of NAV during the time a node is on backoff
will extend the backoff time by the NAV period. This analysisshows that it is quite
possible that a link is in fade long enough that data transmission will fail in spite of
multiple retries. It is also conceivable from the above analysis that it is very likely
that 802.11 will need to make a few RTS retries to complete theentire exchange.
This fact will later be verified via simulation experiments.

2.3 Channel State-Based Link Selection

Assume now that multiple possible next hop options are presented to the
transmitter, and its responsibility is to transmit toany oneof these receivers suc-
cessfully. Since fading on different links is expected to beuncorrelated, it is unlikely
that all links are in deep enough fade at the same time with SINR < γ. Thus, it is
likely that transmission on at least one link is possible without any significant num-
ber of retries in the average case. In the next sub-section, we describe an extension
of 802.11 that uses this idea.

3Note that physical layer techniques such as transmit power control and rate control can be used to tackle such link loss

to some extent. In general, the design of an anycast MAC should subsume the transmit power and rate control approaches in

the physical layer. However, with a given physical layer design, loss of link will still be a reality, and anycasting can always

play an important role in the design space.
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2.3.1 Anycast Extension for 802.11

The anycast extension uses a similar handshaking protocol as in 802.11 DCF,
but takes advantage of multiple receivers with the goal to transmit the frame to any
one of them successfully. It can be thought of an anycasting scheme in the link layer.
The routing layer computes multiple routes between the source and destination. We
will describe this mechanism in the next subsection. At eachhop, the routing layer
passes on the multiple next hop information to the MAC layer.The transmitter now
“multicasts” the RTS to these multiple next hops (it is actually a broadcast control
packet as before). We will refer to the multicast RTS as MRTS;it contains all
the next hop receiver addresses. Because of practical considerations (such as RTS
packet size), we limit the number of next hops to use to a maximum of four.

The four next hops are assigned a priority order, which can bedetermined
by the respective positions of their addresses in the MRTS packet. The priority can
come from the routing or any lower layer. As an example for routing layer, the next
hop leading to a shorter path to the destination gets higher priority, or the next hop
that has fewer number of packets waiting in the interface queue gets higher priority.
As an example for the MAC/physical layer, relevant statistics related to the amount
of error correction can be used as an indicator for the quality of the link and hence
to determine its priority. A combination of the above can also be used.

When an intended receiver receives the MRTS packet, it responds by a CTS.
These CTS transmissions are staggered in time in order of their priorities. The first
receiver in the order transmits the CTS after an SIFS, the second after a period
equal to the time to transmit a CTS and3× SIFS, and so on. See Figures 2.2(a),
2.2(b), 2.2(c) for an illustration. Note that the staggering ensures that the CTSs are
separated by at least2× SIFS period; thus they do not collide.

When the transmitter receives a CTS (which may or may not be the first CTS
transmitted), it transmits the DATA frame to the sender of this CTS (which would
be the highest priority receiver that responded) after an SIFS interval. This ensures
that other, lower priority receivers hear the DATAbeforethey send CTS — as the
next one in priority will not send a CTS until another SIFS interval — and suppress
any further CTS transmission. All such receivers then set their NAV until the end
of the ACK packet. (The DATA packet carries this period in theheader just in case
these receivers missed the MRTS). See Figure 2.2(a) for an illustration when the
very first CTS transmitted has been successfully received. We provide two other
illustrations demonstrating the scenarios when the first CTS was not received, but
the second was received (Figure 2.2(b)); and when all but thefourth CTS were not
received (Figure 2.2(c)).

Any other node that hears the MRTS (exposednode), sets its NAV for the
entire duration mentioned in the MRTS packet. This durationdepends upon the
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Figure 2.2: Time line showing the anycast extension of 802.11.
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number of receivers (which can be a maximum of four) to which MRTS is being
sent. For instance, if the number of receivers isk, the NAV is set tok× CTS +
(2k + 1)× SIFS + DATA + ACK time. This time is the maximum time needed
for the data transfer to complete. Similarly, any node that hears any of the CTSs
(hiddennode) sets its NAV until the ACK period. For example, such a node upon
receiving thei-th CTS, will set its NAV for the period(2(k − i) + 1)× SIFS +
(k − i)× CTS + DATA + ACK. See Figures 2.2(a), 2.2(b), 2.2(c).

If none of the CTSs are received successfully, the transmitter goes into a
random backoff and then retries again with the same receivers. The random backoff
procedure is exactly as in 802.11 except that in the experiments we have allowed
a lower number of maximum retries – six instead of seven. Thisis because the
possibility of failure is much less with multiple choices ofthe next hop.

Note that the protocol reduces to 802.11 when there is only one next hop re-
ceiver. This gives us an opportunity for a fair performance comparison. Also, note
that when multiple next hops are indeed available and the CTSfrom the highest pri-
ority receiver is received successfully, this would be the same receiver sending CTS
in an equivalent 802.11-based scenario. In this case again,the protocol behaves
similar to 802.11, but it sets a longer NAV period for the hidden and exposed termi-
nals. In this context, also note that in situations when multiple CTS’s come back,
all nodes in the vicinity of the receivers sending CTS’s set up their NAV, while only
the last one is involved in communication. The anycast mechanism in this manner
increases the number of nodes that are exposed terminals andshould therefore re-
frain from any communication. This can potentially reduce the network throughput.
One way to cancel this NAV setup if the receiver is not involved in the communi-
cation is if the receiver sends explicit NAV cancelation messages. But, while the
data is being sent to the last receiver, each of the other receivers would sense a busy
channel and therefore they cannot engage in any transmission themselves. Thus,
there is no easy way to resolve this problem. However, our simulation studies do
show that even with large traffic diversity, anycast performs very well relative to
802.11. Thus, the harmful effect of silencing this nodes is not high enough to mask
the benefit of the protocol.

It is possible that the fade state of the channel can change from the point when
CTS is transmitted to when DATA or ACK is transmitted, causing the exchange
to fail. But we claim that it is unlikely. Thecoherenceperiod (Tc) of a fading
channel defines the approximate interval the channel state remains very correlated
or, in other words, does not change significantly [80].Tc is approximately equal
to the inverse of the Doppler frequency (fm). From the values we have used in the
previous section, it is easy to see that the coherence periodis expected to be large
enough for the DATA transmission to succeed if a CTS indeed has succeeded. As
an example, forfm = 16 Hz, Tc = 62.5 ms. Compare this with the time to transmit
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a 1000 byte DATA frame. At 2 Mbps the transmission time would be 4 ms; at 11
Mbps it would be 0.73 ms.

It is obvious that the protocol benefits the most when a fair number of choices
for the next hop is available. This increases the probability that the data transmis-
sion takes place successfully. Thus the effective operation of the protocol is depen-
dent on a routing layer being able to compute enough redundant routing paths. The
next subsection discusses the design choices we make in the routing layer that plays
a significant role in the performance.

2.3.2 Design of Multipath Routing Layer

Multipath routing protocols have been explored in mobile adhoc networks
to maintain multiple redundant routes to provide fault tolerance and also for load
balancing [73, 67, 61]. Availability of multiple routes reduces route maintenance
overhead as routes need to be recomputed only when all available routes fail. Also,
it is possible to forward data packets over multiple routes simultaneously (dispersity
routing [62]) to provide more traffic diversity and to reduceload on each individual
route [73].

We will use an on-demand multipath routing protocol to provide the MAC
layer with multiple next hop links. Specifically, we will useAOMDV [61], a
multipath extension of a popular on-demand single path routing protocol AODV
[74, 26] that is based on the distance vector concept. In AODV, when a traffic
source needs a route to the destination, it initiates a routediscovery by flooding
a route request (RREQ) for the destination in the network, and then waits for the
route reply (RREP). When an intermediate node receives the first copy of a RREQ
packet, it sets up a reverse path to the source using the previous hop of the RREQ as
the next hop on the reverse path. In addition, if there is a valid route available to the
destination, it unicasts a RREP back to the source via the reverse path; otherwise it
rebroadcasts the RREQ packet. Duplicate copies of the RREQ are discarded. The
destination, on receiving the first copy of a RREQ packet, behaves the same way.
As a RREP proceeds to the source it builds a forward path to thedestination at each
hop.

In AOMDV, a node can form multiple reverse routes to the source using the
duplicates of the RREQ packet; but it still rebroadcasts only one RREQ. Addition-
ally, the destination or any node having a path to the destination may choose to
respond to multiple RREQs it receives via multiple reverse paths already formed.
As presented in [61], AOMDV uses mechanisms to ensure link disjointness of the
multiple paths; however, in this work we have turned off these mechanisms to al-
low overlapped routes. The benefit is that removal of the disjointness constraint
automatically provides many more paths. We will see later that more paths are
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beneficial for performance.
Note that this is a significant departure from multipath routing techniques

that try to guarantee some form of disjointness [61] to ensure independence of path
failures. However, this is important only when link failures are viewed as a more
“stable” event, i.e., links change state (from off to on, forexample) in the time scale
of route changes in the routing protocol. In the model we are interested in, link
failures are transient, and links are expected to change state within a much shorter
time scale. This may not be true, however, when link failuresmay be caused by
mobility. In the simulation experiments we report later, westill see significant
improvement with overlapped paths even in mobile scenarios, making it a sensible
design choice.

Note that in our model, the routing packets also face the samefading channel
as the data packets. Thus, transient link failures impact the route discovery process,
which is unavoidable. Routing may also form next hop links that could be too weak
normally, but just had been strong enough during route discovery. We have made
simple optimizations to AOMDV to make routing more efficient. As an example,
the RREPs are broadcast instead of unicast. This gives an opportunity to at least
some of the next-hop neighbors on the reverse path to receivethe packet success-
fully, and form the forward paths. Here again, we rely on the assumption of lack
of correlation between the channel state of different linkson the same node. The
traditional timer-based route expiry in AODV or AOMDV is notused, because this
may delete unused, but possibly valid routes. Other key techniques in AOMDV,
such as use of sequence numbers for loop prevention and determining freshness of
routes, and the route error-based route erasure process arenot altered.

AOMDV uses a sequence number-based method (similar to AODV)to pre-
vent looping and also to eliminate stale routing information. AOMDV is flexible
enough to provide disjoint (link- or node-disjoint) or overlapped routes. Naturally,
allowing overlapped routes gives a large number of routes providing the protocol
as many forwarding choices as possible at each hop. In prior work [61], however,
we have explored disjoint path routing as the impact of fading was not analyzed,
and links failed primarily because of mobility. This ensures that link failures most
often are caused by mobility and thus they are not very transient. Thus, overlapped
routes were not useful, as a single link failure may cause failure of many routes
at the same time. In the following section simulation results will show that use of
disjoint paths (i) bring down the overall performance of either protocol and (ii) the
relative advantage of the multiple next hop extension almost vanishes. One other
design choice we need to make, is whether to allow paths that are too long relative
to the shortest paths. This issue presents a trade-off that must be carefully orches-
trated. To understand this, take an example where 802.11 fails to transmit on a next
hop link because of fading, causing it to retry. Assume that we are using the shortest
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Figure 2.3: Grid network for analyzing packet delivery probability.

path routing and the data packet is stillk hops away from the destination needing at
leastk more transmission attempts for the packet to reach the destination. If we use
anycast instead, under an identical scenario, the protocolwill choose an alternate
next hop. Assume that the current node isk + l hops away from the destination via
this alternate next hop. This means that even though this transmission is successful,
the packet still needs at leastk + l transmission attempts to reach the destination.
Thus, the 802.11 transmission must fail at leastl times for the multipath extension
to be of any value. Of course,l = 0 is an ideal possibility; but this may reduce
the number of alternate paths drastically. We empirically evaluated various possi-
bilities for l, and found thatl = 1 to be a reasonable choice. Thus, we allow only
those paths to be formed in the routing table that are at most one hop larger than the
shortest path. The value ofl can be a parameter of the protocol. It is worthwhile to
mention here that in [67] the authors also have noted that limiting the path length
difference (l) is a useful optimization in multipath routing.

2.4 Performance Evaluation

We present three sets of performance results. The first set builds a simple
model to analytically evaluate packet delivery probability in a grid network when
single or multiple next hop links are available. The second set presents experimen-
tal evaluation on the Berkeley motes platform in a similar grid network. Both these
networks provides valuable insights, even though they are restricted in some form
— because of tractability reasons for the analytical model and logistical reasons in
the experimental motes testbed. The third set of results usens-2[34] based simula-
tions, that do not have any of these restrictions and can use elaborate scenarios.
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2.4.1 Analysis for a Grid Network

Consider a two dimensional grid network as in Figure 2.3 with4-nearest
neighbor connectivity. This model is representative of networks with a rich set
multipaths such that many forwarding options are available. This network model
is simple enough to study closed form expressions for packetloss probabilities for
multihop routing with unicast or anycast forwarding. Suppose, nodesS andD are
the source and destination nodes respectively. Without loss of generality assume
that the coordinate ofS is (0, 0) and that ofD is (n, n). The shortest path length
betweenS andD is 2n. The nodes falling on the shortest paths are shaded. 2 next
hops are possible on all hops on all shortest pathsexcepton the boundary nodes
on then × n rectangle beyondn hops fromS. These nodes are shaded in dark in
Figure 2.3. On these boundary nodes, only 1 next hop is possible.

Now, assume that the probability of a link loss isp and the probabilities are
independent. If only a single next hop is used for packet forwarding and their is no
retry, the packet drop probability at each hop isp. Thus, the probabilityP that a
packet fromS will reachD is given by,

P = (1 − p)2n.

If multiple next hops are available (in this case the maximumis a modest 2), the
packet drop probability at each hop is eitherp (if there is only one next hop) orp2

(if there are 2 next hops). Note that 2 next hops are availablefor each of the firstn
hops; beyond this, the boundary nodes can provide only 1 nexthop, but the rest of
the nodes can still provide 2. Thus, in the lastn hops, each hop can undergo a packet
loss with probabilityp or p2. To determine the combined probability, we need to
evaluate the proportion of paths that go through boundary and non-boundary nodes
for each hop beyond the firstn hops.

If a node(i, j) is at a distancel from S (i.e., the node is at thel-th hop),
i + j = l. Simple combinatorics can determine that the number of (shortest) paths
of lengthl from S to node(i, j) is

(i + j)!

i!j!
.

A node could be a boundary node only ifl ≥ n. A boundary node on a shortest path
must satisfyi or j = n, and a non-boundary node on a shortest path must satisfyi
or j = (n − 1), (n − 2), . . . , (l − n + 1). This determines that the number of such
paths going throughall boundary nodes at hopn ≤ l < 2n is given by

B(l) =
2(l!)

n!(l − n)!
,
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Figure 2.4: Packet delivery probabilities for the grid network of Figure 2.3 with
single (unicast) and multiple next hop forwarding (anycast).

the factor 2 coming from the fact there are two boundary nodesat each hop. Also,
the number of paths going through all non-boundary nodes at hop n ≤ l < 2n is
given by,

NB(l) =
2n−l−1
∑

k=1

l!

(n − k)!(l − n + k)!
.

Since all paths are equally likely in our model, at hopl a boundary or a non-
boundary node will be used simply in proportion to the numberof paths going
through them. Accordingly the packet drop probability at hop l will be eitherp or
p2, respectively. Combining all these, the probabilityP that a packet fromS will
reachD is given by

P = (1 − p2)n ×

2n−1
∏

l=n

{

1 −
B(l)p + NB(l)p2

B(l) + NB(l)

}

.

The first term is for the firstn hops and the second term is for the followingn hops.
Figure 2.4 plots the packet delivery probabilityP versus the path length (2n)

for different link loss probabilities (p) for both single (unicast) and multiple next
hop forwardings (anycast). Note that even though only a maximum of 2 next hops
are used, there is a significant relative improvement in delivery probability with
multiple next hops, particularly as the path length increases. Larger number of next
hop possibilities should improve the probability further.
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Figure 2.5: Packet delivery fraction in the4×4 Berkeley motes testbed with S-MAC
protocol stack.

2.4.2 Evaluation on Experimental Testbed

We implemented the anycast protocol on Berkeley motes platform, manufac-
tured by Crossbow Technology [1, 4]. While our original intention is to use any-
cast as a replacement for 802.11-based MAC layer protocol, implementing anycast
on 802.11-based hardware requires modification of the firmware in the network
interface card. This requires working with the chipset and/or card manufactur-
ers.However, a proof-of-concept implementation is possible on the Berkeley motes
platform, where link layer protocols are implemented in software as a part of the
protocol stack in the TinyOS operating system [4, 40]. We dida proof of concept
implementation in software using the TinyOS [4, 40] platform on Mica motes. We
used the Mica platform for our experiments that uses an AtmelATMEGA series
microcontroller (4MHz, 8-bit) as the processor and an RFM TR1000 transceiver
operating at 916MHz as the radio interface. In the Mica platform the radio bit rate
limited to about 50 Kbps. This speed is CPU limited, as the protocol processing
happens at the sole processor on the mote.

For a meaningful implementation, we used the S-MAC protocolstack [104,
105] developed in USC/ISI. S-MAC replaces the MAC and PHY layer implementa-
tions in the original TinyOS network protocol stack and provides a flexible architec-
ture to develop new MAC protocols by providing a flexible packet format and clear
separation between the MAC and PHY layers. The original S-MAC implementation
[104, 105] uses a protocol very similar to the IEEE 802.11 DCFfor channel access
operating in the ad hoc mode, including implementations of inter-frame spacings,
physical and virtual carrier sensing, backoffs and retries, RTS/CTS/DATA/ACK
based handshake, and network allocation vectors. It also uses several innovations
for energy management, which we turned off to make the protocol very similar to
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regular 802.11.Since the entire implementation is in software, this provides an ex-
cellent platform to experiment with new MAC protocols albiet with low data rate
radios.

We modified the S-MAC protocol stack to implement anycast by modifying
the base 802.11-like implementation. In the test scenario we placed 16 motes in a
square4×4 grid configuration as in Figure 2.3. Back-to-back data packets are trans-
mitted from one corner of the4×4 grid to the opposite corner. Routes are manually
set up exploring all possible paths (similar to the analysisin Section 2.4.1). Figure
2.5 shows the relative packet delivery performance of the 802.11-like protocol and
our anycast implementation in the S-MAC protocol stack. Thelength of a side of
the unit grid is varied to provide an independent means to control the radio perfor-
mance. Increasing the length beyond a threshold makes the signal strength fairly
weak and radio performance very much prone to multipath fading and other noise.
The experiments were performed in a small laboratory room ina computer science
department in its natural state, i.e., with usual furniture, people moving around and
possible sources of radio noise; but no noise was intentionally created to influence
the experiments.4 An average of a large number of experiments is reported in Figure
2.5. The positions (including pose) of the motes were kept unaltered across exper-
iments with the same grid size. Note the poor packet deliveryperformance for the
802.11-like protocol as the grid size is increased.5 Anycast provides an excellent
performance over the entire range.

2.4.3 Simulation Model

We used thens-2[34] simulator with the AOMDV protocol [61] in the routing
layer and the anycast protocol in the MAC layer. As mentionedbefore, the AOMDV
model used here allows overlapped paths; and only those paths are used that are at
most one hop larger than the shortest path the protocol is able to find. With 802.11,
the traditional forwarding model is followed. The next hop link on the shortest
path is attempted first. Upon failure (i.e., when maximum retry count is exceeded),
this link is marked down and the next shortest alternative isused. A route error is

4We indeed have seen significant improvements in performanceof the 802.11-like implementation in remote, quiet and

open outdoor environments, where not much link diversity could be obtained to make anycast significantly meaningful. Such

environment also provided a much larger radio range.

5We also noticed some amount of unstable performance for the 802.11-like protocol for lack of diversity. For example,

at certain grid lengths (10 and 11 inches) the performance was relatively poor, possibly due to some multipath effects created

at these lengths.
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generated only when all alternatives are exhausted. In the anycast protocol, the next
hop priorities are generated based on path lengths alone.

The traffic model uses CBR (constant bit rate) traffic with randomly chosen
source-destination pairs. A traffic rate of 1 packet/sec (512 byte packet) per flow
was used in the experiments. Load is varied by varying the number of flows (num-
ber of sources). For each packet delivered to the destination the number of hops
it traveled is logged, and its average statistics is used as aparameter in the perfor-
mance plots. For mobile experiments, the popularrandom waypointmobility model
[23] is used. Here, a mobile node alternately pauses and moves to a randomly cho-
sen location with a constant but randomly chosen speed. The pause times and the
average speed are parameters of this model.

The radio propagation model uses the two-ray ground reflection path loss
model [80] for the large-scale propagation model (as in thens-2distribution), aug-
mented by a small-scale model modeling Ricean fading as presented in Subsection
2.2.1. The ns-2 extension provided by the authors of [17] hasbeen used for the
fading model. Here, the Ricean fading is modeled using an efficient simulation
technique that also captures the time correlation of the signal envelop depending
on the Doppler spread created by the relative motion of the transmitter and/or re-
ceiver (could also be caused by the motion of reflecting objects). The technique
employs a lookup operation in a pre-generated dataset containing the components
of the time-sequenced fading envelop.

The original implementation in [83] uses the simulation time instant to index
into a channel table that causes all next hop links from a nodeto undergo exactly
similar fading which is unrealistic. In order to make them uncorrelated, the index
uses both simulation time (to provide time correlation) andthe next hop node id
(to prevent correlation between channel conditions on all next hops links). Similar
“corrections” for the same the code base has also been reported in [41] in the context
of multi-rate MAC implementations. A value of 5 dB for the RiceanK factor has
been used unless otherwise stated. For stationary networks, a max relative velocity
v of 1 m/sec has been used to compute the Doppler shiftfm.

Three different network models have been used for evaluation each with 200
nodes and various number of traffic flows: The first model is a stationary grid net-
work similar to Figure 2.3. Here, the grid is, however, rectangular40 × 5 with the
distance between adjacent nodes in the grid being 100m. Notethat the nominal
radio range (without fading) being about 250m, it gives a fair number of routing
paths between random pairs of source and destination. We ranseveral simulations
with various numbers of sources. Since the distance betweenthe source-destination
pairs is a sensitive parameter (as we have seen in the model developed in the previ-
ous subsection), we have controlled the random selection ofsource and destinations
in a way to give us specific values for the“shortest” path lengths (in hops).
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The second model uses a network of 200 randomly positioned stationary
nodes in the same area (4000m× 500m). Similar experiments were run by con-
trolling the random choices of source destination pairs so that their shortest path
lengths fall close to pre-selected specific values. The third model uses the same
number of nodes in the same area; but now the are mobile and follow the random
waypoint mobility model. The pause times and speed are varied to control the mo-
bility. Because of mobility, it was not possible to control the hop-wise distance.
All simulations are run for 900 simulated seconds. Each datapoint represents the
average of 5 runs.

2.4.4 Simulation Results in Grid, Random and Mobile Networks

Figure 2.6(a) plots the average packet delivery fraction for the stationary grid
network model for the two link layer models. As expected, thedelivery fraction
goes down with increase in path lengths with anycast performing better – with the
performance differential increasing with the path length.A performance gain of up
to a factor of 2 is observed for large path lengths.

Note also that the anycast performance is going down with increase in num-
ber of traffic sources, while for 802.11, the performance is almost independent of
this parameter. It turns out that with more traffic diversitythe route discovery is
unable to provide a large number of routes because of loss of route request packets
due to increased interference. Note that route request packets are broadcast pack-
ets and thus they are more susceptible to fading and interference as they cannot be
retransmitted. Figure 2.9 demonstrates this effect, wherethe percentage of MRTSs
that have 1,2,3 or 4 next hops are plotted against number of sources. Note the in-
crease in unicast MRTS (i.e., MRTS with only one next hop receiver) with traffic,
and corresponding decrease in MRTSs with 3 or 4 next hops. When routing is
modified to restrict the routing to discover only link-disjoint paths, the performance
improvement with anycast is almost non-existent. Figure 2.6(b) demonstrates this.
This figure uses the same simulation runs as before, only witha change in rout-
ing. We investigated the reason for the lack of performance gain with disjoint path
routing. As alluded to before in Subsection 2.3.2, the majorcause is lack of suf-
ficient number of next hops. Figure 2.10 confirms this hypothesis by comparing
the fraction of unicast MRTSs (MRTSs with only 1 next hop) forthese two varia-
tions. Note the large number of unicast MRTS for disjoint path routing relative to
the overlapped paths case, showing that multiple next hops are not often available
for disjoint path routing.6 From this point onward, only overlapped path was used

6It may appear that disjoint path routing means that only the source has more than one next hop and not any of the

intermediate nodes. However, the protocol used here follows the disjoint path definition in [61] where a nodeI on the path
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Figure 2.6: Packet delivery fraction with 802.11 and anycast in static networks.
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Figure 2.11: Affect of Ricean K factor on packet delivery fraction.
for routing. Figure 2.6(c) shows the packet delivery performance in the stationary
random network. Note again that performance improvement varies from about 20%
to upto about a factor of 2 for large path lengths. Because of the randomness in-
volved the hop-wise distances could not be varied over as wide a value as in the grid
network. We also analyzed the impact of the changes in fadingin this set up. Fig-
ure 2.11 shows packet delivery fraction for a specific set of scenarios with 20 and
40 sources when the hop-wise distance is about 4. Here,the RiceanK parameter is
varied which influences the relative amplitude of the dominant signal component.
Note that the dominant component is relatively stronger (larger K value) the im-
pact of fading is less. Thus, with smallerK, the absolute performance degrades,
but the performance differential between multiple and single next hops increases.
Finally, we will look at mobile scenarios with different mobility. Figure 2.12(a)
presents the packet delivery performance in a mobile scenario with average speed
of 20 m/s. Note that anycast is performing about 25–40% relative to the unicast
performance. In these set of experiments the impact of increasing load (number of
sources) is minimal. This is because of relatively small average path lengths (about
3.5) realized in these experiments. Figure 2.12(b), Figure2.12(c) and 2.12(d) show
a scenarios in which average speed of each node is 15 m/s,10 m/s and 5 m/s respec-
tively. 802.11 delivers less than 60% of the packets at high mobility while anycast
is able to deliver upto 75% of the packets. At 5 m/s, anycast delivers 80% of the
packets while 802.11 is barely able to cross the 60% mark.

P1 from S andD is allowed to form an independent pathP2 to D which is link-disjoint fromP1.
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Figure 2.12: Packet delivery fraction for 802.11 and anycast in mobile scenarios
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2.4.5 Comparison of Overheads in Anycast and 802.11

In this section we have presented results that compare overheads in the any-
cast and 802.11 protocols. We have observed from the analysis in Section 2.4.1 as
well as the packet delivery fraction graphs in the previous section, that the benefits
of anycasting is more prominent when the path length betweenthe source and des-
tination is longer as opposed to when the paths are less than four hops in length.
We can obtain a larger range of path lengths in the grid networks than in random or
mobile networks where path lengths are difficult to control due to randomness and
mobility. In order to show the overheads of the two protocolsover a large range of
path lengths as well as for the sake of brevity, we will present the overhead results
for static grid networks only. We have seen that the other scenarios also follow
similar trends.

We have compared average per hop delays incurred by packets that were
successfully received at the destination. This is computedas the ratio of the average
delay incurred by the packets and the average number of hops traversed from the
source to the destination. We observe in Figure 2.7 that thisdelay in the anycast
scheme is higher than in 802.11 when the paths are on an average less than four
hops long. We observe here that simultaneous transmission to reach any nexthop in
anycast incurs more delay than retrying the same path as in 802.11. This may be
due to the lack of path diversity when the distance between source and destination
is less. However, as path lengths increase, packets in the anycast mechanism show
lower delay than in 802.11. At path length of approximately 12 hops, anycast shows
upto 12% lower delay than 802.11.

In both anycast and 802.11 protocols, the traffic due to control packet ex-
change is a source of overhead and in anycast, the additionalCTS packets might
cause even more overhead. In order to understand the effect of additional control
packets exchanged in anycast, we will analyze the control overhead of the two pro-
tocols. We compute the control overhead as the ratio of the total number of RTS
and CTS packets sent along the entire path from the source to the destination and
the total number of data packets that are successfully received at the destination.
We present the result in Figure 2.8. As expected, the controloverhead is low when
the path length is small but it increases as the data packets have to be routed through
more nodes to reach the destination. It is interesting to note that the control over-
head in anycast is actually lower than that in 802.11 and as the path length increases,
the difference becomes wider. In 12 hop paths, 802.11 sends more than 60 control
packets for every data packet that reaches the destination,while anycast sends only
around 30 control packets per data packet. Note that in an ideal scenario, for 12 hop
paths, the number of control packets per data packet would be24, two packets for
each hop in the path. This result clearly shows that the multiple CTS transmissions
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in the anycast protocol presents a much lower overhead than the multiple RTS/CTS
sent in 802.11 as it retries several times before succeedingin sending packets to the
next hop node.

Our experimental results establish the benefits of anycast in practical wire-
less networks that have far from ideal channel conditions. In wireless networks
where the path lengths are larger than four hops, the anycastmechanism not only
provides a higher packet delivery fraction but does so with lower packet delays and
exchanges less number of control packets as compared to the 802.11 protocol.

2.5 Related Work

In [57], a combination of forwarding and MAC layer protocol calledselection
diversity forwardinghas been proposed. Here, the data frame is multicast to a set
of candidate nodes, each of which send back ACK control packets. Then only one
node is chosen from this set by the forwarding node and issueda forwarding order
control packet, which is again acknowledged. This is the node that will forward the
data packet further; and others will discard the packet. Note that there is no chan-
nel reservation such as 802.11 or our anycast extension. Data packets can easily
collide, and the overall exchange takes longer as the forwarding order has to wait
to for all ACKs. The criterion to choose the forwarding node depends on the upper
layer protocol. For example, the forwarding node could be the one that provides the
maximum forward progress in geographic forwarding. Selection diversity forward-
ing has been shown to perform better than fixed forwarding mechanisms, such as
NFP (nearest with forward progress) or MFR (most forward with fixed radius) for
Rayleigh fading channels.

Several recent articles build on the 802.11 standard to estimate the channel
condition and automatically adapt the sending bit rate to match the channel con-
ditions. However, they still use single next hop, and use theunicast forwarding
model in 802.11. In the RBAR protocol [41], the receiver estimates the channel
condition by the physical layer analysis of the RTS packet and determines the best
rate to send the data frame. The control packets are sent using the base (lowest)
rate so that they are always successfully delivered. The OARprotocol [17] extends
this idea to send multiple back-to-back packets when the channel condition is de-
termined to be good. OAR also takes care to ensure fairness, as there is a chance
in this protocol that links with better channel conditions can get more share of the
channel bandwidth.

In [77] an adaptive transmission protocol is used that adjusts the power and
code rate of the transmitted signal to adapt to the channel conditions. But this
scheme does not work when a poor quality link has not been usedby the routing
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protocol for some time. The work suggests an alternate forwarding technique de-
pendent on multipath routing that alters routing paths to discover links that may
have improved recently.

Three recent papers also motivate use of anycasting in the MAC layer. In
[27] authors motivate anycast as a general-purpose MAC layer method to take de-
cisions on packet forwarding in short time scales. They describe potential use of
anycast from the point of view of improving spatial reuse andreducing interfer-
ence. They describe applications with power-controlled multiple access and direc-
tional antenna. However, since this is a position paper, no performance evaluation
is reported. In the same forum, an “opportunistic” routing mechanism is presented
[20, 21], which is very similar in spirit to the selection diversity forwarding work
described earlier. Another protocol called GeRaF [108] also contains similar ideas,
but has been specifically applied for geographic forwarding. Here, the interest is
more on modeling, rather than a practical implementation.

Two recent studies [45, 100] used a protocol similar to ours in spirit, however,
for a different goal. These protocols exploit multiuser diversity in the context of
an access point-based system. Similar exploitation of multiuser diversity was also
explored earlier in channel state based scheduling [19] protocols. In contrast, we
exploit path diversity.

2.6 Conclusions

We have proposed an anycast mechanism at the link layer that forwards pack-
ets to the best suitable next hop link to enable efficient packet forwarding on a mul-
tihop route. This mechanism is dependent on the availability of multiple next hops,
which could be computed by a multipath routing protocol. We have designed the
link layer protocol as an extension of the popular IEEE Standard 802.11 and car-
ried out an extensive performance evaluation using both an experimental testbed
and detailed simulation modeling. The anycast protocol provides a significantly
better packet delivery relative to 802.11 in a variety of ad hoc network models,
both regular and random, stationary and mobile. The performance differential was
observed to increase when path lengths increase.

Note that when multipath routing is combined with anycast, the forwarding
decisions taken at each hop is a local decision. This can easily increase the overall
path length unless the forwarding is orchestrated carefully (see the discussion on the
value ofl at the end of section 2.3.2). Some mechanisms to do this on a per-packet
basis has been discussed in [27].

Another point of concern is the operation of the routing protocol. The routing
protocol itself suffers from the transient weak channel conditions, and may fail
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to discover links that (transiently) fail to deliver routing messages. This does not
seem to be a significant problem in the our simulations. However, we anticipate a
different method of delivery for routing messages can improve performance (such
as using higher transmit power to counteract fading).
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Chapter 3

Applications of Anycast in Multichannel and
Directional Antenna Networks

3.1 Introduction

In the previous chapter we discussedanycast, a new MAC protocol for wire-
less network that delivers good results in the face of multipath fading and inter-
ference in comparison to the 802.11 protocol. In this chapter we will discuss an
application ofanycastin directional antenna and multichannel networks.

It is well known that wireless networks have a limited bandwidth available
for communication. This provides a motivation to study network designs which
improve the bandwidth utilization. A popular approach is touse multiple chan-
nels for communication, known as multichannel networks. Another network model
called directional antenna network, uses directional antennas so that the transmis-
sion is confined to selected directions with respect to the transmitter, instead of all
directions as in regular (omni-directional) networks. Both these network types can
potentially improve the bandwidth utilization by increasing the spatial reuse of the
available bandwidth.

In multichannel and directional antenna networks just as inregular wireless
networks, nodes suffer from deafness and hidden terminal problems. Deafness is
said to have occurred when a node makes several futile attempts to communicate
with a neighbor who is busy in another transmission and thus is unable to respond to
the sender. The hidden terminal problem occurs when a node starts a transmission
by incorrectly assuming that the medium is free when in reality there is an ongo-
ing transmission in the neighborhood. The control packet exchange mechanism in
802.11 medium access control protocol (MAC), alleviates the hidden terminal prob-
lems in regular networks. This mechanism assumes a single channel network with
omni-directional transmissions. Due to the inability of nodes to listen for trans-
missions in all directions or in all channels in directionalantenna and multichannel
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networks, deafness and hidden terminal problems may be morerampant in these
networks if the 802.11 protocol was used in the MAC layer. In the previous chap-
ter, anycast was proposed for single channel networks to combat multipath fading,
where it was able to alleviate losses due to fading by exploiting path diversity. We
will see now that by exploiting the same path diversity, anycast is able to allevi-
ate the deafness and hidden terminal problems in both multichannel and directional
antenna networks. We will first discuss the anycast application in multichannel
networks in section 3.2 followed by directional antenna networks in section 3.3.

3.2 Multichannel Networks

We will first describe the network model that we consider for multichannel
networks followed by the description of the base 802.11 likeprotocol that we extend
using the principles of anycast which is followed by an explanation of the anycast
extension.

3.2.1 Network Model

While there can be many designs for a multichannel network, we have adapted
a “quiescent channel” model that appeared in [87]. In this model, each node in the
network is assigned a channel called a quiescent channel. This is the channel to
which the node listens to when it is not in transmit mode. Thischannel assign-
ment is well known to all nodes in the network or can be derivedfrom the node
addresses. All channels are used for data transmissions which in a resource con-
strained network that has a small number of channels, is a more desirable design.
Given this network model, we will now describe the receiver directed transmission
(RDT) scheme [87], which is a simple adaptation of 802.11 in multichannel net-
works with the quiescent channel model. We will then use anycast mechanism with
RDT to alleviate the deafness and the hidden terminal problems.

3.2.2 Receiver Directed Transmission

In RDT, in order to transmit a packet to the next hop receiver,the transmitting
node must switch to the receiver’s channel and perform the CSMA/CA mechanism
as in 802.11. If this backoff procedure is completed successfully and the medium is
still free, the transmitter performs the RTS/CTS exchange with the receiver in that
channel. All overhearing nodes invoke their virtual carrier sensing mechanisms.
The virtual carrier sensing mechanism in RDT is achieved by maintaining different
network allocation vectors for separate channels. Thus, the overhearing nodes set
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the NAV corresponding to the channel in which transmission is heard. We distin-
guish this NAV from the one in regular networks by renaming itas channel NAV
or CNAV. Nodes cannot participate in any transmission on a channel as long as
the CNAV for that channel is set, but at the same time, nodes are free to switch
to another channel for which the CNAV is not set and contend for transmission in
that channel. This capability of parallel transmissions can potentially increase the
network throughput by a large amount.

We note that due to the node’s inability to listen to all channels at the same
time, it may not have the current state of the channel it intends to transmit in. Thus,
when a node switches to a new channel for transmission, it mayinadvertently act
as a hidden terminal causing collision for an ongoing transmission. Similarly, it
can suffer from the deafness problem if the intended receiver happens to be busy in
another transmission.

3.2.3 Anycast Extension of Receiver Directed Transmission

The anycast mechanism is capable of alleviating the deafness and hidden
terminal problems in RDT by exploiting path diversity in thetransmission channel.
The multipath routing layer may be instrumented to maintainmultiple paths on each
channel in the network, and provide these node addresses to the MAC layer. Thus,
in anycast, the transmitting node switches to the receivers’ channel and multicasts
a RTS packet to multiple potential next hop receivers in thatchannel and waits
for a CTS. Reception of CTS from any one of the next hop nodes indicates that
the channel has been reserved, thus, the transmitter sends data to the receiver from
which it received CTS. In case the transmitter did not receive CTS from any nexthop
receiver, it retries upto 6 times.

We can see from the protocol description that, anycast wouldbe more suc-
cessful in alleviating the deafness and hidden terminal problems, because it tries to
negotiate medium access simultaneously with more than one nexthop nodes. This
parallel negotiation process greatly increases the probability of success. Note that,
the multichannel anycast protocol is similar in principle to its single channel coun-
terpart and thus we can use the same protocol stack without changes in the hardware
in both networks.

3.3 Directional Antenna Networks

We will now proceed to discuss the application of anycast in directional an-
tenna networks. We will first describe the network model and the directional an-
tenna design that we consider in our work. Description of thebase 802.11 like
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directional antenna model and the anycast extension follownext.

3.3.1 Network Model

We have studied an “electrically steerable antenna” which can change the an-
tenna direction through beamforming. The same antenna model was used in [94].
The only difference is that we have used eight antenna directions with a beamwidth
of 45o each. This antenna is also able to transmit omni-directionally. We further
assume that the antenna gain is same in both omni and directional modes. This may
be easily achieved by reducing the transmit power when transmitting in the direc-
tional mode. Nodes are able to determine the direction of an incoming transmission
by measuring the angle of arrival of the strongest signal. This information provides
the relative direction of next hop neighbors and this direction information is cached
at the routing layer along with the routes to various destinations. Having described
the network model we will now proceed to discuss the directional virtual carrier
sensing (DVCS) [94] protocol followed by the anycast extension.

3.3.2 Directional Virtual Carrier Sensing

In DVCS, if a node is idle, it switches its antenna to omni-directional mode
in which it can hear transmissions from all directions. Whena node needs to trans-
mit a unicast packet to a receiver, and it is aware of the direction of the receiver,
it invokes the CSMA and the backoff mechanism during which ifthe node does
not hear any transmission from the intended receiver’s direction, it beamforms the
antenna to that direction and sends a RTS toward the receiverin that direction. The
receiver upon receiving this RTS, orients its antenna in thedirection from where the
maximum signal strength is received, and sends a CTS in that direction provided
that it senses a free medium in that direction. A successful RTS/CTS exchange
is followed by data/ACK exchange in the same manner as in the 802.11 protocol.
Nodes that overhear RTS/CTS exchange must invoke their virtual carrier sensing
mechanism. Nodes maintain separate network allocation vectors for different an-
tenna sectors instead of a single vector. We distinguish this NAV from the NAV in
802.11 by naming it as directional NAV or DNAV. Thus, when making a decision to
contend for the medium, nodes check if the DNAV for the direction of transmission
is set. If this is not the case, the node is free to contend for the medium in that
direction. Otherwise, it must wait until the DNAV expires. Meanwhile, the node is
still allowed to transmit in those directions for which the DNAV is not set.

When a node switches from directional transmission or reception mode to
the omni-directional mode, it is possible that it has missedsome control packet
exchange that took place while it was in the directional mode. Thus, the node no
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longer has the current state of the medium. This may lead to the hidden terminal
problem. Also while a node is busy in transmission or reception from a direction,
a neighbor being unaware of this state might try to communicate with this node
from a different direction. This is the well known deafness problem occurring in
directional antenna networks. We will see in the next section howanycastis able
to alleviate these problems.

3.3.3 Anycast Extension of Directional Virtual Carrier Sensing

Once again we note that in anycast, the multipath routing protocol may be
able to provide more than one next hop neighbor for forwarding data to the destina-
tion. The routing layer may be instrumented to maintain different paths for different
directions (antenna orientations) and provide multiple next hop options in a partic-
ular direction to the MAC layer. Thus, in anycast, the transmitter multicasts MRTS
to multiple nexthop neighbors in the same direction and waitfor CTS in response.
Upon receiving a CTS from any one of the receivers, the sendertransmits data to
that receiver. All overhearing nodes invoke their directional virtual carrier sensing
mechanism just as in DVCS. If the sender does not get any CTS inresponse to its
MRTS, it may retry upto 6 times after appropriate backoff mechanism.

We observe that, since there may be multiple nexthop choicesfor forwarding
the packet, the probability of atleast one of them responding with a CTS is higher
in comparison to the case when there is only a single next hop choice as in DVCS.
Thus in anycast, if deafness prevents one node from responding to a sender who
is trying to communicate with it, due to the path diversity provided by anycast,
another node may respond and forward the data packet. Once again we note that,
the directional antenna version of anycast is quite similarto the omni directional
version as well as the multichannel version described earlier.

3.4 Performance Evaluation

We implemented the multichannel and directional antenna protocols in the
popular ns-2 simulator. We used multipath AODV in the routing layer with appro-
priate modification so that the routing layer can maintain separate paths for sep-
arate channels or directions. We performed experiments in astatic scenario with
100 nodes placed randomly in a 1000x1000m area. We ran experiments for differ-
ent scenarios with 5, 10, 20, 25, 30 and 40 traffic connectionsand with data rates
of 4pkts/s and 10pkts/s where the packet size was 512 bytes. In the multichannel
network experiments, there are three channels available for communication. Fig-
ure 3.1(a) shows the graph of packet delivery fraction achieved by RDT and multi-
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Figure 3.1: Packet delivery fraction vs number of traffic sources for anycast and
802.11 like protocols
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channel anycast protocols when the number of traffic connections is varied at two
different rates (4 pkts/s and 10pkts/s). Similarly figure 3.2(a) shows the average per
hop delay for the same scenario. The results clearly show howanycast outperforms
RDT both in terms of delay and packet delivery fraction. As the number of traf-
fic sources increases the difference between the two protocols constantly increases
and at high load scenarios with 25 sources and 10 packets per second, anycast de-
livers 88% packets while 802.11 delivers only 73%. This result clearly shows the
advantage of anycast in high load network when the problem ofdeafness is more
prominent in multichannel networks.

In the directional antenna experiments, we set the beam-width each of the 8
antenna sectors to45o. Figures 3.1(b) and 3.2(b) show packet delivery fraction and
average per hop delay graphs for both anycast and DVCS in directional antenna
networks. We see that, anycast has a better performance compared to DVCS as it
shows a higher packet delivery fraction when the network load is increased. Any-
cast delivers 12% more packets to the destination and incurs16% lower delay in
the scenario with 40 sources and 10 packets per second. Our results confirm that
anycast is more robust in high load scenario where deafness is more common in
directional antenna networks.

3.5 Conclusion

By anycasting the deafness problem in a multichannel or directional antenna
network may be alleviated if not solved without the use of additional hardware or a
separate control channel and even without synchronizationrequirement. Anycast
can alleviate these problems by exploiting the availability of different routes to the
destination. Thus, if one of the next hop nodes is “deaf”, another node may be
able to route the data packet. Similarly, if a transmission is interrupted by a hidden
terminal, the transmitter may be able to re-negotiate the channel with a different
neighbor thereby, reducing the possibility of another collision. We have presented
anycast in single channel, multiple channels and directional antenna networks. It
is also possible to use the same protocol in hybrid networks containing all three
features. Thus, unlike other protocols that were designed either for multichannel or
for directional antenna networks, anycast is suitable for both types as well as single
channel and omni-directional networks.
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Chapter 4

MAC Layer Multicast in Wireless Multihop Networks

4.1 Introduction

Wireless ad-hoc networks have various applications in military, conferences,
sensor networks and emergency operations. Many of these applications need one-
to-many (multicast) communication. In multicast communication a single sender
may send data to multiple receivers in the network. Such multicast communication
can be very useful in the military where a commander might need to coordinate
the activities of his troops and send critical instructions. Video and audio multicast
are popular multicast applications among civilians where,a single sender sends
video/audio data to multiple receivers.

Multicast communication can be achieved by sending multicast data to all
receivers in the network via flooding. This approach may reduce the overall network
efficiency due to unnecessary transmissions. These transmissions may be reduced
or limited if the network is aware of routes to the multicast receivers so that the
data could be sent only to the multicast receivers via predetermined routes. Several
routing protocols have been developed to determine such routes from senders to
multicast receivers ([24],[25],[31],[33],[44],[46]). Routes in ad-hoc networks might
traverse various nodes to reach the receivers. Thus, multicast data may need to
be transmitted across various hops before it reaches all multicast receivers. Since
wireless links are prone to errors, data may not always be received correctly at
the next node along the route. Such errors may not be tolerable by the multicast
application, in which case an error recovery mechanism may be required. Certain
error recovery mechanism might be implemented at the upper layer by requesting
positive acknowledgments or feedback from the multicast receivers. However, this
mechanism will require the sender to buffer data locally until the feedback has
been received. This technique may increase delay in data delivery if the sender
and receivers are separated by large number of hops. Sometimes such delay is
not tolerable for example in voice applications large delays might make the data
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unintelligible.
It is well known that an efficient and reliable medium access control (MAC)

protocol is capable of removing inefficiency caused due to transmission errors. For
several years MAC layer techniques have been used to improvethe reliability and
efficiency of one-to-one (unicast) communication where a sender communicates
with a single receiver in the network. Various techniques toimprove data delivery
are implemented in the IEEE 802.11 MAC protocol which is the most widely ac-
cepted MAC layer protocol for both wireless LAN as well as ad-hoc networks. This
protocol implements positive acknowledgment to provide reliable transmission of
unicast data to the next hop node in the route and implements aretransmission pol-
icy in case of transmission failure. However, no such policyis implemented for
multicast data in the 802.11 MAC protocol. However, upper layers may choose
to use the same facility for multicast communication as wellby explicitly sending
multiple copies of multicast data, one for each next hop in the route, thus forcing the
MAC layer to treat each copy as individual unicast data. Thismethod however, may
substantially increase the network load. In a wireless medium, a single transmission
may be received by multiple receivers hence sending multiple copies of the same
data is an unnecessary overhead. Thus, we can see that there is a reasonable ground
to research MAC layer protocols that can potentially improve the performance of
multicast communication and several attempts have been made in this direction to
achieve greater efficiency in multicast communication.

In this chapter we propose a MAC protocol which can improve the efficiency
of multicast communication. Our protocol is based upon the concepts of the popu-
lar IEEE 802.11 MAC protocol. In fact, we have developed a multicast extension of
IEEE 802.11 protocol and evaluated its performance againstIEEE 802.11 protocol
and some other related approaches. We implement the protocol in the popularns-2
simulator and experiment with multicast routing protocol.Our approach demon-
strates superior performance in terms ofpacket delivery fractionas well asdelay
compared to the IEEE 802.11 protocol.

The rest of this chapter is organized as follows. In section 2we describe the
medium access mechanism in IEEE 802.11 for unicast and multicast communica-
tion. Then in section 3 we describe our protocol. We show performance analysis
and results in section 4. In section 5 we describe some recentwork that propose
reliable MAC layer protocols for multicast and/or broadcast traffic. We present
conclusion and future works in section 6.
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Figure 4.2: Multicast extension to 802.11 protocol.

4.2 Multicast Transmission in IEEE 802.11

In this section, we will briefly review the mechanism for multicast data trans-
mission in IEEE 802.11 protocol. When a node has broadcast ormulticast data to
transmit, it performs channel access in accordance to the Carrier Sensing Multiple
Access with Collision Avoidance (CSMA/CA) protocol as in the IEEE 802.11 DCF
described in Chapter 1. But unlike unicast transmission, multicast data is transmit-
ted without any control packet exchange or acknowledgment.Figure 4.1 illustrates
this multiple access mechanism for multicast packets. After completing the carrier
sensing and collision avoidance procedure, the transmitter sends the DATA packet.
All receivers that detect the transmitted packet correctlywould receive the DATA
packet and send it to the routing layer. The routing layer maydecide that the packet
needs to be forwarded if the node is an intermediate node in the multicast route.
This node would then use the same access mechanism to forwardthe packet. This
mechanism does not provide protection from hidden terminals neither does it guar-
antee that DATA was received correctly by all intended next hop nodes as their is
no acknowledgment from the receivers.
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4.3 Multicast MAC Protocol

We have developed MAC layer multicast as an extension to the IEEE 802.11
DCF protocol which can be used with any multicast routing protocol. We have
tested our protocol with multicast AODV [25] but the scope ofour protocol is not
limited to any particular routing protocol. In this sectionwe will describe our MAC
layer approach to provide reliable multicast.

4.3.1 Multicast Extension of IEEE 802.11

We have implemented reliable multicast MAC within the IEEE 802.11 frame-
work. We have used a similar approach in a previous work [84] but with a different
goal of MAC layer “anycast” to achieve path diversity and thereby, combat fading
and adverse channel conditions. Before we describe the protocol we will describe
the changes introduced to the MAC layer frames.

We modify the RTS frame to include multiple next hop node addresses as in
[84]. The RTS frame in 802.11 originally carries only one next hop node address
since it is used only for unicast transmission. But the MAC layer packet header
contains space for including three more addresses typically used to insert addresses
of access points, senders, receivers etc. We can use this space to fit in four addresses
for next hop nodes. This design choice helps us keep the RTS frame no larger than
that in 802.11. The CTS frame is modified to include the receiver’s (node that sends
the CTS in this case) priority order which, we will explain later, is determined from
the RTS frame. This helps the original sender to differentiate between the CTS sent
by different nodes (CTS and ACK frames do not carry the sender’s address). DATA
packet header is modified to include the addresses of all those nodes from which
CTS was successfully received. Finally ACK frames are modified to include the re-
ceiver’s priority order, determined from the received DATApacket. Henceforth, we
will refer to the modified control and DATA packets as RTSExt,CTSExt, DataExt
and ACKExt. We will now describe our protocol in the next paragraph.

When the MAC layer receives a multicast DATA packet from the upper layer
it first invokes the CSMA/CA mechanism as used in IEEE 802.11 protocol. Af-
ter performing the collision avoidance procedure and when the medium is idle, the
transmitter transmits an RTSExt frame to request access to the medium from at-
most 4 next hop nodes in the multicast route because RTSExt may carry only upto
4 next hop addresses. Only those nodes which are part of the multicast route and
whose addresses are included in the RTSExt must prepare to respond with CTSExt
frames. All other nodes must invoke their virtual carrier sensing mechanism and de-
fer medium access until the end of the current transmission.Since multiple routing
nodes may exist in the next hop, the sender may expect multiple CTSExts. If all the
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CTSExt frames are sent simultaneously, they may not be correctly received. Thus
we need to devise a method to prevent simultaneous transmissions. In our approach
we allow the CTSExt to be sent one after another by deliberately introducing a fixed
amount of delay between successive transmissions. Thus, each receiver calculates
the time it must wait before sending its CTSExt frame. This time is based upon
the priority order conveyed via the RTSExt frame. This priority order is nothing
but the position index of each receiver’s own address in the RTSExt frame. The
wait times are calculates as follows. The Nth receiver waitsfor a time equal to
N × SIFSDuration + (N − 1) × CTSDuration, where N is the position index
of its address in the RTSExt frame. Thus the first node waits for SIFSDuration and
the 4th one waits for4 × SIFSDuration + 3 × CTSDuration before transmit-
ting the CTSExt. A node transmits the CTSExt only if it does not hear any other
transmission that could potentially interfere with the DATAExt that it will receive
next. Thus, if during the wait period, if any node senses a busy medium, it must
cancel the transmission of CTSExt. But if the overheard transmission is actually
a CTSExt frame that was sent in response to the same RTSExt, itis not consid-
ered as a competing transmission and it is safe to send the local CTSExt. Since
each CTSExt is sent at its own slot, the transmitter is able toreceive the CTSExt
frames and determine from the order in the CTSExt the addresses of nodes from
which CTSExt was received. Successful reception of any CTSExt implies that the
medium has been successfully reserved for that next hop node, but it is not the
case for those nodes which had failed to send CTSExt. Thus, atthe end of the
waiting period (the time required by all next hop nodes to send CTSExt), the trans-
mitter sends DATAExt to those next hop nodes from which it successfully received
the CTSExt. Each next hop node that had sent CTSExt receives the DATAExt
and waits for its turn for sending ACKExt in the same way as it waited for the
CTSExt, only this time, the priority order is determined by the position index of
addresses in the DATAExt, instead of the RTSExt. The wait times in this case are
N × SIFSDuration + (N − 1)×ACKDuration, where N is the position index
of the node address in the DATAExt. If the sender does not receive ACKExt or
CTSExt from some next hop nodes, it resends the DATAExt afterappropriate back-
off mechanism and RTSExt/CTSExt exchange with those nodes.This method of
control packet exchange and retransmission policy provides efficiency to multicast
communication by reducing the time required to recover frompacket losses due to
errors in the wireless medium. Fig 4.2 illustrates the multicast extension proposed
here.

Until now we explained how the protocol would works when there are 4 or
less next hop nodes. But as the number of multicast receiversincreases in size, the
number of next hop nodes in the multicast route also increases. In case there are
more than 4 next hop nodes, the transmitter needs to cluster the next hop nodes into
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different groups of size atmost 4 each and transmit data to one group at a time. We
will explain the clustering method in the next paragraph. Wewill first describe the
problem that motivates the formation of clusters.

RTS
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Figure 4.3: Neighbor unable to respond due to interference with CTS sent by an-
other neighbor
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Figure 4.4: Clustering to group together non conflicting multicast next hop nodes.

We have discussed earlier that some nodes in the network might not receive
certain transmissions correctly simply because the transmitter is not within their re-
ceive range. Such nodes may still hear noise in the medium dueto which they may
not participate in any transmission as long as the medium is not free from noise.
These nodes must set their NAV to EIFS duration and refrain from participating
in any communication. We observe that this problem may causesome next hop
nodes that have determined that they must send CTSExt, to cancel the transmission
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of their CTSExt. Since in our protocol as well as in [42] and [54], multiple CT-
SExt may be sent, it is possible that some nodes do not send CTSExt because of
interference caused by CTSExt sent by other nodes although they are sent in re-
sponse to the same RTSExt. This may happen due to the distancebetween these
nodes is such that the received power of the CTSExt sent by theone node is below
the receive threshold at the other thus making it difficult for the node to decode
the packet. Therefore, the node treats this packet as noise which causes the vir-
tual carrier sensing mechanism to be invoked, which inhibiting the transmission of
CTSExt. This scenario is illustrated in fig 4.3. Here, nodes 1and 2 are beyond
each others transmission range but within the carrier sensing range. When node 1
transmits CTSExt, node 2 would sense a busy medium and defer transmission by
an EIFS period. Node 3 would hear the CTSExt correctly and determine that the
CTSExt was meant for the same multicast sender and will go ahead and send the
CTSExt itself. The sender will send DATAExt to receivers 1 and 3 alone and retry
transmission for receiver 2. While this scheme is still reliable, the network incurs
an extra wait period due to the unnecessary inclusion of receiver 2 in the RTSExt
frame. If the transmitter is made aware of such node pairs that conflict with each
others transmissions, and it requests CTSExt only from those next hop nodes that
do not conflict, this problem can be eliminated. Thus, the transmitter may ’cluster’
nodes into different groups such that nodes in the same groupare always within
each others transmission range and thus do receive each CTSExt correctly. There
are many ways to achieve this clustering. One way is by determining the local
network topology, i.e. topology including only the one hop nodes via location in-
formation. Location information may be available with the use of Global position
system (GPS). Since the transmitter only needs relative locations of its neighbors, it
may calculate relative location via angle of arrival and distance measurements from
the received signal instead of using additional hardware for GPS. Another way to
achieve clustering is by exchanging neighbor lists with allneighbors and group to-
gether nodes that are each others neighbors. This method would require additional
message exchanges. Any of these methods can be effectively used to form these
clusters. However, since the clustering mechanism does notrequire the knowledge
of exact location, we use a different and simpler approach toachieve clustering.
We calculate the approximate direction of the neighbors with respect to the trans-
mitter via angle of arrival of the received signals. With this knowledge and simple
geometry we can claim that neighbors that lie within the samequadrant of a circle
which is drawn with the transmitter at the center and which approximately defines
the transmission range of the transmitter are each others neighbors. We re-order
the list of next hop nodes obtained from the routing table to group together nodes
that lie within the same quadrant. We illustrate this with a simple example in fig
4.3.1. Here, nodes A through G are within the same quadrant and thus are within
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each others transmission range but since we cannot have groups larger than 4 we
choose A through D to form the first group. Nodes E through H should form the
second group while nodes I and J should form the third group. We then make three
copies of the same data each containing different groups of node addresses. By
clustering the next hops in this manner we ensure that if the channel is idle at all
the nodes in the same group, the nodes will all transmit CTSExt in response to the
RTSExt and will not defer transmission due to interference due to CTSExts sent
by other nodes in response to the same RTSExt. This reduces the time wasted in
waiting for CTSExt from those receivers that will not be ableto send CTSExt as
they perceived a prior CTSExt as noise.
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Figure 4.5: Packet delivery fraction with a two ray ground propagation model with
100 nodes.

4.4 Performance Evaluation

We have used network simulatorns-2.26to implement the multicast MAC
protocol. In this section we will describe the experimentalsetup and results ob-
tained. We will also briefly explain the protocols used to compare performance.

4.4.1 Experimental Setup

We have implemented four different approaches to provide multicast at the
MAC layer. We will see later that there are several works thatimplemented some
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Figure 4.6: Average per hop delay with a two ray ground propagation model with
100 nodes.

sort of multicast MAC. In IEEE 802.11 protocol multicast data is sent to all neigh-
bors via a single transmission after performing CSMA/CA. The next hop nodes who
receive this transmission, filter the packets depending upon the multicast address as-
sociated with the packet. If the next hop node is one of the multicast receivers, it
accepts the packet and if it is an intermediate node in the multicast route, it resends
the data to other receivers. We will refer to this method as the broadcast MAC.
This method does not provide reliability as it does not have any error recovery or
retransmission policy. One method to achieve reliable MAC layer multicast is to
treat a single multicast data packet asN unicast packets where N is the number
of next hop nodes that are either multicast receivers or intermediate nodes in the
route. Each unicast packet is then transmitted using CSMA/CA with virtual car-
rier sensing and RTS/CTS exchange as implemented in the IEEE802.11 protocol.
This method provides reliability via acknowledgment and retransmission but it also
brings about a larger delay in packet delivery apart from increasing network load.
We will refer to this protocol asmultiple unicastMAC protocol. Another method
to achieve reliable multicast is to send multicast packets using RTS/CTS exchange
with all multiple next hop addresses in RTS and DATA packets as used in MACAM
[54] and MMAC [42]. This method also provides reliable transmission but due to
the presence of large number of address in the RTS frame, the packet size may be
increased by a large. This is in violation of the idea that control frames must be
small so that they are less prone to errors and collisions, thus defeating the purpose
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Figure 4.7: Packet delivery fraction with a Ricean fading propagation model with
100 nodes.

of control frames altogether.1 In our implementation of MMAC / MACAM we
have artificially reduced the size of the RTS frame so that it is the same size as the
original RTS frame in IEEE 802.11 protocol. We made this change to make a fair
comparison with our protocol. Although we have observed that the performance of
these protocols is much worse if the control packet sizes arenot controlled in this
manner. We have implemented all four methods and evaluated their performance
against one another.

We have set up the experiment using a grid of size 1500x300 with 100 nodes.
There is one multicast sender with different number of receivers (10,20,30,40 and
50). The sender sends 4 multicast UDP packets per second. Thesimulation runs for
900 simulation seconds. We use 2Mbps data rate and a nominal transmission range
of 250m with the carrier sensing range of 500m. We use the two ray ground prop-
agation model in the physical layer in one set of experimentsand aRicean fading
modelfrom [83] for another set of experiments. We experimented with the latter
model to further motivate the importance of using reliable MAC layer multicast.
The same physical layer model was used in [17] and [84].

1We will describe this protocol in more details in the relatedworks section.
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Figure 4.8: Average per hop delay with a Ricean fading propagation model with
100 nodes.

4.4.2 Results

We instrument the experiments to calculate thepacket delivery fractionand
average per hop delayin the network. Thepacket delivery fractionis calculated as

no. of packets delivered
no. of multicast receivers

.

Similarly theaverage per hop delayis calculated as

per packet delay
number of hops between sender and receiver of the packet

.

Experimental results clearly show that in the absence of a reliable MAC protocol,
the network suffers from a large amount of packet loss. Theselosses are mainly
due to collisions with other transmissions in the network. Fig 4.5 shows thepacket
delivery fractionachieved with various MAC protocols. Due to the absence of a
retransmission policy the broadcast MAC protocol is able todeliver only 88% of
DATA when the number if multicast receivers increases to 50.Unicast MAC also
shows poor performance although it ensures reliable delivery through ACK and re-
transmission policy. The poor performance of multiple unicast MAC is attributed
to the delay incurred in sending multiple unicast packets toalong every hop in the
route to multicast receivers. This delay causes packet lossin queues at various
nodes. Multiple unicasts also contributes to the increase of the overall network load
since a single multicast packet is treated as N unicast packets, N being the number
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of next hop nodes. The load is further increased due to contention with the next
hop nodes that need to send the data further downstream alongthe routes. Thus,
thepacket delivery fractionfor multiple unicast MAC is only 71% for 50 multicast
receivers which is lower than that achieved by the broadcastMAC protocol. On the
other hand, both reliable multicast schemes achieve higherpacket delivery fraction
compared to the other schemes due to their ability to utilizethe network bandwidth
more optimally by delivering data to multiple next hop nodesvia a single transmis-
sion i.e. proper exploitation of the broadcast nature of thewireless medium and
yet ensuring reliable delivery by implementing retransmission policy in case of er-
rors. Both our protocol and MMAC provide highpacket delivery fractionof 98
% for even large number of multicast receivers, however, the good performance of
MMAC may be a little exaggerated because as we have mentionedearlier, we have
artificially reduced the size of RTS frames in MMAC as larger frames might lead
to performance degradation due to collision of control packets. Later in the related
work section we shall point out other problems that may arisein MMAC.

Fig 4.7 shows thepacket delivery fractionin the presence of Ricean fading
model in the physical layer. The comparative performance ofall but broadcast
MAC protocol is similar in this case except for the fall in theabsolute performance.
Here we observe that broadcast MAC which performed better than unicast MAC
in the two ray ground propagation model, actually performs much worse with the
fading model. The main reason for this degradation is the absence of retransmission
policies which becomes of more importance in adverse channel condition.

Fig 4.6 plots the average per hop delay incurred by each of thefour protocols
in the two ray ground propagation model. We observe that broadcast MAC achieves
the least delay which is again due to the absence of any loss recovery mechanism.
Unicast MAC incurs the maximum delay mainly due to the increased network load
and queuing delays. The queuing delay is a direct result of increased network load
owing to the multiple copies of the multicast packets in the network. The multi-
cast MAC protocols incur very low delay compared to the unicast MAC protocol
since they efficiently utilize the broadcast nature of the medium while providing
reliability.

Fig 4.8 plots average per hop delay incurred in the Ricean fading scenarios.
We observe that all reliable protocols incur much higher delay than in the two ray
ground model. This is due to the increase in the number of retransmissions required
to recover from losses due to adverse channel conditions. Multicast MAC protocols
incur higher delay in these scenarios than the other protocols but this is due to
statistical reasons. Note that it is possible that some packets that arrive at a node
may be dropped from the interface queue. The probability of such drops increases
when the packet has incurred higher delay. These dropped packets do not contribute
to the delay calculations in our experiments. The exclusionof such high delay
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packets attributes for lower calculated delay in unicast MAC protocol as compared
to the multicast protocols. Low delay in broadcast is again due to the absence of
retransmission policies.

4.5 Related Work

Some recent works have explored MAC protocols for reliable multicast and
broadcast. [28], [85],[89] present solution requiring theuse of busy tones and con-
trol packet exchange to achieve reliability and solution tohidden terminal problems.
These protocols require additional hardware to send busy tones which might not be
economical in real life. The broadcast support medium access (BSMA) protocol
[48] is one of the first works that employ exchange of control packets to provide
reliable MAC layer broadcast. Before sending data, the sender transmits an RTS
frame and waits for CTS from all receivers, which are sent simultaneously causing
collision at the sender. This protocol requires the use of a direct sequence spread
spectrum (DSSS) receiver with capture capability and assumes that the simultane-
ous signals can be captured by the DSSS radio. This protocol tries to avoid hidden
terminal problem through this approach. Even with the availability of such radios,
the receiver can capture colliding packets with a very low probability as analyzed
in [93].

The protocol in [47] uses a similar approach without assuming a DSSS radio.
In this work, the senders and receivers assume that a collision after RTS transmis-
sion is due to multiple CTS frames and the sender continues totransmit DATA.
There is no ACK transmission, thus this approach does not provide retransmission
policy, it only tries to alleviate hidden terminal problem.The assumption of colli-
sion in this protocol is unrealistic in a dense medium where the collision may be
due to another transmission and not due to CTS frames sent simultaneously.

Batch mode multicast MAC [93] is another protocol that employs control
packet exchange to alleviate hidden terminal problems and achieve reliable trans-
mission. In this protocol, the transmitter does an RTS/CTS exchange with all
the next hop nodes in the route before data transmission, which is followed by
a round ofrequest for ACK (RAK)and ACK transmissions. This requires the
senders and next hop nodes to reserve the medium for a relatively long interval
of time N × (TRTS + SIFSDuration + TCTS + SIFSDuration) + TDATA +
SIFSDuration + N × (TRAK + SIFSDuration + TACK + SIFSDuration),
where N = number of next hop multicast receivers. This approach does not fully
utilize the broadcast nature of the broadcast medium, leading to wasted bandwidth.
Similarly, broadcast medium window (BMW) [49] achieves reliable broadcast by
sending the broadcast packet as unicast packets to each neighbor in a round robin
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fashion while allowing other neighbors to receive the data without requiring ac-
knowledgment. The sender transmits an RTS to a chosen neighbor and the neigh-
bor responds with a CTS. The CTS contains the sequence numbers of packets that
could not be received. The sender retransmits the missing packets as well as the
current packet. All other nodes may receive the packets and update their list of re-
ceived data. The sender then transmits an RTS to the next neighbor and repeats this
process. This approach achieves reliability but increasesthe data delivery latency
because each neighbor needs to wait for its turn to request missing data from the
sender and thus the sender still needs to buffer all unacknowledged data.

MMAC [42] is very similar to our work. Here, the authors present an ex-
tension of IEEE 802.11 protocol called multicast MAC (MMAC). In this work, the
sender transmits multicast data packet to the next hop nodesand waits to receive
acknowledgments. The acknowledgments are sent according to a schedule calcu-
lated from the position index of the next hop address in the data packet. There is no
upper bound to the number of next hop addresses that may be included into the data
packet. Thus the data packet size increases by the number of addresses included in
the header. The amount of time the sender has to wait before all the ACK frames
have been received isN × (TACK + SIFSDuration), whereN is the number of
next hop nodes. At 2Mbps data rateTACK = 56µsec, SIFSDuration = 10µsec.
Thus, forN = 8, the wait time is 528µsec. If in the meantime a mobile node
happens to enter the sender’s collision domain, it would sense an idle medium and
might initiate a new data transmission. Apart from a mobile node straying into the
transmission range, those nodes which are beyond the receiving range but in the car-
rier sensing range of the sender will also be free to contend for the channel after an
EIFS duration which is equal toSIFSDuration+8×ACK+DIFSDuration =
508µsec (DIFSDuration =50µsec). From these calculations it is clear that for
N ≥ 8, there is a possibility of ACK collisions at the sender leading to retransmis-
sion attempts by the sender. On the other hand, it is possiblethat while the receiver
is waiting for its turn to send ACK, another node is trying to transmit DATA to
the receiver. The receiver will not respond to any DATA transmissions before the
ACK timeout period. This may cause the sender to retry several times leading to
an increased contention window size and in extreme cases dropping the packet and
initiating route error and discovery processes even thoughthe route actually exists.
This is the well knownexposed nodeproblem in wireless ad-hoc networks and it is
somewhat increased in MMAC.

The loss recovery method used in MMAC is similar to multicastscheme use
in MACAM [54] and our protocol. In both approaches the sendersends a single
multicast RTS frame to all the neighbors and waits for CTS frames. The RTS frame
is overloaded to contain the addresses of all the multicast next hop nodes. Thus the
RTS frame size is larger than the size of the frame in IEEE 802.11. CTS frames are
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transmitted in a time based priority schedule. In both protocols there is no upper
bound on the number of next hops that can be included in the RTSframe. Thus
the RTS frame in MMAC is larger than that in 802.11 making the RTS frame itself
prone to collisions due to hidden terminals. The effect of increased RTS size is not
evaluated in these papers. These approaches also do not implement the clustering
method we have described earlier in our protocol.

4.6 Conclusion and Future Directions

We have presented a simple extension to IEEE 802.11 protocolto provide
reliable multicast MAC protocol. This approach can be easily incorporated in the
IEEE 802.11 protocol to provide performance enhancement for multicast commu-
nication. Further work in this direction is required to implement this concept in
a testbed scenario. In future, we will implement this protocol in a testbed using
Berkeley motes similar to the one used in [84] to provide a proof of concept imple-
mentation.
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Chapter 5

Experimental Study of Physical Interference Model
for Wireless Networks.

5.1 Introduction

Practical approaches for modeling interference on wireless links is critical for
understanding wireless network behavior. This is because the MAC layer protocol
must fundamentally be able to schedule transmissions on links in an interference-
free fashion. MAC layer protocols are always based on an interference model,
often implicitly. For example, 802.11 protocol using RTS/CTS [13] essentially “as-
sumes” that any other transmitter that can send/receive packets to/from the intended
transmitter/receiver can interfere with the transmission. Such assumptions are made
more directly for TDMA transmission scheduling protocols [69, 60, 82, 101], where
interference-free transmission schedules are computed for the links in the network.
For the scheduling algorithm to work, it must assume an interference model that
states how links interfere.

Other than guiding the MAC protocol design, understanding interference also
leads to better understanding of the network capacity. In fact, interference model
and transmission scheduling together specify the network capacity [39]. In addition,
understanding of interference can guide protocol design for QoS or other utility
metrics [58]. It can also guide selection of different transmission modes – such as
channel selection [92, 78], transmit power control [56] or selection of beams with
switched-beam directional antennas [79].

In the past literature, researchers have assumed a unit diskmodel for the
wireless communication range. While this model makes algorithm design simple,
it is far from being realistic. In recent literature, there has been an interest in us-
ing more realistic models in simulations. In [83], the authors have designed mod-
els to include multipath fading and shadowing along with thepath loss model for
the popular ns2 simulator [63]. More recently, researchershave stressed realism
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in interference modeling and realistic SINR-based models have been used. These
models are also calledphysical models[39]. While physical models have been used
in the design of cellular (one-hop) networks [80] for a long time, their use in mul-
tihop networks for protocol design is fairly recent [22, 38,65]. Several recent
measurement-based works have argued in favor of using physical model because
of its realism [30, 72, 52]. In this chapter we evaluate the physical interference
model for its accuracy. We make two contributions. First, wedevelop a systematic,
measurement-based modeling approach for the physical model. While a specific
radio has been used, we hope that our methodology will be useful for other radios
as well. Second we provide results that quantify the accuracy of the physical model
in the context of TDMA scheduling. The goal is to validate theaccuracy of the
physical interference model in a testbed.

Since this is an experimental work, the choice of testbed is important. We
have chosen the Berkeley motes platform (specifically TelosB architecture [66], that
use the Chipcon 2420 radio [97]) for this work. This choice gives us a radio which
is very well documented in a complete manual [97] and a MAC protocol that can
be implemented purely in software. They are very affordableand popularly used.
Thus, our results will be directly useful to the community. Another option would be
using 802.11 radios for physical layer and a software-basedapproach to implement
MAC-layer protocol [70]. However, here we will suffer from lack of documentation
about the radio and will have to rely on certain amount of reverse engineering.
Other approaches using custom, programmable, high-speed radio platforms (e.g.,
gnuradio [3] or Rice’s WARP kit [6]) are also possible and probably ideal since we
will have physical layer access to the radio. However, this will require an expensive
testbed. We will study these other platforms in our future work for a more complete
understanding.

The rest of the chapter is organized as follows. In Section 5.2 we develop the
physical interference model specifically for the motes. Performance results are pre-
sented in Section 5.3. Related work and Conclusions are presented in Sections 5.4
and 5.5, respectively.

5.2 Building Physical Interference Model

5.2.1 Experimental Platform

Our experimental testbed consists of 20 TelosB motes [66] based on Berkeley
mote architecture [102] which we program using TinyOS 2.0 [40]. Each TelosB
mote has a CC2420 radio [97] which is compliant with the IEEE 802.15.4 physical
layer standard. The CC2420 radio operates in 2.4 GHz ISM bandwith an effective
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data rate of 250 Kbps. To avoid interference with 802.11 networks, we have tuned
the mote radios to IEEE 802.15.4 channel 26 since it stands clear of the IEEE 802.11
channels used in North America.

CC2420 provides a measure of the received signal strength (RSS), which is
an estimate of signal strength averaged over the last 8 symbol periods (128µs) and is
continuously updated. This value can be either read directly from the RSS register
or obtained from the metadata in the received packet. In our work, we obtain the
RSS value by reading the register right after the start framedelimiter (SFD) of a
packet is received. An interrupt from the radio enables the mote to recognize the
reception of SFD. This allows us to obtain the RSS even if the rest of packet is not
correctly received. RSS is expressed in dBm.

To ensure that we can have a multihop testbed in a small space,we have
used the minimum possible transmit power in the motes. All motes use the same
transmit power. All motes are powered directly via USB so that variabilities due to
different battery levels can be eliminated. The motes are placed in a random fashion
on a tabletop. Experimental data are collected by another mote directly connected
via USB to a laptop. All experimental data are transmitted directly to this central
mote and the data is analyzed on the laptop (this mote and laptop combination
is loosely referred to as ‘base station’). All communication to and from the base
station happens at the maximum transmit power so that all motes in the network
can communicate with the base station directly.

The default MAC layer in TinyOS is a simple Carrier Sensing Multiple Ac-
cess (CSMA) protocol. Since the interference models we evaluate are independent
of the MAC layer, all MAC functionalities including carriersensing are disabled.
Nodes transmit synchronously so that success probabilities can be evaluated ex-
perimentally. The synchronous transmission is achieved bya separate mechanism
described as follows. The base station (BS) mote sends its system clock in beacons
sent periodically (every 500ms) at the maximum power. All motes in the network
listen to these beacons and synchronize their clocks to the beacon time. The BS
mote also acts as a command center for the network. Whenever asynchronous
transmission by more than one node is needed for an experimental evaluation, e.g.,
evaluating a TDMA schedule, the BS mote sends commands to each of those nodes
instructing the start time of the transmissions. Since the nodes are time synchro-
nized, this enables synchronous transmission. Note that in[90] the authors also
used a similar technique for synchronized transmission. Weindependently evalu-
ated jitter in the transmission start times. The maximum jitter was less than128µs,
which is the time to receive the SFD. This level of synchronization was sufficient
to eliminate the possibility of not being able to capture a stronger signal that arrives
later while a weaker signal is present, consequently losingboth packets [103].
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(a) Two transmitters
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(b) Four transmitters
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(c) Six transmitters

Figure 5.1: Validation that interference is additive. The scatterplots show
JRSS(m) againstJRSS(e) for different number of interferers. The plots also
show thatJRSS(m) = JRSS(e) explains the observed statistics very well and
that there is hardly any dependency on number of interferers.

5.2.2 SINR-based Model

The SINR-based model describes the success probability of atransmission
(modeled in terms ofpacket reception rateor PRR) when one or more interferers
are contributing to the interference at the receiver of the intended transmission. IfS
is the signal power received at the intended receiver from the sender,N is the noise
power at the receiver andIjoint is the combined interference power experienced at
the receiver caused by the group of interferers (transmitting at the same time as the
sender), the model predicts the relationshipβ(·) between the bit error rate (BER)
and SINR:

BER = β(SINR), whereSINR =

(

S

N + Ijoint

)

.

The functionβ depends on radio properties such as modulation. Packer error rate
or PER is directly related BER and depends only on encoding. Thus, the above
equation can simply be rewritten by replacing BER by PER:

PER = β ′(SINR).

See [80] for further exposition of the nature ofβ and the relationship between BER
and PER for various common modulation and encoding schemes.PRR is given by
simply

PRR = 1 − PER = 1 − β ′(SINR).

It is important to note that the nature of the functionsβ or β ′ is shaped like the
mirror image of the letter ’Z’, with zero or negligible errorrate for high SINR, very



59

 0

 0.2

 0.4

 0.6

 0.8

 1

-20 -15 -10 -5  0  5  10  15  20

P
R

R

SINR

(a) 2 transmitters (1 interferer).
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(b) 4 transmitters (3 interferers).
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(c) 6 transmitters (5 interferers).

Figure 5.2: PRR vs. SINR for different number of interferers. Also, the fitted curve
on the aggregated data is shown.
high error rate for low SINR and a sharp fall between the two. The falling part of
the function has been described as thetransition regionin [109]. For simplicity of
modeling, often in literatureβ or β ′ is ’thresholded’ and described as a step function
going from 1 to 0 at a specific value of SINR, typically called theSINR threshold
or capture threshold(βT ).

Ijoint is usually the sum of individual signals received at the receiver from the
interferers [80]. However, a recent result in [90] has questioned this using measure-
ments in a different mote radio hardware. They have also observed that unlike the
above equations the SINR threshold depends on the number of interferers and the
signal power. Our modeling experience (described in Section IV), however, shows
that modelingIjoint by the sum of individual interference powers is sufficient and
the functionsβ andβ ′ or the SINR thresholdβT do not depend on any signal or
interference power or number of interferers.

5.2.3 Measurements

In order to compute SINR, we measure signal, noise and interference powers
separately. Received signal power is measured by the radio in absence of interfer-
ence i.e., when there is only one transmitter. This is simplythe transmitted signal
power that reaches the receiver after path loss, shadowing and multipath fading
with the added noise component.1 We measure RSS at each node in the network for
packets received from every other node in an otherwise “quiet environment,” i.e.,
no other node except the said transmitter is active. These measured values serve

1We did not observe signal power changing appreciably over time other environmental conditions remain same. Similar

observations were also made in [91].
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as either signal or interference power for computing SINR depending on whether
the transmitting node is the intended transmitter or an interferer in case multiple
transmitters could be active simultaneously.

The experiments are performed as follows.

1. Noise estimation:Noise is measured by sampling the RSS register in the
CC2420 radio when there is no transmission. We sample the RSSregister ev-
ery 20 ms for a period of 6 seconds and using the valid values thus obtained2

compute the average noise at every node in the network.

2. Pairwise RSS measurement:Each node takes turn to broadcast 1000 packets
of 128 bytes each, while all other nodes act as receivers. Each receiver reads
the RSS value when it detects the start frame delimiter of a packet as de-
scribed before. Note again the entire packet does not need tobe received cor-
rectly for this. These RSS values are used to compute averagesignal strengths
for each link in the network.

3. Multiple concurrent transmitters:Here, in each experimentk nodes transmit
1000 packets in synchronized fashion wherek is varied from 2 to 6. Thesek
nodes are chosen out of 10 nodes randomly selected from the network. This
constituted 837 experiments. All senders transmit at the same time. Every
other node acts as receiver. The number of concurrent transmitters is limited
to 6 simply to limit the number of experiments to be performed. Each receiver
records the number of packets it received correctly from each transmitter and
all RSS values sampled. This defines the packet reception rate (PRR) for
different links in presence of a set of interfering transmissions.

5.2.4 Model Creation

The first step in the model creation is verifying if interference is indeed addi-
tive. One important reason for doing this verification is a recent work [90], where
it was observed,albeit using a different mote and radio platform, that total interfer-
ence power,Ijoint – when multiple interferers are active – may not be the sum of
the individual interference powers. The authors also foundthat the total interference
powerIjoint was influenced by number of interferers. We perform a carefulevalua-
tion of this aspect and reach a different conclusion.In our observation, when mul-
tiple interferers are active, the total interference powerexperienced is indeed the
sum of individual interference powers.To see this, take a look at Figure 5.1. Each

2Not all read attempts for the register produce valid values [97].



61

subfigure shows a scatterplot for the joint RSS measured (JRSS(m)), borrowing
the terminology from [90]) and joint RSS estimated (JRSS(e)). JRSS(m) is the
measured joint RSS from the experiments in step 3.JRSS(e) is simply the sum of
interference powers that are obtained from the average RSS measurements in step
2. Note that the observation samples are very close to theJRSS(m) = JRSS(e)
line. The coefficient of determination,R2, for theJRSS(m) = JRSS(e) model is
found to be very good (0.9962). This is evidence that interference acts additively in
our test platform.

In the second step we develop the PRR vs. SINR model. To do this, we
consider each experiment done in step 3 above in isolation. Note that for each
experiment, each receiver records the PRR for each transmitter active in that ex-
periment. We take turn to consider one of these transmittersas thesenderand the
rest asinterferers. We computeJRSS for the set of interferers as the sum of the
average RSS values for interferers recorded at that receiver in step 2. Similarly,
the average RSS value recorded in step 2 for the sender provides the signal power
for computing SINR. The signal, sum of interference powers and noise are used to
compute SINR at the receiver for the concerned sender. The PRR for this sender
and the computed SINR is plotted in the scatterplot in Figure5.2. For a partic-
ular experiment, this is repeated for every sender by fixing the receiver, and then
repeated for every receiver. Combining all experiments we get the scatterplots in
Figure 5.2, categorized into different number of interferers. This categorization is
done specifically to demonstrate that the PRR vs. SINR relationship is independent
of the number of interferers.

These results show that at SINR greater than about 5 dB, PRR isalmost
100%. As mentioned before, there is atransition region[109] between(−3) to 5 dB
where packets are received with a probability less than 1. This region is somewhat
noisy and predictability is poor (also observed in [109]). The PRR trails down to 0
below (-3) dB. Overall the nature of PRR vs. SINR relationship is similar to that
observed in [90] [109], except that in our case the relationship is fairly independent
of number of interferers.

For use in later modeling, we develop a fitted curve on the aggregated data in
Figure 5.2. We do this following the method used in [52] for similar modeling. We
obtain the fitted curve using a linear interpolation of average values in buckets of
1 dB each. This fitted curve is shown in each subfigure of Figure5.2 for reference
and comparison with the experimental data. It provides the PRR vs. SINR model
that can be used by a scheduling algorithm, for example.
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5.3 Performance Results

The same 20 motes testbed described before is used to performa relative
performance evaluation of the interference models described so far. The evaluation
consists of two separate scheduling experiments: (i) experiments with schedules
generated by a greedy algorithm; and (ii) experiments with randomly chosen set
of links scheduled together. The experiments are very comprehensive, covering
13,000 sets of links for evaluation.

To get started, we assume that the physical interference modeling (Section 5.2)
has already been done and we have the PRR vs. SINR relationship (β ′). Now, in a
the given network we simply need to instantiate the model. Todo this, we estimate
the noise at each node, determine the RSS (average) and PRR between each node
pair (each direction). This is not unlike the steps done in Section 5.2.

Transmission threshold is set at 99%. All links with PRR equal or more than
99% are considered links in the network graphG. The scheduling algorithm can
only handle ‘binary’ transmission probabilities, i.e., a link can either be scheduled
with absolute certainly or it cannot be. Thus the PRR vs. SINRrelation (β ′, β ′′)
was thresholded at 5 dB (SINR threshold) to handle the physical interference and
the maximum interference models. (Note from Figure 5.2 thatPRR is almost 100%
when SINR≥ 5 dB). Knowledge of RSS’s between node pairs can now determine
whether a transmission on a link is ‘feasible’3 given a set of other links active at the
same time, according to the physical interference model.

5.3.1 Performance of Scheduling Algorithms

In this section, we study the performance of the physical interference model
when used by scheduling algorithms to make scheduling decisions. We choose a
simple greedy scheduling algorithm similar to the one used previously in [22]. The
algorithm takes as input a traffic load (an ordered set of links to be scheduled and
the number of packets to be scheduled on each link). The algorithm generates a
schedule in a greedy fashion. The schedule is simply sets of links such that the
links in each set can be scheduled simultaneously. The algorithm provides as many
sets as needed to schedule all packets on all links.

The interference model essentially specifies which set of links are ‘feasible’
together. The greedy algorithm takes each link in the specified order and schedules
it with the first available set where it is feasible given the conflict relation specified

3Feasibility here means whether or not, the transmission on agiven link will be successful, given that a set of links is

scheduled together.
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by the model. If the link is not schedulable according to the feasibility criterion, it
is placed in a new set. .

The model accuracy is checked in the following fashion. For agiven load
the model provides a specific schedule. This schedule provides apredicted pack-
ets/set. This is simply the total number of packets (in the specified load) divided
by the number of sets needed to schedule all packets. We then evaluate the model
accuracy by evaluating the schedule it generates using a direct experiment on the
testbed. The average PRR for each scheduled link on each set is evaluated over
1000 runs of the same schedule. Then all PRRs for all links on all sets in the en-
tire schedule are summed up and divided by the number of sets to determine the
measured packets/set. The difference,measured minus predicted packets/set, de-
termines the modeling error. Note that modeling error here can only be negative –
a perfect PRR (100%) in all cases will make the measured equalto the predicted.
Indeed this is what we observed for the physical interference models for three dif-
ferent loads. The schedules predicted by the model matched exactly with the results
of the direct measurements and therefore the modeling errorwas non existent.

5.3.2 Evaluating Models Based on Random Subset of Links

While the greedy scheduling results gives us some idea of theaccuracy of
the interference model, it does not provide a complete picture. First, the algorithm
is not optimal. In fact, the optimal algorithm is intractable. The above evaluation
checks only the sets of links that are deemed feasible by the model, not the sets
that are not. The greedy scheduling algorithm as well as the algorithms known in
literature work with a ‘binary’ model of interference. Theycannot schedule a set
of links where the probabilities of transmission success isnon-zero but less than
100%. Thus, SINR-based physical model has to be ‘thresholded’ to make it usable
by the scheduling algorithm.

We will now try to address these issues with a different evaluation approach.
The accuracy of a model can only be determined by looking at how well it predicts
the ‘feasibility’ of any given set of links. One way to do thiswould be to enumerate
all possible subsets of links in the network and then test forfeasibility of each of
these subsets, both according to the model and also in reality. The outcomes can
then be compared to determine modeling errors. However, in this approach, the
number of subsets is exponential in the network size. We can reduce the number of
experiments to perform by random sampling, i.e., simply evaluating a large num-
ber of randomly generated subsets instead of exhaustively evaluating all possible
subsets.

Thus we select a random subset of links from the network grapheliminat-
ing those that violate the primary interference condition.We evaluate the actual
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Figure 5.3: CDF of absolute modeling errors for the physicalinterference model,
with all data and data split into transition and non-transition regions.

throughput (normalized) of each link when all links in the subset are active simulta-
neously in the testbed. The normalized throughput is simplythe number of packets
received on each link divided by the number of packets transmitted on this link. For
each subset, 1000 simultaneous transmissions are done overall links to calculate
throughput.

Modeling Errors

Each random subset is used as input to a predictor that provides the link
throughput predicted by the physical interference model. Note that all links in a
given subset may not be deemed ‘feasible’ by the model and therefore the PRRs are
determined by the corresponding SINR vs PRR relationship derived earlier in this
chapter.

5.3.3 Results of Experiments with Random Subset of Links

We plot the modeling accuracy of the physical interference model in terms of
cumulative distribution of absolute errors. This absoluteerror is computed as the
difference between the observed PRR through direct measurements and the PRR
predicted by the model. We observe in Figure 5.3 that about 40% of links have
higher than 90 percentile error. Such low accuracy is quite in contrast with the
perfect predictions observed in the results presented before. We conjecture that
this poor accuracy was due to the probabilistic nature of theSINR vs PRR model
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in the transition region. It was observed before, albeit with a different mote plat-
form [109], that the links in the transition region are highly unreliable. Thus, the
SINR-based modeling cannot model the transition region with good accuracy. To
validate this hypothesis in our platform, we split out the results into two parts, for
the transition and non-transition regions in Figure 5.3. Recall that in our model the
transition region is−3 to 5 dB. Note the poor accuracy of the physical interference
model in the transition region relative to the non-transition region. It is interest-
ing to note that the model is extremely accurate for the non-transition region case,
90-percentile error is about 1%. However, the accuracy is obviously much poorer
for transition region case. We can conclude several things form these results. First,
this reaffirms the observations in [109]. Second, excellentmodeling accuracy in
the non-transition region means that scheduling algorithms that treat links as ‘bi-
nary’, will have excellent results with these two models. Note that all scheduling
algorithms known to us are of this type.

5.4 Related Work

A recent paper by Brar et al. [22] can be considered complimentary to our
work. Here, the authors investigate algorithms for physical interference model and
show via simulations that physical interference modeling leads to more efficient
schedules relative to the protocol interference model. However, the simulations
use very straightforward propagation and radio models. We also arrive at similar
conclusions, albeit via a more elaborate experimentally based method.

Researchers have only begun to study effect of interferencein wireless net-
works using experimental methods. The authors in [109] havestudied thetransi-
tion regionand quantified its effects. The analysis in the paper is also supported
by experimental validation using a motes testbed, though with a different (CC1000)
radio. Many of our observations are also similar. Another work [90] by the same
group has considered the effect of multiple interferers. They however concluded
that the SINR threshold is dependent on number of interferers and the joint inter-
ference is not necessarily the sum of individual interference powers. As described
in Section 5.2, our conclusions are different, and we have derived a more classical
model [80]. In a different work [91], the authors have concluded from measure-
ments on MicaZ motes with CC2420 radios, that RSSI is a good estimate of link
quality. This observation is also confirmed by the success ofour SINR-based mod-
els.

Experimental work has also considered 802.11-based systems to study inter-
ference behavior. The difference here is that the sender-side (carrier-sense) behavior
in the MAC protocol must also be modeled. Notable articles are as follows. Single



66

and multiple interferer scenarios have been modeled in [81]and [52], respectively.
The need for modeling multiple interferers has been motivated in [30].

5.5 Conclusions

There are two ‘take home’ points in this paper. First, we develop and validate
a method to instantiate physical interference models for use in TDMA scheduling.
Second, we demonstrate the accuracy of the physical interference model via exten-
sive experimentation on a motes testbed. The general conclusion is that the SINR-
based physical interference model has excellent accuracy if the transition region
can be discounted. If the TDMA scheduling uses a binary modelof interference
(all known algorithms do), ignoring the transition behavior is perfectly acceptable.

A question can arise as to whether the conclusions here are radio-specific, as
everything was done on a single radio. Use of different radios is beyond the scope
of this paper. We like to think that the general conclusions are radio independent.
Even if they are not, we believe that the general methodologywould be useful for
wireless network researchers for studying interference models with other radios. A
study of similar nature using 802.11 PHY layer is a topic of our future study.
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Chapter 6

Distributed Protocol for Max-min Fairness in
Wireless Mesh Networks

6.1 Introduction

A common problem observed in wireless multihop networks is asituation
where externally offered load entering the network exceedsthe network capacity.
If the network capacity is exceeded, packets are queued en-route to the receiver re-
sulting in higher end-to-end packet delays, and wastage of bandwidth when packets
are dropped at intermediate nodes. Unfair distribution of bandwidth among users is
another challenge that a network designer needs to address specially in distributed
ad-hoc and mesh networks. In this context, an appropriate and viable solution is
a maxmin fair rate allocation[53] in which resources are allocated in order of in-
creasing demand such that no user gets a resource share larger than its demand and
users with unsatisfied demands get an equal share of the resource. Also a user with
unsatisfied demands cannot increase its resource share without reducing the share
of others who are already using equal or lesser amount of the resource.

Our goal in this chapter is to develop a distributed max-min fair queuing
mechanism that enforces this notion of fairness for multihop flows in wireless mesh
networks. We compute the maxmin fair rate of a multihop flow bycomputing the
maxmin fair rate at each hop along its path and finally enforcing the rate offered
to the flow at the most constrained hop in the path. This approach provides the
framework for a multihop maxmin fair rate allocation as wellas bounds the rate at
which packets are injected in the network to the maximum rateat which it can be
delivered to the destination. Although our queuing mechanism can work with any
reasonable MAC protocol, we find that the IEEE 802.11 MAC seriously deviates
from fairness principles in certain scenarios [51],[99],[43]. In order to reduce MAC
layer unfairness, we replace the exponential backoff mechanism in 802.11, with
virtual time based CSMA (VTCSMA) which is a backoff scheme based upon packet
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arrival time.
VTCSMA [64] provides a distributed first come first serve medium access

to contending nodes. This approach ensures that the scheduling order computed at
the upper layer is also enforced in the MAC layer. The VTCSMA protocol was
designed for single hop networks, and our work extends it formultihop networks.
This is nontrivial as problems such as hidden terminals and starvation must be ad-
dressed. Our queuing method and the MAC layer protocol together form a complete
protocol suite that computes and enforces max-min fair scheduling in wireless mesh
networks in a distributed manner.

The rest of this chapter is organized as follows. In section 6.2, we will ex-
plain the background, theory and definition of max-min flow control in the context
of wireless multihop networks. We will then describe our upper layer protocol in
section 6.3 followed by the MAC layer solution in section 6.4. We present perfor-
mance evaluation in section 6.5 and related work and conclusions in sections 6.6
and 6.7.

6.2 Background

In wireless networks, transmission between a pair of neighboring nodes (also
called single hop flow) interferes with a transmission between another pair if either
the two single hop flows have a common transmitter or receiveror if the transmitter
or receiver of one is within two hop distance from the transmitter or receiver of the
other. The two hop consideration is due to the assumption of an 802.11-like protocol
where any transmission can interfere up to two hops. We modelthese interfering
flows using a contention graph, henceforth calledflow contention graph, where
nodes are single hop flows on the network graph and edges are drawn between two
nodes if the flows interfere. An example of the flow contentiongraph is shown in
Figure 6.1.

Given this notion of flow contention graph, earlier work [43]has considered
max-min fair rate of single hop flows. In our work, we considerend-to-end mul-
tihop flows as multiple single hop flows that can go over a sequence of links. We
first treat these single hop segments as individual flows and then extend the idea of
fairness to multihop flows. To demonstrate the technique letus first describe the
notion of feasibility and max-min fair allocation.

A feasible rate allocation essentially constrains the rateallocation for each
flow such that the sum total of the rates allocated to all flows belonging to aclique
in the flow contention graph do not exceed the network capacity. A rate allocation
is max-min fair if it is feasible and the only way a flow can get higher rate is by
reducing the rate of some other flow that has been allocated equal or lower rate.
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Figure 6.1: Network graph and the corresponding flow contention graph.

Formal definitions are below.

Definition 1 (Feasible Rate Vector)Assume thatC is the link capacity in the wire-
less network. LetR represent a vector that represents transmission ratesri allo-
cated to each flowfi in a “clique” in the flow contention graph. IfF is the set of
flows in the clique, then the vectorR of ratesri is feasible if

ri ≥ 0,
∑

∀fi

ri ≤ C.

Definition 2 (Max-min Fair Rate Allocation) A feasible rate vector is max-min
fair if for any flowfi, the allocated rateri cannot be increased while maintaining
feasibility without decreasingrj for some flowfj for whichrj ≤ ri [18]. Flows fi

andfj do not need to belong to the same clique.

Prior work [43] has shown that a feasible rate vectorR is max-min fair if and only
if each flow has a bottleneck clique with respect toR. Bottleneck clique is defined
as follows.

Definition 3 (Bottleneck Clique) Given a max-min fair rate vectorR, a bottleneck
cliquecli is that clique for which flowfi ∈ cli,

∑

∀fk∈cli
rk = C, and allocated rate

ri of fi is equal or greater than the allocated raterk of any otherfk ∈ cli. The
largest clique in the network is the bottleneck clique for the flows it contains.

6.2.1 Max-Min Rate Calculation

Based on the above, prior work [43] has provided a mechanism to compute
max-min fair allocation of rates on single hop flows in the network. The technique
simply determines all cliques in the flow contention graph. Since this can be compu-
tationally intractable, heuristics are used for the cliquecomputation. Starting with
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Figure 6.2: Illustrating computation of fair rates.

the largest clique, each flow in the clique is allocated equalshare of the remaining
capacity except the ones that have already received an allocation. The remaining
capacity is simply the capacityC minus the already allocated rates. The allocation
is started with the largest clique, as this clique is always the bottleneck for the flows
belonging to this clique and thus determines the fair rate allocation of these flows.

For the benefit of the reader, we illustrate the procedure using the example of
Figure 6.2. Assume capacityC = 1. There are three cliques with 3, 4 and 7 nodes
respectively with some common vertices’s (A, B, C) corresponding to network
flows. The procedure starts with clique 3, assigning a rate of1

7
to each vertex of

clique 3. Then it turns to clique 2. SinceB andC have already been allocated their
rates,A andD are allocated the remaining capacity equally. Each of them gets
1
2
(1 − 2

7
) = 5

14
. But since the rate allocated to A by clique 1 is only1

3
which is less

than the rate being offered by clique 2, it receives only1
3

rate, while node D finally
gets1 − 2 × 1

7
− 1

3
= 8

21
part of the bandwidth.

6.3 Upper layer Protocol to achieve Max-min fair schedul-
ing

In the prior section, we have described how to compute max-min fair rates for
single hop flows in the network. In this section, we develop a queuing mechanism
that computes and allocates max-min fair rates to multihop flows. The protocol
has three components: “clique formation protocol” that computes the allocations
locally on single hop segments of multihop flows; “back pressure protocol” that
assigns fair rates to multihop flows; “rate enforcement protocol” which essentially
controls the scheduling and enforces that no flow exceeds itsallocated rate.
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6.3.1 Clique Formation Protocol

In order to compute fair rates for all flows in the network in a distributed
fashion, each network node needs to obtain the flow contention graph that represents
its local neighborhood. The local neighborhood of a node consists of its neighbors
that can be reached in up to two hops. A two-hop message exchange protocol
gathers enough information to build the local flow contention graph. This can be
done by sending “hello” messages and rebroadcasting the contents so that the two-
hop neighbors of the original sender can receive the messages as well. These “hello”
messages are similar to “hello” messages that many routing protocols (e.g., AODV
[75]) employ to maintain neighborhood information; so we donot consider them to
be additional overheads except the additional content. Frequency of such exchange
for our protocol objective should be the granularity of any topology change or traffic
changes (in terms of origination of a new flow or expiry of an existing flow).

Each nodei maintains and includes in the “hello” messages, information
about the single hop flows that a node originates, receives orroutes. These sin-
gle hop flows may be segments of multihop flows. This information includes
the flow id (fm), the nexthop receiver of the flow (nodej) and the rate allocated
to the flow (rm,i) at nodei. Thus, the “hello” messages contain a set of tuples
fm,i,j =< fm, j, rm,i >. We will refer to the set offm,i,j tuples as thelocal flow
set (Li) for nodei. Apart fromLi, nodei also includes in the “hello” messages,
the same information about the flows that interfere with its transmissions. We will
refer to this set as theinterfering flow setor (Ii). TheIi is the union oflocal flow
setsLj of all nodes within the two hop neighborhood of nodei. Thus, ifNi is the
set of one and two hop neighbors of nodei then,

Ii =
⋃

∀j∈Ni

Lj .
1 (6.1)

After receiving messages from all neighbors, nodei is able to construct aneighbors
interfering setor Pi such that,

Pi =
⋃

∀j∈Ni

Ij. (6.2)

This information is sufficient [43] for nodei to compute the flow contention graph
representing its neighborhood and calculate all cliques inthis graph. The fair share
of bandwidth of all members of the bottleneck clique in the network is simply the
ratio of the bandwidth and the size of the clique [43].

1Here we would like to mention that when computing the union orintersect of sets, a node only considers the< fm, j >

pair from the tuple whilerm,i is used in rate computations at upstream and downstream nodes.
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We cannot obtain the size or content of the bottleneck cliquein the entire net-
work due to the hardness of the problem. But we can find all cliques and compute
the bottleneck clique in the local neighborhood consistingof few nodes, in reason-
able time. Thus, for every flow the node keeps track of thelocal bottleneck clique
corresponding to that flow and computes rate, say S. If after subsequent “hello”
message exchanges, the node sees that other flows in this clique insist on getting
less than rate S, it redistributes the residual rate among other flows in the clique
and recomputes thelocal bottleneck clique. Thus, we may claim that, at the steady
state, the rate of each flow in the network is equal to that offered by the flow’slocal
bottleneck cliquewhich is the max-min fair rate of the flow.

Let us explain this with an example inFigure 6.2. This figure represents a
flow contention graph of the network. Clique 3 is the largest clique in the network
and thus is alocal bottleneck cliquefor all member flows. Flow A in the graph is
a member of both clique 1 and clique 2. The rates offered by thecliques to flow A
are 1

3
and 5

14
respectively. Thus although clique 2 is the largest clique for flow A in

terms of size, clique 1 is the bottleneck clique as it allows arate lower than clique
2.

6.3.2 Back Pressure Protocol

In the previous section, we treated multi-hop flows as multiple single hop
segments of the flow thereby assigning rates to each segment of the flow at the local
bottleneck cliques. We now introduce the notion of aglobal bottleneck cliquefor
multihop flows as the clique at which the flow receives the least rate along its path.
A more formal definition is as follows.

Definition 4 (Global Bottleneck Clique) A global bottleneck clique for a multi-
hop flow is the clique containing the single hop flow segmentfm,i,j (flow idm, from
nodei to nodej) of the multihop flowFm,a,b (flow idm, from sourcea to destination
b), where the offered rateSm,i,j at nodei is less than the rate offered at any other
nodek along the flow’s path.

ConsiderFigure 6.2again. A multihop flowF in the figure is represented by three
single hop flow segments –f1, f2 andf3. The rate offered at each of these seg-
ments are1

3
,1
3

and 1
7

respectively. Thus clique3 is the global bottleneck clique for
flow F since it offers the least rate compared to other cliques along the path from
source to destination.

If the rate provided at upstream nodes of a multihop flow is larger than the
rate offered at theglobal bottleneck clique, packets may be queued and dropped at
the forwarding nodes. Similarly, if the rate offered at downstream nodes is higher
than the rate allocated at the global bottleneck clique, theallocated rate will remain
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unused instead of being utilized by other flows with unfulfilled demands. In order to
prevent such wastage of bandwidth, we introduce a back pressure protocol in which
each node limits a multihop flow’s rate to the minimum of the rates provided at the
next hop, at the previous hop and at the current hop. The source and destination of
the multihop flow, limit the flow’s rate to the minimum of the computed rate and
that offered at the next or previous hop respectively. This scheme achieves what the
authors in the paper [95] have tried to achieve by a more complex token generation
process. Due to thisback pressuremechanism, the rate offered by the global bottle-
neck clique for the flow is propagated to all nodes along the path from the source to
the destination of the flow. The extra bandwidth available after applying the back
pressure technique is distributed among other flows after the next hello message
exchange and thelocal and global bottleneck cliquesare recomputed. A detailed
mathematical analysis of the token based back pressure technique is presented in
[95] which also applies to our technique.

6.3.3 Rate Enforcement Protocol

In order to enforce the assigned rates, the protocol needs toensure that the
rate at which the packets are transmitted follows the rate computed by theclique
formation protocoland theback pressure protocol. We employ a timer based mech-
anism to “release” packets at the computed rate. A flow may be served only if there
is a packet that has been “released” for transmission. Everynode that has packets
to send, runs a timer, which we will refer to as therelease timer. The interval of
release timer is calculated dynamically and depends upon the number of contending
flows in the local neighborhood. When the release timer fires,the node checks if
there is a flow from which a packet can be “released”. A packet can be “released” if
the flow to which the packet belongs has used less than its allocated rate otherwise
the next flow is considered. This scheme ensures that each flowreceives no more
that the rate computed by the clique formation and back pressure protocols, thereby
enforcing the computed rates.

6.4 Virtual Time Based MAC Protocol

The three step upper layer protocol that we proposed in the previous section
can be used in conjunction with any reasonable MAC layer protocol in wireless
network. However, we know from [99],[51],[43] that the commonly used IEEE
802.11 MAC protocol suffers from several unfairness issues. This is due to sev-
eral reasons including exposed terminals, hidden terminals and the backoff policy
used in 802.11. We have developed a medium access protocol tocomplement our
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scheduling scheme. Our MAC protocol performs a packet arrival based backoff
mechanism known as virtual time CSMA (VTCSMA) [64] rather than random ex-
ponential backoff mechanism used in 802.11.

The VTCSMA MAC protocol implements a first come, first serve access to
the shared medium by emulating a single server multiple queue system. Only here
the queues are maintained at different nodes in the network and the scheduling
decision must be made in a distributed manner. In order to achieve this distributed
scheduling process, each node in the network maintains two clocks,real clockand
virtual clock, to measure the passage ofreal time and virtual time respectively.
Both clocks may be initialized to zero and the real clock runsat a constant rate.
The virtual clock runsη times faster than the real time clock while the medium is
idle (unless the two clocks are in sync, in which case they runin lock steps). The
virtual clock is stopped whenever the medium becomes busy and it resumes when
the medium is idle again. When the virtual clock of a node passes the arrival time
of the packet in the head of its queue, the packet is transmitted. If all nodes in
the network share the same wireless medium and follow this transmission rule, the
first-come first-serve scheduling is trivially achieved in adistributed manner. The
analysis in [64] shows that this protocol can potentially provide a higher goodput
as compared to random access CSMA.

VTCSMA as described above provides fair medium access when all nodes
are within a single collision domain i.e., all nodes are within receive range of one
another. Since in a single collision domain, nodes can “hear” transmissions from
each other, the virtual clocks run almost in sync or atleast at the same average
rate. The average rate is calculated as the rate at which the virtual time progresses
with respect to progress of real time. The average rate of virtual clock at any node
depends upon the contention level it experiences. Also since a packet is transmitted
only when the virtual time reaches the packet arrival time, the throughput achieved
by a node is also a function of the average rate of the virtual clock. In a multihop
network, the contention experienced by nodes differ from one region to another. It
is easy to construct scenarios where some nodes experience larger contention than
their neighbors thereby getting fewer chances to transmit than other nodes. This
phenomenon may lead to unfair share of bandwidth and even starvation. Figure
6.3(c) shows a typical scenario where this may happen. Here node 5 being in the
carrier sensing range of both nodes 0 and 3, faces higher contention than either
node 0 or node 3 which do not contend with one another. Therefore, the average
rate of node 5’s virtual clock is lower than that of 0 and 3. We suggest a two
step approach to address this problem in the multihop extension of the VTCSMA
protocol described in the next section.
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6.4.1 VTCSMA in Wireless Multihop Networks

We have proposed a multihop VTCSMA MAC protocol that alleviates the
starvation problem of VTCSMA. We borrow the virtual carriersensing and solution
to hidden terminal problem from IEEE 802.11 where nodes maintain “network allo-
cation vectors (NAV)” and exchange RTS/CTS control packetsto maintain channel
state and to notify potential interferers of the impending transmission.

To solve the starvation problem in VTCSMA, we propose that every packet
must carry the virtual time stamp of the transmitting node and every node in the
network must follow a two step approach to prevent starvation. In the first step
which we name “good neighbor approach”, nodes reduce the possibility of star-
vation of their neighbors by adjusting their virtual clock to minimum of the virtual
time stamp from overheard packets and the time measured by the local virtual clock.
The second step which we name “bad neighbor approach” is invoked when a node
that has packets to transmit, overhears another packet witha virtual time stamp
that is ahead of its own virtual time by more than a fixed threshold (an indication
of starvation). The starving node then sends a jamming message that conveys this
situation to all receivers in its vicinity, forcing all nodes to invoke their collision re-
covery mechanism i.e setting the NAV and withholding all transmissions. Here we
propose an additional network allocation vector called “soft NAV”. When a node
detects a jamming signal or a collision, it waits for the medium to become idle
again and then sets a “soft NAV” in addition to the regular NAV. During this “soft
NAV” state or “soft state”, nodes do not run their virtual clock and do not initiate
any transmission, but they may receive unicast transmissions and send acknowl-
edgements. While neighboring nodes are in the ”soft state”,the starving node gets
the opportunity to transmit its backlogged packets. At thistime, nodes with faster
virtual clocks adjust their clocks in the manner of the “goodneighbor approach”.
This two step approach is instrumental in reducing the difference between average
rate of virtual clocks in the network which prevents starvation in the network.

6.5 Results

We evaluated the performance of our queuing protocol and compared with
a first-come-first-serve scheduling mechanism that schedules packets in the order
they arrive in the queue at each node without consideration for the flow to which
they belong. We have also compared the performance of the twoMAC protocols in
conjunction with each scheduling protocol. We used fairness index and goodput as
the metrics to evaluate performance.

Definition 5 (Fairness Index) If a system allocates resources to n contending users,
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Figure 6.3: Network graphs of representative scenarios

such that theith user receives an allocationxi, then fairness index is defined as

f(x) =
(
∑n

i=1 xi)2

n
∑n

i=1 x2
i

, xi ≥ 0.

Definition 6 (Goodput) Goodput is defined as the number of application layer
data bits successfully received at the receiver over the total span of time for which
the application layer sent data.

We have used network simulator ns2 version 2.27 [34] for all simulations. We have
experimented with both small scenarios that represent specific problems that arise
in multihop networks as well as random scenarios with varying packet rates and
number of traffic sources.

6.5.1 Max-min Fair vs FCFS Scheduling with IEEE 802.11

We placed 7 nodes in a network as shown inFigure 6.3(a). We set up two
TCP flows in the network, flow 1 from node 0 to node 6 and flow 2 fromnode
3 to node 6. We present the result of this experiment in table 6.1. We observe
that the max-min fair scheduling protocol distributes the bandwidth more evenly
between the two flows with flow 1 achieving a rate of 53kbps and flow 2 achieving
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Table 6.1: Goodput vs load for symmetric scenario ofFigure 6.3(a)with two TCP
flows from node 0 to node 6 and node 3 to node 6

Flow FCFS Queue(Kbps) Fair Queue(Kbps)
1 169.46579 52.94678
2 0.70691 51.1774
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Figure 6.4: Goodput vs load for networks in Figure 6.3(a), 6.3(b) and 6.3(c)

51kbps, but in FCFS scheduling, flow 1 receives a goodput of 169kbps while flow
2 is starved.

In the network shown in Figure 6.3(b) two UDP flows represent the informa-
tion asymmetry (IA) scenario [51]. Here, node 1 that originates flow 1 is within
the carrier sensing range of node 4 which receives flow 2. On the other hand, node
3 that originates flow 2 does not have any information about flow 1 because it is
beyond the transmission range of both node 1 and node 0. Sincenode 3 is unaware
of transmissions by node 1, it is possible that node 3 attempts to transmit data while
a transmission between nodes 1 and 0 is going on. These transmissions from node 3
may not be received correctly at node 4 due to interference with transmissions from
node 1 causing multiple retransmission attempts by node 3. These retransmissions,
in 802.11 based MAC protocols, lead to a larger contention window at the sender
thus reducing its probability of acquiring the medium. Thisis reflected in the results
shown inFigure 6.4(a), where the goodput achieved by flow 1 is more than75%
larger than that achieved by flow 2.

In Figure 6.3(c),we constructed a perceived collision [51] scenario with UDP
flows from node 0 to node 1, node 3 to node 4 and node 5 to node 6. Ina perceived
collision scenario, three flows ‘1’, ‘2’ and ‘3’ are such thatflows ‘1’ and ‘2’ do
not contend with one another but flow ‘3’, contends with both flows ‘1’ and ‘2’.
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Since the flow in the middle has to defer for the flows on each side, and therefore
faces more contention compared to the neighboring flows, it gets fewer chances to
transmit packets. Results inFigure 6.4(b)show that the middle flow receives very
little share of the bandwidth while flows ‘1’ and ‘2’ each are able to receive80%
higher bandwidth share.

When maxmin fair scheduling is used in both information asymmetry and
perceived collision scenarios, we observe that the contending flows form a clique
in the network and thus equally divide the bandwidth among each other thereby
achieving nearly equal goodputs as shown inFigure 6.4(a)andFigure 6.4(b).

6.5.2 Multihop VTCSMA vs IEEE 802.11

We performed some experiments to demonstrate the advantageof using mul-
tihop VTCSMA over IEEE 802.11. We randomly placed 50 nodes ina network
of size 1500x300m. Each node in the network transmits packets to a randomly
selected neighbor. The virtual clock rate in VTCSMA is 200 times the real clock
rate. The packet size is 512 bytes and we vary packet rates andcompare fairness
index and goodput for multihop VTCSMA and IEEE 802.11 inFigure 6.5(b)and
Figure 6.5(a)respectively. We observe that VTCSMA achieves nearly perfect fair-
ness index but lower goodput compared to 802.11. Here 802.11achieves a higher
goodput compared to VTCSMA but the fairness index graph shows that this is at
the cost of unfair distribution of bandwidth among flows. Thelower bandwidth uti-
lization in fair scheduling protocols is due to the conflicting nature of the two goals.
In [60] the author explains the difficulty of simultaneouslyachieving both fairness
and maximizing bandwidth usage.

6.5.3 Maxmin and FCFS Scheduling with Multihop VTCSMA
and IEEE 802.11

We randomly placed 50 nodes in a network of size 1500x300m andselected
multihop flows between random pairs of nodes in the network. We experimented
with 5,10,15 and 20 traffic connections that transmit UDP packets of size 1000
bytes at a rate of 10pkts/s. We compared the goodputs and fairness index5 of the
two scheduling protocols under varying load conditions andthe plots are shown in
Figure 6.6(a)andFigure 6.6(b). We observe that with 20 traffic sources, maxmin
scheduling with VTCSMA MAC provides a fairness index above0.9 while fairness
index in maxmin scheduling with 802.11 MAC protocol drops to0.8. FCFS with
VTCSMA is more fair compared to FCFS with 802.11. Also note that max-min
fair scheduling with VTCSMA in the MAC layer outperforms allcombinations in
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Figure 6.5: Multihop VTCSMA and IEEE 802.11 MAC and FCFS in 50node
random multihop networks.

terms of both fairness index and goodput. These results clearly demonstrate the
advantages of the protocol suite that we have proposed in this work.

6.6 Related Work

Fair scheduling of flows in a wireless multihop network has been a popular
topic of research for several years. In some of the earlier works, researchers have
focused on providing a MAC layer solution for fair bandwidthallocation. In [99]
the authors have proposed a scheduling discipline to schedule packets on an arrival
time and packet size basis with concepts similar to virtual time CSMA. We dis-
cussed earlier in this chapter the drawbacks of using virtual time for scheduling in
multihop networks. Since this scheme was suggested for wireless LAN, the authors
did not discuss the problems that may arise in wireless multihop networks. Simi-
larly the scheme suggested in [50] and [51] schedules packets on a priority order,
where the priorities are learned from information piggy backed on control and data
packets. These papers also provide MAC layer solutions and fairness is achieved
by appropriate backoff policy.

In [60], the authors have provided a two tier solution to provide maxmin fair
allocation for local flows and to maximize the network throughput. In the first step,
the protocol achieves the fairness model by selecting a set of flows and then in the
second step, the protocol tries to maximize the bandwidth utilization by schedul-
ing the maximum independent set subject to the selection of the flows in the first
phase. Since the problem of finding the maximum independent set is NP-complete,
the authors implement a minimum degree greedy algorithm. The distributed imple-
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Figure 6.6: Fair queuing with multihop VTCSMA and IEEE 802.11 in 50 node
random multihop networks.

mentation of the global model proposed in the paper requiresthat each time there
is a change, the new information must be disseminated throughout the network in
order to maximize network throughput. A backoff based protocol is used to achieve
the local fairness model and to implement the minimum degreegreedy algorithm
for maximizing bandwidth utilization.

In [43] the authors allocate maxmin fair rate to single hop flows in a multi-
hop network and the fair rate of each flow is limited by the share provided by the
bottleneck clique. The fair rate of a flow is calculated by computing the rate pro-
vided by the largest clique in the flow’s flow contention graphand the fair rates are
achieved by a backoff based MAC protocol. The authors in [95]present an algo-
rithmic perspective of max-min fair allocation in wirelessmultihop networks. The
network model used in this work is different from what we usedin our work. Here
each node in the network has a locally unique frequency, thusthere is no location
dependent contention. Unlike [43], flows are multihop flows and the fair rate of a
flow in the network is limited by the share provided by the bottleneck link along the
path of the flow.

6.7 Conclusion

We have defined max-min fairness in terms applicable to multihop flows in
wireless mesh networks. We have then developed a protocol suite to achieve max-
min fairness in a distributed manner in the network. Our solution consists of an
upper layer protocol for achieving max-min fairness that can be used with any MAC
protocol. This protocol suite also consists of a fair MAC protocol that schedules
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flows on a first in first out basis. This MAC protocol truly complements our upper
layer protocol to provide a complete implementation of max-min fair scheduling
in mesh networks. We have presented a comprehensive performance evaluation of
the protocols and compared performances with IEEE 802.11 and FCFS scheduling
protocols.
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Chapter 7

Collision Avoidance in a Dense RFID Network

7.1 Introduction

RFID (radio frequency identification) [35] is an automatic identification sys-
tem that consists of two components – readers and tags. A tag has an identification
(ID) stored in its memory that is represented by a bit string.A reader is able to read
the IDs of tags in the neighborhood by running a simple link-layer protocol over
the wireless channel. In a typical RFID application, tags are attached or embedded
into objects in need of identification or tracking. In the most common application
of RFID (e.g., supply-chain management), RFID tags simply serve the purpose of
UPC bar codes. By reading all the tag IDs in the neighborhood and then consulting
a backend database that provides a mapping between IDs and objects, the reader
learns about the existence of corresponding objects in the neighborhood. This way
RFID readers also act as identification and/or proximity sensors.

RFID tags can be eitheractive or passivedepending on whether they are
powered by battery. We are interested in passive tags in thischapter. Passive tags
are prevalent in supply chain management as they do not need abattery to operate.
This makes their lifetime unlimited and cost negligible (only few US cents per tag).
The power needed for passive tags to transmit their IDs to theinterrogating reader
is supplied by inductive coupling between the reader and tagantennas. The reader
“energizes” the tags in the vicinity with RF power continuously for the entire read
operation. In the most prevalent form of the technology, part of this power is used
to transmit a response back to the reader (using a process called backscattering)
after appropriate modulation and coding via the tag’s electronics.

While RFIDs have mostly been used in supply chain managementso far, our
interest in this chapter is studying their performance in a very dense deployment
scenario as will be common in “smart environment” applications. In such applica-
tions, we envision that there will be a lot of tiny readers deployed in a dense fashion
– much like a sensor network – observing the tagged environment around them by
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reading tags continuously or periodically. There will alsobe a lot of tags around in
such environments. This will certainly be the case in smart home or office scenarios
as RFID tags will soon replace the UPC bar codes for any item webuy in stores.

However, several collision problems might occur when multiple readers are
used within close proximity of each other. Thus, the concurrent read operations
must be coordinated appropriately. We will elaborate on these problems in the
following section. Current generation RFID systems do not address the multi-reader
coordination problems effectively because of their emphasis on supply chain where
multiple readers are rarely used in the same physical space.

In this chapter, we design and evaluate a simple carrier sense-based MAC
protocol to avoid collisions in multi-reader scenarios. Webuild it specifically for
a tiny Berkeley mote-based platform [102] for deployments in smart environment
applications. The goal in this chapter is to describe the design choices we made,
the protocol operation and preliminary performance results. The key feature of this
design is the use of an RFID tag antenna as an apparatus to measure receive signal
strength and the mote platform to sample it. While many othersophisticated solu-
tions (e.g., use of TDMA-based approaches or multiple frequencies) are possible,
the approach we present is simple, requires a bare minimum ofelectronics to build
and performs effectively.

The rest of this chapter is organized as follows. We present our system design
in Section 7.2, followed by the description of the MAC protocols in Section 7.3,
their performance evaluation in Section 7.4 and concludingremarks in Section 7.5.

7.2 System Design

In this section, we present the hardware design for a RFID reader that uses
carrier sensing to avoid collisions. This system consists of an OEM RFID reader
module, a host micro-controller and a received signal strength indicator.

7.2.1 RFID Reader Module

We use the SkyModuleTMM1-mini [2] multi-protocol 13.56 MHz OEM RFID
reader module for our work. The read range of this reader is upto 7cm with the
internal antenna. The actual range is somewhat dependent onthe size of the tag
antenna and also the tag orientation. It can read upto 20 tagsin a second. It is
capable of communicating with a host micro-controller overthe TTL, SPI and I2C
interfaces. The reader module is capable of responding to ASCII and binary com-
mands sent by the host micro-controller. It can select, readand write RFID tags.
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The host controller can also read and write the reader’s memory and system regis-
ters to put the reader in low power sleep mode and to wake it up from sleep. The
small footprint and low power requirement makes it suitablefor being integrated
with the processor radio modules used in RFID-based sensor networks.

7.2.2 Host Micro-controller

We have interfaced the Skyetek RFID reader to a mica2dot processor radio
module. Mica2dot is based on the well-known Berkeley mote architecture [102]
and is manufactured by Crossbow technologies [1]. Equippedwith Atmel’s At-
mega128L 4MHz, 8 bit micro-controller and Chipcon’s CC1000radio, mica2dot
can communicate with the RFID reader module via the TTL interface and with the
central computer over a 433 or 900MHz wireless link. This setup enables unteth-
ered communication between a central controller and the RFID readers. Mica2dot
can be programmed with the TinyOS operating system [4, 40].

7.2.3 Received Signal Strength Indicator

Much of our work has centered around building and experimenting with
this module. SkyeModuleTMM1-Mini uses a Texas instruments TI-S6700 multi-
protocol transceiver. This transceiver does not provide received signal strength of
the signal received from tags or neighboring readers. Sincewe could not obtain the
received signal strength directly from the reader, we have built a signal strength in-
dicator circuit that can provide an accurate estimate of thesignal strength received
from other readers in the neighborhood. This signal strength indicator is later used
by the MAC protocol designed to avoid reader-reader and reader-tag collisions.

The Tag-it RFID tag manufactured by Texas Instruments is used to measure
the signal level at any point in the reader antenna system. Itis often used as charge
level indicator to design reader antenna [96] by simply removing the IC from the
tag. When the tag is brought in the RF field of a reader’s antenna system, a voltage
is induced in the parasitic capacitor on the tag. This is a high frequency sine wave
whose amplitude varies with the amount of voltage induced inthe tag’s antenna due
to the reader’s RF field. In order to measure this signal amplitude accurately, we use
an IF limiting amplifier that takes this signal as input and provides a steady voltage
as a logarithmic (in db) measure of the input signal amplitude. This voltage can
serve as the received signal strength indication (RSSI). Wehave used the AD8306
chip [10] as the high precision limiting-logarithmic amplifier. The chip provides a
perfect linear relationship between the output voltage andthe input signal level in
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Figure 7.1: Received signal strength vs. distance between areader transmitting
RFID commands and our RSSI circuit.

Figure 7.2: Circuit diagram for the received signal strength indicator (RSSI)
circuit[11].

db. We connected the output from the charge level indicator (Tag-it HF RFID tag)
as a differential input onSIGINHI andSIGINHLO of the circuit shown in Figure
7.2. The RSSI voltage as measured by this circuit is available atVRSSI and can
be sampled by an ADC (analog to digital converter) to “sense”the presence of an
active reader in the neighborhood. We use one of the mica2dot’s ADCs for this
purpose.

To understand the characteristics of our prototype, we measured the variation
of the RSSI values obtained from this circuit with distance from an active reader.
The results (Figure 7.1) show that the RSSI progressively diminishes with distance
from the reader as expected. We performed this experiment with the RSSI circuit
moving away from the reader in the perpendicular plane with respect to the reader
antenna. We did this for both sides of the reader. We also moved the RSSI indicator
sideways from the reader antenna, i.e., in the same plane as the reader antenna. We
measured the RSSI at an angle of45◦ with respect to the reader’s antenna as well.
This set of experiments indicate that the radiation patternfrom the reader’s antenna
is not perfectly omni-directional.
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(a) RFIDMote. (b) Components of the
RFIDMote shown sepa-
rately.

Figure 7.3: RFIDMote and its components.

7.2.4 RFIDmote

The RFID reader module is connected to mica2dot mote that serves as the
host micro-controller and communicates with it via the TTL interface. The output
of the RSSI circuit described above is connected to ADC2 on the mica2dot and
the PW0 port on mica2dot provides the external enable switchto the RSSI circuit.
Thus, when the received signal strength is needed, the PW0 port provides the volt-
age to enable the RSSI circuit and the signal strength is obtained by sampling on
ADC2. The RFID reader module, mica2dot mote and RSSI circuittogether form
the complete system that we have used to evaluate the proposed MAC protocol. We
will henceforth refer to this complete system as theRFIDMote (Figure 7.3).

7.2.5 Power Consumption

Since the target application is an RFID sensor network with battery driven
RFIDmotes, power consumption is an important design consideration. The RFID-
Mote is powered using a 3V power supply consisting of two AA size batteries. We
have measured that the RSSI circuit consumes 14 mA current when it is turned on
by applying a voltage on the external enable switch. The RSSIcircuit is turned on
only when the RFIDMote needs to sense the carrier before instructing the reader
to start a new transmission. The RFID Reader module consumes10 mA current
when it is in the idle mode, 60 uA in sleep mode and 60 mA when scanning for
tags. Since the RFID reader takes about 100ms to wake up from the sleep mode,
we keep the reader in IDLE mode at all times, except if the RFIDMote is itself in
sleep mode.

The mica2dot can operate at a low power mode with the radio turned off (8
mA current consumption) or in a sleep mode(≤ 1uA current consumption). The
radio is turned on only when the RFIDMote needs to communicate tag data. The
radio consumes 27 mA in the transmit mode and 10 mA in the receive or idle mode.
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Table 7.1: Power Consumption of RFIDMote at 3V input.

RFIDMote Mica2dot RFID RSSI CC1000 Current
Reader Circuit Radio Used(mA)

Sleep SLEEP SLEEP OFF OFF 0.007
Idle IDLE SLEEP OFF OFF 8

Ready IDLE IDLE OFF OFF 18
Carrier
Sensing IDLE IDLE ON OFF 32

Scanning
for tags IDLE SCAN OFF OFF 68

Transmit
data IDLE SLEEP OFF Transmit 35

Receive
data IDLE SLEEP OFF Receive 18

Based upon these known or measured values we estimate the current con-
sumption of RFIDMote in various states and tabulate the results in Table 7.1. A
designer can use these values as a guidance for protocol design. Note that chan-
nel sensing (i.e., sampling RSSI values) is much less expensive than scanning for
tags. Given that the channel sensing is only momentary relative to scanning for
tags, channel sensing can provide valuable energy savings as it eliminates wasteful
scanning.

7.3 Protocols

We implemented three protocols to evaluate tag reading performance in a
multi-reader environment. These three protocols –naive protocol, random protocol
andCSMA protocol– are discussed in this section. Since we do not have control
over the reader firmware, we have implemented these protocols in RFIDMote in
software using TinyOS.

7.3.1 Naive Protocol

In the naive protocol, the RFIDMote transmits a reader-tag inventory request
at constant intervals. If two readers are placed in such a waythat their interrogation
zones overlap, it is possible that some tags would escape detection due to collision
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(reader-reader collision). Also if two readers are active at the same time and they are
close to each other, the signal from one reader would interfere with the tag responses
received from the other (reader-tag collision). Since the readers send commands at
the same fixed intervals, these collisions may be repeated and it is possible that
some tags are never read by any reader. This is a naive readingprocedure and is
quite prone to reader-tag and reader-reader collisions.

We implement this protocol on the mica2dot using TinyOS. Themica2dot
starts a timer using thecall Timer.start (TIMER ONE SHOT, interval)
command and whenevent Timer.fired() is signaled, the mica2dot sends a
“read” command to the reader via the TTL interface. The reader now attempts to
read the IDs of all tags in its interrogation zone. In this mode, the reader executes the
STAC anti-collision protocol, to prevent tag-tag collision discussed earlier. When
the reader gets a tag response, it sends the response to the mica2dot via the TTL
interface. When all tags have been read, the reader sends a special “read complete”
command to indicate that it has completed the execution of the anti-collision pro-
tocol and there are no more tags to be read. When the mica2dot receives the “read
complete” command, it stores the tag IDs read by the reader. The central computer
polls each RFIDMote one at a time to receive the tags read by the readers.

7.3.2 Random Protocol

The naive protocol is prone to reader-reader and reader-tagcollisions. A sim-
ple method to reduce the chances of collision is the introduction of randomization
in the reading schedules. Thus, if the readers choose to backoff for a random in-
terval before sending a read command, the probability of collision may be lower.
We introduce a random access protocol in which the mica2dot in RFIDMote, sends
a read command to the reader after waiting for a random interval. In TinyOS this
random interval is generated by using theRandomLFSR component. The size of
the window may be varied by masking the 16 bit random number generated via the
RandomLFSR component. Thus, if the desired window size is27ms, we mask the
random number by a bitwise AND with 0x3F. When the mica2dot onthe RFID-
Mote is ready to send a read command to the reader, it goes intoa random backoff
state by starting a timer for a random duration by executingcall Timer.start
(TIMER ONE SHOT, (call Random.rand()) & cw), where,cw is the
masking integer to limit the value of the generated random number within the de-
sired window size. Whenevent Timer.fired() is signaled, mica2dot sends
a read command to the reader, which then immediately starts the RFID transmis-
sion. Since the RFIDMotes choose to send commands after random intervals, the
commands from two readers would not be concurrent with high probability, given
that the window size is sufficiently large. In case there is a collision, it is less likely
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Figure 7.4: Conflict graphs for (A) square grid and (B) straight line configurations.

that the collision will recur for subsequent read commands because the RFIDMote
re-selects the interval each time it sends a command.

7.3.3 CSMA Protocol

Here, when the mica2dot on the RFIDMote is ready to send a readcommand
to the reader, it starts a backoff timer for a random interval, by executingcall
Timer.start (TIMER ONE SHOT, (call Random.rand()) & cw) com-
mand. Meanwhile, the mica2dot continuously samples the voltage on ADC2 to
which the RSSI circuit is connected. If the voltage read fromthe ADC is less than a
threshold voltage throughout the backoff interval, i.e., until event Timer.fired()
is signaled, mica2dot sends the “read” command to the reader. In case the mica2dot
senses that the medium is busy, i.e., it reads a voltage higher than the threshold volt-
age on the ADC2 port, it stops the timer by issuing thecall Timer.stop()
command which preventsevent Timer.fired() from being generated. The
mica2dot then continues to sense the medium and when the medium becomes free
and stays free for a random duration between 1 and 16 ms, it restarts the timer.
This carrier sensing and backoff procedure, enables the RFIDMote to make a more
informed decision about scheduling the RFID transmission,that in turn further re-
duces the chances of reader-reader and reader-tag collisions.

A note is due on the choice of threshold voltage. We have observed that
reader-reader collisions occur when the voltage read from the ADC is greater than
1 V which corresponds to a maximum distance of about 10 cm between the readers.
The reader-tag collisions occur at a slightly higher voltage, when the two readers
are about 5 cm apart. At this distance, the tag may be able to receive signals from
both readers. Thus, to solve both reader-reader and reader-tag collisions, we chose
the lower of the two, i.e., 1 V as the threshold voltage.
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Figure 7.5: Accuracy and time taken per read vs. window size for four readers in a
square grid.

7.4 Performance Evaluation

We will now discuss the experimental setup and analyze the performance of
the RFIDMotes with the protocols discussed in the previous section. We have used
accuracy and time taken per read as two performance metrics in our experiments.
Let us first define these metrics.

Definition 7 (Accuracy) Accuracy is the ratio of the number of unique tags read
by all readers to the total number of tags in the interrogation zone of all the readers.

In order to compute the accuracy of the system we need to determine the number of
tags in the interrogation zone of the readers. We activated readers one at a time and
allowed them to read all the tags in their respective interrogation zones without any
interference from other readers. We recorded the number of unique tags that were
read by all readers in each experimental setup. This is the maximum number of tags
in the entire interrogation zone. We then use this number forcalculating accuracy.

Definition 8 (Time per read) Time per read is the ratio of the maximum time taken
to complete all reads to the number of tags read.

The maximum time is the time taken by the reader that finishes last and the number
of tags read is the total number of unique tags read by all readers. Time is calculated
from the point the RFIDMote starts the timer before sending the read command to
the RFID reader and until the reader sends the “read complete” response indicating
that there are no more tags to read.
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Figure 7.6: Accuracy and time taken per read vs window size for four readers in a
straight line.

7.4.1 Experimental Setup

We built and programmed four RFIDMotes and arranged them in different
configurations (or topologies) to experiment with the protocols described before.
There are 25 tags distributed uniformly in the area . The experiments are controlled
by a central computer that broadcasts commands to the RFIDMotes to run specific
protocols with specific parameters (e.g., window size) and collects results at the end
of the experiments. Each individual experiment is repeated20 times and average
performance metrics are presented. For protocol comparison identical configura-
tions (RFIDMotes and tags) are used.

It is expected that the performance of the protocols will be influenced by the
density of the RFIDMotes as this influences how probable the collisions are. Thus,
for each configuration we experiment with we show a conflict graph to demonstrate
what types of collisions are likely. The conflict graph showsan edge between two
nodes (RFIDMotes) that can potentially collide. A thick edge is drawn to denote
reader-reader collision and a thin edge is drawn to denote reader-tag collision. The
conflict graph is determined via a separate experimental evaluation. More edges in
the conflict graph means more gain from the use of carrier sensing.

7.4.2 Results

We first show the results of some hand created topologies. We placed four
RFIDMotes very close to each other in a square. The conflict graph of this topology
is shown in Figure 7.4A. This is a dense topology in which all readers collide with
one another. We measured the accuracy and time per read. The results along with
the 95% confidence interval are shown in Figures 7.5(a) and 7.5(b) respectively.
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Figure 7.7: Random configurations and their conflict graphs.

The horizontal axis shows the varying window size for randomand CSMA proto-
cols and the vertical axis shows the accuracy and time per read for each protocol.
The naive protocol is shown as a straight line since window size is not a parame-
ter here. The accuracy graph shows that the CSMA protocol achieves much better
accuracy than the naive protocol. It is much better than the random protocol when
the window size is small. The random protocol improves when the window size is
increased, which is obviously due to the increase in the diversity of intervals chosen
by each RFIDMote due to larger window size. This improvementcomes at the cost
of longer time taken to read each tag as seen in Figure 7.5(b).

We then placed four readers in a straight line. The conflict graph for this
setup is shown in Figure 7.4B. We plot the accuracy and time consumed in reading
each tag in Figures 7.6(a) and 7.6(b) respectively. This is aless dense topology
compared to the grid before and only the adjacent readers cancollide. This is the
reason why the naive protocol is now able to read more tags than before, but the
accuracy still remains poor compared to the random protocol. The CSMA protocol,
still performs much better than the rest. Here, we notice that at smaller window
sizes, the time taken per tag by CSMA is larger than the randomprotocol. The
reason for this lies in the functioning of the STAC anti-collision protocol. In STAC,
when a reader does not receive any tag response during a slot,it sends the “end slot”
command earlier than the slot in which it receives a response. This means that the
size of an “empty” slot, i.e, a slot in which the reader cannotsuccessfully decode



93

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 256  512  1024  2048  4096

F
ra

ct
io

n 
of

 ta
gs

 r
ea

d

Window size (ms) log scale

CSMA Protocol
Random Protocol

Naive Protocol

(a) Accuracy.

 50

 100

 150

 200

 250

 300

 350

 400

 450

 500

 256  512  1024  2048  4096

T
im

e 
pe

r 
re

ad
(m

s)

Window size (ms) log scale

CSMA Protocol
Random Protocol
Naive Protocol

(b) Time per read.

Figure 7.8: Accuracy and time per read vs. window size for thescenario in Figure
7.7(a)A.
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Figure 7.9: Accuracy and time per read vs. window size for thescenario in Figure
7.7(a)B.
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Figure 7.10: Accuracy and time per read vs. window size for the scenario in Figure
7.7(a)C.
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a tag response, is smaller than a slot in which tag response isheard successfully.
Thus, since the random and naive protocols are able to read fewer tags successfully,
due to reader-tag or reader-reader collisions, they complete the reads faster than the
CSMA protocol.

We will now show results for three random configurations. These configura-
tions with the location of the RFIDMotes in the 2D plane and their conflict graphs
are shown in Figures 7.7(a) and 7.7(b), respectively.

The performance results are shown in Figures 7–9 for these three configura-
tions. Note that the configurations A and B have several conflicts and C has none.
Thus, as expected CSMA provides much superior performance in configurations A
and B and the naive protocol performs the worst. The protocols perform almost
similarly in configuration C due to the absence of conflicts. But still CSMA has
a slight advantage because it appears that occasional straysignals still cause a few
collisions in the other two protocols.

Finally, note that 95% confidence interval for the CSMA has been usually
much smaller than the random protocol. Thus, the performance of the CSMA pro-
tocol is more predictable.

7.5 Conclusion

In this chapter, we have developed a CSMA-based MAC protocolto address
reader-reader and reader-tag collision problems in RFID networks. In order to re-
alize this protocol in a working system, we have built the carrier sensing capability
in a commercially available HF RFID reader OEM module and implemented the
MAC protocol on the reader. We have created topologies that may represent actual
deployment scenarios and ran some experiments to analyze the performance of the
protocol. We have shown that the protocol is indeed able to achieve superior perfor-
mance relative to other alternatives that do not rely on carrier sensing. While carrier
sensing is an established technique for multiple access andis indeed expected to
perform very well, our work demonstrates the feasibility ofusing carrier-sensing as
an add-on at a low cost for tiny HF readers that otherwise havenot been developed
for multi-reader environments.

We are currently in the process of augmenting our testbed to alarger number
of RFIDMotes and evaluating performance in more varied deployment scenarios.
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Chapter 8

Future work and Conclusion

8.1 Future Work

The large socio-economic impact of wireless technologies and the increas-
ing demand for mobile Internet access has motivated research and development in
the wireless networking discipline. Most of the research until recently was based
upon simulation of wireless network protocols. Due to the unreliable nature of the
wireless links, it is hard to accurately model wireless communication in simulation.
Thus, there is an increasing need to validate the research performed thus far on real
platforms. Although some of the works presented in this thesis have been tested in
Berkeley mote platforms [102], a more rigorous validation through implementation
on the commercial wi-fi radios or gnuradio [3] will provide a better insight on the
performance on the protocols. An implementation of CSMA based RFID readers
on UHF RFID readers is also a topic future research. In terms of new protocol
design, the SINR model presented in Chapter 5 may be used in a CSMA based
MAC protocol as well to improve the network utilization. An initial design of this
protocol is shown in Table 1 and Table 2. This design may be incorporated in the
RTS/CTS exchange in 802.11 in place of the network allocation vector to reduce
the harmful affect of the exposed terminal problems.

8.2 Conclusion

The main contribution of this thesis is efficient medium access protocols for
wireless networks. We have designed medium access schemes for ad-hoc and mesh
networks that improve the performance and robustness of existing MAC solutions.
Our solutions provide efficient techniques to improve packet delivery ratio, decrease
end to end delay in data transmission, provide fair medium access to multihop flows
in the network and improve the throughput in the network. This thesis also con-
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Input : SINR thresholdβ, SignalS, InterferenceI and NoiseN levels at
neighboring active receivers.

Output : Initiate transmission
for Network nodesj do

foreach Active neighboring receiverri receiving data with signalSi,
noiseNi and interference powerIi do

if ∆I is the interference power between linksj → ri if sj starts
transmissionthen

if Si

Ii+∆I+Ni
≥ β at ri then

choose random numbern between 1 and cw;if
n ≥ cw × constant then

Initiate transmission.
end

end
end

end
end

tributes a simple and distributed solution to collision problems in dense RFID net-
works.

We have designed anycast which is resilient to transient link losses in wireless
ad-hoc networks. Anycast provides a significantly better performance in terms of
packet delivery ratio as well as end to end delay. Anycast is able to provide this
performance benefit by interacting with routing and physical layer so that it can use
path diversity in the channel on various next hop links to improve probability of
successful packet delivery.

We find an application of anycast in multichannel and directional antenna
networks where, by exploiting path diversity, anycast is able to alleviate deafness
problems without the use of additional hardware and networkresources. The Any-
cast idea is not limited to any particular MAC scheme, so it may be implemented
in conjunction with any other available MAC solution that uses busy tones or addi-
tional control packet exchange to provide further performance benefit. Further, we
have applied anycast-like multiple control packet exchange mechanism, to improve
MAC layer reliability for multicast data transmission. This approach can be easily
incorporated in the IEEE 802.11 protocol to provide performance enhancement for
multicast communication.

We demonstrate that the physical layer can provide useful information about
channel conditions in terms of signal, noise and interference levels. This informa-
tion and the SINR vs PRR model that we present in this thesis can be used to design
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Input : InterferenceI and noiseN levels at the node and signal levelS
from potential transmitter while there are other transmissions in
the neighborhood.

Output : Agree to receive new transmission
for Network nodesi do

if S
I+N

≥ β at ri then
choose random numbern between 1 and cw;if
n ≥ cw × constant then

Agree to receive new transmission.
end

end
end

accurate transmission schedules. Such a design will be quite useful in improving
the reliability of the schedule as well as in fully utilizingthe available network
resources.

We have designed a max-min fair scheduling protocol for multihop flows
in wireless mesh networks. We have also developed a first-in first-out medium
access protocol that complements the scheduling protocol to provide a complete
protocol suite to achieve max-min fair bandwidth distribution among contending
flows in a multihop mesh network. This protocol suite consists of a rate computation
protocol that computes fair rates for each single hop segment of a multihop flow, a
back pressure protocol that extends this rate computation to multihop flows, a rate
enforcement protocol that ensures that the computed rates are followed at each node
in a distributed manner and a virtual time based MAC protocolthat ensures that the
same computed rate is followed at the MAC layer.

As our contribution to RFID networks, we have designed an efficient, dis-
tributed medium access protocol for dense RFID networks. Wehave developed a
CSMA-based MAC protocol to address reader-reader and reader-tag collision prob-
lems that reduce the accuracy of reading tags in a dense reader environment. We
have designed and built a carrier sensing circuit using a RFID tag as an antenna
and a log amplifier chip to convert the signal detected by the antenna into received
signal strength indicator. We have used this circuit in an RFID reader module and
implemented a carrier sensing multiple access mechanism toalleviate the reader-
reader and reader-tag collisions. While carrier sensing isan established technique
for multiple access and is indeed expected to perform very well, our work demon-
strates the feasibility of using carrier-sensing as an add-on at a low cost for tiny HF
readers that otherwise have not been developed for multi-reader environments.
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