
 

   
SSStttooonnnyyy   BBBrrrooooookkk   UUUnnniiivvveeerrrsssiiitttyyy   

 
 
 

 
 
 
 

   
   
   
   
   

The official electronic file of this thesis or dissertation is maintained by the University 
Libraries on behalf of The Graduate School at Stony Brook University. 

   
   

©©©   AAAllllll    RRRiiiggghhhtttsss   RRReeessseeerrrvvveeeddd   bbbyyy   AAAuuuttthhhooorrr...    



Learning the Intention embedded in the Natural Language Texts:
Focused Studies on Connotation and Deception

A Dissertation presented

by

Song Feng

to

The Graduate School

in Partial Fulfillment of the

Requirements

for the Degree of

Doctor of Philosophy

in

Computer Science

Stony Brook University

August 2014



Stony Brook University

The Graduate School

Song Feng

We, the dissertation committee for the above candidate for the

Doctor of Philosophy degree, hereby recommend

acceptance of this dissertation

Yejin Choi - Dissertation Advisor
Assistant Professor, Computer Science Department, Stony Brook University

Steven Skiena - Chairperson of Defense
Professor, Computer Science Department, Stony Brook University

I.V. Ramakrishnan–Third Inside Member
Professor, Computer Science Department, Stony Brook University

Rada Mihalcea–Outside Member
Associate Professor

Department of Electrical Engineering and Computer Science, University of Michigan

This dissertation is accepted by the Graduate School
Charles Taber

Dean of the Graduate School

ii



Abstract of the Dissertation

Learning the Intention embedded in the Natural Language Texts:
Focused Studies on Connotation and Deception

by

Song Feng

Doctor of Philosophy

in

Computer Science

Stony Brook University

2014

In natural-language texts, certain information intended by the author, such as
connotation, deception, sarcasm, humor, may not be stated explicitly. Recogniz-
ing such authorial intention is one of the keys to truly understanding human com-
munications. There are rapidly increasing interests in uncovering the intention that
is embedded in the textual content for real-life applications, such as opinion min-
ing, deception detection, news-gathering, text generation, and educational test-
ing. However, identifying the intended information computationally can be very
challenging as it usually requires appropriate syntactic and semantic schemes for
interpretations or inferences, and sometimes, the factor of the world knowledge.
Previous work addressing authorial intention from different perspectives such as
linguistics, rhetoric, psychology and sociology, showing the potentials of com-
putational linguistic techniques for detecting the implicit intention; however, the
topic remains largely uncharted.

This thesis describes our focused and in-depth study on how to automatically
identify the authorial intention in the textual content. In particular, our study fo-
cuses on two types of applications that have not been explored much so far. One
is learning the general connotation, which is essentially to identify the nuanced
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sentiment that is not necessarily expressed or strictly implied in the text. We aim
to exploit the algorithms that are suitable for leveraging large-scale text data with
minimalism of world knowledge or human guidance. Therefore, we develop the
approaches in light of various linguistic insights and learn the general connota-
tion in a nearly unsupervised manner. We present the first large-scale connotation
lexicon over a network of words and senses. The other is detecting the intent of
deceit in the writings, which potentially helps suppressing the rampant deceptive
behavior in the online community. In this work, we extract salient and discrim-
inating linguistic features from the text and apply supervised learning to predict
intended deception in the writing. In addition, this work investigates on the effi-
cacy of assorted informative cues and provides insights based on web resources
using computational linguistic techniques. Further more, to generalize our study,
we develop automated approaches to collect corpora for deception detection.
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Chapter 1

Introduction

In natural-language texts, certain information intended by the author, such as con-

notation, deception, sarcasm, humor, may not be stated explicitly. Recognizing

such authorial intention is one of the keys to truly understanding human commu-

nications. There are rapidly increasing interests in uncovering the intention that is

embedded in the textual content for real-life applications, such as opinion mining,

deception detection, news-gathering, text generation, and education. However,

identifying the intended information computationally can be very challenging as

it usually requires appropriate syntactic and semantic schemes for interpretations

or inferences, and sometimes even the factor of the world knowledge.

There are some previous work addressing this problem from different aspects,

such as Furedy and Ben-Shakhar (1991), Winner and Leekam (1991), Pennebaker

et al. (2003), Davidov et al. (2010), Bond and Lee (2005), Chung and Pennebaker

(2008), Ott et al. (2011), Reyes et al. (2012), showing the potentials of compu-

tational linguistic techniques for recognizing implicit information in the natural-

language texts. However, it is ineffective to merely rely on the computational
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power (e.g., raw classifier) or to invest too much human effort to develop rules

and patterns in real life scenarios. Given the fact that the enormous amount of

textual data is generated and made available when human communicating online,

the need to detect the intention of the text computationally is integral. Hence, we

aim to uncover the intention-level information delivered by the written texts. On

that account, we explore the approaches for automatically deriving informative

cues based on plain textual content to further enhance the capability of machines

with minimalism of world knowledge and guidance from human.

In this work, we particularly focus on two types of applications that have not

been explored much so far. One is learning the general connotation based on lex-

ical associations; the other is identifying the intent to deceive in the writings. To

effectively learn the intention embedded in the text, we explore different method-

ologies for both applications. For the former, we leverage large-scale unlabelled

data, learn the lexical associations and compute the general connotation in a nearly

unsupervised manner. For the latter, we extract salient and discriminative linguis-

tic features from the text and apply supervised learning to detect whether there

exists the intended deception in the writing.

Learning the Connotation Connotation is a commonly understood subjective

cultural or emotional association that a word or phrase invokes. It is generally de-

scribed as positive or negative. Note that connotation refers to subtle nuances that

intended by the use of language, which can be different from its denotation, the

literal meaning. Separating grammatical denotation from connotation of words is

important because the connotation of the chosen words usually reflect the inten-

tionality of the author. This work concentrates on learning the connotation lexi-
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con which is potentially helpful in discovering the intentionality beyond surface

meaning of text. For instance, consider the following:

“Geothermal replaces oil-heating; it helps reducing greenhouse emissions.”

Although this sentence could be considered as a factual statement from the

general standpoint, the subtle intentionality of this sentence may not be entirely

objective: this sentence is likely to have an influence on readers’ minds in re-

gard to their opinion toward “geothermal”. In order to sense the subtle overtone

of sentiments, one needs to know that the word emissions has generally negative

connotation, which geothermal reduces. In fact, depending on the pragmatic con-

texts, it could be precisely the intention of the author to transfer his opinion into

the readers’ minds. Therefore, understanding the connotation of words plays an

important role in interpreting subtle shades of sentiment beyond denotative or sur-

face meaning of text, as seemingly objective statements sometimes allude nuanced

sentiment.

There has been a substantial body of research in sentiment analysis over the

last decade (Pang and Lee (2008)), where a considerable amount of work has

focused on recognizing sentiment that is generally explicit and pronounced than

implied and subdued. However in many real-world text, drawing a definite distinc-

tion between objective and subjective text can be difficult, perhaps even imprac-

tical, because even seemingly objective statements can be opinion-laden in that

they often allude nuanced sentiment of the writer (Greene and Resnik (2009)), or

purposefully conjure emotion from the readers’ minds (Mohammad and Turney

(2010)). Although some researchers have explored formal and statistical treat-

ments of those implicit and implied sentiments (e.g. Wiebe et al. (2005); Esuli
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and Sebastiani (2006); Greene and Resnik (2009), davidov2010semi), automatic

analysis of them largely remains as a big challenge. Many tasks related to senti-

ment or opinion analysis rely on sentiment lexicons, lexical resources containing

information about the emotional implications of words (e.g., sentiment orientation

of words, positive or negative).

Understanding the rich and complex layers of connotation remains to be a

challenging task. As a starting point, we study a more feasible task of learning the

polarity of connotation. In this work, we present the first large-scale connotation

lexicon. Although there has been a number of previous work that constructed sen-

timent lexicons (e.g., Esuli and Sebastiani (2006); Wilson et al. (2005); Kaji and

Kitsuregawa (2007); Qiu et al. (2009); Chen and Skiena (2014)), which seem to

be increasingly and inevitably expanding over words with (strongly) connotative

sentiments rather than explicit sentiments alone (e.g., “gun”), little prior work has

directly tackled this problem of learning connotation, and much of subtle con-

notation of many seemingly objective words are yet to be determined. We learn

the correlation between words based on web data with the guidance of various

linguistic insights and then cast the connotation lexicon induction task as a collec-

tive inference problem. To our knowledge, we are the first to explore data-driven

approaches to learn the connotation connotation of a large scale of words. We will

discuss more details based on our work Feng et al. (2011), Feng et al. (2013) and

Kang et al. (2014) in Chapter 2.

Detecting the Deception The online posts today have a significant impact on

the formation of public opinions, especially for online review website, which has

instantaneous influence on the reputations business entities, guiding the behavior
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of billions of consumers world wide. Therefore, many websites are becoming tar-

gets of deceptive spams (e.g., Caspi and Gorsky (2006); Jindal and Liu (2008); Ott

et al. (2012)). In response to this relatively new challenge in deception detection,

there has been burgeoning research that uncovers various cues and anomalous

patterns for detecting deceptive writings: ranging from linguistic patterns (e.g.,

Newman et al. (2003); Mihalcea and Strapparava (2009); Ott et al. (2011); Feng

et al. (2012a)) to behavioral patterns of individuals (e.g., Lim et al. (2010); Feng

et al. (2012c)) and groups (e.g., Mukherjee et al. (2012); Fei et al. (2013)).

In this work, we concentrate on identifying the intent to deceit in one’s writ-

ing. In particular, we aim to make further progress to solicit linguistic features

that serve as deception cues. In this context, we cast the task as identifying im-

plicitly intended deception as a supervised learning problem and then identify the

most discriminative linguistic features discerning deceptive writings from truthful

writings. Therefore, we examine the labelled (deceptive, truthful) text and extract

a variety of linguistic features in order to set forth a detailed analysis of deceptive

text. Most previous studies in computerized deception detection of writings have

relied only on shallow lexico-syntactic patterns (e.g., Hancock et al. (2007); Vrij

et al. (2007); Mihalcea and Strapparava (2009); Ott et al. (2011)). Given that more

advanced language parsing tools are available, we also derive deep syntactic sty-

lometry and evaluate the performance for deception detection, adding a somewhat

unconventional angle to prior literature.

For the applications of deception detection, one of the major challenges is

evaluation, primarily due to the lack of annotated data with good quality. Liter-

ature has shown that humans are not good at catching deception in general (e.g.,

Bond and DePaulo (2006)), and it proves to be no exception for online reviews
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(Ott et al. (2011)). The implication of this observation is that human annotators

may not be able to reliably label existing data as deceptive or truthful, except

for those less common scenarios where nonlinguistic contextual information such

as review time stamps, or IP addresses provide undeniable evidence of dubious

acts (e.g., Jindal and Liu (2008); Lim et al. (2010); Mukherjee et al. (2012)). As

a result, several previous work has attempted to build deception corpora by in-

structing participants to lie for a given topic (e.g., Newman et al. (2003); Potthast

et al. (2010)), the work by Mihalcea and Strapparava (2009) is among the first to

use Amazon Mechanical Turk to collect truthful and deceptive writings. Ott et al.

(2011) also resorts to crowdsourcing to create deceptive gold standard. However,

such manufactured data is still quite expensive to obtain. In order to conduct a

scalable study on deception detection, we also investigate an alternative approach

to acquire deceptive text in an unsupervised manner. We will present more de-

tails based on our work (Feng et al. (2012b), Feng et al. (2012a) and Feng et al.

(2012c)) in Chapter 3.
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Chapter 2

Learning the Lexical Connotation

2.1 Introduction

A connotation generally refers to the suggestive meaning, including the implica-

ture of emotions or associations a word has beyond its literal meaning. When

people communicate in form of writings between writers and readers or conversa-

tions between participants, one may use connotative information, in other words,

intentional inclusion to help create mood and tone, as well as aim to control how

other people (a reader or a conversation partner) will think of a person, place,

thing, or concept. Consider the following product description,

“Part sculpture , part table, all artisanal . Craftspeople in Jaipur, India,

hand carved the delicate rosettes on this low-lying solid mango wood

table, which takes its original inspiration from a ceremonial stool used by

Bamileke royalty in the African country of Cameroon.”
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The majority of highlighted words in the text1 above are not listed in the exist-

ing sentiment lexicons, and not necessarily sentiment-laden in the explicit way.

However, often times, it is these seemingly objective words that can be impact-

ful in evoking an positive or negative sentiment. Similarly, the verb “discipline”,

which is also not in the existing sentiment lexicons, means to train (someone) to

obey rules or a code of behavior, and it carries a negative connotation, because,

in practice, it is usually regulated through punishment. In some cases, two words

can have the same literal meaning, but distinctive connotations. Consider “home”

and “house”, both refer to places where people live; however, the word “home”

might remind readers of a place of warmth and family, while the word “house”

is more unfeeling and impersonal. In addition, the literal meaning of a word or

short phrase hardly changes, but the connotation varies in different domains. For

instance, the word “robot”, when it is used in product, “robot” indicates it is as-

sisting and free human from labor in certain sense; however, when it is related

to Internet, often times, it is used with a negative or malicious connotation 2.

Therefore, such connotative knowledge at lexical level would be helpful in under-

standing the underlying intent of text in the situations when the authors have the

intention of conjuring positive/negative implicature. As seen in the example, the

author aims to invoke an exotic and artistic feel, in particular from the customers’

minds, even though it does not rely on a load of more explicitly sentiment-laden

words that are more common in domains such as product reviews.

In addition, while all the words have literal meanings, there are a considerably

large number of words also have a connotation in addition to the surface meanings

(Feng et al. (2011)). Therefore, understanding the connotation of words is integral

1From WestElm.com, an online furniture store.
2See the term “Botnet” (http://en.wikipedia.org/wiki/Botnet)
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to gaining deeper meaning from the text in practice. Learning the rich and com-

plex layers of connotation remains to be a challenging task. As a starting point, we

study a more feasible task of learning the polarity of connotation. For one thing,

connotation is traditionally considered to be of an associative and subjective na-

ture and deemed peripheral to the understanding of the linguistic sign (positive

or negative). For another, many tasks related to sentiment analysis rely on lexi-

cons - lexical resources containing information about the polarized implications

of words. Hence, we aim to build a large scale of connotation lexicon.

To learn the connotative polarities of words and phrases, the methodologies

largely vary depending on the available knowledge / resources, on the nature of

information processor. Here we aim to mainly rely on the statistics of word rela-

tions that we can mine from the web data with minimum amount of prior knowl-

edge. Learning the connotation of words seems to require much common sense

and world knowledge, which in turn might require the human encoding of knowl-

edge base that is obviously a luxury for most of the real life applications. In

addition, the connotation of a word varies in different context, which raises the

need to develop domain-specific lexicon. So we aim to find an approach to com-

putationally learn the connotation with minimum prior knowledge. In this work,

we have found that much of the connotative polarity of words can be statistically

inferred from natural language text based on semantic prosody (in Section 2.4.1)

that is basically under a central premise of collocational frequency of words that

affect and shape the polarity of connotation. Therefore, with a small set of seed

words as prior knowledge and collocational statistics, we can cast the connotation

lexicon induction task as a collective inference problem.
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In the following sections, we first define the task in Section 2.2. And we

discuss the linguistic insights in Section 2.4 that can be incorporated with the in-

ference algorithms. Then we present the graph representations based on different

sets of linguistic insights tailored for different algorithms. Last, we discuss the

details of the inference algorithms we have explored in Section 2.6 followed by

experiments for evaluations. Our experiments show that including the connotative

meaning of words generally enhances the sentiment analysis tasks.

2.2 Task Definition

In this section, we will formally define the task of learning the general connota-

tion. We will first elaborate the concept of “connotation” and define connotation

lexicons, and then introduce “connotative predicates”, which plays an import role

in our task.

2.2.1 Connotation Lexicon

Connotation or connotative meaning generally refers to the additional or sec-

ondary meaning of a word or phrase, associated with a polarized (positive or

negative) sign in addition to its denotative content. For the study of learning

the connotative intentional inclusion in the text, we propose a new type of lex-

icon, connotation lexicon. A connotation lexicon is a lexicon that lists words

with connotative polarities, i.e., words with positive connotations (e.g., “award”,

“promotion” and “tenure”) and words with negative connotations (e.g., “cancer”,

“war” and “trap”), more examples with different POS labeled by our approaches

are presented in Table 2.1.
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POSITIVE NEGATIVE NEUTRAL

n. avatar, stakeholder,
adrenaline, keynote, de-
but, omaha, cooperation

unbeliever, shortfall,
onlineshop, katrina,
overpayment, micro-
scope

header, heat, outline,
clothing, mark, grid, ta-
ble, course, preview

v. handcraft, accredit, vol-
unteer, party, personal-
ize, nurse, google, ad-
just

sentence, cough, trap,
stalk, scratch, de-
bunk, rip, misspell,
overcharge

state, edit, send, put, ar-
rive, type, drill, name,
stay, echo, register

a. floral, vegetarian, pre-
pared, ageless, funded,
contemporary, detailed

debilitating, impaired,
communist, swollen, in-
tentional, jarring, un-
earned

same, middle, west, un-
cut, automatic, hydra-
tion, routine, sided

Table 2.1: Example Words with Learned Connotation: Nouns(n), Verbs(v), Ad-
jectives(a).

• Words with positive connotation: We define words with positive connota-

tion as those that are used to describe physical objects or abstract concepts

that people generally value, cherish or care about. For instance, we regard

words such as “freedom”, “life”, or “tenure” as the ones with positive con-

notation.

• Words with negative connotation: We define words with negative conno-

tation as those that are used to describe physical objects or abstract concepts

that people generally devalue, dislike or avoid. Some of these words may

express subjectivity (e.g., “disappointment”, “humiliation”), while many

other are purely objective (e.g., “bedbug”, “arthritis, “funeral”).

Please note that the connotation lexicon differs from conventional sentiment

lexicons that are studied in much of previous research (e.g., Stone and Hunt

(1963); Wiebe et al. (2005); Esuli and Sebastiani (2006); Wilson et al. (2005);
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Qiu et al. (2009)): the latter concerns words that express sentiment either ex-

plicitly or implicitly, while the former concerns words that evoke or even simply

associate with a specific polarity of sentiment. In fact, most positive or negative

connotative words in Table 2.1 are considered as neutral by conventional lexicons

such as MPQA Subjectivity Lexicon (Wiebe et al. (2005)) and General Inquirer

(Stone and Hunt (1963)). A substantial number of words with positive or negative

connotation merely carries a nuanced sentiment. Due to practical reasons, we do

not differentiate positive / negative sentiment from positive / negative connotation

in this work.

2.2.2 Connotative Predicates

In our study, a connotative predicate is defined as a predicate that has selectional

preference on the connotative polarity of some of its semantic arguments. For

instance, in the case of the connotative predicate “prevent”, there is a strong se-

lectional preference on negative connotation with respect to the semantic role.

That is, statistically speaking, people tend to associate negative connotation with

“prevent”, e.g., “prevent cancer” or “prevent war”, rather than positive conno-

tation, e.g., “prevent promotion”. Similarly, “congratulate” or “praise” has a

strong selectional preference on positive connotation with respect to the semantic

role. More formally defined as below.

• Positively connotative predicate: We define positively connotative predi-

cates as those that expect positive connotation in some its arguments. This

definition can be readily extended to govern other thematic roles. For ex-

ample, “congratulate” or “save” are positively connotative predicates that

expect words with positive connotation in the arguments: people typically
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POSITIVE PREDICATES NEGATIVE PREDICATES

accomplish, achieve, advance, ad-
vocate, admire, applaud, appreci-
ate, compliment, congratulate, de-
velop, desire, enhance, enjoy, im-
prove, praise, promote, respect, save,
support, win

alleviate, accuse, avert, avoid, cause,
complain, condemn, criticize, detect,
eliminate, eradicate, mitigate, over-
come, prevent, prohibit, protest, re-
frain, suffer, tolerate, withstand

Table 2.2: Connotative Predicates

congratulate something positive, and save something people care about.

Please see Table 2.2 for more examples of positively connotative predicates.

• Negatively connotative predicate: We define negatively connotative pred-

icates as those that have a selectional preference on the negative connota-

tion in some of its arguments. For instance, predicates such as “prevent”

or “suffer” tend to project negative connotation in the argument. Please see

Table 2.2 for more examples of negatively connotative predicates.

One interesting linguistic phenomenon is that positively connotative predicates

are not necessarily positive sentiment words. For instance “save” is not a posi-

tive sentiment word in the lexicon published by Wiebe et al. (2005) but it has a

selectional preference on the positive connotation of its argument. On the other

hand, (strongly) positive sentiment words are not necessarily (strongly) positively

connotative predicates, e.g., “illuminate”, “agree”. Likewise, negatively connota-

tive predicates are not necessarily negative sentiment words. For instance, pred-

icates such as “prevent”, “detect”, or “cure” are not negative sentiment words,

but they tend to correlate with negative connotation in their argument. Inversely,

(strongly) negative sentiment words are not necessarily (strongly) negatively con-

notative predicates, e.g., “abandon” (“abandoned [something valuable]”).
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In this work, we use a small set of the connotative predicates, presented in Ta-

ble 2.2, as the prior knowledge in our inference models. The key to our approach

is selectional preference of connotative predicates or semantic prosody within the

predicate-argument structure. The quality of the connotative predicates is critical

for soliciting good candidates for the connotation lexicon in our approach. We

consider a positively (negatively) connotative predicate as of high quality if the

probability of its argument with positive (negative) sentiment/connotation is sig-

nificantly higher than the negative (positive) or neutral. For instance, “prevent” ap-

pears a better candidate than “stop” for a negatively connotative predicates while

“achieve” is likely to be a better word than “obtain” for a positively connotative

predicates. Therefore, we cannot just simply include the synonyms for the seed

connotative predicates. For brevity, we explore only verbs as the predicates, and

words that appear in the thematic role of the predicates as arguments. The argu-

ments are considered as the candidates of the connotative words. Even though our

work is based on verb predicates, it however can be readily extended to exploit

other type kind of predicates based on predicate-argument structures.

2.3 Data

Before we discuss how we explore linguistic heuristics, we first describe the

datasets that we resort to for learning the correlation between words. In this work,

we aim to attain a broad coverage lexicon while maintaining good quality. There-

fore, we refer to the statistical linguistic patterns from the web-driven data to mine

the relatedness between words. We also exploit existing lexical resources such as

semantic relations of synonyms and antonyms as an additional inductive bias.
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Web-driven Data: One data source in this work is from the Web. Consider-

ing that the success of the learning depends on the proper quantization of lexical

associations in the form of co-occurrence statistics, which would be directly pro-

portionate to the amount of data available, we therefore need a substantially large

amount of documents. Given the non-trivial challenge of collecting and handling

web-scale data, the data we resort to is the Web 1T corpus (Brants and Franz

(2006)) based on Web articles. It provides English n-grams (from unigrams to

5-grams) and the observed frequency counts calculated over 1 trillion words from

web page text, the n-gram with the frequency lower than 40 times is already elim-

inated. The use of Web 1T data helps lessening the challenge with respect to data

acquisition, while still allows us to enjoy the co-occurrence statistics of web-scale

data. In addition, it is relatively convenient to calculate the approximation to the

particular co-occurrence statistics of the online language usage we are interested

in. More details on how we exploit the data will be explained in Section 2.4.

Dictionary-driven Data The other corpus we exploit is readily available lexical

resource WordNet (Miller (1995)), the design of which is inspired by psycholin-

guistic. We gain access to the semantic relation such as synonyms, antonyms in

the WordNet synsets, which has been used to explore the sentiment orientation of

words (e.g., Kamps et al. (2004); Hu and Liu (2004)).

2.4 Linguistic Insights

For many NLP applications, such as question-answering, multi-document summa-

rization, information retrieval, one central challenge is to estimate the relatedness

between a random pair of words. In this work, we aim to determine the associ-
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ation between word pairs so as to infer the labels based on the seeds predicates.

Therefore, we are particularly interested in the words pairs that are implicitly and

explicitly connected under the polarized connotative relation. For this, we exploit

two types of lexical relations based on different lexico–syntactic and semantic

patterns, that is, predicate–argument pairs of words based seed connotative predi-

cates, and pairs of words based on semantic parallelism of coordination based on

statistical information calculated based on the Web data.

2.4.1 Semantic Prosody

In corpus linguistics, semantic prosody describes how some of the seemingly

neutral words (e.g., “cause”) can be perceived with positive or negative polar-

ity because they tend to collocate with words with corresponding polarity (e.g.,

Sinclair (1991); Louw (1993); Stubbs (1995); Stefanowitsch and Gries (2003)).

Therefore, we propose statistical approaches that exploit this very concept of se-

mantic prosody to infer the connotative polarities of words. Specifically, we rely

on the statistics of semantic prosody with predicate-argument structure based on

seed connotative predicates. For brevity, we explore only connotative predicates

of verbs as prior knowledge. Our idea can be readily extended to exploit other

predicate-argument relations such as nouns and phrases. Through this work, we

may refer the words to evaluate as “argument words” at times as they are prac-

tically considered to be the possible words that would appear at the argument

position of the seed connotative predicates. As we only consider the verb pred-

icates and the predicate–argument pairs that the argument of the verb predicate

appears on the right hand side of the verb, we also assume that the argument is

within the close range of the predicate.
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We now describe how to derive co-occurrence statistics of each predicate–

argument pair using the Google Web 1T data. For a given predicate p and an

argument a, we add up the count (frequency) of all n-grams (2 ≤ n ≤ 5) that

match the following pattern:

[p] [?]n−2 [a]

where p must be the first word (head), a must be the last word (tail), and [?]n−2

matches any n− 2 number of words between p and a. Note that this rule enforces

the argument a to be on the right hand side of the predicate p. Furthermore, this

rule ensures that we do not double-count the frequencies of the same word se-

quence appearing across different length of n-gram. For instance, above matching

rule does not allow the frequency of a 3-gram [p] [a] [?] to be included, which

is good since such count is already included in the 2-gram count of [p] [a]. To

reduce the level of noise, we do not allow the wildcard [?] to match any punctu-

ation mark, as such n-grams are likely to cross sentence boundaries representing

invalid predicate – argument relations. We consider a word as a predicate if it is

tagged as a verb by a Part-of-Speech tagger (Toutanova and Manning (2000)). For

argument [a], we only consider content-words. There are 8427838 n-gram records

that meet the criteria listed above, with 508171 unique tail words (candidates for

arguments). In this work, we only consider the unigram arguments in n-grams.

Learning the multi-word expressions are considered for our future work.

The use of web n-gram statistics necessarily invites certain kinds of noise for

predicate-argument pairs. For instance, some of the [p] [?]n−2 [a] patterns might

not correspond to a valid predicate–argument relation. However, we expect that,

statistical, our graph-based algorithms will be able to discern the valid relations

from the noise by focusing on the important part of the graph. In other words,
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we expect that predicates with a strong selectional preference will be supported

by connotative arguments, and vice versa; thereby resulting in a reliable set of

predicates and arguments that are mutually supported by each other.

To quantify the mutually reinforcing relation between predicates and argu-

ments, one option is pairwise mutual information, which has been used by many

previous research to quantify the association between two words (e.g., Church and

Hanks (1990); Turney; Newman et al. (2009)), which forms undirected edges of a

graph.

PMI(p, a) = log
P (p, a)

P (p)P (a)

If we consider the direction of the predict-argument edges, we define the edge

weight with conditional probability as follows,

w(p→ a) := P (a|p) =
P (p, a)

P (p)

w(a→ p) := P (p|a) =
P (p, a)

P (a)

P (p, a) - the count of occurrence of p and a. P (p) (P (a)) - the frequency of p (a).

2.4.2 Semantic Parallelism of Coordination

In addition to connotative predicates and the corresponding argument words, we

also explore the relation between argument and argument words. To suppress the

noise, we only consider the word pairs within semantic parallelism of coordina-

tion (e.g., Bock (1986); Hatzivassiloglou and McKeown (1997); Pickering and

Branigan (1998)). In particular, we extract the syntactic pattern of “ai and aj”
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from Google n-grams, sentiment consistency. We consider the “aj and ai” and

“aj and ai” the same and combine them. To quantify the semantic similarity be-

tween two argument words, we refer to two kinds of statistical measurements: one

is pairwise mutual information and the other is distributional similarity.

Here we explore the distributional properties, which we obtain from the web-

driven data in order to infer robust numerical lexical relations between words. In

particular, we build a co-occurrence word vector for each word ai based on pattern

of ai and aj only if they occurred together in the “ai and aj” or “aj and ai”

coordination in the Google Web 1T data. The co-occurrence vector for each word

is computed using PMI scores with respect to the top n co-occurring words. Here

we discard edges with cosine similarity≤ 0, as those indicate either independence

or the opposite of similarity. n (=50) is selected empirically. The PMI scores are

calculated as follows,

PMI(ai, aj) = log
P (ai, aj)

P (ai)P (aj)

Thus, we obtain continuous word vector representation for argument word and

then we calculate the cosine similarity between two vectors for the two argument

words a1 and a2, as follows:

w(a1 − a2) = CosineSim(−→a1 ,−→a2) =
−→a1 · −→a2
||−→a1 || ||−→a2 ||

where −→a1 and −→a2 are co-occurrence vectors for a1 and a2 respectively.
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2.4.3 Semantic Relations

In addition to statistical correlation based on the Web data, we also refer to the

semantic relations. Lexical semantic relations such as synonyms and antonyms

are additional inductive bias that has been shown generally helpful for the infer-

ence of the polarity of the words (Lu et al. (2011)). For this, we take advantage

of existing dictionary-driven information – WordNet (Miller (1995)) synsets to

draw the semantic relations between words. Thus, by including dictionary-driven

semantic relations, we aim at enhancing the precision of labelling results; we also

leverage dictionary-driven words, i.e., unseen words with respect to those rela-

tions explored, towards increasing the size of the labelled data, which potentially

expands the coverage of the connotation lexicon.

2.4.4 Practice Use of Google 1T Data

Since the use of Google 1T Data is closely related to linguistic insights that we

explore for the work, we will discuss the practice use of the data in this section

after we introduce those linguistic insights. Remind that, to quantify various kind

of the association between different type of words, we compute the corresponding

statistical information based Google Web 1T data. It provides us great conve-

nience in term of processing data and extract syntactic patterns. We also notice

some limitations such as noise due to the nature of web, and the limited range

of n-gram (1 ≤ n ≤ 5), which prevents us from exploiting a more complete

co-occurrence statistics based on the semantic relations, i.e., predicate-argument

patterns in a longer text span.

Upon a closer look at the noise in Google n-grams, there are many sources
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of noise that may be introduced in the construction of graph. For instance, some

of the predicates might be negated, changing the semantic dynamics between the

predicate and the argument. In addition, there might be many unusual combi-

nations of predicates and arguments, either due to data processing errors or due

to idiosyncratic use of language. Some of such combinations can be valid ones

(e.g., “prevent promotion”), challenging the learning algorithm with confusing ev-

idence. In this work, we largely reply on the statistical frequency of co-occurrence

readily available from the data. We hypothesize that this mutually reinforcing rela-

tion between connotative predicates and their arguments can be captured via graph

centrality in theory. The graph representation (to be described) captures general

semantic relations between predicates and arguments, rather than those specific

to connotative predicates and arguments. Therefore in the following sections, we

will explore techniques to augment the graph representation so as to bias the cen-

trality of the network of words toward connotative predicates and arguments.

To obtain a bit better accuracy, we do some pre-processing on the n-grams

by using Stanford Log-linear Part-Of-Speech Tagger (Toutanova and Manning

(2000)) to POS-tag n-grams and then filter out the n-grams with punctuations and

other special characters to reduce the noise.

2.5 Approaches for Evaluating Connotation Lexicon

Before discussing the details of the algorithms, we will first describe how we

evaluate the connotation lexicon in this section. The evaluation results will be pre-

sented in the section where each algorithm is described. In this work, we propose

intrinsic (corpus-based) evaluation along with extrinsic evaluation (application-
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based). Firstly, we adopt the typical mean of comparing the generated lexicons

with a comparable “gold-standard” – sentiment lexicons. In addition to this, we

propose to assess the lexicon creation methods based on the performance in actual

sentiment analysis application, which can be more insightful in terms of practical

use, as the lexicons are usually developed for such applications. Lastly, we ask hu-

man annotators to label the words and then create a gold standard for connotative

polarity.

2.5.1 Evaluation I: Comparison against Sentiment Lexicon

One straightforward way to evaluate the connotative polarity of words is to com-

pare against a gold-standard lexicon. In our case, the polarity defined in the con-

notation lexicon differs from that of conventional sentiment lexicons, in which we

aim to recognize more subtle sentiment that correlates with words. Intuitively, any

word with polar sentiment (positive or negative) should have the connotation of

the matching polarity, while the inverse does not necessarily hold.

Nevertheless, we provide agreement statistics between our connotation lex-

icon and conventional sentiment lexicons for comparison purposes. We collect

statistics with respect to the following two resources: General Inquirer (Stone and

Hunt (1963)) and MPQA (Wiebe et al. (2005)). We consider SentiWordNet (Bac-

cianella et al. (2010)) when evaluate sense-level connotation. Generally, the most

common polar words are used consistently in terms of their polarity; or rather, we

expect a moderate agreement between our lexicon and existing sentiment lexicon.

The degree of agreement can implicitly reflect the quality of our lexicon.

• General Inquirer (Stone and Hunt (1963)) is a human annotated dictionary

consisting of 1, 915 words with positive sentiment and 2, 291 words with
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negative sentiment. It has been used by many previous studies as a bench-

mark reference lexicon (e.g., Esuli and Sebastiani (2006); Mohammad et al.

(2009)).

• MPQA (Wiebe et al. (2005)) is a combination of human annotations and

other resources, resulting in 4, 879 positive words, 2821 negative words,

498 with both positive and negative polarities.

• SentiWordNet (Baccianella et al. (2010)) provides assigns a positive and

negative score to synsets. A synset with a positive score higher than its neg-

ative score is considered negative and vice versa. Thus, it contains 25, 674

positive words and 15, 185 negative words.

The way we calculate the agreement between connotation lexicon and seman-

tic lexicon is as follows. For polarity λ ∈ {+,−}, let countsentlex(λ) denote the total

number of words labeled as λ in a given sentiment lexicon, and let countagreement(λ)

denote the total number of words labeled as λ by both the given sentiment lexicon

and our connotation lexicon. In addition, let countoverlap(λ) denote the total number

of words that are labeled as λ by our connotation lexicon that are also included in

the reference lexicon with or without the same polarity. Then we compute precλ

as follows:

precλ % =
countagreement(λ)

countoverlap(λ)
× 100
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2.5.2 Evaluation II: Extrinsic Evaluation via Sentiment Anal-

ysis

Next we perform extrinsic evaluation to quantify the practical value of our conno-

tation lexicon in concrete sentiment analysis applications. In particular, we make

use of our connotation lexicon for binary sentiment classification tasks in two

different ways:

• Unsupervised classification by voting. We define r as the ratio of positive

polarity words to negative polarity words in the lexicon. In our experiment,

penalty is 0 for positive and −0.5 for negative.

score(x+) = 1 + penalty+(r,#positive)

score(x−) = −1 + penalty−(r,#negative)

• Supervised classification using SVM. We use bag-of-words features for

baseline. In order to quantify the effect of different lexicons, we add ad-

ditional features based on the following scores as defined below:

scoreraw(x) =
∑
wεx

s(w)

scorepurity(x) =
scoreraw(x)∑
wεx abs(s(w))

Data The two corpora we use are SemEval2007 (Strapparava and Mihalcea

(2007a)) and Sentiment Twitter.3

3http://www.stanford.edu/˜ alecmgo/cs224n/twitterdata.2009.05.25.c.zip
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SemEval is obtained from the SemEval task (Strapparava and Mihalcea (2007a)).

It is a set of news headlines with annotated scores (ranging from -100 to 87). The

positive/negative scores indicate the degree of positive/negative polarity orienta-

tion. We construct several sets of the positive and negative texts by setting thresh-

olds on the scores as shown in Table 2.13. “≶ n” indicates that the positive set

consists of the texts with scores ≥ n and the negative set consists of the texts with

scores ≤ −n.

Tweets consists of tweets containing either a smiley emoticon (representing pos-

itive sentiment) or a frowny emoticon (representing negative sentiment), we ran-

domly select 50000 smiley tweets and 50000 frowny tweets. 4 The classification

results are based on a 5-fold cross validation.

2.5.3 Evaluation III: Intrinsic Evaluation via Human Judgment

In order to measure the quality of the connotation lexicon, we also perform hu-

man judgment study on a subset of the lexicon. Because we expect that judging a

connotation can be dependent on one’s cultural background, personality and value

systems, we gather judgements from 5 people for each word, from which we hope

to draw a more general judgement of connotative polarity. We gather gold stan-

dard only for those words for which more than half of the judges agreed on the

same polarity. Otherwise we treat them as ambiguous cases. We also allow Turk-

ers to mark words that can be used with both positive and negative connotation,

which results in about 7% of words that are excluded from the gold standard set.

4We filter out stop-words and words appearing less than 3 times. For Twitter, we also remove
user names of the format @username occurring within tweet bodies.
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Figure 2.1: A Part of AMT Task Design.

YES NO

QUESTION % Avg % Avg
“Enjoyable or pleasant” 43.3 2.9 16.3 -2.4
“Of a good quality” 56.7 2.5 6.1 -2.7
“Respectable / honourable” 21.0 3.3 14.0 -1.1
“Would like to do or have” 52.5 2.8 11.5 -2.4

Table 2.3: Distribution of Answers from AMT.

Figure 2.1 shows a part of the AMT task, where Turkers are presented with

questions that help judges to determine the subtle connotative polarity of each

word, then asked to rate the degree of connotation on a scale from -5 (most nega-

tive) and 5 (most positive). To draw the gold standard, we consider two different

voting schemes:

The resulting distribution of judgements is shown in Table 2.3 & 2.14. Interest-

ingly, we observe that among the relatively frequently used English words, there

are overwhelmingly more positively connotative words than negative ones.
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As a control set, we also include 100 words taken from the General Inquirer

lexicon: 50 words with positive sentiment, and 50 words with negative sentiment.

These words are included so as to measure the quality of human judgment against

a well-established sentiment lexicon. When computing the annotator agreement

score or evaluating our connotation lexicon against human judgment, we consoli-

date -1 and -2 into a single negative class and 4 and 5 into a single positive class.

The Kappa score between two human annotators is 0.78.

2.6 Lexicon Induction Overview

Our task is essentially to learn connotative words automatically with broad cov-

erage. One of the challenges of such task is that there is the increasing need for

domain adaption for sentiment analysis (Blitzer et al. (2007)) and also for many

practical data mining applications, unlabeled training examples are readily avail-

able, but labeled ones are fairly expensive to obtain. With such concerns in mind,

we exploit the approaches that require minimum of supervision or only small

amount of annotated data, starting from a small set of seed words and the web

data. We consider approaches of several distinct types of algorithmic frameworks

that are suitable for incorporating different sets of linguistic insights: (1) random

walk based on HITS/PageRank , (2) label propagation (e.g., Zhu and Ghahramani

(2002); Velikovich et al. (2010)), (3) constraint optimization based on Integer Lin-

ear Programming (e.g., Roth and Yih (2004); Choi and Cardie (2009); Lu et al.

(2011)) (4) we also further explore one novel graph-theoretic unified approach for

learning the connotation at both word-level and sense-level. A number of differ-

ent graph representations are exploited for the algorithms respectively, which will
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be elaborated in the following section. Our empirical study demonstrates that our

approaches are effective in learning both connotation lexicon.

2.7 Lexicon Induction via Random Walk

Remind that the key linguistic insights behind our approach is semantic prosody

over predicate-argument syntactic pattern. Therefore, as the very first attempt of

learning the general connotation, we first investigate how effective the seman-

tic prosody is on indicating the connotative polarity. The only prior knowledge

we consider is a handful of seeds, which are connotative predicates. Motivated

by the previous success on opinion mining / sentiment analysis via random walk

(e.g., Esuli and Sebastiani (2007); Heerschop et al. (2011); Montejo-Ráez et al.

(2012)) and graph-based ranking (e.g. Mihalcea and Tarau (2004); Erkan and

Radev (2004); Mihalcea and Csomai (2007)), we employ random walk model,

specifically, HITS (Kleinberg (1999)) and PageRank (Page et al. (1999)) algo-

rithms. The idea is derived from the observation that the relation between pred-

icates and their corresponding arguments can be seen as a bipartite graph (to be

presented in Section 2.7.1). The model of word relations is structurally akin to

the hyperlinked documents of the web. Thus it naturally leads to the analysis of

network centrality via link analysis algorithms, with which we rank the words in

terms of their possess of positiveness and negativeness. We categorize the words

as positive or negative based on the ranking results. We will explore the tech-

niques to incorporate prior knowledge into random walk, as will be elaborated in

2.7.2 and Section 2.7.3 and then evaluate the results in various aspects.
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Figure 2.2: Graph Structure for Random Walk Algorithms.

2.7.1 Graph Representation

We model the task based on the semantic relations between connotative pred-

icates (labeled) and their corresponding arguments (to be labeled). To establish a

learning bias for the word graph, we start with a small set of connotative predicates

as seed words, including 20 positive and 20 negative ones. These seed words act

as the sole prior knowledge in our learning process. Note that for each technique

in this section, we construct two separate graphs G+ and G− corresponding to

positive and negative polarity respectively. That is, G+ learns positively connota-

tive predicates and arguments, while G− learns negatively connotative predicates

and arguments.

Figure 2.2 depicts the key intuition of the bipartite graph - the mutually re-

inforcing relation between connotative predicts and the words with connotative

polarity. The nodes on the left-hand side correspond to connotative predicates,
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and the nodes on the right-hand side correspond to words in the argument. There

is an edge between a predicate pi and an argument ai, if the argument ai appears

in the thematic role of the predicate pi. The thickness of edges represents the

strength of the association between predicates and arguments.

More formally, let G = (V,E) be the bipartite graph, where

V : set of nodes, consists of two types of nodes P and A. P corresponds to the

connotative predicates with positive/negative labels and A corresponds to the ar-

gument words as the candidates of connotation lexicon to be labeled.

E: set of edges {ei}. ei = (pi, ai) (or < pi, ai >), with pi ∈ P, ai ∈ A.

Next we explore both undirected and directed edges. For undirected graphs,

the value of w(i, j) is set to w(i− j) defined as

w(p− a) := PMI(p, a) = log
P (p, a)

P (p)P (a)

For directed graphs, the value of w(i, j) is set to w(i→ j), which is defined as

w(p→ a) := P (a|p) =
P (p, a)

P (p)

w(a→ p) := P (p|a) =
P (p, a)

P (a)

P (p, a) - the count of occurrence of p and a. P (p) (P (a)) - the frequency of p (a).

2.7.2 Hyperlink-Induced Topic Search (HITS)

HITS (Hyperlink-Induced Topic Search) algorithm (Kleinberg (1999)), also known

as Hubs and authorities, is a link analysis algorithm that is particularly suitable to
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model mutual reinforcement between two different types of nodes: hubs and au-

thorities. Briefly, a hub is a page with many out-links, and an authority is a page

with many in-links. The definitions of hubs and authorities are given recursively.

A (good) hub is a node that points to many (good) authorities, and a (good) author-

ity is a node pointed by many (good) hubs. Notice that the mutually reinforcing

relationship is precisely what we intend to model between connotative predicates

and arguments. In this work, we conceptualize the seed connotative predicates as

hubs and the argument words (the candidates of connotation lexicon) as authori-

ties.

Let a(Ai) and h(Ai) be the authority and hub score respectively, for a given

node Ai ∈ A. Then we compute the authority and hub score recursively as fol-

lows:

a(Ai) =
∑

Pi,Aj∈E

w(i, j)h(Aj) +
∑

Pj ,Ai∈E

h(Pj)w(j, i)

h(Ai) =
∑

Pi,Aj∈E

w(i, j)a(Aj) +
∑

Pj ,Ai∈E

a(Pj)w(j, i)

We use a to denote the column vector with all the authority scores, h to denote the

column vector with all the authority scores, n be the sum of size of P and size of

A.

a = (a(1), a(2), ..., a(n))T

h = (h(1), h(2), ..., h(n))T

Then,

a = LTh
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h = La

The co-occurrence matrix derived is denoted as L, where

Lij =

w(i, j) if(Pi, Aj) ∈ E

0 otherwise

The final hub-authority scores of nodes are determined after infinite repetitions of

the algorithm. Let ak and hk denote authority and hub vectors at the kth iteration,

the iterations for generating the final solutions are,

ak = LTLak−1

hk = LLThk−1

We expect that words that appear often in the THEME role of various posi-

tively (or negatively) connotative predicates are likely to be words with positive

(or negative) connotation. Likewise, predicates whose THEME contains words

with mostly positive (or negative) connotation are likely to be positively (or nega-

tively) connotative predicates. In short, we can induce the connotative polarity of

words using connotative predicates, and inversely, we can learn new connotative

predicates based on words with connotative polarity.

Prior Knowledge via Truncated Graph When constructing the bipartite graph,

we limit the set of predicates P to only those words in the seed set, instead of

including all words that can be predicates. In a way, the truncated graph repre-

sentation can be viewed as the query induced graph on which the original HITS
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algorithm was invented (Kleinberg (1999)).

We hypothesize that by focusing on the important part of the graph via central-

ity analysis , it is possible to infer connotative polarity of words despite various

noise introduced in the graph structure. This implies that it is important to con-

struct the graph structure so as to capture important linguistic relations between

predicates and arguments. With this goal in mind, we next explore the direction-

ality of the edges and different strategies to assign weights to them.

2.7.3 PageRank

In this section, we explore the use of another popular approach for link analysis:

PageRank (Page et al. (1999)). PageRank utilizes a random walk model to itera-

tively update the score at a node, ni based on the scores of nodes that arc to ni.

As shown earlier, G = (V,E) is the graph, where vi ∈ V = P ∪ A are nodes

(words) for the disjunctive set of predicates (P ) and arguments (A), and e(i,j) ∈ E

are edges. Let In(i) be the set of nodes with an edge leading to ni and similarly,

Out(i) be the set of nodes that ni has an edge leading to. At a given iteration of

the algorithm, we update the score of ni as follows:

S(i) = α
∑

j∈In(i)

S(j)× w(i, j)

|Out(i)|
+ (1− α) (2.1)

where the value α is constant damping factor. The value of α is typically

set to 0.85. The value of w(i, j) is set to w(i − j) for undirected graphs, and

w(i→ j) for directed graphs. The definition of w(i− j) and w(i→ j) is same as

Section 2.7.2.

PageRank was originally devised for a query-induced graph and typically ap-
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plied to a full graph. When constructing the bipartite graph, we limit the set of

predicates P to only those words in the seed set, instead of including all words that

can be predicates. Graph truncation eliminates the noise that can be introduced by

predicates of the opposite polarity.

We next explore what is known as teleportation technique for topic sensitive

PageRank, which is better at capture the relative “importance” of the network

given a set of representative topics (Haveliwala (2002)). In our case, we include

the learning bias in the network, we use the following equation that is slightly

augmented from Equation 2.1.

S(i) = α
∑

j∈In(i)

S(j)× w(i, j)

|Out(i)|
+ (1− α) εi (2.2)

Here, the new term εi is a smoothing factor that prevents cliques in the graph

from garnering reputation through feedback (Bianchini et al. (2005)). In order to

emphasize important portion of the graph, i.e., subgraphs connected to the seed

set, we assign non-zero ε scores to only those important nodes, i.e., the seed set.

Intuitively, this will cause the random walk to restart from the seed set with (1−α)

= 0.15 probability for each step. We also apply PageRank using all verbs as pred-

icate candidates and all potential arguments as connotation candidates in order to

rank both sets of words simultaneously. We apply the same weighting scheme for

both ε and edges. While this method only requires a single graph for each positive

and negative connotations, it also introduces more noise. Specifically, it is impor-

tant to verify that words which occur in correspondence with both positively and

negatively polarized predicates maintain similar rankings via this algorithm.
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2.7.4 Constructing Lexicon

To classify the words to connotatively positive or negative, we run HITS / PageR-

ank algorithms on the G+ and G− and obtain two ranked list for positiveness and

negativeness respectively. Then we perform some simple post-processing on the

ranked word lists: select the words ranked top N into the lexicon, if a word is

ranked at top N in both list, then we label the word based on the better rank. N is

selected empirically. We will show the evaluation results with respect to different

N in the following section.

We start with 20 positive and 20 negative connotative predicates as seed words.

32, 876 unique words are inferred from the seed predicate. From this set, we find

9, 072 words are exclusively connected to positive predicates and 4, 582 words

exclusively connected to negative predicates which are labelled positive and neg-

ative respectively. There are also 19, 222 words associated with both polarities.

The size of the lexicon may vary depending on how we set the threshold for the

polarized polarities.

2.7.5 Evaluations

Next, we will verify the effectiveness of semantic prosody for learning the general

connotation. Since we obtain the ranking result via random walk algorithms, we

compare precλ % for three different segments of our lexicon, topN withN = 100

and N = 1000, and the entire lexicon. Results are shown in Table 2.6. Note that

the numbers shown in Table 2.6 are very harsh representation of the actual qual-

ity of our connotation lexicon, because we counted those words with connotative

polarity as incorrect if such words are marked as neutral by sentiment lexicons.
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Table 2.4 and Table 2.5 present the new connotative words we find, including

named entities. However, as can be seen in Table 2.4, many newly found connota-

tive words are good, even if many of them are marked as neutral by conventional

sentiment lexicon. It is worthwhile to remind that the connotation lexicon is by

definition more polar than the sentiment lexicon.

Baseline We use a simple method dubbed FREQ, which uses co-occurrence fre-

quency with respect to the seed predicates. Using the pattern [p] [?]n−2 [a], we col-

lect two sets of n-gram records: one set using the positive connotative predicates,

and the other using the negative connotative predicates. With respect to each set,

we calculate the following for each word a,

• Given [a], the number of unique [p] as f1

• Given [a], the number of unique phrases [?]n−2 as f2

• The number of occurrences of [a] as f3

We then obtain the score σa+ for positive connotation and σa− for negative

connotation using the following equations that take a linear combination of f1,

f2, and f3 that we computed above with respect to each polarity.

σa+ = α× σf1+ + β × σf2+ + γ × σf3+ (2.3)

σa− = α× σf1− + β × σf2− + γ × σf3− (2.4)

Note that the coefficients α, β and γ are determined experimentally. We assign

positive polarity to the word a, if σa+ >> σa− and vice versa. Otherwise, the word
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Positive: boogie, housewarming, persuasive-
ness, kickoff, playhouse, diploma, intuitively,
monument, inaugurate, troubleshooter, ac-
companist
Negative: seasickness, overleap, gan-
grenous, suppressing, fetishist, unspeakably,
doubter, bloodmobile, bureaucratized

Table 2.4: Examples of newly discovered words with connotations: these words
are treated as neutral in some conventional sentiment lexicons.

POSITIVE NEGATIVE

Mandela, Intel, Google, Python, Sony,
Pulitzer, Harvard, Duke, Einstein, Shake-
speare, Elizabeth, Swarovski, Clooney,
Hoover, Goldman, Hawaii, Yellowstone,
Zion, Lenox, Klein, Hollywood,RSA,
IBM,

Katrina, Monsanto, Halliburton, Enron,
Hiroshima, Holocaust, Afghanistan, Mu-
gabe, Hutu, Saddam, Osama, Qaeda,
Kosovo, Bolshevik, Britney, Helicobacter,
HIV, Chernobyl, Alzheimers, Sclerotinia

Table 2.5: Example Named Entities (Proper Nouns) with Polar Connotation.

will be considered as neutral.

Evaluation I: Comparison against Sentiment Lexicon

Given that the connotation lexicon is learned only based on semantic prosody

patterns in ngram corpus, the comparison results seem promising, especially for

top ranked words which have a higher average frequency.

Evaluation II: Extrinsic Evaluation via Sentiment Analysis

Table 2.8 presents the performance for the sentiment classification task (as de-

scribed in Section 2.5.2), the empirical study demonstrates that the practical value
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GENINQ MPQA
LEXICON FREQ HITS PAGERANK FREQ HITS PAGERANK

Top 100 73.6 77.7 77.0 83.0 86.3 87.2
Top 1000 67.8 68.8 68.5 80.3 81.3 80.3
Top MAX 65.8 66.5 65.7 71.5 72.2 72.3

Table 2.6: Comparison Result with Sentiment Lexicons (%)

Algorithm 1st Round 2nd Round
Acc. F-val Acc. F-val

Voting 68.7 65.4 71.0 68.5
Bag of Words 69.9 65.1 69.9 65.1

(′′) + MPQA 74.7 75.0 74.7 75.0
BoW + Top 2,000 73.3 74.5 73.7 75.4

(′′) + MPQA 72.8 73.5 75.0 77.6
BoW + Top 6,000 76.6 77.1 74.5 75.3

(′′) + MPQA 74.1 73.5 75.2 76.0
BoW + Top 10,000 74,1 73.5 74.2 73.8

(′′) + MPQA 73.5 74.3 74.7 75.1

Table 2.7: SemEval Classification Result(%) — (′′) denotes that all features in the
previous row are copied over.

of the connotation lexicon for sentiment analysis is encouraging, particularly for

Twitter dataset, which is known to be very noisy. Notice that the use of Top 6,000

words from our connotation lexicon along with MPQA lexicon boost the perfor-

mance up to 78.0%, which is significantly better than than 71.4% using only the

conventional MPQA lexicon with p < 0.001. This result shows that our connota-

tion lexicon nicely complements existing sentiment lexicon, improving practical

sentiment analysis tasks.
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Algorithm 1st Round 2nd Round
Acc. F-val Acc. F-val

Voting 60.4 59.1 62.6 61.3
Bag of Words 69.9 72.1 69.9 72.1

(′′) + MPQA 70.3 71.4 70.3 71.4
BoW + Top 2,000 71.3 65.4 72.7 73.3

(′′) + MPQA 69.4 63.1 73.1 74.6
BoW + Top 6,000 77.2 69.0 76.4 77.6

(′′) + MPQA 76.4 72.0 76.8 78.0
BoW + Top 10,000 73.3 73.5 73.7 74.1

(′′) + MPQA 74.1 69.5 73.5 74.2

Table 2.8: Twitter Classification Result(%) — (′′) denotes that all features in the
previous row are copied over.

2.7.6 Conclusion

In this section, we presented random work algorithms for learning connotation

lexicon together with connotative predicates in a nearly unsupervised manner.

Our approaches are grounded on the linguistic insight with respect to semantic

prosody. Empirical study demonstrates the effectiveness of the selectional prefer-

ence of connotative predicates based on the statistical information extracted from

Google Web 1T data. Our results also show the practical value of the connotation

lexicon for sentiment analysis encouraging further research in this direction.

2.8 Lexicon Induction via Label Propagation

In the previous section, we present our exploratory work on learning the general

connotation with semantic prosody encoded random walk models and obtain some

promising results. Due to the relatively small set of quality seeds of connotative
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predicates available, we find that relying only on the predicate-argument structure

of semantic prosody is somewhat limiting. Therefore, in this section, we further

explore the lexical relations to enlarge the coverage. One basic assumption behind

the graph-based algorithm / graph representation is the cluster assumption (Learn-

ing (2003)), which states that two points are likely to have the same class label if

there is a path connecting them through the region of high density. Therefore, in

addition to the semantic relation between connotative predicates and argument,

we also explore the semantic similarities between unlabeled words. For this, we

consider another linguistic pattern - semantic parallelism of coordination.

Inspired by previous success of applying graph-based algorithm to various

fields (Zhu (2006)), we experiment with label propagation (or graph propagation)

by Velikovich et al. (2010) for inducing the connotative labels. Comparing to the

ranking algorithm HITS / PageRank, it allows to integrate the two bipartite graphs

G+ and G−. We will compare the results by two algorithms based on the same

graph structure.

2.8.1 Graph Representation

We extend the graph structure of predicate – argument with the pairwise rela-

tions between unlabeled words (argument–argument) as an overlay of two sub-

graphs. Figure 2.3 depicts this structure, where the sub-graph circumscribed

as “Pred-Arg” (a bipartite graph) corresponds to the former, and the sub-graph

marked as “Arg-Arg” (a monopartite graph) corresponds to the latter. Each of

these graph components are described more in details below.
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Figure 2.3: Graph Structure for Graph Propagation.

Sub-graph #1: Predicate–Argument Graph

This sub-graph is the bipartite graph that encodes the selectional preference of

connotative predicates over their arguments.

Undirected (Symmetric) Graph First we explore undirected edges. In this

case, we assign a weight for each undirected edge between a predicate p and an

argument a. Intuitively, the weight should correspond to the strength of related-

ness or association between the predicate p and the argument a. We use Pointwise

Mutual Information (PMI) as we mentioned in the Section 2.4. The PMI score

between p and a is defined as follows:

41



w(p− a) := PMI(p, a) = log
P (p, a)

P (p)P (a)

The log of the ratio is positive when the pair of words tends to co-occur and

negative when the presence of one word correlates with the absence of the other

word.

Directed (Asymmetric) Graph Next we explore directed edges. That is, for

each connected pair of a predicate p and an argument a, there are two edges in

opposite directions: e(p → a) and e(a → p). In this case, we explore the use of

asymmetric weights using conditional probability. In particular, we define weights

as follows:

w(p→ a) := P (a|p) =
P (p, a)

P (p)

w(a→ p) := P (p|a) =
P (p, a)

P (a)

Empirically, when overlaid with the second sub-graph, we found that it is

better to keep the connectivity of this sub-graph as uni-directional. That is, we

only allow edges to go from a predicate to an argument.

Sub-graph #2: Argument–Argument Graph

The second sub-graph is extended based on the argument words in Sub-graph #1.

In this way, we include more unseen words that are semantically associated with

the argument words.

To construct the overlay graph, one possible way is to simply connect all nodes

and assign edge weights proportionate to the word association scores. We find
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that such a completely connected graph can be susceptible to propagating noise,

and does not scale well over a very large set of vocabulary. One option is to

consider to trim the graph either by retaining only those edges that are above a

certain threshold, or by limiting the size of neighboring nodes based on ordered

edge weights. The cost of graph construction for either option can get very high

however, as it is necessary to compute the edge score of all possible pairs of words.

We therefore reduce the graph connectivity by focusing on words with relatively

strong association.

There are several ways to quantify the semantic similarity between unlabeled

words. Instead of adopting the conventional pairwise relation between two words

(such as PMI, conditional probabilities), we propose to include the information of

the neighbors of the word. Specifically, we calculate the distributional similari-

ties over coordination (e.g., Bock (1986); Hatzivassiloglou and McKeown (1997);

Pickering and Branigan (1998)) among the argument words and their semanti-

cally associated words. The computation of distributional similarity is described

in Section 2.4. This cosine similarity represents the semantic similarity of the two

argument words based on their occurrence in the aiandaj pattern. It is important

to judiciously select edge connections and corresponding weights in order to re-

duce the mishap of propagating noise, a common problem in many unsupervised

and bootstrapping approaches. Then, by filtering words using this pattern, we

expect the cosine similarity to convey stronger connotative similarity, and hence

increase the quality of connotation lexicon.
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Algorithm 1: GRAPH PROPAGATION

1 Input: Connotation graph G=(V, P,E);
2 Output: Connotation label probabilities for each node i ∈ V \P
3 Initialize:
4 foreach do
5 i ∈ V \P , pol+i = 0, pol−i = 0.

6 foreach do
7 i ∈ P+, pol+i = 1; i ∈ P−, pol−i = 1

8 . foreach i ∈ V do
9 if i = j then αi,j = 1

10 else αi,j = 0

11 foreach vi ∈ P do
12 F = {vi}
13 foreach t : 1...T do
14 foreach (vk, vj ∈ E) s.t. vk ∈ F do
15 αi,j = max{αi,j, αi,k · wk,j}
16 F = F ∪ {vj}

17 repeatsteps 11-16
18 β =

∑
i pol

+
i /
∑

i pol
−
i

19 until using N to compute pol
20 foreach i ∈ V \P do
21 if |poli| < γ then poli = 0
22 else poli = pol+i − βpolii

2.8.2 Propagating over the Overlay of Two Sub-graphs

Note that the two sub-graphs described earlier are based on different types of

weights on their edges: PMI for predicate-argument graph and distributional sim-

ilarity for argument-argument graph. Although it is not impossible to use PMI

scores for the second sub-graph, as will be shown later, we found that cosine sim-

ilarity works significantly better than PMI empirically. This is not surprising, as

the second sub-graph serves the purpose of discovering words with similar con-
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notative polarity that appear in the semantic parallelism. Also note that the cosine

similarity does not make sense for the predicate-argument patterns, as a predicate

and an argument are not necessarily similar in term of their probability distribu-

tion: they typically either belong to different types of part-of-speech or represent

very different semantic concepts. We normalize the PMI scores of the predicate-

argument graph to the range of cosine similarity scores as below:

w(p→ a) = (PMI(p, a)− PMIMIN)× DSMAX−DSMIN

PMIMAX−PMIMIN
+DSMIN (2.5)

where PMI(p, a) denotes the PMI score of an edge from p to a. PMIMIN and

PMIMAX denote the maximum and minimum value of PMI respectively within

the predicate-argument graph, and DSMAX and DSMIN are the maximum and

minimum value of the distributional similarity scores.

We use the graph propagation of Velikovich et al. (2010) to propagate the con-

notation of seed words throughout this network of words, this model is a variant

of label propagation (Zhu and Ghahramani (2002)) that has been used for various

NLP tasks for semi-supervised learning and bootstrapping (e.g., Niu et al. (2005);

Rao and Ravichandran (2009)) as described in Algorithm 1. In our application, the

iterative process converges to a fixed point. Remind that the previous of approach

- random work, the inference of words with positive connotation and negative con-

notation is isolated from each other. While label propagation algorithm induces

the distribution over positive and negative connotation of each word. It naturally

enables each word vertex to get prior knowledge from all the seeds of both polar-

ities when a path exists between the node and a seed. As will be shown through a

series of comparative experiments, it is important to judiciously select edge con-
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nections and corresponding weights in order to reduce the mishap of propagating

noise, a common problem in many unsupervised and bootstrapping approaches.

2.8.3 Evaluations

We perform two types of evaluations: one is to compare the resulting lexicon with

sentiment lexicon as described in Section 2.5.1; one is to utilize the lexicon for

sentiment classification tasks as described in Section 2.5.2. We will compare the

performances of two kinds of graph-based algorithms.

Evaluation I: Comparison against Sentiment Lexicon

As shown through a series of comparative experiments in Table 2.9, the results

show that the graph propagation approach based on the transduction algorithm

consistently improves the performance comparing to random work model with bi-

partite graph. The use of label propagation alone (PRED-ARG (CP), PRED-ARG

(PMI)) improves the performance substantially over the comparable graph con-

struction with different graph analysis algorithms, in particular, HITS and PageR-

ank approaches in the previous section. The OVERLAY achieves the best perfor-

mance among graph-based algorithms, significantly improving the precision over

all other baselines listed in the table. At the same time, we also notice that the

coverage of the lexicon is substantially larger than that of all other alternatives.

This result suggests:

1 The sub-graph #2, based on the semantic parallelism of coordination, is

simple and yet very powerful as an inductive bias.
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GENINQ EVAL MPQA EVAL

100 1,000 5,000 ALL 100 1,000 5,000 ALL

OVERLAY 97.0 95.1 78.8 78.3 98.0 93.4 82.1 77.7
PRED-ARG (PMI) 91.0 91.4 76.1 76.1 88.0 89.1 78.8 75.1
PRED-ARG (CP) 88.0 85.4 76.2 76.2 87.0 82.6 78.0 76.3

HITS 77.0 68.8 68.8 66.5 86.3 81.3 81.3 72.2
PAGERANK 77.0 68.5 68.5 65.7 87.2 80.3 80.3 72.3

Table 2.9: Evaluation of the Induction Algorithms with respect to Sentiment Lex-
icons (prec%).

2 The performance of graph propagation varies significantly depending on the

graph topology and the corresponding edge weights.

Evaluation II: Extrinsic Evaluation via Sentiment Analysis

Next, we apply the connotation lexicon for the sentence-level sentiment classi-

fication task. CONNOTATION (OVERLAY) corresponds to the lexicon based on

the overlay graph structure and CONNOTATION (PRED-ARG) corresponds to the

best performing lexicon by the predicate-argument structure in Table 2.9. In Ta-

ble 2.10, “≶ n” indicates that the positive set consists of the texts with scores≥ n

and the negative set consists of the texts with scores ≤ −n. More details about

the evaluation is described in Section 2.5.2. CONNOTATION (OVERLAY) per-

forms significantly better than the other connotation lexicon and the commonly

used sentiment lexicons, which shows that the potential practical use of conno-

tation lexicon. Please note that we will refer to the best performing connotation

lexicon by graph propagation as “connotation (GP)” in the rest of the paper.
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DATA

LEXICON TWEET SEMEVAL

≶20 ≶40 ≶60 ≶80
CONNOTATION (OVERLAY) 68.5 70.0 72.9 76.8 89.6
CONNOTATION (PRED-ARG) 60.5 64.2 69.3 70.3 79.2
SENTIWN 67.4 61.0 64.5 70.5 79.0
GI+MPQA 65.0 64.5 69.0 74.0 80.5

Table 2.10: Accuracy on Sentiment Classification (%)

2.8.4 Discussion of Graph-based Algorithms

Although graph-based algorithms (2.7, 2.8) provide an intuitive framework to in-

corporate various lexical relations, we recognize a few fundamental limitations

for our task:

1. They allow only non-negative edge weights. Therefore, we can encode only

positive (supportive) relations among words (e.g., distributionally similar

words will endorse each other with the same polarity), while missing on

negative relations (e.g., antonyms may drive each other into the opposite

polarity).

2. They induce positive and negative polarities in isolation via separate graphs.

However, we expect that a more effective algorithm should induce both po-

larities simultaneously. On a related note, it is practically awkward to model

neutral polarity from graph-based algorithms.

3. The framework does not readily allow incorporating a diverse set of soft

and hard constraints, and it is not easy or even possible to incorporate var-

ious types of hard constraints. Therefore, the kinds of prior knowledge we

can incorporate into graph-based algorithms is limited (so far we have not
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encoded the synonyms and antonym relation into the graph).

2.8.5 Conclusion

In this section, we exploit another graph structure, which is an overlay of predicate-

argument and argument-argument structure. Then we apply graph propagation al-

gorithm for the inducing connotative labels. We find that the graph propagation

algorithm performs better than the random walk algorithms when running on the

predicate-argument graph structure. By including the argument-argument lexical

relation, we are able to expand the coverage while improving the quality of the

lexicon. In addition, we also observe a few limitations of the two graph-based

algorithms, therefore, we will further explore different types of algorithms to ad-

dress the limitations in the following section.

2.9 Lexicon Induction via Constraint Optimization

Motivated by the previous experiment results and observations of the connota-

tion lexicon induction via the two graph-based algorithms in Section 2.7 and Sec-

tion 2.8, we plan to seek an alternative approach that is relatively convenient to

incorporate even more diverse linguistic insights. One possible approach is to

formulate the task as an optimization problem and encode the prior knowledge

as either soft or hard constraints. In this section, we develop an integer linear

programing frameworks for learning the connotative labels. In the evaluation sec-

tion, we will compare the quality and performance of the lexicon by constraint

optimization with previous versions.
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Figure 2.4: Graph Structure for Linear Programming

2.9.1 Graph Representation

Previously, we have been focusing on the linguistic statistics derived from

Web resources, next we consider to include the knowledge readily available in the

classical dictionary-driven resources. Figure 2.4 depicts the graph structures that

encoded assorted of lexical relations introduced in Section 2.4

• For directed edges, the value of w(i, j) is set to w(i→ j) is defined as

w(pi → aj) := P (aj|pi) =
P (pi, aj)

P (pi)
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w(aj → pi) := P (pi|aj) =
P (pi, aj)

P (aj)

P (p, a) - the count of occurrence of p and a. P (p) (P (a)) - the frequency

of p (a).

• For the edges between unlabeled words, if the pair appears at the paral-

lelism or coordination pattern, we define the wedge weight as distributional

similarity between ai and aj .

• For the synonyms or antonyms of a node based on WordNet synsets, the un-

seen ones will be included in the graph and the corresponding edge weight

is assigned as 1 for synonyms, or −1 for antonyms.

Hence, in comparison to Figure 2.3, two new components are included: (1)

dictionary-driven relations of synonyms and antonyms readily available at Word-

Net (Miller (1995)) , and (2) dictionary-driven words (i.e., unseen words with

respect to those relations explored in Figure 2.3).

2.9.2 Induction using Integer Linear Programming

We define the problem in terms of a collection of discrete random variables rep-

resenting connotative labels (positive, negative and neutral) of words. Then we

formulate linguistically motivated insights in Figure 2.4 using Integer Linear Pro-

gramming (ILP) as follows:

Notation / Definition of sets of words:

1. P+: the set of positive seed predicates.

P−: the sets of negative seed predicates.
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2. A: the set of seed sentiment words.

3. Rsyn: word pairs in synonyms relation.

Rant: word pairs in antonyms relation.

Rcoord: word pairs in coordination relation.

Rprosody: word pairs in pred–arg relation.

Notation / Definition of variables: For each word i, we define binary variables

xi, yi, zi ∈ {0, 1}, where xi = 1 (yi = 1, zi = 1) iff. i has a positive (negative,

neutral) connotation respectively. For every pair of word i and j, we define binary

variables dpqij where p, q ∈ {+,−, 0} and dpqij = 1 iff. the polarity of i and j are p

and q respectively.

Next, we seek optimal assignments to the variables in the presence of the

constraints on the word relations as follows.

Objective function: We aim to maximize:

F = Φprosody + Φcoord + Φneu

where Φprosody is the scores based on semantic prosody, Φcoord captures the distri-

butional similarity over coordination, and Φneu controls the sensitivity of conno-

tation detection between positive (negative) and neutral. In particular,
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Φprosody =
Rpred∑
i,j

wpredi,j (d++
i,j + d−−i,j − d+−i,j − d−+i,j ) (2.6)

Φcoord =
Rcoord∑
i,j

wcoordi,j (d++
i,j + d−−i,j + d00i,j) (2.7)

Φneu = α
∑
i

·zj
Rpred∑
i,j

wpredi,j (2.8)

Soft constraints for edge weights: The weights in the objective function given

above are set as follows:

wpred(p, a) =
freq(p, a)∑

(p,x)∈Rpred

freq(p, x)
(2.9)

wcoord(a1, a2) = CosSim(−→a1 ,−→a2) =
−→a1 · −→a2
||−→a1 || ||−→a2 ||

(2.10)

Note that the same wcoord(a1, a2) has been used in graph propagation described in

Section 2.2. α controls the sensitivity of connotation detection such that higher

value of α will promote neutral connotation over polar ones.

Hard constraints for variable consistency:

1. Each word i has one of {+,−, o} as polarity:

∀i, xi + yi + zi = 1

2. Variable consistency between dpqij and xi, yi, zi:
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xi + xj − 1 ≤ 2d++
i,j ≤ xi + xj (2.11)

yi + yj − 1 ≤ 2d−−i,j ≤ yi + yj (2.12)

zi + zj − 1 ≤ 2d00i,j ≤ zi + zj (2.13)

xi + yj − 1 ≤ 2d+−i,j ≤ xi + yj (2.14)

yi + xj − 1 ≤ 2d−+i,j ≤ yi + xj (2.15)

Given that,

d++
i,j = 1 iff i and j are both positive.

d−−i,j = 1 iff i and j are both negative.

d+−i,j = 1 iff i and j are both positive.

d00i,j = 1 iff i and j are both neutral.

sumi,j = d+ij + d−ij + d0ij . sumi,j = 1 iff i, j have the same polarity; other-

wise sumi,j = 0.

Determine whether i, j have the opposite polarity:

d+−i,j , d
−+
i,j ∈ {0, 1}.

d−+i,j = 1 iff i and j are both negative.

sumi,j = d+−ij + d−+ij . sumi,j = 1 iff i, j have the opposite polarity; other-

wise sumi,j = 0.

Determine whether one of the word is neutral.
∑
d∗ij = 0. Restraints on the

number of polar words:
∑
xi = 1000.

∑
yi = 1000.

Hard constrains for WordNet relations:
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1. Cant: Antonym pairs will not have the same positive or negative polarity:

∀(i, j) ∈ Rant, xi + xj ≤ 1, yi + yj ≤ 1

2. Csyn: Synonym pairs will not have the opposite polarity:

∀(i, j) ∈ Rsyn, xi + yj ≤ 1, xj + yi ≤ 1

One practical problem with ILP is efficiency and scalability. In particular,

we found that it becomes nearly impractical to run the ILP formulation including

all words in WordNet plus all words in the argument position in GoogleWeb1T.

We therefore explore an alternative formulation based on Linear Programming as

described below.

2.9.3 Induction using Linear Programming

One straightforward option for Linear Programming formulation may seem like

using the same Integer Linear Programming formulation introduced in Section 2.9.2,

only changing the variable definitions to be real values [0, 1] rather than integers.

However, because the hard constraints in ILP are defined based on the assumption

that all the variables are binary integers, those constraints are not applicable to

IL when considered for real numbers. Therefore we revise those hard constraints

to encode various semantic relations (WordNet and semantic coordination) more

directly.
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Definition of variables: For each word i, we define variables xi, yi, zi ∈ [0, 1].

i has a positive (negative) connotation if and only if the xi (yi) is assigned the

greatest value among the three variables; otherwise, i is neutral.

For the consistency for the word relations as introduced in Section §2.9.2, we

define determinative variables d∗i,j , where d∗i,j ∈ [−1, 0]. W syn, W ant are positive

constants, here assigned 1.

Objective function: We aim to maximize:

F = Φprosody + Φcoord + Φsyn + Φant + Φneu

In particular,

Φprosody =
Rpred+∑
i,j

wpredi,j · xj +
Rpred−∑
(i,j)

wpredi,j · yj (2.16)

Φcoord =
Rcoord∑
i,j

wcoordi,j · (dc++
i,j + dc−−i,j ) (2.17)

Φsyn = W syn

Rsyn∑
i,j

(ds++
i,j + ds−−i,j ) (2.18)

Φant = W ant

Rant∑
i,j

(da++
i,j + da−−i,j ) (2.19)

Φneu = α
∑
i

·zj
Rpred∑
i,j

wpredi,j (2.20)

Hard constraints We add penalties to the objective function if the polarity of a

pair of words is not consistent with its corresponding syntax or semantic relation.

For example, for synonyms i and j, we introduce ds++
i,j , ds

−−
i,j ∈ [−1, 0] and W syn
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GENINQ EVAL MPQA EVAL

100 1,000 5,000 ALL 100 1,000 5,000 ALL

ILP 97.6 94.5 84.5 80.4 98.0 89.7 84.6 78.4
LP 97.6 94.5 84.5 80.4 98.0 89.7 84.6 78.4
GP 97.0 95.1 78.8 78.3 98.0 93.4 82.1 77.7

HITS 77.0 68.8 68.0 66.5 86.3 81.3 78.5 72.2
PAGERANK 77.0 68.5 67.8 65.7 87.2 80.3 77.6 72.3

Table 2.11: Evaluation of Induction Algorithms with respect to Sentiment Lexi-
cons (prec%).

(a positive constant). Then we set the upper bound of ds++
i,j (ds−−i,j ) as the distance

of xi and xj (yi and yj), then the penalty W syn · (ds++
i,j + ds−−i,j ) is encouraged to

keep small. Consequently, i and j are induced to have the same label.

The constraints for Rsyn and Rant are shown as follows. In a similar manner

toRsyn, we define the constraints forRcoord.

For (i, j) ∈ Rsyn,

ds++
i,j ≤ xi − xj , ds−−i,j ≤ yi − yj

ds++
i,j ≤ xj − xi , ds−−i,j ≤ yj − yi

For (i, j) ∈ Rant,

da++
i,j ≤ xi − (1− xj) , da−−i,j ≤ yi − (1− yj)

da++
i,j ≤ (1− xj)− xi , da−−i,j ≤ (1− yj)− yi

To solve the ILP/LP, we run ILOG CPLEX Optimizer CPLEX (2009)) on a

3.5GHz 6 core CPU machine with 96GB RAM. Efficiency-wise, LP runs within
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FORMULA
POSITIVE NEGATIVE ALL

R P F R P F R P F
INTEGER LINEAR PROGRAMING (ILP)

Φprosody 57.4 82.5 67.7 48.9 84.3 61.9 53.1 83.4 64.9
Φprosody + Φcoord 42.0 87.6 56.8 38.1 64.6 47.9 40.0 76.1 52.4
Φprosody + Csyn/ant 51.4 85.7 64.3 44.7 87.9 59.3 48.0 86.8 61.8
Φprosody + Csyn/ant + CA 61.2 93.3 73.9 52.4 92.2 66.8 56.8 92.8 70.5
Φprosody + Φcoord + Csyn/ant 67.3 75.0 70.9 53.7 84.4 65.6 60.5 79.7 68.8
Φprosody + Φcoord + Csyn/ant + CA 62.2 96.0 75.5 51.5 89.5 65.4 56.9 92.8 70.5

LINEAR PROGRAMING (LP)
Φprosody 58.3 81.8 68.1 49.6 84.0 62.4 54.0 82.9 65.4
Φprosody + Φcoord 21.0 72.7 32.6 31.4 80.1 45.1 26.2 76.4 39.0
Φprosody + Φsyn/ant 24.4 76.0 36.9 23.6 78.8 36.3 24.0 77.4 36.6
Φprosody + Φsyn/ant + ΦA 71.6 87.8 78.9 68.8 84.6 75.9 70.2 86.2 77.4
Φprosody + Φcoord + Φsyn/ant 67.9 92.6 78.3 64.6 89.1 74.9 66.3 90.8 76.6
Φprosody + Φcoord + Φsyn/ant + ΦA 78.6 90.5 84.1 73.3 87.1 79.6 75.9 88.8 81.8

Table 2.12: ILP/LP Comparison on MQPA′ (%).

10 minutes while ILP takes hours.

2.9.4 Evaluations

In parallel with previous studies in Section 2.7 and Section 2.8, we conduct the

evaluations: (1) comparison with sentiment lexicon (as in Section 2.5.1); (2) sen-

timent classification tasks based on connotation lexicon (as in Section 2.5.2). In

addition, we also compare the best performing lexicon with human annotations.

Evaluation I: Comparison against Sentiment Lexicon

Table 2.12 shows the results evaluated against MPQA for different variations

of ILP and LP. We compare the connotation lexicons by different ILP/LP varia-
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tions against MPQA5 Wiebe et al. (2005). When incorporating seed arguments, as

indicated by CA/ΦA in Table 2.12, we only use General Inquirer Stone and Hunt

(1963). The results in Table 2.12 support our hypothesis that it could be advanta-

geous to consider a wide range of linguistic-motivated knowledge. We find that LP

variants much better recall and F-score, while maintaining comparable precision.

LP versions can achieve comparable precision, higher F-score comparing to ILP

versions. Note that the recall is very low for Φprosody + Φsyn + Φant as the solver

tends to assign 0.5 to xi and yi. But after we add seed arguments ΦA, both recall

and precision are significantly enhanced. In addition, as shown through a series of

comparative experiments in Table 2.12, the use of rich lexical resource generally

helps improving the performance. The best performance is achieved when we in-

corporate all lexical resources. Hence, we choose the connotation lexicon by the

best performing LP in the rest evaluations.

Evaluation II: Extrinsic Evaluation via Sentiment Analysis

Next, we verify the effectiveness of the different versions of connotation lexicon

for the task of sentence-level sentiment classification. In Table 2.13 “≶ n” indi-

cates that the positive set consists of the texts with scores ≥ n and the negative

set consists of the texts with scores ≤ −n. More details about the evaluation is

described in Section 2.5.2.

As shown in Table 2.13, CONNOTATION (CO) generally performs better than

the other lexicons on both corpora. Considering that only very simple classifica-

tion strategy is applied, the result by the connotation lexicon is quite promising.

5MPQA′ is the set of words in MPQA excluding the words in General Inquirer
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DATA

LEXICON TWEET SEMEVAL

≶20 ≶40 ≶60 ≶80
CONNOTATION (CO) 70.1 70.8 74.6 80.8 93.5
CONNOTATION(GP) 68.5 70.0 72.9 76.8 89.6
SENTIWN 67.4 61.0 64.5 70.5 79.0
GI+MPQA 65.0 64.5 69.0 74.0 80.5

Table 2.13: Accuracy on Sentiment Classification (%).

Evaluation III: Intrinsic Evaluation via Human Judgment

We evaluate 4000 words using Amazon Mechanical Turk. We choose words that

are not already in GI+MPQA. We only consider the relatively common words

so that the human annotators likely have good knowledge about the usage of the

words. For this, we obtain most frequent 10,000 words based on the unigram

frequency in Google-Ngram, then randomly select 4000 words. In this section, we

compare the best performing connotation lexicon in the previous two evaluations

against the human annotation.

• ΩV ote: The judgement of each Turker is mapped to x ∈ {pos, neg, neu},

then take the majority vote.

• ΩScore: Let σ(i) be the sum (weighted vote) of the scores given by 5 judges

for word i.

l(i) =


positive if σ(i) > 1

negative if σ(i) < −1

neutral if −1 ≤ σ(i) ≤ 1

The resulting distribution of judgements is shown in Table 2.3 & 2.14. Interest-

ingly, we observe that among the relatively frequently used English words, there
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POS NEG NEU UNDETERMINED

ΩV ote 50.4 14.6 24.1 10.9
ΩScore 67.9 20.6 11.5 n/a

Table 2.14: Distribution of Connotative Polarity from AMT.

CONNOTATION SENTIWORDNET HUMAN JUDGES

ΩV ote 77.0 71.5 66.0
ΩScore 73.0 69.0 69.0

Table 2.15: Agreement (Accuracy) against AMT-driven Gold Standard.

are overwhelmingly more positively connotative words than negative ones.

In Table 2.15, we show the percentage of words with the same label over the

mutual words by the two lexicon. The highest agreement is 77% by connotation

lexicon and the gold standard by AMTV ote. How good is this? It depends on what

is the natural degree of agreement over subtle connotation among people. There-

fore, we also report the degree of agreement among human judges in Table 7,

where we compute the agreement of one Turker with respect to the gold standard

drawn from the rest of the Turkers, and take the average across over all five Turk-

ers6. Interestingly, the performance of Turkers are not as good as that of connota-

tion lexicon! We conjecture that this could be due to generally varying perception

of different people on the connotative polarity, and that the corpus-driven induc-

tion algorithms are effective in learning the general connotative polarity from a

large scale text.

6In order to draw the gold standard from the 4 remaining Turkers, we consider adjusted versions
of ΩV ote and ΩScore schemes described above.
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2.9.5 Conclusion

In this section, we develop linear programming framework with the linguistically

motivated constraints to solve the problem. Via comprehensive evaluations, we

provide empirical insights into different variations of the induction algorithms,

and examine the performance in terms of precision, coverage and efficiency. The

results show that it could be considerably beneficial to incorporate a wide spec-

trum of linguistic insights into the induction algorithm. Therefore, in the follow-

ing section, we mainly use the graph structure encoded with all proposed linguistic

insights.

2.10 Sense-level Connotation

In the Section 2.7, Section 2.8 and Section 2.9, we present automatic methods for

learning subtle shades of sentiment a word may conjure (e.g., Feng et al. (2011,

2013)), the resulting lexical corpus includes even those seemingly objective words

such as “sculpture”, “Ph.D.”, “rosettes”, which generally have not been con-

sidered as subjective words per their denotational meanings. In this section, we

present our work address one practical problem - learning the connotation poly-

semous words. This word sense issue has been a universal challenge for a range

of Natural Language Processing applications, including sentiment analysis. Re-

cent studies have shown that it is fruitful to tease out subjectivity and objectivity

corresponding to different senses of the same word, in order to improve compu-

tational approaches to sentiment analysis (e.g. Pestian et al. (2012); Mihalcea

et al. (2012); Balahur et al. (2014)). Inspired by these recent successes, we fur-

ther investigate whether we can attain similar gains if we model the connotative
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polarity of different senses separately. Although there have been studies that have

studied sense-level sentiment lexicons, e.g., SentiWordNet (Esuli and Sebastiani

(2006)), no prior work has studied sense-level connotation lexicons. Additionally,

in contrast to previous studies (for both sentiment and connotation lexicons) that

learn the lexical polarity of either the word-level or sense-level respectively, we

introduce a unified framework to learning a connotation lexicon (i.e., a lexicon of

connotative polarity) over the network of words in conjunction with senses (Kang

et al. (2014)).

For non-polysemous words, which constitute a significant portion of English

vocabulary, learning the general connotation at the word-level (rather than at the

sense-level) would be a natural operational choice. However, for polysemous

words, which correspond to most frequently used words, it would be an overly

crude assumption that the same connotative polarity should be assigned for all

senses of a given word. For example, consider “abound”, for which lexicogra-

phers of WordNet prescribe two different senses, which by and large have not

been considered as subjective words per their denotational meanings.

• (v) abound: (be abundant of plentiful; exist in large quantities)

• (v) abound, burst, bristle: (be in a state of movement or action) “The room

abounded with screaming children”; “The garden bristled with toddlers”

For the first sense, which is the most commonly used sense for “abound”, the

general overtone of the connotation would seem positive. That is, although one

can use this sense in both positive and negative contexts, this sense of “abound”

seems to collocate more often with items that are good to be abundant (e.g., “re-

sources”), than unfortunate items being abundant (e.g., “complaints”).
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However, for the second sense, which “burst” and “bristle” can be used inter-

changeably with respect to this particular sense, the general overtone is slightly

more negative with a touch of unpleasantness, or at least not as positive as that

of the first sense.Hence a sense in WordNet is defined by synset (= synonym set),

which is the set of words sharing the same sense. Especially if we look up the

WordNet entry for “bristle”, there are noticeably more negatively connotative

words involved in its gloss and examples.

There is one potential practical issue we would like to point out in building

a sense-level lexical resource. End-users of such a lexicon may not wish to deal

with Word Sense Disambiguation (WSD), which is known to be often too noisy

to be incorporated into the pipeline with respect to other NLP tasks. As a re-

sult, researchers often need to aggregate labels across different senses to derive

the word-level label. Although such aggregation is not entirely unreasonable, it

does not seem to be the most optimal and principled way of integrating available

resources, may not necessarily yield a more optimal polarity.

Hence, in this work, we present the first unified approach that learns both

sense-level and word-level connotations at the same time. This way, end-users

will have access to more accurate sense-level connotation labels if needed, while

also having access to more general word-level connotation labels. We again for-

mulate the lexicon induction problem as collective inference problem, this time,

we explore the pairwise-Markov Random Fields (pairwise-MRF) and derive a

loopy belief propagation algorithm for inference.

The key aspect of our approach is that we exploit the innate bipartite graph

structure between words and senses encoded in WordNet. Although our approach

seems conceptually natural, previous approaches, to our best knowledge, have
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not directly exploited these relations between words and senses for the purpose

of deriving lexical knowledge over words and senses collectively. In addition,

previous studies (for both sentiment and connotation lexicons) aimed to produce

only either of the two aspects of the polarity: word-level or sense-level, while we

address both.

For this, we introduce to apply loopy belief propagation (loopy-BP) as a lexi-

con induction algorithm. As will shown in section 2.10.4, Loopy-BP in our study

achieves statistically significantly better performance over the constraint optimiza-

tion approaches previously explored in Section 2.9. Here we use the probabilistic

representation of pairwise-MRF and Loopy-BP as inference technique, we can

also retrieve the notion of intensity of connotation, which was not available from

the Integer Linear Programing methods. In addition, the Loopy-BP algorithm runs

much faster and it is considerably easier to implement than constraint optimization

algorithms.

The final outcome in this section is ConnotationWordNet, a new lexical re-

source that has connotation labels over both words and senses following the struc-

ture of WordNet.

2.10.1 Graph Representation

The connotation graph for learning ConnotationWordNet is shown in Fig-

ure 2.5. It is a heterogeneous graph with multiple types of nodes and edges. In

particular, it contains two types of nodes: (i) lemma (i.e., words) node, (ii) synset

(i.e., senses) nodes; and four types of edges:[i] predicate-argument edges; (ii)

argument-argument edges; (iii) argument-synset edges; (iv) synset-synset edges.

Similarly, the predicate-argument edges depict the selectional preference of
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Figure 2.5: Graph Structure for Word + Sense.

connotative predicates over their arguments and encode their co-occurrence rela-

tions based on the Google Web 1T corpus. The argument-argument edges are

based on the distributional similarities among the arguments. The argument-

synset edges capture the synonymy between argument nodes through the corre-

sponding synsets. Finally, the synset-synset edges depict the antonym relations

between synset pairs. Hence, comparing to the previous graph representations in

Figure 2.4, we introduce the “sense” node and the corresponding edges as shown

in Table 2.16.

2.10.2 Task Overview

Our overall goal is to infer the connotative sentiment associated with words as well

as synsets. In the previous sections we described how these terms are associated
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Connotation Graph Count
Nodes 179,329
lemmas (words) 115,861
synsets 63,468
Edges 452,008
predicate-argument 178,950
argument-argument 143,856
argument-synset (synonyms) 125,765
synset-synset (antonyms) 3,437

Table 2.16: Various types of nodes and edges, and counts, in the heterogeneous
connotation graph.

with each other, and how we constructed the connotation graph by exploiting the

relations in Section 2.4.

Our key approach is to treat the connotation sentiment mining task as a network-

based classification task. As such, we tackle the problem by formulating and op-

timizing a graph-based classification objective. This problem setting where the

data objects, the class labels of which to be inferred, form a graph is well-known

as collective classification (Sen et al. (2008)). We describe the details of our for-

mulation next.

Problem Formulation

Please refer to Table 2.17 for the notations used in the section.

Objective formulation We next define the objective function we seek to op-

timize for the graph-based connotation sentiment classification task. We pro-

pose to use an objective formulation that utilizes pairwise Markov Random Fields

(MRFs) (Kindermann and Snell (1980)), which is adapted to our problem setting.
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SYMBOL DEFINITION

V Sets of nodes in a graph
E Sets of edges in a graph
G graph G = (V,E)
t type of edges

t ∈ {pred− arg, arg − arg, syn− arg, syn− syn}
e edges, e(vi, vj, t) ∈ E
N a neighborhood function

Nv = {u| e(u, v) ∈ E} ⊆ V
L labels, L = {+,−}
Y nodes to be labeled
yi refer to Yi’s label
Ψ a set of clique potentials

Prior of node i being in state s
Edge potential when nodes i and j being in states s 0 and s, respectively
Belief of node i being in state s

Table 2.17: Symbols

MRFs are a class of probabilistic graphical models that are suited for solving

inference problems in networked data. An MRF consists of an undirected graph

where each node can be in any of a finite number of states (i.e., class labels). The

state of a node is assumed to be dependent on each of its neighbors and inde-

pendent of other nodes in the graph. This assumption yields a pairwise Markov

Random Field (MRF) which is a special case of general MRFs, see Yedidia et al.

(2003) for details. In pairwise MRFs, the joint probability of the graph can be writ-

ten as a product of pairwise factors, parametrized over the edges. These factors

are referred as clique potentials in general MRFs, which are essentially functions

that collectively determine the graph’s joint probability.

Specifically, let G = (V,E) denote a network of random variables, where V

consists of the unobserved variables Y that need to be assigned values from label
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set L. Let Ψ denote a set of clique potentials that consists of two types of factors:

• For each Yi ∈ Y , ψi ∈ Ψ is a prior mapping ψi : L → R≥0, where R≥0
denotes non-negative real numbers.

• For each e(Yi, Yj, t) ∈ E, ψtij ∈ Ψ is a compatibility mapping ψtij : L×L →

R≥0.

Given an assignment y to all the unobserved variables Y and x to observed

ones X (variables with known values, if any), our objective function is associated

with the following joint probability distribution.

P (y|x) =
1

Z(x)

∏
Yi∈Y

ψi(yi)
∏

e(Yi,Yj ,t)∈E

ψtij(yi, yj) (2.21)

where Z(x) is the normalization function. Our goal is then to infer the maximum

likelihood assignment of states (i.e., labels) to unobserved variables (i.e., nodes)

that will maximize our objective function above.

Task Definition Having introduced our graph-based classification task and ob-

jective formulation, we define our problem more formally.

Given

- a connotation graph G = (V,E) of words and synsets connected with typed

edges,

- prior knowledge (i.e., probabilities) of (some or all) graph objects belonging

to each class,

- compatibility of two objects with a given pair of labels being connected to

each other;
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Classify the probability of the graph objects Yi ∈ Y into one of two classes;

L = {+,−}, such that the class assignments yi maximize our objective in Equa-

tion (2.21). Note that the above formulation enables us to also rank the network

objects by the magnitude, or probability, of their connotation sentiment.

2.10.3 Induction using Belief Propagation

We formulate the problem of finding the best assignments to unobserved vari-

ables in our objective function as an inference problem. The brute force ap-

proach through enumeration of all possible assignments is exponential and thus

intractable. In general, exact inference is known to be NP-hard and there is no

known algorithm which can be theoretically shown to solve the inference prob-

lem for general MRFs. Therefore in this work, we employ a computationally

tractable (in fact linearly scalable with network size) approximate inference algo-

rithm called Loopy Belief Propagation (LBP) (Yedidia et al. (2003)), which we

extend to handle typed graphs like our connotation graph.

Our inference algorithm is based on iterative message passing and the core of

it can be concisely expressed as the following two equations:

mi→j(yj) = α
∑
yi∈L

(
ψtij(yi, yj) ψi(yi)

∏
Yk∈Ni∩Y\Yj

mk→i(yi)

)
, ∀yj ∈ L (2.22)

bi(yi) = β ψi(yi)
∏

Yj∈Ni∩Y

mj→i(yi), ∀yi ∈ L (2.23)
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A message mi→j is sent from node i to node j and captures the belief of i

about j, which is the probability distribution over the labels of j; i.e. what i

“thinks” j’s label is, given the current label of i and the type of the edge that

connects i and j. Beliefs refer to marginal probability distributions of nodes over

labels; for example bi(yi) denotes the belief of node i having label yi. α and

β are the normalization constants, which respectively ensure that each message

and each set of marginal probabilities sum to 1. At every iteration, each node

computes its belief based on messages received from its neighbors, and uses the

compatibility mapping to transform its belief into messages for its neighbors. The

key idea is that after enough iterations of message passes between the nodes, the

“conversations” are likely to come to a consensus, which determines the marginal

probabilities of all the unknown variables.

The pseudo-code of our method is given in Algorithm 2. It first initializes all

messages to 1 and priors to unbiased (i.e., equal) probabilities for all nodes except

the predicate nodes for which the sentiment is known (lines 3-9). It then proceeds

by making each Yi ∈ Y communicate messages with their neighbors in an iterative

fashion until the messages stabilize (lines 10-14), i.e. convergence is reached.

Although convergence is not theoretically guaranteed, in practice LBP converges

to beliefs within a small threshold of change (e.g., ε = 10−6) fairly quickly with

accurate results (Pandit et al. (2007)). At convergence, we calculate the marginal

probabilities, that is of assigning Yi with label yi, by computing the final beliefs

bi(yi) (lines 15-17). We use these maximum likelihood label probabilities for

classification; for each node i, we assign the label Li ← max yi bi(yi).

To completely define our algorithm, we need to instantiate the potentials Ψ, in

particular the priors and the compatibilities, which we discuss next.
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Algorithm 2: CONNOTATION INFERENCE

1 Input: Connotation graph G=(V,E), prior potentials ψp for predicate
words p ∈ P , compatibility potentials ψtij

2 Output: Connotation label probabilities for each node i ∈ V \P
3 foreach e(Yi, Yj, t) ∈ E do // initialize msg.s
4 foreach yj ∈ L do
5 mi→j(yj)← 1

6 foreach i ∈ V do // initialize priors
7 foreach yj ∈ L do
8 if i ∈ P then φi(yj)← ψi(yj)
9 else φi(yj)← 1/|L|

10 repeat // iterative message passing
11 foreach e(Yi, Yj, t) ∈ E, Yj ∈ YV \P do
12 foreach yj ∈ L do
13 Use Equation (2.22)

14 until all messages stop changing
15 foreach Yi ∈ YV \P do // compute final beliefs
16 foreach yi ∈ L do
17 Use Equation (2.23)

Priors The prior beliefs ψi of nodes can be suitably initialized if there is any

prior knowledge for their connotation sentiment (e.g., enjoy is positive, suffer

is negative). As such, our method is flexible to integrate available side informa-

tion. In case there is no prior knowledge available, each node is initialized equally

likely to have any of the possible labels, i.e., 1
|L| as in Algorithm 2 (line 9).

Compatibilities The compatibility potentials can be thought of as matrices, with

entries ψtij(yi, yj) that give the likelihood of a node having label yi, given that it

has a neighbor with label yj to which it is connected through a type t edge. A key

72



difference of our method from earlier models is that we use clique potentials that

are based on different edge types, as the connotation graph is heterogeneous. This

is exactly because the compatibility of class labels of two adjacent nodes depends

on the type of the edge connecting them: e.g., +
syn-arg−−−−→ + is highly compatible,

whereas +
syn-syn−−−−→ + is unlikely; since syn-arg edges capture synonymy while

syn-syn edges depict antonym.

A sample instantiation of the compatibilities is shown in Table 2.18. Entry

ψtij(yi, yj) is the compatibility of a node with label yj having a neighbor labeled

yi, given the edge between i and j is type t, for small ε. Notice that the potentials

for pred-arg, arg-arg, and syn-arg capture homophily, i.e., nodes with the same

label are likely to connect to each other through these types of edges. arg-arg

edges are based on co-occurrence (see Section 2.10.1), which does not carry as

strong of an indication of same connotation as e.g., synonymy. Thus, we enforce

less homophily for nodes connected through edges of arg-arg type.

On the other hand, syn-syn edges connect nodes that are antonyms of each

other, and thus the compatibilities capture the reverse relationship among their

labels.

Complexity analysis The computational complexity of our proposed connota-

tion sentiment inference algorithm is is linear in the graph size, therefore it is

scalable to large datasets. In particular, the most demanding component of the al-

gorithm is the iterative message passing over the edges (lines 10-14 in Algorithm

2), that has time complexity O(ml2r), where m = |E| is the number of edges

in the connotation graph, l = |L| is the number of classes, and r is the number

of iterations until convergence. Often, l is quite small (in our case, l = 2) and
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t: t1 A
P + −
+ 1-ε ε
− ε 1-ε

t: t2 A
A + −
+ 1-4ε 4ε
− 4ε 1-4ε

(t1) pred-arg (t2) arg-arg

t: t3 A
S + −
+ 1-ε ε
− ε 1-ε

t: t4 S
S + −
+ ε 1-ε
− 1-ε ε

(t3) syn-arg (t4) syn-syn

Table 2.18: Instantiation of compatibility potentials.

r � m; thus the running time grows linearly with the number of edges.

2.10.4 Evaluations

In this section, we present comprehensive evaluations, including intrinsic evalua-

tion based on labeled corpus (conventional sentiment lexicon and human labels),

along with extrinsic evaluation with sentiment classification tasks.

Evaluation I: Comparison against Sentiment Lexicon

ConnotationWordNet is expected to be the superset of a sentiment lexicon, as it is

highly likely for any word with positive/negative sentiment to carry connotation

of the same polarity. Thus, we also compare ConnotationWordNet with conven-

tional sentiment lexicons as described in Section 2.5, as surrogates to measure the

performance of our inference algorithm.

In addition to the comparison with sentiment lexicons, we also specifically

address the following questions,
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• How does the construction of the graph structure affect the performance?

• How sensitive is the performance to the choice of parameter ε?

Variants of Graph Construction The construction of the connotation graph,

denoted by GWORD+SENSE, which includes words and synsets, has been described

in Section 2.10.1. In addition to this graph, we tried several other graph construc-

tions, the first three of which have previously been used in Feng et al. (2013). We

briefly describe these graphs below, and compare performance on all the graphs

in the proceeding.

GWORD W/ PRED-ARG: This is a (bipartite) subgraph of GWORD+SENSE, which

only includes the connotative predicates and their arguments. As such, it contains

only type t1 edges.The edges between the predicates and the arguments can be

weighted by their Point-wise Mutual Information (PMI) based on the Google Web

1T corpus.

GWORD W/ OVERLAY: The second graph is also a proper subgraph of GWORD+SENSE,

which includes the predicates and all the argument words. Predicate words are

connected to their arguments as before. In addition, argument pairs (a1, a2) are

connected if they occurred together in the “a1 and a2” or “a2 and a1” coordina-

tion Hatzivassiloglou and McKeown (1997); Pickering and Branigan (1998). This

graph contains both type t1 and t2 edges. The edges can also be weighted based

on the distributional similarities of the word pairs.

GWORD: The third graph is a super-graph of GWORD W/ OVERLAY, with addi-

tional edges, where argument pairs in synonym and antonym relation are con-
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nected to each other. Note that unlike the connotation graph GWORD+SENSE, it does

not contain any synset nodes. Rather, the words that are synonyms or antonyms of

each other are directly linked in the graph. As such, this graph contains all edge

types t1 through t4.

GWORD+SENSE W/ SYNSIM: This is a super-graph of our original GWORD+SENSE graph;

that is, it has all the predicate, arguments, and synset nodes, as well as the four

types of edges between them. In addition, we add edges of a fifth type t5 between

the synset nodes to capture their similarity. To define similarity, we use the glos-

sary definitions of the synsets and derive three different scores. Each score utilizes

the count(s1, s2) of overlapping nouns, verbs, and adjectives/adverbs among the

glosses of the two synsets s1 and s2.

GWORD+SENSE W/ SYNSIM1: We discard edges with count less than 3. The

weighted version has the counts normalized between 0 and 1.

GWORD+SENSE W/ SYNSIM2: We normalize the counts by the length of the

gloss (the avg of two lengths), that is, p = count / avg(len gloss(s1),

len gloss(s2)) and discard edges with p < 0.5. The weighted version con-

tains p values as edge weights.

GWORD+SENSE W/ SYNSIM3: To further sparsify the graph we discard edges

with p < 0.6. To weigh the edges, we use the cosine similarity between the gloss

vectors of the synsets based on the TF-IDF values of the words the glosses contain.

Note that the connotation inference algorithm, as given in Algorithm 2, re-

mains exactly the same for all the graphs described above. The only difference is

the set of parameters used; while GWORD W/ PRED-ARG and GWORD W/ OVER-

LAY contain one and two edge types, respectively and only use compatibilities
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(t1) and (t2), GWORD uses all four as given in Table 2.18. The GWORD+SENSE W/

SYNSIM graphs use an additional compatibility matrix for the synset similarity

edges of type t5, which is the same as the one used for t1, i.e., similar synsets

are likely to have the same connotation label. This flexibility is one of the key

advantages of our algorithm as new types of nodes and edges can be added to the

graph seamlessly.

Agreement with Sentiment Lexicons To compute the agreement between Con-

notationWordNet sentiment lexicons, we first compare the performance of our

connotation graph GWORD+SENSE to graphs that do not include synset nodes but

only words. Then we analyze the performance when the additional synset simi-

larity edges are added.

As shown in Table 2.19 (top), we first observe that including the synonym

and antonym relations in the graph, as with GWORD and GWORD+SENSE, improve the

performance significantly, almost by an order of magnitude, over graphs GWORD

W/ PRED-ARG and GWORD W/ OVERLAY that do not contain those relation types.

Furthermore, we notice that the performances on the GWORD+SENSE graph are better

than those on the word-only graphs. This shows that including the synset nodes

explicitly in the graph structure is beneficial. What is more, it gives us a means to

obtain connotation labels for the synsets themselves, which we use in the evalua-

tions in the next sections. Finally, we note that using the unweighted versions of

the graphs provide relatively more robust performance, potentially due to noise in

the relative edge weights.

Next we analyze the performance when the new edges between synsets are

introduced, as given in Table 2.19 (bottom). We observe that connecting the synset
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GENINQ MPQA

Precision Recall F1-score F
Variations of GWORD

W/ PRED-ARG 88.0 67.6 76.5 57.3
W/ PRED-ARG-W 84.9 68.9 76.1 57.8
W/ OVERLAY 87.8 70.4 78.1 58.4
W/ OVERLAY-W 82.2 67.7 74.2 54.2
GWORD 88.5 83.1 85.7 69.7
GWORD-W 75.5 71.5 73.4 53.2
Variations of GWORD+SENSE

GWORD+SENSE 88.8 84.1 86.4 70.0
GWORD+SENSE-W 76.8 73.0 74.9 54.6
W/ SYNSIM1 87.2 83.3 85.2 67.9
W/ SYNSIM2 83.9 80.8 82.3 65.1
W/ SYNSIM3 86.5 83.2 84.8 67.8
W/ SYNSIM1-W 88.0 84.3 86.1 69.2
W/ SYNSIM2-W 86.4 83.7 85.0 68.5
W/ SYNSIM3-W 86.7 83.4 85.0 68.2

Table 2.19: Connotation inference performance on various graphs. ‘-W’ indicates
weighted versions.

nodes by their gloss-similarity (at least in the ways we tried) does not yield better

performance than on our original GWORD+SENSE graph. Different from earlier, the

weighted versions of the similarity based graphs provide better performance than

their unweighted counterparts. This suggests that glossary similarity would be a

more robust means to correlate nodes; we leave it as future work to explore this

direction for predicate-argument and argument-argument relations.

Parameter Sensitivity Our belief propagation based connotation sentiment in-

ference algorithm has one user-specified parameter ε (see Table 2.18). To study

the sensitivity of its performance to the choice of ε, we reran our experiments for
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ε = {0.02, 0.04, . . . , 0.24}. Note that for ε > 0.25, compatibilities of ψt2 in Table

2.18 are reversed, hence the maximum of 0.24. and report the accuracy results on

our GWORD+SENSE in Figure 2.6 for the two lexicons. The results indicate that the

performances remain quite stable across a wide range of the parameter choice.
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Figure 2.6: Performance is stable across various ε.

Evaluation II: Extrinsic Evaluation via Sentiment Analysis

To show the utility of the resulting lexicon in the context of a concrete sentiment

analysis task, we perform lexicon-based sentiment analysis. We experiment with

SemEval dataset Strapparava and Mihalcea (2007b) that includes the human la-

beled dataset for predicting whether a news headline is a good news or a bad news,

which we expect to have a correlation with the use of connotative words that we

focus on in this paper. For comparison, we also test the connotation lexicon from

Feng et al. (2013) and the combined sentiment lexicon GENINQ+MPQA.

Note that there is a difference in how humans judge the orientation and the

degree of connotation for a given word out of context, and how the use of such
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words in context can be perceived as good/bad news. In particular, we conjecture

that humans may have a bias toward the use of positive words, which in turn

requires calibration from the readers’ minds Pennebaker and Stone (2003). That

is, we might need to tone down the level of positiveness in order to correctly

measure the actual intended positiveness of the message.

With this in mind, we tune the appropriate calibration from a small training

data, by using 1 fold from N fold cross validation, and using the remaining N − 1

folds as testing. We simply learn the mixture coefficient λ to scale the contribution

of positive and negative connotation values. We tune this parameter λ. What is

reported is based on λ ∈ {20, 40, 60, 80}. More detailed parameter search does

not change the results much. for other lexicons we compare against as well. Note

that due to this parameter learning, we are able to report better performance for the

CONNOTATION (CO) of Feng et al. (2013) than what the authors have reported in

their paper (labeled with *) in Table 2.20.

Table 2.20 shows the results for N=15, where the new lexicon consistently

outperforms other competitive lexicons. In addition, Figure 2.7 shows that the

performance does not change much based on the size of training data used for

parameter tuning (N={5, 10, 15, 20}).

Evaluation III: Intrinsic Evaluation via Human Judgment

In this section, we present the result of human evaluation we executed using Ama-

zon Mechanical Turk (AMT). We collect two separate sets of labels: a set of labels

at the word-level, and another set at the sense-level. We first describe the labeling

process of sense-level connotation: We selected 350 polysemous words and one

of their senses, and each Turker was asked to rate the connotative polarity of a
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Lexicon
SemEval Threshold

20 40 60 80

Instance Size 955 649 341 86
CONNOTATION (CO) 71.5 77.1 81.6 90.5

GENINQ+MPQA 72.8 77.2 80.4 86.7
GWORD+SENSE(95%) 74.5 79.4 86.5 91.9
GWORD+SENSE(99%) 74.6 79.4 86.8 91.9

E-GWORD+SENSE(95%) 72.5 76.8 82.3 87.2
E-GWORD+SENSE(99%) 72.6 76.9 82.5 87.2

CONNOTATION (CO) 70.8 74.6 80.8 93.5
GENINQ+MPQA* 64.5 69.0 74.0 80.5

Table 2.20: SemEval evaluation results, for N=15

given word (or of a given sense), from -5 to 5, 0 being the neutral.7 For each

word, we asked 5 Turkers to rate and we took the average of the 5 ratings as the

connotative intensity score of the word. We labeled a word as negative if its in-

tensity score is less than 0 and positive otherwise. For word-level labels we apply

similar procedure as above.

Word-Level Evaluation We first evaluate the word-level assignment of con-

notation, as shown in Table 2.21. The agreement between the new lexicon and

human judges varies between 84% and 86.98%. Sentiment lexicons such as Sen-

tiWordNet (Baccianella et al. (2010)) and MPQA (Wiebe et al. (2005)) show low

agreement rate with human, which is somewhat as expected: human judges in

this study are labeling for subtle connotation, not for more explicit sentiment.

7Because senses in WordNet can be tricky to understand, care should be taken in designing
the task so that the Turkers will focus only on the corresponding sense of a word. Therefore, we
provided the part of speech tag, the WordNet gloss of the selected sense, and a few examples as
given in WordNet. As an incentive, each Turker was rewarded $0.07 per hit which consists of 10
words to label.
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Figure 2.7: Trend of SemEval performance over N , the number of CV folds

MPQA’s low agreement rate was mainly due to the low hit rate of the words (suc-

cessful look-up rate, 33.43%). CONNOTATION (CO) is the lexicon presented in

Feng et al. (2013) and it showed a relatively higher 72.13% hit rate.

Note that belief propagation was run until 95% and 99% of the nodes were

converged in their beliefs. In addition, the seed words with known connotation la-

bels originally consist of 20 positive and 20 negative predicates. We also extended

the seed set with the sentiment lexicon words and denote these runs with E- for

‘Extended’.

Sense-Level Evaluation We also examined the agreement rates on the sense-

level. Since MPQA and CONNOTATION (CO) do not provide the polarity scores

at the sense-level, we excluded them from this evaluation. Because sense-level

polarity assignment is a harder (more subtle) task, the performance of all lexicons
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Lexicon Word-level Sense-level
SentiWordNet 27.22 14.29

MPQA 31.95 -
CONNOTATION (CO) 62.72 -

GWORD+SENSE(95%) 84.91 83.43
GWORD+SENSE(99%) 84.91 83.71

E-GWORD+SENSE(95%) 86.98 86.29
E-GWORD+SENSE(99%) 86.69 85.71

Table 2.21: Word-/Sense-level evaluation results

decreased to some degree in comparison to that of word-level evaluations.

A notable goodness of our induction algorithm is that the outcome of the algo-

rithm can be interpreted as an intensity of the corresponding connotation. But are

these values meaningful? We answer this question in this section. We formulate a

pair-wise ranking task as a binary decision task as follows: given a pair of words,

we ask which one is more positive (or more negative) than the other. Since we

collect human labels based on scales, we already have this information at hand.

Because different human judges have different notion of scales however, subtle

differences are more likely to be noisy. Therefore, we experiment with varying

degrees of differences in their scales, as shown in Figure 2.8. Threshold values

(ranging from 0.5 to 3.0) indicate the minimum differences in scales for any pair

of words, for the pair to be included in the test set. As expected, we observe

that the performance improves as we increase the threshold (as pairs get better

separated). Within range [0.5, 1.5] (249 pairs examined), the accuracies are as

high as 68.27%, which shows that even the subtle differences of the connotative

intensities are relatively well reflected in the new lexicons.

The results for pair-wise intensity evaluation (threshold=2.0, 1,208 pairs) are
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Figure 2.8: Trend of accuracy for pair-wise intensity evaluation over threshold

given in Table 2.22. Despite that intensity is generally a harder property to mea-

sure (than the coarser binary categorization of polarities), our connotation lexicons

perform surprisingly well, reaching up to 74.83% accuracy. Further study on the

incorrect cases reveals that SentiWordNet has many pair of words with the same

polarity score (23.34%). Such cases seems to be due to the limited score patterns

of SentiWordNet. The ratio of such cases are accounted as Undecided in Table

2.22.

2.10.5 Conclusion

We have introduced a novel formulation of lexicon induction operating over both

words and senses, by exploiting the innate structure between the words and senses

as encoded in WordNet. In addition, we introduce the use of loopy belief prop-
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Lexicon Correct Undecided
SentiWordNet 33.77 23.34

GWORD+SENSE(95%) 74.83 0.58
GWORD+SENSE(99%) 73.01 0.58

E-GWORD+SENSE(95%) 73.84 1.16
E-GWORD+SENSE(99%) 74.01 1.16

Table 2.22: Results of pair-wise intensity evaluation, for intensity difference
threshold = 2.0

agation over pairwise-Markov Random Fields as an effective lexicon induction

algorithm. A notable strength of our approach is its expressiveness: various types

of prior knowledge and lexical relations can be encoded as node potentials and

edge potentials. In addition, it leads to a lexicon of better quality while also offer-

ing faster run-time and easiness of implementation. The resulting lexicon, called

ConnotationWordNet, is the first lexicon that has polarity labels over both words

and senses.

2.11 Related Work

2.11.1 Connotation v.s. Sentiment

The study of connotation is broadly related to the study of sentiment and emo-

tion. In the work of Osgood et al. (1957), it has been discussed that connotative

meaning of words can be measured in multiple scales of semantic differential, for

example, the degree of “goodness” and “badness”. Our work presents statistical

approaches that measure one such semantic differential automatically. Our graph

construction to capture word-to-word relation is analogous to that of Collins-

Thompson and Callan (2007), where the graph representation was used to model
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more general definitions of words. There is rich research literature on identify-

ing and extracting subjective information in source materials (e.g., Pang and Lee

(2008); Liu and Zhang (2012)). In particular, there has been a growing research

interest in investigating more fine-grained aspects of lexical sentiment beyond

positive and negative sentiment. For example, Mohammad and Turney (2010)

study the affects words can evoke in people’s minds, while Bollen et al. (2011)

study various moods, e.g., “tension”, “depression”, beyond simple dichotomy of

positive and negative sentiment. Our work Feng et al. (2011), Feng et al. (2013)

and Kang et al. (2014) share this spirit by targeting more subtle, nuanced senti-

ment even from those words that would be considered as objective in early studies

of sentiment analysis.

2.11.2 Sentiment Lexicon

(Wiebe et al. (2005)) first introduced the sentiment lexicon, spawning a great deal

of research thereafter. At the beginning, sentiment lexicons were designed to in-

clude only those words that express sentiment, that is, subjective words. However

in recent years, sentiment lexicons started expanding to include some of those

words that simply associate with sentiment, even if those words are purely objec-

tive (e.g., Velikovich et al. (2010); Baccianella et al. (2010)). This trend applies

even to the most recent version of the lexicon of Wiebe et al. (2005).

There exist many previous works that deal with the creation of sentiment lex-

icons, among which we focus on a few popular lexicons. General Inquirer (Stone

and Hunt (1963)) can be considered, among other things, the first sentiment lexi-

con. It is a hand-made lexicon constituted by lemmas. Lemmas are semantic units

that can appear in multiple lexicalized forms, e.g. the verb approve is a lemma
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that can be found in texts with different inflections, like approved or approving.

General Inquirer includes a great amount of information (syntactic, semantic and

pragmatic) related to each lemma. Among all this information, there are 4206

lemmas which are tagged as positive or negative. In spite of its age, General

Inquirer is still widely used in many works on Sentiment Analysis. MPQA Sub-

jectivity Lexicon (Wiebe et al. (2005)) is an example of a piece of work based on

General Inquirer. In particular, it is a lexicon which comprises, in addition to the

positive and negative words from General Inquirer, a set of automatically com-

piled subjective words (Riloff and Wiebe (2003)) and also other terms obtained

from a dictionary and a thesaurus. The size of MPQA is significantly greater than

General Inquirer but it contains both lemmas and inflections.

We conjecture that this trend of broader coverage suggests that such lexicons

are practically more useful than sentiment lexicons that include only those words

that are strictly subjective. In this work, we make this transition more explicit and

intentional, by introducing a novel connotation lexicon. Mohammad and Turney

(2010) focussed on emotion evoked by common words and phrases. The spirit

of their work shares some similarity with ours in that it aims to find the emotion

evoked by words, as opposed to expressed. Two main differences are: (1) our

work aims to discover even more subtle association of words with sentiment, and

(2) we present a nearly unsupervised approach, while Mohammad and Turney

(2010) explored the use of Mechanical Turk to build the lexicon based on human

judgment.

Sense-level Sentiment There have been recent studies that address word sense

disambiguation issues for sentiment analysis. SentiWordNet (Esuli and Sebastiani
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(2006)) was the very first lexicon developed for sense-level labels of sentiment

polarity. In recent years, Akkaya et al. (2009) report a successful empirical re-

sult where WSD helps improving sentiment analysis, while Wiebe and Mihalcea

(2006) study the distinction between objectivity and subjectivity in each different

sense of a word, and their empirical effects in the context of sentiment analysis.

There are also some recently address the sense-level sentiment of multi-lingu (e.g.,

Banea et al. (2014); Cruz et al. (2014)). Our work shares the high-level spirit of ac-

cessing the sense-level polarity, while also deriving the word-level polarity. There

have been a number of previous studies that aim to construct a word-level senti-

ment lexicon (Wiebe et al. (2005); Qiu et al. (2009)) and a sense-level sentiment

lexicon (Esuli and Sebastiani (2006)). But none of these approaches considered

to induce the polarity labels at both the word-level and sense-level. Although we

focus on learning connotative polarity of words and senses in this paper, the same

approach would be applicable to constructing a sentiment lexicon as well.

It is worthy to note the difference between word-level and lemma-level lexi-

cons, like General Inquirer, MPQA Subjectivity Lexicon or Bing Lius Opinion

Lexicon, and the synset-level lexicons like SentiWordNet. The first ones are

formed by terms with semantic ambiguity due to the polysemy of many words.

On the contrary, the synset-level lexicons do not have this problem because their

basic units uni-vocally represent one meaning. Nevertheless, the use of this kind

of lexicons makes it necessary to pre-process the texts with a Word Sense Disam-

biguation tool, which has a relatively low accuracy nowadays.
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2.11.3 Graph Representation

When automatically collecting words with connotation, previous literature mainly

refers to two types of resources to learn the relations between words or construct

the word graph: dictionary-based and corpora-based. Dictionary-based resource

can be a good start point to learn a lexicon, the contents of which can subsequently

be associated with a sentiment score. A widely used semantic lexical resource

is WordNet. It enables the distinction between different word forms and mean-

ings. The semantic relations expressed in WordNet can be exploited to generate

a sentiment lexicon. A typical approach is to start with a seed set of words and

their associated sentiment and to subsequently traverse the WordNet relation while

propagating the sentiment (e.g., Kim and Hovy (2004); Hu and Liu (2004); Ler-

man et al. (2009)). Much of previous research investigated the use of dictionary

network (e.g., WordNet) for lexicon induction (e.g., Kamps et al. (2004); Taka-

mura et al. (2005); Adreevskaia and Bergler (2006); Esuli and Sebastiani (2006);

Su and Markert (2009); Mohammad et al. (2009)), while relatively less research

investigated the use of web documents (e.g., Kaji and Kitsuregawa (2007); Ve-

likovich et al. (2010))).

Another widely explored approach is the use of co-occurrence statistics in web

documents has the strength of discovering words that are not in the dictionary, it is

practically challenging for academic organizations to collect a substantially large

amount of data to enable effective learning. Such concern is not an issue in this

work, as we present a novel use of Google Web 1T data (Brants and Franz (2006))

for lexicon induction. The Web 1T data is simple n-gram counts, hence we are

able to exploit the statistics of web-scale data without having to collect and process

such a large amount of data explicitly.
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Rather than by either traversing WordNet or replying on lexical similarity, we

utilize both type of resources and explore different lexical relations and different

type co-locational statistical information to build the network of words. In ad-

dition, we introduce the edge between lemma and senses the when building the

graph.

2.11.4 Lexicon Induction Techniques

Several techniques have been developed for sentiment lexicon induction. Graph

based approaches have been used in many previous research for lexicon induction.

The technique named label propagation (Zhu and Ghahramani (2002)) has been

used by previous literature (e.g., Raghavan et al. (2010); Velikovich et al. (2010);

Chen and Skiena (2014), while random walk based approaches, PageRank in par-

ticular, have been used by Esuli and Sebastiani (2007). In our work, we explore

the use of both HITS (Kleinberg (1999)) and PageRank (Page et al. (1999)) and

present systematic comparison of various options for graph representation and en-

coding of prior knowledge. We are not aware of any previous research that made

use of HITS algorithm for connotation or sentiment lexicon induction. Velikovich

et al. (2010) use graph propagation algorithms for constructing a web-scale polar-

ity lexicon for sentiment analysis. Although we employ the same graph propaga-

tion algorithm, our graph construction is fundamentally different in that we inte-

grate stronger inductive biases into the graph topology and the corresponding edge

weights. As shown in our experimental results, we find that judicious construction

of graph structure, exploiting multiple complementing linguistic phenomena can

enhance both the performance and the efficiency of the algorithm substantially.

Other interesting approaches include one based on min-cut (Dong et al. (2012))
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or LDA (Xie and Li (2012)). Our proposed approaches are more suitable for en-

coding a much diverse set of linguistic phenomena however. But our work use a

few seed predicates with selectional preference instead of relying on word simi-

larity. Some recent work explored the use of constraint optimization framework

for inducing domain-dependent sentiment lexicon (e.g., Choi and Cardie (2009);

Lu et al. (2011)). Our work differs in that we provide comprehensive insights into

different formulations of ILP and LP, aiming to learn the much different task of

learning the general connotation of words.

Our work also introduces the use of loopy belief propagation over pairwise-

MRF as an alternative solution to these tasks. At a high-level, both approaches

share the general idea of propagating confidence or belief over the graph con-

nectivity. The key difference, however, is that in our MRF representation, we

can explicitly model various types of word-word, sense-sense and word-sense re-

lations as edge potentials. In particular, we can naturally encode relations that

encourage the same assignment (e.g., synonym) as well as the opposite assign-

ment (e.g., antonym) of the polarity labels. Note that integration of the latter is

not straightforward in the graph propagation framework.

2.12 Conclusions and Future Work

We presented our work on learning the general connotation based on Web-based

and dictionary-based linguistic resources. In order to attain broad-scale cover-

age while maintaining good precision, we guided the induction algorithms with

multiple, carefully selected linguistic insights: (1) semantic prosody; (2) semantic

parallelism of coordination; (3) distributional similarity; in addition, we exploited
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existing lexical resources as additional inductive bias. For the lexicon inference,

we explored several distinct types of inference algorithms, including (i) Random

Walk, (ii) Label/Graph Propagation, (iii) Constraint Optimization and (iv) Belief

Propagation. Via comprehensive evaluations, we obtain promising results and

provide empirical insights into the algorithms.

2.12.1 Summary of Results and Contributions

This work proposed a new task - learning the general connotation. We presented

the first broad-coverage connotation lexicon that determines the subtle nuanced

sentiment of even those words that are objective on the surface. The resulting con-

notation lexicon also included general connotation of real-world named entities

as an interesting by-product. For constructing the network of words, we exploited

various linguistic resources and experimented with several distinctive algorithms,

and then proposed the ones with good precision, coverage, and efficiency. In par-

ticular, to discover the general connotation at both word-level and sense-level, we

introduced a novel formulation of lexicon induction operating over both words

and senses, by exploiting the innate structure between the words and senses as

encoded in WordNet. Through a series of comprehensive evaluations, we verified

that the algorithms we proposed were effective in learning the connotation lexi-

con, we also provided empirical insights into the practical use of the connotation

lexicon. In addition to the connotation lexicon constructed automatically, we cre-

ated a gold standard that consists of human labeled connotative words. We made

both connotation lexicons publicly available for research and practical use.
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2.12.2 Future Work

This paper lays the ground-work for learning the general connotation, the insights

gained from this work prepare us to pursue several directions that are practice-

oriented and with algorithmic support.

Expanding the Coverage of Connotation Lexicon

There are certain limitations that refrain us to further broaden the coverage of

connotation lexicon, we will consider address some of them in the future work.

Scarcity of Data When we try to extract word relations from the Web resources,

the accuracy tends to suffer if we include the edges with relatively small weight.

For this, we only applied some simple strategies such as setting empirical thresh-

olds to filter out “thin” edges in this work. Our future work may seek more ef-

fective graph-based algorithms to enhance the (weakly) unsupervised approaches

with a specific focus on alleviating data sparsity, for instance, considering graph

transition in mining the frequent patterns in sparse graph.

Connotative Predicates Another future direction is to probe the feasibility of

learning the connotative predicates automatically while maintaining the good qual-

ity. In addition, we would also consider to include different type of predicates

(e.g., phrases “break away from”, “is traumatized by”) in addition to verbs, prefer-

ably detect the phrases or syntactic patterns systematically.

Multi-Word Expressions We also would like to include the multi-word expres-

sions in the connotation lexicon. Sometimes it is necessary to differentiate the
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singleton lexemes and multi-word expressions while modelling the word relations.

For instance, “fearless leader” (for Kim Jong-Il), “Inglourious Basterds” (for the

title of a popular movie) have the opposite polarity of connotation compared to the

individual word in the phrase. Therefore, it will necessarily help improve the qual-

ity (accuracy and coverage) of the connotation lexicon by including multi-word

expressions.

Value-laden Connotation

The labels of the general connotation concerned in this work are positive, negative

or neutral. For future work, we will consider one step beyond the simplified con-

notation (as positive, negative, neutral) - learning “value-laden” connotation. The

idea is based on the fact that many words or phrases may associate with different

dimensions in terms of human values (Schwartz et al. (2001)) or social concepts,

for instance, the connotation of “Wall Street” may include the facet of “wealth”

(positive) as well as the facet of “greedy” (negative) depending. Therefore, the

connotation of the term “Wall Street” depends on which value (“personal wealth”

or “morality”) to identify the connotation for. Such task can potentially enable

deeper and more accurate understanding of opinions, for instance, help recogniz-

ing the public perspective toward certain named entities from different aspects.

Directionality of Connotation

In certain cases, knowing the polarity of the connotative word itself may not nec-

essarily helps predicting the fine-grained positiveness or negativeness toward an

entity or a topic. For instance, “A is amazed by B”, there is positive connotation

or positive opinion directed to “B”, while “ambiguous” connotation towards “A”.
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Similarly, as in sentence “A attacked B”, there is negative connotation or negative

opinion towards “B” while “B” is associated with negativeness but the polarity of

the opinion towards “B” is ambiguous. We are interested in developing a system-

atic approach for detect the directionality of connotation.
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Chapter 3

Identifying the Intent to Deceit in

the Writings

3.1 Introduction

Telling lies often requires creating a story about an experience or attitude that

does not exist. Often times, when people intend to deceive in their writings, they

would try create a convincing story and present it in a style that appears sincere

(Friedman and Tucker (1990)).

Here’s an example of review posted on a review website (unimportant details

are omitted to protect privacy).

“I have been shopping at XXX (name of a retailer) since I was very young.

My dad used to take me when we were young to the original store down

the hill. I also remember when everything was made in America. I recently

bought gloves for my wife that she loves. More recently I bought the same

gloves for myself and I can honestly say, ”I am totally disappointed”! I will
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be returning the gloves. My gloves ARE NOT WATER PROOF !!!! They

are not the same the same gloves!!! Too bad.” .

As we can see from the example, there are several cues that reveal the intent of

the author, such as the mention of the name of the retailer, telling unrelated story

about his/her family, usage of multiple exclamation marks and so forth. As a mat-

ter of fact, imagined experiences are qualitatively different from stories based on

real experiences (Johnson and Raye (1981); Vrij (2000)). In fact, several studies

indeed have shown that the deceiver often exhibits behavior that belies the content

of communication, thus providing cues of deception to an observer. These include

linguistic dues (e.g., Newman et al. (2003); Hancock et al. (2004)), paralinguistic

cues (e.g., Ekman and O’Sullivan (1991); DePaulo et al. (2003)).

The exponential increase of the availability of online reviews and recommen-

dations make detecting deception an interesting topic for both academic and in-

dustrial research. In addition, the need for a robust system is integral in keeping

the online community honest and clean. Hence, we focus our study on identi-

fying the intent of deceiving in the natural language texts. We consider the task

as a text categorization problem, i.e. differentiating the deceptive writings from

the truthful ones. In search of intuitive insights for deception in one’s writing,

we also explore various linguistically motivated features. Previous studies on de-

ception detection using computational linguistic techniques have mainly relied on

shallow lexico-syntactic cues (e.g., Hancock et al. (2007); Vrij et al. (2007); Mi-

halcea and Strapparava (2009); Ott et al. (2011)). In parallel to the shallow lexical

patterns, we particularly explore on deep syntactic structures that are lurking in

deceptive writing.

In support of the stylometry analysis on deceptive / truthful writings, it is
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necessary to obtain a reference point constituted by sufficient examples of each

category. The particular task can be rather challenging as it usually requires psy-

chological knowledge in the social context. One way is to have a dataset annotated

by human being. However, the size of the data can be rather limited and it is diffi-

cult to control the quality of the data as previous study has shown that human is not

very good at recognizing deceptive writing (Ott et al. (2011)). In order to address

these issues and conduct generalizable study on deception detection, we therefore

investigate on how to attain the deceptive text in an unsupervised manner. We

target at the review websites such as tripadvisor.com and amazon.com as

it is known that the deceptive reviews are prevalent on those websites (Ott et al.

(2012)).

In the following sections, we will engage our study with the following aspects,

• Construct a corpus (as a pseudo gold standard) that consists of truthful and

deceptive writings in an automatic manner.

• Explore the predictive power of stylometry based on truthful and deceptive

writing with a special focus on deep syntactic features and providing the

insights on the correlation between stylometry and the intent to deceit.

• Investigate how the demographic differences between crowdsourcing and

online reviewing might affect the validity of the manufactured datasets.

3.2 Related Work

Deception detection has long been of interest across a broad range of contexts and

has been studied in a number of fields, including psychology, communication, and
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law enforcement. A lot of effort has been put to automate the process to detect

deception. In recent year, there has been a burgeoning research in that uncovers

various cues and anomalous patterns for detecting deceptive writings in online

review communities and attains promising result. In this section, we will discuss

the related work and compare them with our study.

3.2.1 Deception Detection of Online Resource

Some previous research focuses on general spam review detection (e.g., Jindal

and Liu (2008); Lim et al. (2010); Jindal et al. (2010)). For example, the work by

Jindal and Liu (2008) detects spam reviews by supervised learning using a set of

features based on duplicate review text, meta info of reviewers, and products. The

proposed method is primarily effective in detecting duplicate spam reviews. Lim

et al (Lim et al. (2010)) propose to detect spam reviews based on the pattern of

rating behaviour. They propose several heuristics based on multiple reviews on a

single product or a group of products within certain time span, and rating devia-

tions etc. The approach practically relies on multiple reviews from the same re-

viewer targeting the same item or item group. There are some other research work

particularly targeting spammers who post multiple reviews. Our work also mainly

study the deceptiveness of prolific multi-time reviewers. Mukherjee et al. (2011,

2012) target at a special type of spammers who work in groups and write fake

reviews for multiple products. Mukherjee et al. (2011) applies frequent pattern

mining to identify group spammers. Mukherjee et al. (2012) applies graph model

approach based on behavioural/rule features to detect spammers. Such approaches

can only capture the spammers who work in groups, which can be rare in certain

domains. Wang et al. (2012) proposes a more general graph-based algorithm to
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detect spammers. They create a heterogeneous review graph including the relation

between reviews, reviewers and products. However, similar to Jindal et al. (2010);

Mukherjee et al. (2011, 2012), such approach is only applicable if a review graph

is sufficiently connected. In addition to rule-based approaches, some research

work Zhou and Zhang (2008); Toma and Hancock (2010); Ott et al. (2011); Lau

et al. (2012) investigates the linguistic cues of deceptive reviews. Ott et al. (2011)

first constructs a gold standard dataset of hotel reviews. They obtain deceptive re-

views via Amazon Mechanic Turk, truthful reviews from TripAdvisor.com

website. Then they study the simple lexico-syntactic features that differentiate

truthful and deceptive reviews. Feng et al. (2012c) further investigates deep syn-

tactic feature in deception detection in several domains. Both work shows that the

machine learning classifier achieves high accuracy based on gold-standard data

while human judges can only perform slightly better than chance. This provides

one more reliable option to evaluation deception detection techniques other than

human annotation. The evaluation method of most previous work rely on human

annotation or a limit number of case study (e.g., Jindal and Liu (2008); Jindal

et al. (2010); Lim et al. (2010); Wang et al. (2012); Mukherjee et al. (2012, 2011);

Xie et al. (2012); Zhang et al. (2012)). The work Feng et al. (2012c) introduce a

novel way for evaluation based on gold standard dataset. They first propose unsu-

pervised approach to construct domain-specific pseudo-gold standard dataset for

detecting deceptive reviews and employ gold-standard data to indirectly evaluate

the proposed approach. The evaluation method of our work is mainly inspired by

Ott et al. (2011) and Feng et al. (2012c).
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3.2.2 Writing Styles

Previous studies in computerized deception detection have relied only on shallow

lexico-syntactic cues. Most are based on dictionary-based word counting using

LIWC (Pennebaker et al. (2007)) (e.g., Hancock et al. (2007); Vrij et al. (2007)),

while some recent ones explored the use of machine learning techniques using

simple lexico-syntactic patterns, such as n-grams and part-of-speech (POS) tags

(e.g., Mihalcea and Strapparava (2009); Ott et al. (2011)). These previous studies

unveil interesting correlations between certain lexical items or categories with de-

ception that may not be readily apparent to human judges. For instance, the work

of Ott et al. (2011) in the hotel review domain results in very insightful observa-

tions that deceptive reviewers tend to use verbs and personal pronouns (e.g., “I”,

“my”) more often, while truthful reviewers tend to use more of nouns, adjectives,

prepositions. In parallel to these shallow lexical patterns, we have a special focus

on deep syntactic stylometry for deception detection, adding a somewhat uncon-

ventional angle to prior literature. Such more sophisticated linguistic cues have

been explored as well: syntactic labels from partial parsing (Hirst and Feiguina

(2007)), etc. The use of syntactic features from parse trees in authorship attribu-

tion was initiated by Baayen et al. (1996), and more recently, syntactic features

from PCFG parse trees have also been used for authorship attribution (Raghavan

et al. (2010)), gender attribution (Sarawgi et al. (2011a)), genre identification (Sta-

matatos et al. (2000)), native language identification (Wong and Dras (2011)) and

readability assessment (Pitler and Nenkova (2008)). We report for the first time

that statistical patterns in deep syntactic structure based on PCFG parse trees can

also help discriminating deceptive writing from truthful ones.

Stylometry has been a successful line of research. Most early work in stylom-
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etry focus on tokenized text. Early works without the support of modern parsing

techniques exploit the characteristics based on untokenized text and all it’s sub-

strings. n-gram - A very common research practice is to use the high dimension

feature vectors based on lexical features or shallow syntactic features.

3.3 Data

To collect the data for the task of identifying the deceptive intention in the writing

is particular challenging due to nature of the task - there is no verified approach

to track human vigilance and perception in terms of deceptive behavior online,

and rarely any individuals who actually confess their deceptive intent. In this

study, our target is the deceptive writings are prevalence rapidly increasing on-

line communities of practice (Ott et al. (2012)) . Hence, we focus on the web

resources and explore different approaches in diverse domains. There are several

popular techniques to obtain the corpora of the deception detection task.

3.3.1 Overview

Previous literature on deception detection has adopted a number of convectional

techniques for gathering truthful and deceptive statements (e.g., Kraut (1978);

Porter and Yuille (1996); Newman et al. (2003)), including approaches for achiev-

ing gold-standard and non-gold standard creation approaches in psychology ex-

periments (Gokhman et al. (2012)). However those approaches are not suitable

in our case for the following reasons: (1) it is not practically possible to conduct

those kind of experiments in a large-scale settings. (2) it is not feasible for the

context of detecting insidious deception on the Web because individuals who post
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deceptive content online are unlikely to confess. Another approach to obtain the

gold-standard is to label the cases by the third-party human annotators for online

reviews (e.g., Lim et al. (2010); Wu et al. (2010); Li et al. (2011)). However, the

ability to detect deception of human judges are known to be poor (Bond and De-

Paulo (2006)). Recent study confirmed that the performance of human annotators

is often no better than random guess (Ott et al. (2011)). In addition, a truth bias or

over-trusting nature was observed in most human judges (Vrij (2000)).

Our goal is to verify the efficacy of the different techniques for capturing the

deceptive behavior online and provide some insights based on the statistical anal-

ysis. Therefore, we first need to collect a corpora with high quality, for this we

refer to crowdsourcing; and then we aim to find a way to collect larger scale data

and therefore explore more effective way to collect data in an automatic manner,

for this we largely refer to the real data posted on the websites. For this study, we

aim to carefully design the experiments in a way that is both ethically acceptable

and experimentally sound.

Crowdsourcing Similar to the conventional sanctioned deception approaches in

psychology, one way to obtain the gold-standard labels is to simply collect gold

standard truthful/deceptive content. Crowdsourcing provides a platform to solicit

truthful or deceptive content. Therefore, some previous work (e.g., Mihalcea and

Strapparava (2009); Ott et al. (2011)) has explored an alternative approach, writing

tasks (so the labels of the writings are given), to gather deceptive and truthful

writings. So it possible for researchers solicit small sized gold-standard datasets.

In this work, we consider the dataset by crowdsourcing as gold-standard.
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Automated Data Acquisition One obvious limitation of handcrafting data even

via crowdsourcing for deception is lack of scalability and it also can be difficult

or impossible to adapt to different domains, even from domains such as hotels to

restaurants (Feng et al. (2012b)). Therefore, to generalize the study of deception

detection, we explore unsupervised approaches to acquire deceptive and truthful

writings. In particular, we conduct an in-depth study on corpus collection based on

the popular review websites where deceptive reviews are known to be prevalent.

Deceptive review spams are the most common type of deceptive writings seen on

the Web (Caspi and Gorsky (2006)) and it is more practically meaningful to target

at this type of potentially insidious deception. More details on the automated data

collection will be elaborated in Section 3.4.

3.3.2 Four Datasets

For this study, we explore different types of deceptive writings in diverse do-

mains, spanning from product reviews (descriptive writings) to essays (argument

writing).

I. TripAdvisor (Gold standard): is a corpus generated in the work of Ott et al.

(2011). it contains 400 positive (5-star), gold standard deceptive hotel reviews,

as well as 400 (positive) truthful reviews covering the same set of hotels. The

truthful reviews were mined directly from www.tripadviser.com based on

a few heuristics while deception reviews were gathered via Amazon Mechanical

Turk by 400 unique Turkers. The corpus has been used to train a learning-based

classifier that could distinguish deceptive vs. truthful positive reviews at 90%

accuracy levels, which indicates the quality that approximate the gold-standard.
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In this work, we consider this dataset as gold-standard.

II. TripAdvisor (Pseudo-gold standard): This dataset contains 400 truthful

and 400 deceptive reviews harvested from www.tripadviser.com, based on

fake review detection heuristics introduced in Feng et al. (2012c). Specifically,

using the notation of Feng et al. (2012c), we use data created by STRATEGY-

distΦ heuristic, with HS,S as deceptive and H ′S, T as truthful. We will further

describe how we constructed this dataset in Section 3.4.

III. Yelp (Pseudo-gold standard): This dataset is created based on the review

filter at www.yelp.com . We select 400 filtered reviews (with ≥ 80 words and

content related to the restaurant) and 400 displayed reviews for 35 Italian restau-

rants with average ratings in the range of [3.5, 4.0]. Class labels are based on the

meta data, which tells us whether each review is filtered by Yelp’s automated re-

view filtering system or not. We expect that filtered reviews roughly correspond to

deceptive reviews, and displayed reviews to truthful ones, but not without consid-

erable noise. We only collect 5-star reviews to avoid unwanted noise from varying

degree of sentiment.

IV. Essays (Gold standard): was introduced by the work of Mihalcea and Strap-

parava (2009). This corpus includes truthful and deceptive essays which were col-

lected via Amazon Mechanic Turk. The participants were ask about their belief

to a given topic and then they were asked to convince others that they hold the

opposite belief. The corpus contains the following three topics: “Abortion” (100

essays per class), “Best Friend” (98 essays per class), and “Death Penalty” (98

essays per class).
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3.4 Automated Data Acquisition

In this section, we present our work (Feng et al. (2012c)) on how to develop

an automatic approach to create a corpus for deception detection. As confirmed

by numerous previous studies (e.g., Dellarocas (2006); Yoo and Gretzel (2009);

Mukherjee et al. (2011)), there has been a lot of speculation and anecdotal evi-

dence about the prevalence of deceptive product reviews, i.e., fictitious customer

reviews that are written to sound authentic in order to promote the business. We

then target at online review sites such as TripAdvisor and the generated corpus

consists of truthful and deceptive reviews directly collected from review website.

Since the labels of the reviews are approximate, this corpus is considered as a

pseudo gold standard.

3.4.1 Statistical Analysis

We aim to investigate the deceptive activities specific to the online reviews. In

order to understand this domain better, we first compute some statistics based on

reviews from a popular hotel review website - TripAdvisor. To collect the data for

statistical analysis, we identify about 4000 hotels located in the United States that

listed on TripAdvisor.com and then crawl the entire set of historical reviews

of each hotel, amount to over 800,000 reviews. Since the deceptive deception

emerges in recently years, we take the time factor into consideration and examine

the reviews of most recent years from 2007 to 2011.

Among the information posted on the website, the average rating scores would

directly reflect the affect of deceptive reviews. In addition, we differentiate re-

viewers as single-time or multi-time reviewers. The single-time reviewers are the
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Figure 3.1: Representative distributions of review-ratings for hotels with average
rating r̄ ∈ [3.2, 3.9]

ones who only post a single review before and multi-time reviewers are the ones,

who have posted more than one reviews. Previous research indicates that single-

time reviewers are highly suspicious comparing to long-term registered reviewers.

Therefore, we calculate the distribution among star rates on a scale from 1 to 5

with 5 being the most positive and 1 being the most negative. We also make sure

to calculate the stats based on a set of hotels that are comparable in terms of user

ratings. It does not really make sense to compare the rating distribution of hotels

with extremely poor ratings and the ones with extremely good ratings. Therefore,

we only calculate based on reviews for hotels with the same average rating in

range of [3.2, 3.9]. Figure 3.1 shows the representative distributions of the review

ratings of hotels with the given average star rating r̄ in the range. We see that

the review ratings of single time reviewers are relatively more skewed toward ex-

treme opinions: 5-star and 1-star ratings. Similarly as in Figure 1, the distribution

of single-time reviewers forms a J-shaped, bi-modal line. However, the distribu-

tion of multi-time and any-time reviewers are different, i.e., here we see unimodal

graphs with the highest point at rating = 4.

Also notice that if we compare the distribution of reviews written by single-

time reviewers across different r̄ ∈ [3.2, 3.9], then we see that the number of
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Figure 3.2: Representative distributions of review-ratings for year y ∈
[2007, 2011]

5-star reviews increases faster than the number of 4-star reviews as the average

rating goes up, as highlighted by arrows in Figure 3.1. Notice the delta difference

in the length of arrows between multi-time and single-time reviewers. In contrast,

if we compare the distribution of reviews written by multi-time reviewers, then the

increase in the number of 4-star and 5-star reviews across different r̄ is generally

comparable.

This indicates that hotels that are maintaining an average rating as high as 3.9,

are substantially supported by an unnaturally higher portion of single-time re-

viewers giving the 5-star reviews, a bulk of which might as well be fakes. Without

solid evidence however, such hotels might insist that all those single-time review-

ers are genuinely happy customers, who were impressed enough to write a single

strongly positive review just for them, just once in their lives. The evaluation pre-

sented later in this paper will provide the first quantitative proof to fundamentally

challenge such arguments.

We postulate that for a set of hotels of the same average star rating r̄, there

exists a natural distribution of the truthful customer ratings. We cannot measure

this distribution directly and exactly, because deceptive reviews distort this natural

distribution, and it is not possible to identify all of the deceptive reviews. Nonethe-
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S Set of single-time reviewers.
M Set of multiple-time reviewer.
T Set of regular reviewers .
R∗(h) Set of ∗ type reviewers that reviewed h.
rh average rate of hotel h .
rRh average rate of hotel h based on

reviews byR type of reviewers.
rvRλ (h) a review with rate λ of hotel h

by a reviewer inR.

Table 3.1: Notational Definitions.

less, as will be shown, the notion of the natural distribution helps us identifying

the distributional footprints of deceptive reviews.

3.4.2 Deception Detection Strategies

In this section, we introduce several strategies guided by statistics that are sugges-

tive of distributional anomaly. Our detection strategies are content independent,

in that it will rely only on the meta data, such as, the rating distribution of a hotel,

or the historic rating distribution of a reviewer. In other words, we assume that

deceptive/genuine reviews can be tracked down by studying the characteristics

of corresponding reviewers or reviewees and their historical correlative behavior.

Nevertheless, evaluations of the strategies are via classifications based on textual

features of reviews, will be show in next secion.

Committee of Truthful Reviewers T We first begin by collecting the “com-

mittee of truthful reviewers”, which will become handy in some of the deception

detection strategies, as well as evaluation setup. We conjecture that reviewers
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with a long history of reviews are more likely to be trustworthy. We collect a

set of reviewers who have written more than 10 reviews. One thing regular re-

viewers hardly do is to post several reviews in a very short time interval (Lim

et al. (2010)). We therefore discard any reviewer who has written more than 1

review within 2 consecutive days, as such reviewers might be engaged in decep-

tive activities. Finally, we only keep those reviewers whose rating trends are not

outrageous. For instance, we discard reviewers whose ratings are always far away

(δ = r(h) − rh, |δ| ≥ 1) from the the average ratings of all the reviewees (i.e.,

hotels). Such reviewers who are consistently far off from the average might not be

necessarily deceptive, but nonetheless do not reflect the general sentiment of the

crowd but still reasonably close to the average rating of the reviewees (i.e., hotel).

For TripAdvisor data, we set the constraint as

δ = r(h)− rh, |δ| ≤ 1

Note that we purposefully apply somewhat conservative criteria to the com-

mittee of truthful reviewers, as our primary goal in this study is not to identify

genuine or fake reviewers, but to approximate the actual average rate of a hotel as

accurately as possible. The resulting committee has 42766 reviewers as its trust-

worthy member, which we denote as T . We refer to this strategy of identifying

truthful reviewers as

Identifying Deceptive Business Entities Next we present several different strate-

gies for identifying deceptive hotels. Another way, not as sensitive to time factor

as the previous way, is to model how close (or deviated) the presented rating is to

actual rating in general. If a hotel doesn’t hire fake reviewers to increase its rate,
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Figure 3.3: Distribution of distribution of review-ratings by any-time reviewers.

Figure 3.4: Distribution of distribution of review-ratings by single-time reviewers.

then the presented average rate should be close to its actual quality level. Here we

employ two metrics to model the closeness or deviation.

[1 ] STRATEGY-avg∆

This strategy is based on the insights we gained from Figure 3.1. For a hotel

h, we calculate the discrepancy between the average rating by the committee

of truthful reviewers (T ) and the average rating by single-time reviewers S:

More formally,

δh = rSh − rTh

After sorting the hotels by δ in a descending order, hotels ranked at top are

assumed to be more suspicious and hotels ranked at bottom are assumed to

be credible as shown in Table 3.3.

111



[2 ] STRATEGY-distΦ

This strategy is based on the insights we gained from Figure 3.3 and 3.4.

The row indexes the average rating of the corresponding products, and the

column indexes a particular ordering of ratings sorted by corresponding re-

view counts (i.e., each column represents a particular shape of the distribu-

tion of review-ratings). The length of each bar is proportionate to the num-

ber of products with the corresponding shape of the review distribution. For

suspicious hotels, the portion high-rate reviews by single-time reviewers

would be likely higher than that by multi-time reviewers. Remind that the

percentage of the distribution (5 � 1 � 2 � 4) with respect to single-time

reviewers in Figure 3.4 is substantially higher than that of any-time review-

ers in Figure 3.3. Therefore, we first calculate the ratio of the number of

strongly positive reviews to the number of strongly negative reviews among

different groups of reviewers, i.e. S andM.

τRh =
|rvRλ (h), λ ≥ λhigh|
|rvRλ (h), λ ≤ λlow|

For suspicious hotels, we pick those with bigger rh: We set λhigh = 5 and

λlow = 2.

rh =
τSh
τMh

For trustful hotels, we pick those with the smaller r′h:

r′h =
max(τSh , τ

M
h )

min(τSh , τ
M
h )
− 1

[3 ] STRATEGY-peak ↑

112



A sudden burst in the reviewing activity can be a sign for deceptive activities

(e.g., Jindal et al. (2010)). We therefore translate this idea into a strategy

so that we can compare our proposed strategies with the heuristics in the

previous work. Specifically, if r(h,M) among reviews posted in month M

for h is greater than the average rating among reviews posted within the

two months before and after M , then we assume the corresponding hotel is

suspicious.

3.4.3 Strategy Evaluation

We want to measure the quality of deception detection strategies introduced ear-

lier, but there is no direct and straightforward method to do so. One might wonder

whether we could perform human judgment study on our proposed strategies, but

there are two major problems: first, it has been shown in prior literature that hu-

man are not good at detecting deceptions (Vrij et al. (2007)), including detecting

fake reviews (Ott et al. (2011)). Second, because our strategies are essentially

developed based on our own human judgment guided by relevant statistics, hu-

man judgment study guided by the same set of statistics is likely to lead to the

conclusion that might be overly favorable for this study.

Therefore, we introduce an alternative approach to evaluation that can directly

measure the utility of deception detection strategies by employing machine learn-

ing framework. More specifically, we exploit the gold standard dataset created by

Ott et al. (2011), which includes 400 deceptive reviews that are written by hired

people, and contrastive 400 truthful reviews that are gathered from TripAdvisor,

modulo filtering rules to reduce incidental inclusion of deceptive reviews. Hence-

forth, we refer to this dataset as the gold standard data, as this is the only dataset
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publicly available with true gold standard in the product review domain.

For all our strategies, we mix and match the gold standard data and the pseudo-

gold standard data in three different combinations as follows:

(C1) rule, gold: Train on the dataset with pseudo gold standard determined by

one of the strategies, and test on gold standard dataset of Ott et al. (2011).

(C2) gold, rule: Train on gold standard dataset and test on pseudo gold standard

dataset.

(C3) rule, rule: Train and test on the pseudo gold standard dataset (of different

split).

The purpose of the above variations is in order to probe whether a high perfor-

mance in (C1) and/or (C2) correlate with (C3) empirically. If it does, then it

would be suggestive that one could resort to the experiment in the (C3) configu-

ration alone, when the gold standard dataset is not readily available.

Experiment Settings Whenever possible, the dataset with the pseudo-gold stan-

dard determined by one of our strategies will include 400 reviews per class, where

80% is used for training, and 20% is used for testing for 5-fold cross validation.

Note that for certain variations of strategies, it might be impossible to find as many

as 400 reviews for each class. In those cases, the number of training and test in-

stances are given in the parenthesis in Table 3.3 and 3.4. To avoid overlap between

the pseudo-gold standard determined by our strategies and the gold standard data,

we exclude all those reviews for the 20 hotels that are selected by Ott et al. (2011).

We also truncate each review at 150 tokens, to balance the length with the gold

standard data. We exclude hotels with less than 20 reviews per year, assuming
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deceptive hotels are likely to be much more productive than generating only a

handful reviews per year. We use the LIBSVM (Chang and Lin (2011)) classi-

fier and feature values are term frequencies scaled with respect to the document

length.

Notational Definitions In Table 2 – 6, the pseudo gold standard dataset is de-

fined using notations of the following format: (H,R), where H corresponds to

the set of hotels, and R corresponds to the set of reviewers. R can be any of the

top three notations in Table 1. H can be one of the following three options:

• HS denotes the set of hotels selected by strategy S.

• H ′S denotes the set of hotels randomly selected from the complement set of

HS , so that HS ∩H ′S = ∅.

• H∗ stands for a set of randomly selected hotels.

Baselines Next we define three different pseudo gold standard datasets that cor-

respond to baselines, using notations defined above. These baseline datasets will

contrast the quality of other pseudo gold standard dataset created by deception

detection strategies discussed earlier.

• BASELINE-1: (DECEPTIVE = ∗, ∗ TRUTH = ∗, ∗)

Both hotels and reviews are randomly selected.

• BASELINE-2: (DECEPTIVE = H∗,S TRUTH = H∗,M )

First a set of hotels are randomly selected, then reviews written by S for

the corresponding set of hotels H∗ are considered as deceptive reviews, and
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DECEPTIVE TRUTH TRAIN TEST ACCURACY (%)

∗, ∗ ∗, ∗
rule gold 43.5
gold rule 42.0
rule rule 48.4

H∗,S H∗, T
rule gold 50.0
gold rule 58.1
rule rule 61.3

H∗,S H∗,M
rule gold 38.5
gold rule 44.0
rule rule 55.0

Table 3.2: Classification on 5-star reviews: BASELINES

DECEPTIVE TRUTH TRAIN TEST ACCURACY (%)

HS,S H ′S, T
rule gold 65.7
gold rule 65.1
rule rule 67.1

HS,S HS, T
rule gold 70.0
gold rule 66.3
rule rule 65.0

HS,S HS,M
rule gold 58.3
gold rule 45.6
rule rule 43.1

Table 3.3: Classification on 5-star reviews: STRATEGY-avg∆

reviews written byM are considered as truthful reviews. Note that the same

set of hotels are used by both deceptive and truthful class.

• BASELINE-3: (DECEPTIVE = H∗,S TRUTH = H∗, T )

First randomly select a set hotels, then reviews by S are considered as de-

ceptive, and reviews by T are considered as truthful. Again, the same set of

hotels are used by both deceptive and truthful class.
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DECEPTIVE TRUTH TRAIN TEST ACCURACY (%)

HS,S H ′S, T
rule gold 72.5
gold rule 73.8
rule rule 74.4

HS,S HS, T
rule gold 60.3 (160/40)
gold rule 62.0
rule rule 63.2 (160/40)

HS,S HS,M
rule gold 36.9
gold rule 45.6
rule rule 58.0

Table 3.4: Classification on 5-star reviews: STRATEGY-distΦ.

DECEPTIVE TRUTH TRAIN TEST ACCURACY (%)

HS,S H ′S, T
rule gold 54.1 (200/50)
gold rule 64.4
rule rule 60.4 (200/50)

HS,S HS, T
rule gold 53.8 (200/50)
gold rule 72.0
rule rule 61.0 (200/50)

HS,S HS,M
rule gold 40.2 (200/50)
gold rule 40.5
rule rule 56.6 (200/50)

Table 3.5: Classification on 5-star reviews: STRATEGY-peak ↑.

3.4.4 Constructing Datasets

Lastly, we select truthful reviews based on the hypothesis (in Section 3.4.2) that

the reviews from trusted members are truthful. For deceptive reviews, we first

identify the suspiciously business entities at www.tripadvisor.com using

the strategies proposed in Section 3.4.2 and the select reviews by single-time re-

viewers into the set of deceptive reviews. For the rest of the study, we employ

datasets based best performing approach reported based on the evaluation results.
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3.5 Deceptive Writing Style Analysis

Previous work on deception detection based on stylometry analysis has shown that

some lexico or shallow syntactic features can be strong indicators for the intent

of deceit in the writings. For instance, recently work by Ott et al. (2011) find that

deceptive reviews frequently use personal pronouns while truthful reviews con-

tains more proper nouns and number that indicates factoids. Once again confirms

that the use of stylometry, authorship recognition through purely linguistic means,

has contributed to the deception detection. Some other recent work Brennan et al.

(2012); Harris (2012), however, brings it to the attention that the stylistic char-

acteristics might be challenged if the authors attempt to disguise their linguistic

writing style based on the statistical information at lexical or shallow syntactic

level, for instance, the spammers could deliberately avoid using personal pro-

nouns or include more numbers and proper nouns when preparing the deceptive

writings. Therefore, this work further explore deep syntactic features, which is

potentially not as easy to counterfeit comparing to lexical and shallow syntactic

style that investigated in the previous work.

One focus of our work is to uncover the characteristics of the writing style

of an author when he/she intents to deceit so as to provide some insights on the

quantitative yet interpretable assessment of the style (statistical implication or ev-

idence). In this study, we first formulate the task for identifying deception as text

classification problem. We develop a learning model to differentiate the truthful

texts from the deceptive ones based on the stylometric features. It connects the sta-

tistical properties of text-classification tasks with the generalization performance

of a classifier based on quantitative indicators. Unlike conventional approaches

to learning text classifiers, which rely primarily on empirical evidence, we aim to
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explain why and when the classifier encoded with certain features perform well

for the classification. In particular, it addresses the following questions: How

powerful is various stylometric features in differentiating deceptive writings from

truthful ones? In parallel to these shallow lexical patterns, might there be deep

syntactic structures that are lurking in deceptive writing? How robust are the syn-

tactic cues in the cross topic setting?

3.5.1 Stylometry Analysis

The study of stylometry statistically quantifies the linguistic features, which show

as subtle but regular and discernible differences between texts. Some earliest work

by Mendenhall (1887), Yule (1938), Yule and Yule (1944) dates back to 19th cen-

try. In the research to date, it belongs to the core task of text categorization like

authorship identification (e.g., Raghavan et al. (2010); Feng et al. (2012a)), gen-

der attribution (Sarawgi et al. (2011b)), native language identification (Wong and

Dras (2011)) and so forth. It has legal as well as academic and literary applica-

tions, ranging from the question of the authorship of novels to forensic linguis-

tics. There is a vivid and growing interest in forensic application for stylometry

(De Vel et al. (2001)) given that the development of stylometry is mainly reflected

in the choices of quantifiable features used as authorial discriminators. When the

domain specific labeled data is insufficient for training a classifier, the statistical

evidence could be considered a reference for investigating the individual cases.

There are various types of stylistic features using computational methods such

as word n-grams, vocabulary richness, character n-gram (fixed and variable length),

content or language specific features. In early phrase of the computational sty-

lometry study, the lexical and shallow syntactic features are predominant (e.g.,
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Burrows (2002); Argamon et al. (2003); Abbasi and Chen (2005); Monroe et al.

(2008)). Syntax features came to the attention of more and more researchers (e.g.,

Stamatatos et al. (2001); Zhao and Zobel (2005); Argamon et al. (2007)). Some

very recent works have shown that PCFG models can detect distributional differ-

ence in sentence structure in gender attribution (Sarawgi et al. (2011b)), author-

ship attribution (Raghavan et al. (2010)), and native language identification (Wong

and Dras (2010)). In particular, we aim to discover the intermediate representation

built in a hierarchical structure at phrasal or sentential level, which corresponds to

the interpretable factors of higher level of grammar units. To explore the stylom-

etry for this new domain - deception detection, we also set forth a comprehensive

study expounding the role of various syntactic features.

3.5.2 Features

Given that more advance language parsing tools are readily available, we are able

to explore stylistic characteristics based on different language units from part of

speech tags of words to hierarchical structures of sentences (e.g., Wong and Dras

(2010); Afroz et al. (2012); Feng et al. (2012a)). In particular, we aim to explore

if there exists statistical patterns in deep syntactic structures at phrasal and clausal

levels that discriminate deceptive writing from truthful ones, adding a somewhat

unconventional angle to prior literature.

One of our primary goals is to quantify the linguistic style of text. In addition

to the shallow syntax features, we focus on constituent structural information.

What we do is to extract features from syntactic parsing result of text by Berkeley

PCFG parser (Petrov and Klein (2007)). Figure 3.6 illustrates the output of syntax

parsing of a sentence extracted from a hotel review, a concrete syntax tree struc-
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ture. Inspired by previous work (e.g., Wong and Dras (2010); Raghavan et al.

(2010)), we render production rules as features based on horizontal slices of a

parse tree as shown in Figure 3.6. In a parse tree, there are terminals (leaf nodes)

and non-terminals (furcation nodes). We take all possible production rules as fea-

tures based on the entire tree included or excluded the leaf node (lexical nodes,

colored in green in Figure 3.6). To verify the predictive power of different char-

acteristics, especially syntactic versus lexical, we generate two sets of production

rules: the lexicalized set that include the production rules involve leaf nodes and

the unlexicalized set that excludes the production rules involve leaf nodes. In

addition, we also experiment a few variations of production rules, which will be

introduced in Section 3.5.2 We will validate various feature encoding presented in

Table 3.6.

Bag of Words is one of the most simple representation of text and commonly

used for text classification task. Previous work has shown that Bag-of-Words are

effective in detecting domain-specific deception (e.g., Ott et al. (2011); Mihalcea

and Strapparava (2009)). We consider unigrams, bigrams, and the union of the

two as features.

Shallow Syntax As has been used in many previous studies in stylometry (e.g.,

Mihalcea and Strapparava (2009); Ott et al. (2011)), we utilize part-of-speech

(POS) tags to encode shallow syntactic information. Note that Ott et al. (2011)

found that even though POS tags are effective in detecting fake product reviews,

they are not as effective as words. Therefore, we strengthen POS features with

unigram features in this study.
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Figure 3.5: Parse Tree (Example I)

Deep Syntactic Characteristics In this work, we obtain the deep syntactic fea-

tures based on the parsing result. Given a parse tree, we extract rewrite rules by

visiting all the treenode N with at least one child node. N corresponds to left

side of the production rule and its children corresponds to the right side of the

production rule. We form various deep syntactic features by varying the way of

traversing parse tree, as illustrated by the red arrows in Figure 3.5. When to cap-

ture a bit deeper syntactic structure with a broader text span, we will traverse to

upper level of the tree, for instance, to include the parent node, resulting three lev-

els (in vertical direction) involved per production rule. On the other hand, when

to extract the syntactic pattern that is not too specific, then we avoid including two

many levels.

More specifically, we experiment with four variations of production rules based

on the Probabilistic Context Free Grammar (PCFG) parse trees as follows:

• r: the set of regular unlexicalized production rules, e.g., “S2→ NP4 VP2 ”.

122



• r̂: the set of unlexicalized production rules combined with the grandparent

node, e.g., “S2ˆSBAR→ NP4 VP2 ”.

• rbi: the set of unlexicalized production rules , e.g., “S2ˆADJP→ RB RB ”.

• r∗: the superset of r, including lexicalized production rules such as “NN→

hotel”.

• r̂∗: the superset of r̂, expanding the set by including lexicalized production

rules with the grandparent node, e.g. “NNˆNP1→ hotel”.

• rbi∗:the superset of rbi including the corresponding lexicalized production

rules.

3.5.3 Experiments

In this section, we explore a range of linguistic features to deceptive/truthful re-

views classification task for both gold and pseudo-gold standard datasets. For all

classification tasks, we use SVM classifier, 80% of data for training and 20% for

testing, with 5-fold cross validation. We use LIBLINEAR (Fan et al. (2008)) with

L2-regulization, parameter optimized over the training data (3 folds for training, 1

fold for testing). All features are encoded as tf-idf values. We use Berkeley PCFG

parser (Petrov and Klein (2007)) to parse sentences. The inflections of the words

are normalized and considered as the same words when aggregated for calculating

the frequency.

Table 3.6 presents the classification performance using various features across

four different datasets introduced earlier. Unlexicalized production rules consider

only those production rules that do not lead to terminal nodes (words), focus-
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TRIPADVISOR YELP ESSAY

GOLD HEUR ABORT BSTFR DEATH

lexuni 88.4 74.4 59.9 70.0 77.0 67.4
words lexbi 85.8 71.5 60.7 71.5 79.5 55.5

POSuni + lexbi 89.6 73.8 60.1 72.0 81.5 65.5
POSuni + lexuni 87.4 74.0 62.0 70.0 80.0 66.5

shallow syntax POSbi + lexuni 88.6 74.6 59.0 67.0 82.0 66.5
+words POStri + lexuni 88.6 74.6 59.3 67.0 82.0 66.5

r 78.5 65.3 56.9 62 67.5 55.5
rbi 75.4 66 58.8 65 70.5 60.0
r̂ 74.8 65.3 56.5 58.5 65.5 56.0

deep syntax r̂bi 73.6 65.1 59 64.5 69.0 62.0
r∗ 89.4 74.0 64.0 70.1 77.5 66.0
rbi∗ 89.6 73.4 64.9 68.5 76.5 66.0
r̂∗ 90.4 75 63.5 71.0 78 67.5
r̂∗bi 89.9 73.5 63.6 71.5 76.0 66.0

r + lexuni 89.0 74.3 62.3 76.5 82.0 69.0
rbi + lexuni 88.1 73.5 60.8 78.5 81.5 70.0

deep syntax r̂ + lexuni 88.5 74.3 62.5 77.0 81.5 70.5
r̂bi + lexuni 88.0 74.2 61.9 75.5 82.5 71.0

+words r∗ + lexuni 90.3 75.4 64.3 74.0 85.0 71.5
rbi∗ + lexuni 90.5 74.4 65.3 76.5 83.5 75.5
r̂∗ + lexuni 91.2 76.6 62.1 76.0 84.5 71.0
r̂bi∗ + lexuni 89.5 74.2 64.9 76.5 84.5 75.0

Table 3.6: Deception Detection Accuracy (%).

ing only on syntactic structure without exploiting any information on words. In

Table 3.6, we vary above deep syntactic features with and without additional un-

igram features for comparison purposes. In addition, we vary the rewrite rules

with respect to how deep the structure is considered (or corresponding text span)

by including the parent node. Numbers in italic are classification results reported

in Ott et al. (2011) and Mihalcea and Strapparava (2009).

124



3.5.4 Discussion

Over four different datasets spanning from the product review domain to the es-

say domain, we find that features driven from Context Free Grammar (CFG) parse

trees consistently improve the detection performance over several baselines that

are based only on shallow lexico-syntactic features. Our results improve the best

published result on the hotel review data of Ott et al. (2011), reaching 91.2% ac-

curacy, reducing the error by 14%. We also achieve substantial improvement over

the essay data of Mihalcea and Strapparava (2009), obtaining upto 85.0% accu-

racy. For pseudo gold standard data, we obtain a 2% improvement on accuracy

over N-gram lexical model . It is also noted that by using unlexicalized syntax

features only, we can obtain a 78.5% and 66% of accuracy respectively. Rewrite

rule features perform better in other three datasets as well. Using rr∗, we are

able to achieve 7% or more increase of accuracy of cross-topic classification on

lie detection data over the lexicon and shallow syntactic feature set.

Result Analysis

TripAdvisor–Gold We first examine the results for the gold standard hotel re-

views shown in Table 3.6. As reported in Ott et al. (2011), bag-of-words fea-

tures achieve surprisingly high performance, reaching upto 89.6% accuracy. Deep

syntactic features, encoded as r̂∗ slightly improves this performance, achieving

90.4% accuracy. When these syntactic features are combined with unigram fea-

tures, we attain the best performance of 91.2% accuracy, yielding 14% error re-

duction over the word-only features.

Given the power of word-based features, one might wonder, whether the PCFG

driven features are being useful only due to their lexical production rules. To ad-
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dress such doubts, we include experiments with unlexicalized rules, r and r̂. These

features achieve 78.5% and 74.8% accuracy respectively, which are significantly

higher than that of a random baseline (∼50.0%), confirming statistical differences

in deep syntactic structures.

Another question one might have is whether the performance gain of PCFG

features are mostly from local sequences of POS tags, indirectly encoded in the

production rules. Comparing the performance of [shallow syntax+words] and

[deep syntax+words] in Table 2, we find statistical evidence that deep syntax based

features offer information that are not available in simple POS sequences.

TripAdvisor–Heuristic & Yelp The performance is generally lower than that

of the previous dataset, due to the noisy nature of these datasets. These dataset,

however, consists of reviews directly from collected from the review site, which

is a implementation to the sanctioned gold-stand. Nevertheless, we find similar

trends as those seen in the TripAdvisor–Gold dataset, with respect to the relative

performance differences across different approaches. The significance of these

results comes from the fact that these two datasets consists of real (fake) reviews

in the wild, rather than manufactured ones that might invite unwanted signals or

bias that can unexpectedly help with classification accuracy. In sum, these results

indicate the existence of the statistical signals hidden in deep syntax even in real

product reviews with noisy gold standards.

Essay Finally in Table 3.6, the last dataset, a different type of writings - es-

says, the performance on this dataset confirms the similar trends again, that the

deep syntactic features consistently improve the performance over several base-

lines based only on shallow lexico-syntactic features. The final results, reaching
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Figure 3.6: Parse Tree (Example II)

TRAINING: A & B A & D B & D
TESTING: DeathPen BestFrn Abortion

M&S 2009 58.7 58.7 62.0
r∗ 66.8 70.9 69.0

Table 3.7: Cross topic deception detection accuracy: Essay data

accuracy as high as 85%, substantially outperform what has been previously re-

ported in Mihalcea and Strapparava (2009). How robust are the syntactic cues in

the cross topic setting? Table 3.7 compares the results of Mihalcea and Strappa-

rava (2009) and ours, demonstrating that syntactic features achieve substantially

and surprisingly more robust results.

Discriminative Production Rules

In search of more tangible insights, we select the most discriminative deep syntac-

tic features (augmented with the grandparent node) for each hotel review datasets.
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DECEPTION (# 913) TRUTHFUL (# 1032)
1 NP→ DT NNP NNP NP→ $ CD
2 NP→ PRP$ NN S→ VP .
3 VP→ VBG PP NP→ CD NNS
4 NP→ NP SBAR NP→ NNP
5 SBAR→ S NP→ QP
6 ADJP→ RBS JJ NP→ JJ NN
7 VP→ TO VP NP→ QP NNS
8 VP→ VB NP PP S→ S : S .
9 NP→ PRP$ NNS NP→ NP PP .
10 VP→MD ADVP VP VP→ VBD NP PP

Table 3.8: Most discriminative production rules in gold standard data

DECEPTION (# 1130) TRUTHFUL (# 1137)
1 NP→ PRP$ NN VP→ VBZ NP
2 NP→ DT NNP NP→ EX
3 NP→ PRP$ JJ NN NP→ DT JJ NN NN
4 PP→ TO NP NP→ DT JJ NN
5 VP→ VBD VP ADJP→ RB JJ
6 NP→ PRP$ NNS VP→ VBZ UCP
7 VP→ VB VP S→ NP , NP VP
8 VP→ TO VP VP→ VBZ ADJP
9 ADVP→ RB NP→ DT ADJP NN
10 VP→ VB SBAR ADVP→ IN RB

Table 3.9: Most discriminative production rules in pseudo gold standard data

The way we select the most discriminative features is the following. We order the

rules based on the feature weights assigned by LIBLINEAR classifier. Notice that

the two production rules in bolds — [SBARˆNP→ S] and [NPˆVP→ NP SBAR]

— are parts of the parse tree shown in Figure 3.6, the corresponding sentence for

parsing is taken from an actual fake review.

128



Production Rules We list top 10 most discriminative production rules in gold

standard dataset as seen in 3.8 and pseudo gold standard dataset as seen in 3.9. For

brevity, we only examine one version of production rules, which are specified as

unlexicalized without parent node. Much information carried by these production

rules correlates with the finding in Ott et al. (2011). Such as there are more facts in

numbers (“NP→$CD”) included in truthful text and more pronouns (“NP→PRP$

NN”) used in deceptive text. Such finding is again confirmed by the results shown

in Table 3.9 (row 2 of “DECEPTION” column and row 1 of “TRUTHFUL” column).

The number next to column name is total of unique production rules in corre-

sponding dataset. As we can see, the rule of truthful dataset is only slightly greater

than deceptive dataset or comparable for pseudo gold standard (all online reviews)

dataset. One the other hand, the difference is greater for the gold standard. We will

further investigate whether such bias is introduced by the demographic difference

of the two datasets in the separate section.

Sentence Outline We notice that a subset of production rules as that gives us

the insight how a sentence is outlined. The rules are positioned at the top-level of

a parse tree as marked by a dotted rectangular in Figure 3.6. In particular, such

patterns characterize the outline of sentences: beginning part of a sentence, end-

ing part of a sentence, and the order of different modules of a sentence (bigram

sequence). For instance, in Figure 3.6, the beginning part of the sentence is de-

noted as “S→ SBAR”, the end part of the sentence is denoted as “S→ VP”, the

sequence of different module is denoted as “SBAR→ ADVP”, “ADVP→ NP”,

“NP → VP”. For analysis purpose, this work also examines the discriminative

features of sentence outlines as shown in Table 3.10 and 3.11.
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DECEPTION ( # 89) TRUTHFUL (# 110)
1 S→ ADVP , NP VP S→ VP
2 S→ SBAR , NP VP S→ S : S
3 S→ PP NP VP NP→ NP PP
4 S→ NP ADVP VP S→ NP VP
5 S→ PP , NP VP S→ CC NP VP
6 S→ S , S , CC S S→ NP , NP VP
7 S→ S , CC S S→ NP NP VP
8 S→ S , S S→ S , NP VP
9 S→ S VP S→ S , S CC S
10 S→ S CC S S→ ADVP NP VP

Table 3.10: Most discriminative sentence outlines of gold standard data.

As shown in Table 3.10, among the most discriminative sentence outlines of

gold standard data, rules (2 and 6-10) in deceptive text indicate that corresponding

sentences are complex are is much more than those (2, 8, 9) in truthful text. In

addition, a casual writing style can be sensed in truthful text with regards to rules

of row 1 and 3, one being without subject and one being noun phrases as sentences.

Similarly, in Table 3.11, most of rules (row 1, 4-7, 9, 10) of deceptive text

involves complex sentence structures; in contrast, rules (row 1, 4 - 6) indicates

more simple sentences are used in truthful text.

Constituent Tags We also investigate a type of less specific syntactic patterns

at constituent level. For this, we refer to the phrasal tag (or non-leaf node) of the

PCFG parse tree. Table 3.12 shows the most discriminative phrasal tags for each

class. Interestingly. We find deceptive reviews contains VP, SBAR (clause intro-

duced by subordinating conjunction) in than truthful reviews. In addition, there

are also more frequent occurrence of WHADVP in deceptive reviews than truth-
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DECEPTION (# 110) TRUTHFUL (# 108)
1 S→ PP NP VP NP→ NP PP
2 S→ S , NP VP S→ NP VP
3 S→ SBAR , NP VP S→ S : S
4 S→ NP ADVP VP S→ ADVP NP VP
5 NP→ NNP S→ NP , NP VP
6 S→ PP , NP VP S→ S , S , CC S
7 FRAG→ NP S→ S , CC S
8 S→ SBAR NP VP S→ ADVP , NP VP
9 S→ SBAR VP S→ NP VP
10 S→ SBAR , S CC S S→ VP

Table 3.11: Most discriminative sentence outlines of pseudo gold standard data.

TRIPADVISOR–GOLD TRIPADVISOR–HEUR

DECEP TRUTH DECEP TRUTH

VP PRN VP PRN
SBAR QP WHADVP NX
WHADVP S SBAR WHNP
ADVP PRT WHADJP ADJP
CONJP UCP INTJ WHPP

Table 3.12: Most discriminative phrasal tags in PCFG parse trees: TripAdvisor
data.

ful reviews. Such more general information at constituent level could potentially

provide more concrete guidance in discerning between the truthful and deceptive

writing in practice.

3.5.5 Conclusion

We investigated syntactic stylometry for deception detection, adding a somewhat

unconventional angle to previous studies. We also report for the first time that
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there are statistical patterns in deep syntactic structure that discriminate decep-

tive writing from truthful ones. Experimental results consistently find statistical

evidence of deep syntactic patterns that are helpful in discriminating deceptive

writing. over different datasets demonstrate that features driven from Context

Free Grammar (CFG) parse trees consistently improve the detection performance

over several baselines that are based only on shallow lexico-syntactic features.

3.6 Demographics

Given that the recent studies in automatic deception detections based on crowd-

sourcing show great potentials (Mihalcea and Strapparava (2009); Potthast (2010);

Ott et al. (2011); Feng et al. (2012b); Rubin and Vashchilko (2012)), some con-

cerns are also raised about crowdsourcing for deceptive data, for instance, Mukher-

jee et al. (2013) pointed out that the crowdsourced fake reviews may not the rep-

resentative of real-life fake reviews, indicating that it is questionable that the good

performance might potentially be due to the possible differences in the demo-

graphics between the crowsourcing user base and real online users. Therefore, we

aim to investigate the effects of the demographic factors in terms of corresponding

constructed deception corpora. In particular, we focus on the two demographics

involved in the several recent study on deception detection (Ott et al. (2011); Feng

et al. (2012b)): one is the online review community which is a burgeoning plat-

form of deceptive reviews and the other is the Amazon Mechanic Turk, a popular

online crowdsourcing system in which tasks are distributed to a population of

thousands of anonymous workers for completion. In rest of the section, we are

trying to answer the following questions:
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• How does the demographics of participants for writing tasks on Amazon

Mechanical Turk differs from that of the general users of review sites?

• If there exists distinguishable differences in the demographics, how does it

affect the validity and the efficacy of the datasets constructed by the Amazon

MTurk?

3.6.1 Challenges

Challenges on “Direct” Demographic Analysis To verify the differences in

demographics of the two communities, is there a way to collect such info of the

participants of the communities? How about using the common survey method

for identifying the users of each community? Not only the expense will beyond

most research institutes can afford, it is practically impossible due to the nature of

the task of online deceptive review detection. In fact, it is extremely unnatural for

human being to self-report their deceptive behavior (Levine et al. (2010)) and es-

pecially for the illicit deceptive online behavior. Since it is not practically feasible

to directly obtain the demographics information of each community, we decided

to exploit a different direction - evaluation (either intrinsic or extrinsic).

Challenges on Intrinsic Evaluation Remind that the evaluation (i.e., dataset

with gold standard labels) of deception detection has remained a challenge. Liter-

ature has shown that humans are not good at catching deception in general (e.g.,

Bond and DePaulo (2006)), and it proves to be no exception for online reviews

(Ott et al. (2011)). The implication of this observation is that one practically

cannot expect human annotators reliably label existing reviews as deceptive or

truthful, except for those less common scenarios where non-linguistic contextual
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information such as review time stamps, or IP addresses provide undeniable evi-

dence of dubious acts (e.g., Jindal and Liu (2008); Lim et al. (2010); Mukherjee

et al. (2012)). As a result, several previous work has attempted to build deception

corpora by instructing participants to lie for a given topic (e.g., Newman et al.

(2003)), some of which were based on Amazon Mechanical Turk (e.g., Mihalcea

and Strapparava (2009); Potthast (2010); Ott et al. (2011); Afroz et al. (2012)).

Challenges on Data Collection In fact, even for collecting truthful writings for

some topics, such as hotel reviews, it is not easy to recruit participants who can

actually write truthful stories for any given hotel, especially for luxury hotels, as

those who do frequent luxury hotels are less likely to be part of the demographics

who write reviews for monetary rewards. Furthermore, Amazon Mechanical Turk

workers can pretend to have experienced any hotel that they have never been to

and write fake-truthful reviews, and it is nearly impractical to verify the authentic-

ity of their claimed experience. As a result, in certain domains such as high-end

hotel reviews, it would seem rather unavoidable to assume reviews in the wild

to be truthful, subject to filtering rules that minimize accidental inclusion of fake

ones (Ott et al. (2011)). 18 out of 20 of hotels in the dataset of Ott et al. (2011) cor-

respond to high-end (4 – 4.5 star rating). Then the validity of the resulting corpus

relies on the assumption that the real-world reviews are mostly truthful, which is

certainly plausible but difficult to validate.The work of Ott et al. (2012) estimates

the prevalence of deceptive reviews in the wild, but the estimation is based on the

classifier that is trained based on the same assumption that the real reviews taken

from the corresponding review site are mostly truthful. Therefore, the resulting

estimates might have been biased toward somewhat conservative measures.
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Given the challenges described above, we need to explore the direction of

extrinsic evaluation of the existence of variance in the demographics, in other

words, the indirect verification on how it affects the performance of the classifier

built on the corpora created by crowdsourcing comparing to the one based on

online reviews.

3.6.2 Deceptive Review Corpora

In this work, we first take a closer look at this challenge of constructing deception

datasets. Specifically, we examine the influence of incidental demographic differ-

ences if any, between truthful reviewers (e.g., Yelp users) and deceptive review-

ers (i.e., Amazon Mechanical Turk workers), on classification performance. This

time, we explore an alternative method of constructing deception dataset by solic-

iting both truthful and deceptive reviews from the same group of online users, i.e.,

Amazon Mechanical Turk workers (or Turkers). The plan is to build contrastive

corpora of truthful and deceptive reviews taken from different demographic com-

munities. For this purpose, we choose to work with restaurant review domain, as

we expect it to be easier to recruit Amazon Mechanical Turk workers who can

write actual truthful reviews for restaurants that they have actually been to. We

study the reviews in two domains: hotels and restaurants. The data of the two do-

mains are collected from two resources respectively: one is online crowdsourcing

- Amazon Mechanical Turk; the other is review websites, e.g. www.yelp.com

and www.tripadvisor.com.

Reviews made to order (Amazon Mechanical Turk): We ask Turkers to com-

plete two writing tasks: one truthful positive review for a restaurant of their own
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choice; and one fake positive review for a restaurant that they select from a list we

provided. The list of restaurants is randomly sampled from Yelp, and we collect at

most one review for each restaurant to avoid incidental biases in restaurant selec-

tion. When writing the fake review, Turkers are asked to select a restaurant which

they either have never visited before or had a bad impression about. These two

different scenarios might cause subtle differences in deception cues. We leave

investigation of this effect as future research. Note that we deliberately ask re-

viewers to write both truthful and deceptive reviews back to back to gain insights

on the priming effect (Pickering and Branigan (1999)), but in most experiments

we only use the first review from each user. The ordering is randomly selected

for each user such that each ordering corresponds to 50% of the entire data col-

lected. To facilitate linguistic analysis, we request the reviews to be reasonably

long (100 words or more). We also impose time limit of 1 hour for both tasks.

Each paired writing tasks are supposed to be finished within an hours by unique

Turkers. Since the Turkers are asked to perform two writing tasks back to back,

the priming effect (Branigan et al. (1999)) might affect their writings and the qual-

ity of the data. Therefore, we alternate the order the tasks and keep 200 tasks of

truthful→ deceptive and 200 tasks of deceptive→ truthful.

Restaurant Reviews (Yelp) We identify 400 restaurants from www.yelp.com

and then collect corresponding reviews for the restaurant from the website. We

also collect the reviews for the same set of restaurant as the Amazon Mechani-

cal Turk deceptive writing tasks. But this time, we also collect both truthful and

deceptive reviews resulting 400 5-star reviews (with 100 words or more). For

these reviews we purposefully make the same assumption as the work by Ott et al.

136

www.yelp.com


DECEPTION VARYING

Class1⇔ Class2 v.s. Truthful? demographics?
1 DAMT ⇔ TYELP yes yes
2 DAMT ⇔ TAMT yes no
3 TAMT ⇔ TYELP no yes

Table 3.13: Three Classification Configurations

(2011), i.e., assume everything as truthful reviews in order to quantitatively inves-

tigate the influence of demographic differences in constructing deception corpora.

Hotel Reviews For the hotel domain, we reuse the dataset from the work by

(Ott et al. (2011)), which consists of 400 deceptive reviews collected via Amazon

MTurk and 400 truthful reviews from TripAdvisor. Unlike restaurant domain, we

did not collect the truthful reviews via Amazon Mechanical Turk because we are

concerned that the real customers of those hotels are unlikely to work as Turkers

and then we may end collecting fake reviews.

Notations: Following notations refer to specific portions of the data constructed

above:

• TTRIP (TYELP): the set of truthful reviews collected from TripAdvisor (Yelp).

• DAMT (TAMT): the set of deceptive (truthful) reviews from AMT (first re-

views only).

3.6.3 Experimental Results

Next is to approximate the difference of demographics in the different online com-

munities based on the corresponding datasets. There has been a increasing body
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DAMT ⇔TYELP DAMT ⇔TAMT TAMT ⇔TYELP

INFLUENCING FACTORS Deception|Demograph Deception Demograph
POSuni 77.5 71.3 77.8
POSbi 74.8 69.8 76.3
Lexuni 87.0 81.0 89.0
Lexbi 80.8 78.8 84.5
Liwc 78.6 69.8 75.6
All 89.8 81.8 92.0

Table 3.14: Classification Accuracy

of work that examines linguistic differences in writing styles of people with dis-

tinctively different demographic backgrounds (e.g., Schler et al. (2006); Wong

and Dras (2011); Sarawgi et al. (2011b)), which suggest that demographic dif-

ferences can introduce some amount of unwanted biases. The question is, how

much would it be? Although the demographics of two different sites are likely to

be different, there might be enough common grounds making the level of noise

practically negligible. In this work, we seek an empirical answer to this question

with respect to deceptive review corpora.

To measure the extend to which demographic differences can influence the

classification performance, we compare three classification setups summarized in

Table 3.13. We use 200 reviews per class, 80% of data for training and 20% for

testing. We use LIBLINEAR (Fan et al. (2008)) toolkit with default parameters

on the BoW features of review text with 5-fold cross validation. The classification

results are shown in Table 3.14. We consider n-gram POS and lexical features, as

well as the features derived from LIWC. The classification result of DAMT ⇔TYELP

is nearly 90%, echoing similar performance of e.g., Ott et al. (2011) in the hotel

review domain. Strikingly however, the classification accuracy of TAMT ⇔TTRIP is

equally as high as 92.0%, suggesting how demographic differences can make the
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(POS dist 1) vs (POS dist 2) Pearson’s r Agree%
(DAMT ⇔ TYELP) vs (DAMT ⇔ TAMT) 0.801 85.7
(DAMT ⇔ TYELP) vs (TAMT ⇔ TYELP) -0.389 75.0
(DAMT ⇔ TAMT) vs (TAMT ⇔ TYELP) -0.863 57.1

Table 3.15: Similarity of POS distributions between different pairs of classifica-
tion setups

classification task unexpectedly easier. Fortunately, the performance of TAMT ⇔

TYELP that removes demographic biases is not too far away, reaching nearly 82% in

accuracy, validating that the existence of linguistic signals in deceptive narratives,

while also suggesting that the performance of the first classification is likely to be

an overly optimistic measure.

Priming: If we repeat the third classification setting by utilizing both first and

second reviews written by each Turker (instead of taking only the first), then the

performance drops to 75.4% (from 81.8%) despite that the dataset grows twice.

We conjecture that this performance drop is due to priming effects, i.e., the second

review written by the same person is inherently influenced by the first review,

confusing classifiers. Therefore, when building deception corpora, care needs to

be taken in designing the review collection procedure in order to avoid unwanted

priming effects.

Despite the reviews are written by reviewers from difference sources for dif-

ferent domains, non-conclicted% is above 60% and up-to 70%. This indicates

that there exists some linguistic cues for deceptive/truthful writings. We also cal-

culate the non-conclicted% for randomly paired the datasets from restaurant or

hotel domain, the result is around 50% for the LIWC and POS-based features.

Experimental results reveal surprising insights on the extent to which inciden-
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tal demographic differences can influence classification accuracy, while confirm-

ing the viability of automatic deception detection in previous studies. In particu-

lar, even when the demographic biases are removed, we show that it is possible to

achieve deception detection accuracy close to 82%. Additionally, our work results

in updated insights on deception cues.

3.6.4 Elements of Deceptive Wring Styles

Next we compare the discriminative features for deceptive and truthful reviews

collected from different sources across domains. In Table 3.18, we calculate non-

conclicted% as the percentage of the discriminative features for the same class

and conflicted% as the percentage of the discriminative features for different

classes over all features across two pairs of datasets.

To provide comparative insights on linguistic patterns characterizing fake re-

views, we examine the distribution of POS across different datasets and domains.

The statistical results shown in Table 3.18 & 3.17 coincide with previous studies

that have shown that deceptive reviews have distinctively different distribution of

them. We quantify the difference in a feature’s distribution between one class (c1)

and the other (c2) classes by σ. For a feature f , we define σ as the standard div-

ination of ( vf,c1
max(vf,c1 ,vf,c2 )

, vf,c2
max(vf,c1 ,vf,c2

). We sort the features by σ in descending

order to show the most discriminative features first. If vc1 > vc2 , we highlight the

feature in the column of c1. We provide the summary of discriminative features

of the hotel review domain (Ott et al. (2011)) as a comparison point.

We find a substantial overlap (i.e., agreement) among salient features (marked

in boldface, and self referencing (i, me, my) are pronounced in deceptive reviews.

Not all features are listed in Table 3.18 & 3.17, but the overlap (in boldface) is
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checked against the entire set of features.) across different demographics and do-

mains. E.g., VERB and PRONOUN. Conflicting cases are marked with *. Inter-

estingly, superlatives (JJS, RBS) are strongly indicative of deception when truthful

reviews are taken from actual review sites, while not as much when truthful re-

views are collected from AMT. This observation opens up the need for additional

research to investigate the use of superlatives in different deception / truthful con-

texts.

Table 3.19 shows more detailed differences in POS distributions. Positive

(negative) values indicate the corresponding tags are predictive for deceptive (truth-

ful) class. Shaded rows highlight the discrepancy of deception cues due to demo-

graphic differences. Note that those POS tabs for which the sign of the numbers

of the first two columns match correspond to common linguistic patterns of de-

ceptive (truthful) reviews, regardless of demographic biases. Again, most features

have matching signs for the first two columns except for a few exceptions such as

JJS, RBS, WDT, WRB. Table 3.16 shows what POS and LIWC categories are in

agreement / disagreement (in terms of being discriminative toward either decep-

tive or truthful) across different classification setups with varying demographic

differences. We find that the % of disagreement in LIWC and POS categories are

about 35% and 21% respectively. Additionally, the third column in Table 3.19

gives us insights about demographic differences in writing styles between AMT

and Yelp users.

3.6.5 Conclusion

We present the first report on the effect of demographic factors in fake review

detection. Our work reveals the extent to which demographic differences can
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Setup-1: DAMT ⇔ TYELP Setup-2: DAMT ⇔ TAMT

AGREEMENT (DECEPTIVE / DECEPTIVE) 28.6%
Dic, achieve, adverb, affect, auxverb, cogmech, discrep,
family, friend, funct, future, i, incl, insight, motion, nonfl,
past, posemo, ppron, preps, verb, we
AGREEMENT (TRUTHFUL / TRUTHFUL) 36.4%
AllPct, Apostro, Colon, Comma, Dash, OtherP, Period,
SemiC, anger, anx, body, cause, conj, feel, filler, health, hu-
mans, inhib, ipron, negate, negemo, number, present, sexual,
social, space, they, you
DISAGREEMENT (DECEPTIVE / TRUTHFUL) 15.6%
Sixltr, article, bio, certain, home, ingest, leisure, money,
quant, tentat, time, work
DISAGREEMENT (TRUTHFUL / DECEPTIVE) 19.5%
Exclam, Parenth, QMark, assent, death, excl, hear, percept,
pronoun, relativ, relig, sad, see, shehe, swear
AGREEMENT (DECEPTIVE / DECEPTIVE) 35.7%
CC, DT, JJ, MD, PRP$, RB, VB, VBD, VBG, VBN
AGREEMENT (TRUTHFUL / TRUTHFUL) 39.3%
CD, IN, JJR, NN, NNP, NNPS, NNS, PDT, VBP, VBZ, WP
DISAGREEMENT (DECEPTIVE / TRUTHFUL) 10.7%
JJS, RBS, WDT
DISAGREEMENT (TRUTHFUL / DECEPTIVE) 10.7%
PRP, RBR, WRB

Table 3.16: LIWC & POS are grouped per their agreement/disagreement between
the two classification setups.

influence classification accuracy, yields a more realistic measure of detection per-

formance, provides updated insights on linguistic cues, and last but not least, a

new deception corpus. In particular, even when the demographic biases are re-

moved, we show that it is possible to achieve deception detection accuracy close

to 82

142



3.7 Conclusions

In this study, we mainly investigated on how to identify the intent to deceit in

ones writing based on plain text. For this, we examined various linguistic fea-

tures, in particular, we explored deep syntactic stylometry in a range of datasets

that consists of deceptive and truthful writings. Experiment results consistently

showed statistical evidence of deep syntactic pattern as effective in discriminating

deceptive writings from truthful writings.

3.7.1 Summary of Results and Contributions

In this work, we aimed to seek effective approaches to uncover the intent to deceit

based on plain text. For this, we investigated on the efficacy of assorted infor-

mative cues and provides insights based on web resources using computational

linguistic techniques. In particular, our work is the first to apply deep syntactic

stylometry for identifying deceptive writing, adding a somewhat unconventional

angle to previous literature.

For deception detection, the evaluation has always been a challenge, as it is

almost impossible to manually determine whether a writing is truthful or not. In

this work, we presented a novel evaluation strategy that exploits existing gold stan-

dard, and empirically validated the connection between the performance evaluated

using the gold standard and the performance evaluated using only the pseudo gold

standard data. Our work on constructing the pseudo gold standard is the first to

provide a comprehensive, direct and large-scale analysis on representative dis-

tribution of product reviews, accompanying quantitative evaluations that are not

based on human judgments.
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Previous work proposed to use crowd sourcing to collect deceptive writings to

create gold standard, which is a promising alternative to human annotated data.

However, it also raises the concern of the bias that might be caused by the de-

mographic difference between crowd sourcing and the online reviewers. We ad-

dressed this concern, presenting the first report on the effect of demographic fac-

tors in detecting the deceptive reviews. Our work revealed the extent to which

demographic differences can influence classification accuracy, yields a more re-

alistic measure of detection performance, provided updated insights on linguistic

cues, and last but not least, a new deception corpus.

3.7.2 Future Work

There has been a burgeoning research have been put in the solving the problem

of deception detection, the task itself remains challenging. We hypothesis that the

writing style of deceptive writings in the digital communication may change over

time and distinctively different across domain, therefore we endeavor to develop

practice-oriented, computationally effective approaches without relying on human

judges. Even though we try to tackle the problem automatically, we would like

to further our study on interpreting the statistical evidences so as to unveil the

possible intuition or potential connection to psychological insights.

Stylistic Patterns

One interesting question is whether we dig out something more from deep syn-

tactic structures, which can be potentially characterized in a collective way. This

could be a starting point to interpret the abstract syntactic differences between

deceptive and truthful writing. As an attempt to reduce this gap between modern
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statistical parsers and cognitively recognizable stylistic elements, we will explore

two complementary approaches:

1. Translate the PCFG parsing results with certain stylistic elements of rhetoric

or rhetorical devices. Since rhetoric is the technique that an author applies

to convey to the readers a meaning with the goal of persuading him or her

towards considering a topic from a different perspective,

2. Mine the frequent patterns extracted from the tree structures of PCFG pars-

ing result. For this, we will systematically compute the variations of the

subtrees as syntactic patterns, which may include a pattern mixed with both

phrasal node and lexical node as long as the pattern is frequent.

Discourse Analysis

So far, we have processed and analysed sentences in ones writing separately and

have not considered the discourse relations between sentences for deception de-

tection. For future exploration, we may consider, for instance, to what extent a text

is coherent and what cohesive devices are used to achieve the particular level of

coherence of the text, and whether truthful writings are necessarily more cohesive

than deceptive ones in terms of usage of words and changes of sentence structures

across sentences. We also would like to explore the possible intuitive way to visu-

alize the changes in language usage between text chunks to assist human-beings

to review and analyze the statistics.
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Collective Evidence in Detecting Deception

Endless effort has been put in the study that uncovers various cues and anomalous

behavior that differentiate deceptive writings from the truthful ones in online re-

view communities. However, the majority studies, naturally and rightfully, have

focused on the empirical effectiveness of a particular type of deception cues tar-

geted for a specific sub-group of online users in a specific domain. As a result,

various findings remain somewhat unconnected, calling for insights into the in-

terplay among different types of strategies in detecting deception . In the future

work, we plan to develop an algorithmic framework that can potentially incorpo-

rate various sources of information for detecting the intent of deceit. Hence, we

aim to find connection between evidences of different types of cues that analyzed

at scale: (I) circumstantial patterns (of each user), (II) distributional anomaly of

opinions (of each product), and (III) linguistic patterns of deception (of each re-

view). We will consider online hotel review domain as a starting point.
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HOTEL RESTAURANT

D-AMT T-TRIP D-AMT T-YELP

LIWC (Top10)
family OtherP ingest* OtherP

i Dash certain Dash
Exclam* negemo* leisure Apostro

feel* filler bio AllPct
ppron negate motion cause*
you* we* past* Period

certain AllPct posemo Exclam*
they* excl we* excl

cause* Period auxverb ipron*
pronoun ingest* discrep they*

future money* Sixltr* Comma
see home affect tentat*

insight Apostro work* space
friend number incl* present*

discrep* space i conj*
POS (TOP 10)

RBS CD RBS WP$
RBR* NNPS VBD NNPS
PRP$ JJR MD CD
WRB* NNS PRP$ RBR*

JJS CC* JJ* PDT
VB VBZ JJS WP*
MD JJ* VBG JJR

VBG PDT VB VBP
PRP DT* CC* WRB*
WP* VBN DT* NNP

POScate

PRONOUN CD ADJ* CD
WH* ADJ* VERB PRE-DT

VERB PRE-DT DT WH*
ADV* DT* PRONOUN NOUN

- NOUN - PREP
- PREP - ADV*

Table 3.17: Comparison of Prominent POS features (sorted by σ) — hotel domain
v.s. restaurant domain
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RESTAURANT RESTAURANT

DAMT TYELP DAMT TAMT

LIWC (Top 15)
ingest* OtherP past they
certain* Dash we present
leisure* Apostro i Dash

bio* AllPct discrep you
motion cause achieve cause

past Period percept work*
posemo Exclam* motion leisure*

we excl* ppron bio*
auxverb ipron* insight ingest*
discrep they pronoun* tentat
Sixltr* Comma adverb social
affect tentat posemo Period
work* space incl certain*
incl present affect Apostro

i conj ipron* conj
POS (Top 10)

RBS* WP$ VBD NNPS
VBD NNPS MD VBP
MD CD VBG VBZ

PRP$ RBR* PRP PDT
JJ PDT RBR* NNS

JJS* WP VB CD
VBG JJR WRB WP
VB VBP PRP$ JJR
CC WRB JJ NNP
DT NNP RB RBS*

POScate

ADJ CD PRONOUN PRE-DT
DT* PRE-DT VERB CD

VERB WH ADJ NOUN
PRONOUN PREP* ADV* WH

- NOUN - PREP*
- ADV* - DT*

Table 3.18: Comparison of Prominent POS features (sorted by σ) — real reviews
(TYELP) v.s. AMT reviews (TAMT)
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DAMT ⇔TYELP DAMT ⇔TAMT TAMT ⇔TYELP

INFLUENCE(FACTOR) DECEPTION|DEMOGRAPH DECEPTION DEMOGRAPH

POS Categories
ADJ +.0497 +.0122 +.0385
ADV +.0109 +.0207 -.01
CD -.268 -.1103 -.2024
DT +.0278 -.0 +.0278
NOUN -.0352 -.036 +.0008
PRE-DT -.1378 -.1591 +.0294
PREP -.0382 -.031 -.0077
PRONOUN +.0102 +.0467 -.0372
VERB +.0326 +.0279 +.0051
WH -.0728 -.0424 -.0332

Selected POS Tags
NN -.0202 -.003 -.0173
NNP -.0661 -.0474 -.0206
VB +.0322 +.0203 +.0124
VBD +.1724 +.3671 -.2972
VBG +.0294 +.109 -.0846
VBZ -.093 -.2298 +.1681
VBP -.1235 -.2211 +.1296
VBN +.0771 +.0393 +.041
MD +.1127 +.0432 +.0761
JJ +.0633 +.0173 +.0476
JJR -.1657 -.0066 -.1612
JJS +.075 -.0934 +.1544
RB +.0228 +.0214 +.0014
RBR -.2246 +.0918 -.2752
RBS +.1954 -.0677 +.2366
PDT -.1307 -.1587 +.0379
CD -.2635 -.1099 -.1969
WDT +.0107 -.0536 +.0632
WP -.1943 -.0926 -.1248
WRB -.0449 +.0018 -.0465
PRP -.0 +.0447 -.0447
PRP$ +.0914 +.056 +.0399
CC +.0351 +.0026 +.0327
DT +.0369 +.0005 +.0364
IN -.0292 -.0306 +.0015

Table 3.19: Differences (σ) of the distribution of POS tags on Restaurant Reviews.
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Chapter 4

Conclusions

4.1 Conclusions and Future Work

We have presented our study on recognizing the authorial intention embedded

in the one’s writings, which potentially enable a deeper understanding of human

communications in various circumstances. In particular, our exploration has been

focused on two aspects: one is learning the connotative meaning; one is detect-

ing the intent to deceit in the writing. For the authorial intention on connotation,

we attained the first large scale connotation lexicon, which was learned over an

extensive network of words and senses via collective inference approaches based

on rich linguistic resources. For the authorial intent on deception, we exploited

the predicting power of a range of stylistic elements on assorted corpora in varied

domains and also constructed our own datasets for a more thorough comparison.

In this work, we primarily exploited linguistically motivated features within the

collection of short documents, followed the classification paradigm and finally

provided some empirical insight into algorithms. Our evaluation results validated
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both the quality of resulting datasets and the effectiveness of our proposed strate-

gies. Multiple datasets generated in this work were made publicly available for

the use of research and practice.

In this work, we presented a focus study on the connotation and deception as

part of the research of learning the authorial intention in the writings. Thus, we

have began to solve small pieces for the hard puzzle. By virtue of of that, there

are considerable opportunities remained for additional work on identifying the

intended information in the natural language texts.

Given that we obtained promising results on the identifying the polarity of

lexical connotation, we are motivated to learn such information based on lexical

correlations, which are quantified based on various linguistic insights. For the

future work, we aim to “replicate the success” of learning the general connotation

when we extend our study to learning other kind of “intented” information carried

by words or phrases. In other words, for applications that involved classification

based on statistical dependence and graph representations, we could start from the

inference framework that we developed for the task of learning the connotation.

For instance, if we would like to detect the intention of insulting, we need to

differentiate insulting words or phrases from general connotatively negative ones.

The number of insulting words is likely to be significantly smaller than the non-

insulting words. Therefore, in order to generalize the framework, it needs to be

further developed to handle the imbalanced distribution among classes, etc..

Recognizing the intended information in the natural language text is profound

to better understanding the human communications. In this work, our study was

primarily based on short documents, which demonstrate the communication be-

tween writers and readers. We are also interested in other types of communication
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such as dialogues or conversations in the text-based setting. This particular type

of communication entails the interaction in diverse social contexts; it also natu-

rally provides the consequences of a communication. For instance, the reaction of

one conversational participant could be in turn utilized as an indicator of certain

type of intention by the other conversational participant in the previous utterance.

We hypothesize that for this particular type of communicating, there might be fre-

quent and rich linguistic phenomenons that are coupled with secondary intention.

This will create new opportunities for learning the authorial intention. In addition,

the dialogical analysis is closely related to the interpretative analysis of spoken or

written utterances from linguistic perspective. Therefore, we also could make use

of linguistic insights we gained in this work for dialogical analysis.
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