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Abstract of the Dissertation

Characteristics of Aerosolized Ice Forming
Marine Biogenic Particles

by

Peter Aaron Alpert

Doctor of Philosophy

in

Marine and Atmospheric Science

Stony Brook University

2013

Ice particles are ubiquitous in the atmosphere existing as the sole constituents of glaciated cirrus clouds or

coexisting with supercooled liquid droplets in mixed-phase clouds. Aerosol particles serving as heterogeneous

ice nuclei for ice crystal formation impact the global radiative balance by modification of cloud radiative

properties, and thus climate. Atmospheric ice formation is not a well understood process and represents

great uncertainty for climate prediction. The oceans which cover the majority of the earths surface host

nearly half the total global primary productivity and contribute to the greatest aerosol production by mass.

However, the effect of biological activity on particle aerosolization, particle composition, and ice nucleation

is not well established. This dissertation investigates the link between marine biological activity, aerosol

particle production, physical/chemical particle characteristics, and ice nucleation under controlled laboratory

conditions.

Dry and humidified aerosol size distributions of particles from bursting bubbles generated by plunging

water jets and aeration through frits in a seawater mesocosm containing bacteria and/or phytoplankton

cultures, were measured as a function of biological activity. Total particle production significantly increases

primarily due to enhanced aerosolization of particles ≤ 100 nm in diameter attributable to the presence

and growth of phytoplankton. Furthermore, hygroscopicity measurements indicate primary organic material

associated with the sea salt particles, providing additional evidence for the importance of marine biological
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activity for ocean derived aerosol composition. Ice nucleation experiments show that these organic rich

particles nucleate ice efficiently in the immersion and deposition modes, which underscores their importance

in mixed-phase and cirrus cloud formation processes. In separate ice nucleation experiments employing pure

cultures of Thalassiosira pseudonana, Nannochloris atomus and Emiliania huxleyi, cells and cell fragments

efficiently nucleate ice in the deposition mode, however, only T. pseudonana and N. atomus form ice in

the immersion mode, presumably due to different cell wall compositions. This further corroborates the role

of phytoplanktonic species for aerosolization of marine biogenic cloud active particles. Experimental data

are used to parameterize marine biogenic particle fluxes and heterogeneous ice nucleation as a function of

biological activity. The atmospheric implications of the results and their implementation into cloud and

climate models are discussed.
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1 Introduction

1.1 Dissertation overview

The earth’s atmosphere that extends from our planet’s surface to free space, contains a mixture of gases

and aerosol particles, which are solid or liquid matter suspended in air. The most abundant aerosol particle

by mass in the atmosphere is sea spray consisting mostly of inorganic salts, a result of wave breaking in oceans

which cover 70% of the earth’s surface24. Organic material produced during the growth of photosynthetic

algae or bacteria into oceanic waters may also become a part of sea spray released into the atmosphere where it

may play an important role in various atmospheric processes. Here, it is hypothesized that biogenic material

influences the amount and/or size of particles aerosolized and the way that liquid or ice clouds could form from

these particles. Marine biogenic particles may possess different hygroscopicity than pure sea salt particles

with subsequent effects on cloud microphysics including fog, cloud droplets and ice particle formation. This

dissertation aims to determine unambiguously a link between marine biological activity, aerosolization and

composition of marine particles, and how they impact ice nucleation in the atmosphere. The results will

provide improved estimates of marine aerosol production, chemical composition, and hygroscopicity as well

as an accurate physical representation of their ice nucleation ability for implementation in cloud and climate

models.

1.2 Atmospheric aerosol particles

A tremendous diversity of particles are aerosolized directly from the surface of the earth from a variety of

sources. From land they include, mineral dust, soil dust, volcanic particles, soot from biomass burning, and

particles from fossil fuel combustion41. While particles are emitted from all water bodies, the oceans are the

only source of salt containing sea spray particles24,41. Figure 1.1 shows examples of atmospheric particles and

their corresponding size range. Aerosol particles 0.02 − 2.0 µm in diameter are termed accumulation mode

particles. They accumulate in the atmosphere because they are too small to settle significantly due to gravity

and to large to coagulate efficiently with other particles (see Fig. 1.1)41. Accumulation mode particles are

removed efficiently only by rainout, or wet deposition. Particles smaller than 0.02 µm are part of the Aitken

mode and form in the atmosphere from condensing vapors, for example, sulfuric acid. Aitken particles grow
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Figure 1.1: Typical sizes of atmospheric aerosol particles and hydrometeors.
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quickly by condensation and coagulation and over a few hours can become part of the accumulation mode.

Particles larger than 2 µm are termed coarse mode and are directly emitted into the atmosphere where

they reside on the order of hours and are removed by gravitational settling and wet deposition41. Aerosol

particles are at the center of fog and cloud droplets, as well as ice particles in the atmosphere. Figure 1.1

illustrates that these are much larger than aerosol particles, and therefore sediment more efficiently as a

result of gravity, but are also carried and suspended by winds high above the earth’s surface. When large

enough, they may fall as precipitation. Accumulation mode particles remain in the atmosphere long enough

to be transported to altitudes where clouds forms, thus their source strength and chemical and physical

characteristics are important for estimating their impact on ice and liquid cloud formation and development.

1.3 Water vapor, aerosol particles and cloud formation

Water exists as a gas in the atmosphere, but also as a component of aerosol particles and hydrometeors

in the form of liquid droplets or solid ice depending on thermodynamic conditions of temperature, T , and

water partial pressure, pH2O, the total amount of water in the gas phase. Figure 1.2 illustrates air that moves
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Figure 1.2: An illustration of rising air and subsequent liquid and ice cloud formation in the troposphere including
vertical profile of temperature, relative humidity RH and relative humidity with respect to ice, RHice. Air temperature
in red refers to the red axis located at the bottom of the figure.
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through the troposphere characterized by decreasing T with increasing height starting at the earth’s warm

surface and rising until it reaches the cold tropopause, the top of the troposphere. At the surface, aerosol

particles are released into the air and as the air rises, it cools due to adiabatic expansion. As temperature

decreases, the water vapor pressure, p◦H2O
, also decreases. Assuming that pH2O does not change significantly,

the relative humidity, RH = pH2O/p
◦

H2O
, will increase. Cloud formation requires aerosol particles to serve as

cloud condensation nuclei (CCN) in a supersaturated environment when pH2O slightly exceeds p◦H2O
, thus

RH slightly exceeds 100% by fractions of a percent41,42 as depicted in Fig. 1.2.

After a cloud forms, water droplets can exist as supercooled liquid when T < 0◦ C. When the saturation

vapor pressure over a plane (flat) ice surface, piceH2O
, is less than pH2O, the relative humidity with respect to

ice, RHice = pH2O/p
ice
H2O

, can far exceed 100%, a condition required for ice to nucleate. Pure water droplets

micrometers in size, can be supercooled until ≃ 235 K is reached, corresponding to roughly RHice ≃ 140%,

at which point homogeneous ice nucleation occurs from supercooled droplets as illustrated in Fig. 1.3.

Likewise, an aqueous solution droplet can be supercooled to lower temperatures than that for pure water

before homogeneous ice nucleation occurs due to the solute effect causing a depression of the melting and

freezing point14,42–44. Heterogeneous ice nucleation can occur when aerosol particles act as ice nuclei (IN)

following various formation pathways as seen in Fig. 1.3. These include deposition freezing (ice forms on

IN when supersaturated with respect to ice), immersion freezing (ice forms on IN immersed in aqueous

supercooled droplets) and contact freezing (when IN collide with supercooled aqueous droplets)42,45.

1.4 Ice formation pathways observed in cirrus and mixed-phase clouds

The various conditions of T , RHice and different formation pathways make ice nucleation in the atmo-

sphere extremely difficult to quantify or represent in a model46. Homogeneous ice nucleation is a common

ice formation mechanism in the atmosphere as inferred from ambient measurements of T , and RH47–50 and

generally taken as an upper limit of conditions for which ice forms, a notion supported by theoretical and

laboratory studies (e. g. Pruppacher and Klett42). In addition to homogeneous ice nucleation, heteroge-

neous ice nucleation can play important roles in ice particle formation for cirrus clouds47–53. For example,

Haag et al.48 found that measurements of ambient in-cloud RHice from the Inter-hemispheric Differences in
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Figure 1.3: Homogeneous and heterogeneous ice nucleation modes. Increasing relative humidity with respect to ice,
RHice, altitude, Z, and decreasing temperature, T , are indicated. Supercooled aqueous droplets, ice, and aerosol
particles are shown as blue circles, blue hexagons and black squares, respectively.
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Cirrus Properties From Anthropogenic Emissions (INCA) field experiment54 could be reproduced in model

simulations of ice nucleation in the mid-latitude northern hemisphere including both heterogeneous and ho-

mogeneous ice nucleation. Khvorostyanov et al.53 modeled cirrus cloud formation and evolution during the

Cirrus Regional Study of Tropical Anvils and Cirrus Layers - Florida Area Cirrus Experiment (CRYSTAL-

FACE)55 and could reproduce observations of ice supersaturation when homogeneous and heterogeneous

ice nucleation were included. This is corroborated by observations of ice crystal residuals during the same

campaign as both soluble and insoluble particles49,52. Immersion freezing is the dominant ice formation

mechanism for mixed-phase clouds and responsible for the majority of global precipitation56–60. Meyers

et al.56, for example, show that immersion freezing dominates in precipitating clouds observed during the

Sierra Cooperative Pilot Project (SCPP). Prenni et al.61 show that immersion freezing dominates the ice

formation mechanism over contact freezing from measurements of IN concentrations in mixed-phase clouds

observed in the Mixed-Phase Arctic Cloud Experiment (M-PACE)62 and the Surface Heat Budget of the

Arctic (SHEBA)63 campaigns. DeMott and Prenni57 using model simulations and observations of IN concen-

trations for numerous field campaigns found that immersion mode freezing is also a dominant ice formation

mechanism in mixed-phase clouds for temperatures between −5◦ C and −30◦ C. During the Ice in Clouds

Experiment-Layer Clouds (ICE-L) campaign, Field et al.60 tested the ability of all nucleation modes to

reproduce observed IN concentrations in a model and also found that immersion freezing dominated ice

nucleation to best simulate the mixed phase clouds they sampled from.

1.5 Aerosol, clouds and radiative balance

Aerosol particles, cloud droplets and ice crystals impact the radiative balance between the earth and

sun, and a better understanding of their formation should improve predictions of future climate1. Energy

from the sun which enters the atmosphere, must exactly equal that which leaves the atmosphere and is

lost to space, thus establishing a radiative balance and setting the earth’s temperature64. Understanding

current and future climate depends on quantifying warming due to the variation of greenhouse gases, but

also from understanding absorption, emission, reflection and scattering that occur due to the interaction of

particles, cloud droplets, or ice crystals with short and longwave radiation1. Figure 1.4 shows the radiative

forcing from greenhouse gases and aerosol particles and the natural solar forcing1. Although, there are other

significant components of radiative forcing such as ozone, stratospheric water vapor, and land use, those

included in Fig. 1.4 are only discussed here for simplicity. Radiative forcing is defined following Forster

et al.1 as the net change in irradiance from short and longwave radiation at the tropopause allowing for

stratospheric temperatures to readjust keeping tropospheric and surface temperatures fixed. The radiative

forcing can be directly related to the global mean surface temperature change at equilibrium. A positive

radiative forcing indicates a global warming effect while a negative radiative forcing indicates a cooling effect.

Aerosol particles, for example, can absorb solar radiation and to a lesser extent terrestrial radiation causing

a net cooling effect on the earth’s surface65–69 as indicated in Fig. 1.4.

Aerosol particles can indirectly affect the radiative budget by acting as CCN and IN1,70–75. Liquid clouds,

for example, can exhibit a high albedo, meaning they can reflect solar radiation back to space and prevent
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surface, W m−2.

sunlight from penetrating through the cloud resulting in a global cooling effect. However, different cloud

types can have different radiative effects. Optically thin ice clouds at high altitudes may not significantly

block solar radiation, however, they can be strong absorbers of outgoing infrared radiation from the earth’s

surface. Since high altitude ice clouds are much colder than the earth’s surface they re-emit to space less

radiation than they absorb, thus less energy leaves the earth resulting in a global warming76. This reflects

a positive radiative forcing, as does warming from greenhouse gases (Fig. 1.4). Global estimates of future

climate change do not, however, account for the influence of ice clouds on the radiative budget because their

formation and radiative properties are uncertain1. The goal of the research described in this dissertation

aims to better understand ice cloud formation due to aerosol particles, particularly marine biogenic particles,

and provide physically based ice nucleation descpritions to be included in climate models.

1.6 Oceanic primary productivity and ocean particulate matter

Oceans and other water masses cover the majority of the Earth’s surface. In addition to their ionic

composition, oceans host significant biomass production predominately in the top most ocean layer, called

the euphotic zone. Here, sunlight that penetrates the water and not yet attenuated allows for the growth

of photosynthetic planktonic organisms. In spite of the fact that phytoplankton cells are on the order of

micrometers in size, they contribute the vast majority of the net ocean primary productivity77 due to their

considerable densities ranging from thousands to millions of phytoplankton cells present in only milliliters

of seawater at any given time. Organic exudates released from phytoplankton cells as a byproduct of photo-

synthesis, in turn support a multitude of bacteria and other microorganisms78–83. Phytoplankton exudates

include proteins and polysaccharides which bind to divalent ions Ca2+ and Mg2+ in surface waters and

agglomerate to form gel-like particles83–85. Figure 1.5 illustrates the fact that microgels can be nanometers

to micrometers in size, while phytoplankton and bacteria can range in size from hundreds of nanometers to
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Figure 1.5: Types of particulate organic carbon (POC) and dissolved organic carbon (DOC) in seawater and their
observed sizes adopted from Verdugo2.

as large as hundreds of micrometers. These microgels agglomerate further over time to form transparent

exopolymer particles (TEP) which are surface active and can concentrate at the interface between the ocean

and atmosphere called the sea surface microlayer (SML)86,87. The SML which is on the order of tens to

hundreds of micrometers in thickness is distinct from the underlying bulk water in terms of ionic and organic

composition and in concentrations of bacteria, viruses and other cellular compounds81,88–92. Phytoplankton

cells and other organic particulate are consumed by zooplankton and other marine organisms or settle out

of the SML and either decompose or ultimately sediment onto the ocean floor. Alternatively, the organic

material, microgels, TEP, phytoplankton, bacteria and cellular fragments in surface waters or in the SML

become aerosolized though wind and wave breaking processes leading to a chemically and morphologically

complex mix of airborne particles24,93,94.

1.7 Generation of marine aerosol particles

Aerosol particles emitted from the ocean do so through bubble bursting and wave breaking processes.

As a wave breaks, air is entrained into the water forming bubbles with diameters of centimeters to microme-

ters24,93,94. When bubbles rise to the air-water interface and burst, they can eject aerosol particles into the

atmosphere in a size range similar to the accumulation and coarse mode. When a bubble film shatters, film

drops micrometer and submicrometer in size are ejected into the air24,95. When the water surface rebounds

after a bubble bursts, large coarse mode droplets, called jet drops, are ejected into the air24,95. In addition,

waves can tear at their crest at wind speeds above about 10 m s−1 causing large coarse mode spume droplets

to be released. Jet and spume droplets are not numerous and their sizes are > 2 µm in diameter generally

leading to short lifetimes in the atmosphere due to sedimentation24,95. They may not, therefore, be im-

portant for liquid and ice cloud formation. Film droplets on the other hand, which are produced at much

greater rates, up to thousands per bursting bubble, and are small enough to be lofted in to the atmosphere,

do accumulate and potentially participate in cloud formation24,95.

6



The flux of marine aerosol particles from the ocean surface into the atmosphere, termed the source

function, describes the number of particles per volume of air emitted for a given time interval and ocean

surface area as a function of particle diameter24,95. Marine aerosol source functions commonly relate higher

wind speeds to more wave activity resulting in more white cap coverage and ultimately more aerosolized

particles24,95,96. In laboratory experiments designed to understand processes observed in the field, bubbles

can be generated using different techniques and the resulting aerosol particles quantified with respect to

bubble coverage. A source function derived from bubble generation experiments can be determined from

the measured particle concentrations as a function of particle diameter, also known as a size distribution,

and then scaled with a fractional bubble or white cap coverage. Significant work relating bubble generation

to aerosolization has been reported in recent literature. Keene et al.27, for example, pumped seawater up

from a depth of 5 m into a teflon tank holding 42 L while 9 L min−1 of air was passed through glass frits

that produced bubbles with the diameters between 200− 800 µm. Particles that were generated resembled

a lognormal distribution that peaked at 80 nm. Fuentes et al.97 generated bubbles with impinging water

jets, glass frits and diffuser stones and found that all produced aerosol size distributions that were dissimilar

to each other. However, the plunging jet resembled most closely, ambient aerosol production measured in

the North Atlantic with two dominant peaks at 48 nm and 124 nm3,19. Hultin et al.98 also used a plunging

water jet technique and saw two dominate peaks at particle diameters of 227 nm and 88 nm, larger diameters

than what Fuentes et al.97 observed. Prather et al.99 generated a propagating breaking wave to produce

bubbles in a 33 m long flume filled with Pacific Ocean seawater instead of a tank. They subsequently found

the resulting size distribution peaked for particles 162 nm in diameter and was very broad with significant

particle production from 20 nm to 2 µm99. Clearly, different techniques for generating bubbles result in

dissimilar aerosolization and particle size distributions. Therefore, using a marine aerosol particle source

function derived from bubble generation to describe actual ocean-atmosphere aerosol production will always

be just an estimate. The most significant issue with any laboratory or field aerosolization experiment in

which bubbles are artificially generated, is the applicability of representing an ocean bearing breaking wave

in a scaled down enclosed system.

Despite the differences in particle aerosolization techniques, previous studies involving different bubble

generation methods have served to explore differences in aerosolization as a result of changing water con-

ditions including temperature, salinity and dissolved oxygen19,25,93,100 or the abundance and diversity of

microorganisms present in the seawater99. A recent study by Zábori et al.101 found that marine particle

aerosolization was unaffected for typical variations of salinity and dissolved oxygen found in Arctic oceans

although decreasing water temperature from 10◦ C to 0◦ C resulted in an order of magnitude increase in total

particle production. Ocean water organic composition can vary significantly depending on the activity and

nature of the planktonic community. Because of differences in microorganisms and phytoplankton present

in surface waters, it is therefore important to determine how biological activity, organic carbon content or

the presence of particulate carbon, microgels, TEP, cellular material, and organic surfactants will affect the

aerosolization of particles and the chemical nature of those particles compared with sea salt alone.

Bacteria are present in the SML at greater concentration per water volume than below the SML and

can also become aerosolized at concentrations up to 10 fold higher than their concentration in underlying
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waters81. Proteinaceous and carbohydrate particulate material is readily aerosolized from the SML91. A

variety of surface active and organic compounds ubiquitous in the atmosphere are possibly linked to the

organic material found at the SML19,26,27,93,102,103. Bigg and Leck104 and Bigg105 concluded that TEP,

sea salt, and purely organic particles are frequently observed during multiple field campaigns in which

marine particles in air were sampled. These authors find airborne fragments of diatoms and other marine

microorganisms as well104. Fuentes et al.106 added filtered phytoplankton exudates from various species to

artificial sea water effectively increasing DOC and observed an increase in particle production that peaked

at 35 nm, compared to the double peak observed for artificial seawater without exudates. Particles also

decreased in their ability to take up water and in their ability to act as CCN106. However, this behavior

was only observed for one species of diatom from the genus Chaetoceros, while other diatoms, green algae,

and coccolithophorids had negligible effects in comparison107. Orellana et al.108 provide direct evidence

that marine microgels which are found in ocean water may be found in aerosol particles and cloud water,

supporting the notion that organic material released into oceans does in fact become aerosolized. Most

recently, Prather et al.99 found that when bacteria grow up to concentrations of 8×106 cells mL−1, aerosolized

particles < 180 µm are dominated by organic matter. As particle sizes increased beyond 180 µm in diameter,

increasing sea salt mass fractions were observed99. These studies clearly illustrate that differences in oceanic

chemical and biological conditions and processes not only affect the size of aerosolized particles, but their

chemical characteristics. The sum of biological activities, particularly in areas or during times of high

biological activity and growth of phytoplankton, impacts the TEP, microgels and other organic compounds

and which are released into surrounding waters where bacteria are present and the nature of the particles

aerosolized. This “complete” complex marine system in which phytoplankton, bacteria, viruses, and other

microorganisms grow simultaneously has not been included in bubble bursting studies.

1.8 Composition of field collected marine particles

As suggested by laboratory bubble generation experiments, field studies have found that marine aerosol

particles are composed not only of sea salts, but also of organic material. Soluble and insoluble organic

material in marine aerosol particles sampled from the air at Mace Head, Ireland was quantified by O’Dowd

et al.3. O’Dowd and colleagues found that the organic fraction of submicrometer aerosol particle mass is

highly correlated with chlorophyll concentrations in surface waters. Figure 1.6 shows that organic matter is

highly enriched in submicrometer sized particles collected over waters in spring and fall months when chloro-

phyl concentrations are ∼ 1 − 10 mg m−3 on average measured from the SeaWiFS instrument, suggesting

that high biological activity may be linked to organic aerosol loading over the ocean. On the other hand,

when chlorophyll concentrations and thus biological activity are low, Fig. 1.6 indicates that for all particle

sizes, sea salt is the dominant component.

Using nuclear magnetic resonance (NMR) spectroscopy, similar chemical shifts marked by an enrichment

of carbohydrates, lipids, and hydrophobic aliphatic carbon chains most notably derived from microbiological

activity, were frequently observed for insoluble particulate organic material in the North Atlantic and in

atmospheric aerosol particles that were simultaneously sampled82. The authors concluded that marine
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Figure 1.6: Size segregated marine aerosol particle composition adopted from O’Dowd et al.3 observed for periods
of low biological activity in panel (a) and for periods of high biological activity in panel (b) characterized by winter
and spring through autumn seasons, respectively. Abbreviations are as follows, non sea salt sulfate (nss-SO4), water
soluble organic carbon (WSOC), water insoluble organic carbon (WIOC), and black carbon (BC).

microgels in ocean water must be aerosolized in order to observe similar NMR spectra of particles found

in the water and those found in the air82. In a later study, Ovadnevaite et al.109 concluded that high

organic content in marine aerosol particles were directly emitted from wave breaking and bubble bursting

consistent with a high correlation of oxidized and unoxidized hydrocarbon mass and an anti-correlation

with non-sea salt sulfate in field collected aerosol particles. Russell et al.110 examined field collected Arctic

and Pacific marine aerosol particles with high resolution Fourier transform infrared spectroscopy (FTIR)

and scanning transmission X-ray microscopy and near-edge X-ray absorption fine structure spectroscopy

(STXM/NEXAFS), a technique used to determine the presence of unique carbon molecular bonding in

aerosol particles such as the carboxyl functional group or carbon double bonding. The authors found that

polysaccharides comprised 57% of the measured submicron organic particle mass on average110.

Marine particles sampled from an aircraft at 1 km height between San Francisco and Sacramento by Laskin

et al.4 and subsequently analyzed with STXM/NEXAFS and with computer controlled scanning electron

microscopy and energy dispersive X-ray analysis (CCSEM/EDX) providing morphological and elemental

composition. Chemical information was obtained for thousands of particles achieving statistical significance

for the aerosol particle populations. Particles from the air which traveled for 8− 25 hours were categorized

as 1) sulfate, 2) sea salt coated by organic material, 3) internal mixtures of sulfate, sea salt, and organic

material, and 4) carbonaceous only particles. Electron micrographs of the collected particles are shown in
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Figure 1.7: Scanning electron microscope image of particles taken from Laskin et al.4 sampled from aircraft in the
morning after atmospheric transport from the Pacific ocean and over San Francisco and Sacramento, CA. Blue arrows
point to sea spray particles which are irregularly shaped, generally larger than 1 µm in diameter with sea salt cores
and halos of organic material. Pink and orange arrows indicate internally mixed sulfate and sea spray particles and
ammonium bisulfate/sulfate particles respectively.

Fig. 1.7. The authors found organic coated sea salt dominated with 50% of the total particles present4.

Carbonaceous particles constituted less than 10% of the population at any given time4. It is important to

note that the organic material associated with sea salt is commonly found as a coating. This is seen as a

puddle of material surrounding the inorganic core in Fig. 1.7. Organic coated sea salt particles may play

an important role in the chemistry occurring at the particle surface which can influence warm and ice cloud

formation. Heterogeneous ice nucleation proceeds at the particle surface, and an organic coated sea salt

particle is likely to have very different ice nucleation behavior than a particle without any coating.

In an effort to determine which particles in the ambient population were responsible for nucleating ice,

airborne experiments have been employed to directly sample aerosol particles in the upper troposphere

and collect individual ice crystals to observe their residue composition. In flights above the Pacific and

Atlantic coast, particles containing sea salt were not found in significant numbers, totaling only 2% of the

total particles52,111. However, sea salt was found in ice residues about 15% of the time off the Florida

Atlantic coast and about 30% of the time thousands of kilometers west of Ecuador over the equatorial

Pacific coast52,111. This suggests that depending of the prevailing wind direction, in the coastal oceans,

marine particles may play a role in the formation of ice clouds. Over the open ocean where the influence of

continental particles is expected to be minimal, the influence of marine particles may be much greater.

1.9 Ice forming marine biogenic particles

The studies mentioned above suggest that marine aerosol particles are i) primarily composed of both

sea salt and organic material3,82, ii) that the organic portion is primarily water insoluble and emitted by

the same bubble bursting and wave breaking mechanism as for aerosolized sea salts82,109, iii) that organic

material is the result of biological processes in the ocean linked to phytoplankton productivity3, and iv)

that marine sea spray particles may have the ability to impact atmospheric ice formation111. If sea spray is
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identified as consisting of sea salts and organic compounds, which are collected at high altitudes and found

in ice crystal residues, then marine aerosol particles in general may play an important role in atmospheric

ice formation affecting ice and mixed-phase cloud formation, their evolution and their radiative properties,

and thus climate.

Few studies have suggested that marine biogenic particles may have the potential to nucleate ice112–115.

Bigg112 collected particles on filters from air sampled over the Arctic Ocean and found they nucleated ice

heterogeneously. Subsequently, the greatest concentrations of IN measured by Bigg112 were found around

water mass convergence zones where upwelled nutrients are delivered to surface waters triggering phytoplank-

tonic blooms113. As a result, Schnell113 suggested that airborne ocean-derived ice nuclei may be related to

biological activity. Droplets made from some axenic, unialgal cultures of phytoplankton were observed to

freeze heterogeneously, however, it could not be clearly determined if the IN were actually phytoplankton

cells, exudates, or some other nucleating agent113. Surface sea water sampled from coastal regions of Van-

couver, Nova Scotia, California, and the Bahamas contained IN associated with phytoplankton, yet the IN

could not be unambiguously identified114. Some arctic aerosol particles suggested to have originated from

the ocean were observed to be organic containing ice nucleating particles, however, no conclusive evidence

was provided to specifically identify the organic ice nucleating agent116.

In contrast to previous studies, Knopf et al.34 and Alpert et al.35,117 used axenic, unialgal cultures of

phytoplankton, and carefully controlled and accurate systems for ice nucleation studies. They were able to

show unambiguously that whole phytoplankton cells and cell fragments are capable of nucleating ice in the

immersion and deposition mode. Three phytoplankton species, Thalassiosira pseudonana, Emiliania huxleyi,

and Nannochloris atomus, representative of three abundant marine algal groups, were used in ice nucleation

experiments. Bacteria were not present in any culture or any ice nucleation experiment. Suspended in aque-

ous NaCl or pure water, T. pseudonana and N. atomus nucleated ice in the immersion mode at temperatures

10 − 30 K warmer than temperatures for homogeneous ice nucleation34,35,117. Exposed to supersaturated

water vapor, all three species nucleated ice in the deposition mode 25% to 40% lower in RHice than the

homogeneous freezing threshold for temperatures 200 − 245 K34,117. Marine biogenic particles have only

recently been found to be ubiquitous in marine air from field studies and to nucleate ice with high efficiency

from laboratory measurements, emphasizing their potential importance in atmospheric ice cloud formation.

1.10 Marine aerosol and their affect on clouds and climate

Marine aerosol particles may have significant impacts on climate as inferred from modeling studies in-

vestigating how particle number, composition and their ability to act as cloud condensation nuclei (CCN)

impact radiative forcing by changing cloud albedo118,119. In particular, the influence of marine biogenic par-

ticles with various organic compositions and hygroscopicity on the top of the atmosphere radiative forcing

estimates were investigated118,119. When modeling liquid cloud formation in the marine boundary layer, the

error in radiative forcing remains small even when the organic volume fraction in marine aerosol particles

is varied between 0.0 and 0.6 and an average hygroscopicity is employed for all organic particle types119.

Despite different types of organic material having vastly different chemical compositions associated with
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marine particles, Wang et al.119 strongly suggests that the error in radiative forcing should remain below

±0.2 W m−2. If however, the volume fractions are larger than 0.6 then individual particle chemical char-

acteristics must be accounted for. In contrast, the temporal and spatial flux of marine particles and their

resulting concentration has shown to have significant impact on cloud albedo and the resulting radiative

forcing. Employing an average marine particle source function, climate models result in a high variability

and significant error in cloud radiative forcing at ±0.5−0.7 W m−2 on average and as high as ±12.0 W m−2

locally118. This result implies that one single source function for marine particle aerosolization cannot be

used for calculating cloud radiative forcing118. One aim of this dissertation research is to investigate how

aerosol particle flux and hygroscopicity changes due to biological activity over time.

A recent modeling effort which included marine biogenic particles serving as IN, as inferred from field

observations and laboratory experiments, found that they may contribute significantly to atmospheric ice

crystal formation on regional to global scales, especially in air over the expanse of the Southern Ocean120

where phytoplankton blooms are prevalent due to persistent upwelling and nutrient delivery to surface

waters. Due to the ubiquity of sea spray, biogenic marine IN may impact cloud properties over the majority

of the earth’s surface, resulting in heretofore effects on cloud formation, evolution, precipitation distribution,

and radiative balance. Clearly, the results of these modeling studies emphasize the need to study the link

between marine biogenic particles and their aerosolization as a function of ocean biological activity, for a

better understanding of their chemistry and their capability to efficiently nucleate ice.

1.11 Dissertation objectives

The overall goal of the research described in this dissertation is to assess the role of marine biogenic

particles in ice cloud formation by establishing an unambiguous link between marine biological activity, par-

ticle aerosolization, and cloud formation potential of individual particles. To address this, the relationship

between marine biogenic particle aerosolization, their composition, and ice nucleation ability is investigated

in the laboratory. Here, the aim is to obtain a quantitative understanding of seawater composition, aerosol

particle production, particle hygroscopicity, particle morphology, chemical composition, and ice nucleation as

a function of marine biological activity. To achieve this, highly controlled measurements are made allowing

quantification of particle aerosolization generated in a seawater mesocosm with a temporally evolving phy-

toplankton culture. The aerosol size distribution is measured precisely on nanometer scales as a function of

phytoplankton bloom age. Biogenic aerosol particles are collected and probed for their ice nucleation ability

using an optical microscope to observe freezing events in a cryogenic cold stage sample cell in which temper-

ature and relative humidity are precisely controlled. State of the art instrumentation allows acquisition of

chemical imaging of aerosol particle populations on an individual particle basis. A unique technique enabled

identification of individual ice nucleating particles to detail their chemistry. This allowed unambiguous de-

termination that marine biogenic particles are in fact the ice nucleators, thus linking biological activity to

aerosolization and ice nucleation. These unique data sets allow for formulation of theoretical descriptions

and physically based parametric approximations for prediction of marine particle flux and ice nucleation to

be applied in atmospheric models and improve the representation of atmospheric aerosol particle loading,
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CCN in liquid clouds and ice crystal production in cirrus and mixed-phase clouds.
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2 Theory and background

2.1 Water vapor

When air is saturated with water vapor, the water partial pressure is equal to the pressure over a plane

surface of pure water. According to the parameterization by Murphy and Koop5, the vapor pressure of pure

water, p◦H2O
, can be obtained from

ln (p◦H2O) = 54.842763− 6763.22/T − 4.210 ln (T ) + 0.000367T

+ tanh (0.0415(T − 218.8))(53.8781331.22/T

− 9.44523 ln (T ) + 0.014025T )

(1)

as a function of T . The vapor pressure of an aqueous solution droplet, psolH2O
, for example an aqueous

sea spray aerosol particle, is always less than p◦H2O
. As an aqueous droplet comes into equilibrium with

the surrounding water partial pressure, water will either condense on or evaporate from the droplet, thus

increasing or decreasing its water vapor pressure, respectively, until psolH2O
= pH2O. Once equilibrium is

reached, the droplets water activity, aw, will equal the RH14 following the equation

aw =
pH2O

p◦H2O

. (2)

The vapor pressure for a plane ice surface is obtained from

ln (piceH2O) = 9.550426− 5723.265/T + 3.53068 ln (T )− 0.00728332T . (3)
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Figure 2.1: Water vapor pressure with respect to a plane surface a pure water, p◦H2O
, and a plane surface of ice,

piceH2O
5. Note that the ice melting temperature at 273.15 K occurs when p◦H2O

= piceH2O
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Figure 2.1 shows that p◦H2O
and piceH2O

decreases with decreasing T . Notice that at the ice melting temperature

of 273.15 K, piceH2O
= p◦H2O

and below this temperature, piceH2O
< p◦H2O

. This means that aqueous solution or

pure water droplets colder than their respective melting temperature, will always experience ice saturation.

The ice saturation ratio, Sice, is related to a droplets aw in the supercooled temperature regime given by

Sice = aw
piceH2O

p◦H2O

. (4)

From this equation is it clear that Sice = RHice/100.

2.2 Deliquescence and efflorescence of NaCl particles and the NaCl phase dia-

gram

Aerosol particles composed of crystallized salt are capable of taking up water vapor from their surrounding

environment at a specific relative humidity termed the deliquescence relative humidity, DRH. The Gibb’s

free energy between the crystalline phase and the aqueous solution phase at the DRH are equal and at

this point a crystalline salt particle spontaneously absorbs water to form a saturated salt solution41,121.

When the ambient RH < DRH, a crystalline or pure phase is thermodynamically favorable due to its lower

Gibbs free energy, than its aqueous solution phase. When the ambient RH ≥ DRH, the aqueous phase

is thermodynamically favorable41,121. Imagine, for example, a crystaline sea salt particle at RH = 35% is

exposed to increasing RH. Until it reaches its DRH ≃ 75%, it will remain as a crystal as indicated in Fig. 2.2,

following the path of the solid line. At the DRH, it will then take up water and follow the vertical trajectory
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Figure 2.2: A humidogram of solid NaCl showing the growth factor as a function of relative humidity. The crystalline
phase of NaCl is shown to follow the path of the solid line and the aqueous phase as the dashed line. Arrows denote
respective paths that crystalline or aqueous NaCl can take when RH is increased or decreased. At RH = 75%, solid
NaCl will deliquesce, experience growth from water uptake and then is fixed to the aqueous path. Only at RH ≃ 45%
will crystallization occur when sufficient supersaturation is reached.
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on the solid line in Fig. 2.2 intersecting the dashed line which represents an aqueous solution. If an aqueous

droplet then moves into a region with RH < 75% it will shrink in size due to evaporation, although it will

remain a supersaturated aqueous solution. As RH decreases, an aqueous droplet will follow the dashed line

only until it reaches a critical supersaturation point called the efflorescence relative humidity, ERH, where

it will form a salt nuclei and quickly crystallize. Figure 2.2 shows that the ERH occurs around roughly at

RH = 45%, an estimate for micrometer sized droplets at room temperature8,14.

The phase diagram of the binary mixture of NaCl and water is shown in Fig. 2.3, which is based on

laboratory measurements of DRH and ERH, including ice melting and freezing points of aqueous NaCl

and sea salt solutions7–13. The diagram is a tool to quickly determine the thermodynamically favorable

phase state of a particle at any T and RH. If a particle lies the the liquid region, it will always be in a
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Figure 2.3: Phase diagram of the binary solution NaCl and water. The abscissa and ordinate are temperature, T , and
water activity, aw, respectively. The top ordinate is relative humidity, RH, and the lower ordinate is the corresponding
NaCl solution weight percent in equilibrium with relative humidity derived from the E-AIM model6. Black and blue
symbols represent NaCl and sea salt freezing (filled diamonds), ice melting (open diamonds), deliquescence relative
humidity, DRH, (circles), and efflorescence relative humidity, ERH, (squares)7. Open circles and squares are compiled
from various studies8–13. Open triangles are DRH points of sodium chloride dyhydrate (NaCl·2H2O)8. Solid lines
indicate liquid-solid equilibrium between the aqueous phase and the crystalline phase labeled in bold letters. The
dotted line is the eutectic temperature ∼ 252 K and the dashed lines are extrapolations of the NaCl-solution, and
NaCl·2H2O-solution equilibrium lines. The thick dashed line indicates theoretical predictions of homogeneous ice
nucleation of micrometer sized aqueous solution droplets14,15.
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subsaturated aqueous solution. Even so a droplet may be in a metastable state, it can remain liquid although

not thermodynamically favored. The data in Fig. 2.3 indicate at which position a phase change is likely to

occur.

2.3 Hygroscopicity, growth factor, and cloud droplet activation

Measurements of DRH and ERH for both sea salt and NaCl occur similarly around 75% and 45% for

T > 245 K. At room temperature and RH > DRH, sea salt will be completely dissolved in water as indicated

by the red shaded region. For DRH > RH > ERH, an aqueous solution will be in the metastable regime,

existing as a supersaturated aqueous solution. When a crystalline particle deliquesces and takes up water

its size will increase as a result, growing to just under twice its dry diameter, if sufficient time is allowed for

the aqueous droplet to come into equilibrium with its humidified environment. At RH = 80%, the growth

factor, g, or the ratio between the droplet diameter and dry diameter, will be 2.0 and it will continue to

grow along the aqueous trajectory seen in Fig. 2.2 if exposed to higher RH.

Over a highly curved pure water droplet, the vapor pressure is higher than over a flat surface according

to the Kelvin equation41,42 and thus, cloud droplet formation only involving the vapor phase would require

supersaturation in excess of hundreds of percent. Aqueous aerosol particles, on the other hand will grow in

size to maintain equilibrium with their surroundings, thus, reducing the supersaturation required to nucleate

a cloud droplet following Köhler’s theory41. When a critical supersaturation is reached, liquid cloud droplets

can form and grow to sizes on the order of 10 µm in diameter. The larger or more hygroscopic an initial

crystalline aerosol particle is, the larger it will become due to water uptake and the less supersaturation

is required to form a cloud droplet. Conversely, less hygroscopic particles may be less efficient to act as

CCN. Thus, hygroscopicity is an important characteristic of aerosol particles allowing one to understand

their ability to convert vapor to liquid, grow in size and to act as CCN for liquid cloud formation.

Sea spray particles can consist of organic material in addition to inorganic sea salts which may affect

their hygroscopicity and their ability to act as CCN41,97,99,122–124 For example, Fuentes et al.106 showed that

g for laboratory generated sea spray particles from seawater enriched in organic carbon material dissolved

organic carbon (DOC), defined as organic material < 0.2 µm in size, was less than for pure sea salt. This

may be because organic material can be less hygroscopic than sea salt alone and a mixed sea salt/organic

particle will not take up as much water resulting in a smaller particle than if it were composed entirely of

sea salt. The Zdanovskii-Stokes-Robinson mixing rule125 describes g for a two-component aerosol particle

(sea salt and organic material) as the contribution of particle growth from each component following the

equation,

g = ((1− ǫorg)g
3
inorg + ǫorgg

3
org)

1/3, (5)

where ginorg and gorg are the growth factors of the inorganic and organic material, respectively. The organic

volume fraction of the particle is ǫorg. In other words, if a sea spray particle is 50 % sea salt with gNaCl = 2.0

and 50 % organic with gorg = 1.2, then using Eq. 5 would predict g = 1.7 for the mixed particle. Data from

McFiggans et al.123 concludes that for aerosol particles sampled from remote marine air with particle sizes
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between 50 − 150 nm in diameter, g = 1.42 − 1.78, possibly consisting of sea salt, organics or sulfate. At

high wind speeds and for much larger particles, growth factors corresponding to pure sea salt are observed,

although infrequently123.

Organic materials in sea spray aerosol particles may also change the surface tension between the liquid

and air, σl/g, resulting in a change of the Kelvin effect and CCN activation41,123,124,126. Moore et al.126

measured the surface tension of seawater and the CCN activation of atomized seawater from the Atlantic

coast. The authors found that direct measurements of σl/g agreed with those calculations for observation

of CCN formation, and conclude that the organic compounds in seawater act to depress σl/g and decrease

the critical supersaturation for cloud droplet activation126 following the Köehler theory41. Direct measure-

ment of nanometer sized aerosol particle surface tension in the atmosphere is not currently possible. Thus,

only inferences from measurements of critical supersaturation for cloud droplet activation due to organic

containing particles can be made41,123,124,126.

2.4 Aerosol particle size distributions

In order to describe aerosol particle production, a size distribution can be defined as the concentration

of particles per volume of air in a specific size interval normalized to the difference between upper and

lower interval limits. Due to the fact that aerosol particle diameters can span orders of magnitude, the

size distribution is conveniently expressed as on the decadal logarithmic scale of the particle diameter. The

particle size distribution is calculated according to

dN

d logDp
=

dN

log(Dp,i)− log(Dp,i−1)
, (6)

where dN is the concentration of particles per volume of air in a single size bin having an upper interval

diameter Dp,i and a lower interval diameter Dp,i−1, where Dp,i > Dp,i−1
41. On a decadal log scale, the

concentration is normalized to the difference in the log of the diameters, d logDp. On a linear scale the

difference of diameters, dDp, is used. This normalization is necessary for comparing size distributions

measured with different bin widths. It is also common in laboratory studies to compare only the shape of the

size distribution, accomplished by dividing Eq. 6 by the observed total particle concentration, Ntot, so that

upon integrating, the result is equal to unity. The same mathematical description for aerosol particles can

also be applied to quantify the amount of bubbles at a particular size in water. The bubble size distribution

dNb/d logDb is substituted in Eq. 6, where dNb is the concentration of bubbles in a single bubble diameter

size bin normalized to the diameter bin width, d logDb.

Although useful for comparing laboratory observations, dN/d logDp is, however, cumbersome for use

in models because the data based on experimental results can be discontinuous in particle diameter. It is

therefore, customary to fit the size distribution to a superposition of lognormal distributions having the form

dN

dDp
≃ nN (Dp) =

M
∑

i=0

N i
tot

(2π)1/2Dp lnσi
g

exp

(

−
(lnDp − lnD

i

pg)
2

2 ln2 σi
g

)

, (7)
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where dN/dDp is the discontinuous particle size distribution on a linear diameter scale, nN (Dp) is the

continuous fitted size distribution on a linear scale, M is the number of lognormal modes and N i
tot is a

fitting parameter that describes the total amount of particles contributing to Ntot only from the ith mode.

The lognormal fitting parameters for each mode, σi
g and D

i

pg, are the geometric standard deviation and the

median diameter of the particle population, respectively41. A simple conversion is required to obtain the

fitted continuous size distribution on the decadal log scale, n◦

N (d logDp) = 2.303DpnN (Dp).

2.5 Classical nucleation theory

2.5.1 Homogeneous Ice Nucleation

Homogeneous ice nucleation is a kinetic process as there exists a probability for ice to form at water

partial pressures supersaturated with respect to ice, or RHice > 100%. The kinetic ice nucleation process

can be described by classical nucleation theory (CNT)42 in terms of a time-dependent homogeneous ice

nucleation rate coefficient, Jhom, in units of cm−3 s−1. Analogous to a rate constant for chemical reactions,

Jhom describes the rate of ice nucleation and scales with the aqueous volume of a supercooled liquid droplet.

That is to say for larger liquid volumes, ice nucleation is more probable. Also, as the length of time that

a single supercooled droplet remains at a constant temperature increases, the freezing probability increases

following a exponential probability distribution function. It is important to note that Jhom is independent

of aqueous volume and time, and only depends on thermodynamic parameters such as T and RHice. Jhom

is related to the formation and growth of water molecule clusters in the bulk volume of a droplet to become

the center of a critical ice embryo42,127. Figure 2.4 depicts the energy of a cluster as it grows and reaches a

critical size to form an ice embryo and thus, trigger ice nucleation, commonly referred to as the Gibb’s free

Figure 2.4: The Gibb’s free energy of formation for a cluster of H2O molecules as a function of cluster radius, rc,
taken from Nesse16. The temperature, T0, is warmer than the ice-liquid equilibrium temperature, Tm, and other
temperatures indicate higher levels of supercooling, i. e. Tm > T1 > T2 > T3.
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energy, ∆G16,42.

At the ice melting temperature, Tm, formation of a critical ice embryo is impossible and thus, ∆G

approaches infinity with increasing cluster size. However, at any supercooling for temperatures below Tm,

there exists a critical cluster radius at which point the water molecular cluster is in an unstable equilibrium

characterized by a local maximum in ∆G. When the critical cluster radius is surpassed, ice nucleation

occurs followed by a cascading decrease of ∆Gand bulk crystallization. Figure 2.5 illustrates water molecules

experiencing cluster formation and growth followed by the formation of the critical embryo in supercooled

water. Jhom is the rate at which ice embryos form and governed by the equation,

Jhom(T ) =
kbT

h
exp

(

−
∆F (T )

kbT

)

nvexp

(

−
∆G(T )

kbT

)

, (8)

where kb is the Boltzmann constant, h is Planck’s constant and nv is the number density of water molecules in

the aqueous volume42. Parameterization of thermodynamic variables involved in Eq. 8 are found collectively

in Zobrist et al.128. ∆F (T ) is the diffusion activation energy calculated from

∆F (T ) =
d ln [DH2O(T )]

dT
kbT

2, (9)

where DH2O is the diffusivity of, e. g. water in aqueous solution129. ∆G(T ) is referred to in the remainder of

this dissertation as the Gibb’s free energy of formation of a critical ice embryo for homogeneous ice nucleation

and can be described by

∆G(T ) =
16π

3

ν2(T )σ3
i/l(T )

[kbT lnSice(T )]
2 , (10)

where ν and σi/l are the volume of a water molecule in ice and the interfacial energy as a function of T
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Figure 2.5: Illustration of the formation of the critical ice embryo for homogeneous ice nucleation is shown. Water
molecular clusters increase in size corresponding to an increase in Gibbs free energy, ∆G. Ice supersaturation also
increases until a critical ice embryo is formed.
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between ice and the surrounding parent phase, respectively41. The volume of a water molecule in ice is,

ν =
Mw

NAρ0
(1− 0.05294Tr − 0.05637T 2

r − 0.002913T 3
r )

−1, (11)

where the reduced temperature, Tr, is given as (T − Tm)/Tm, Mw is the molar mass of water, ρ0 is the

density of ice at Tm and NA is Avogadro’s constant128. The liquid-ice interfacial energy is,

σi/l = 3.298× 10−6 +
(

1.2048× 10−6
)

Tr −
(

4.6705× 10−5
)

T 2
r , (12)

as parameterized by Zobrist et al.128 for pure water. Parameterization of water diffusivity in pure water is

given in Smith and Kay130 as,

DH2O(T ) = D0 exp

(

−
E

T − T0

)

, (13)

where E = 892 K, T0 = 118 K, and D0 = 3.06 × 10−3 cm2 s−1 for pure water following the Vogel-Fulcher-

Tammann equation130.

An outstanding issue of CNT for homogeneous ice nucleation is the unknown dependency of these param-

eters on solute concentration especially at supercooled temperatures. Only a few studies have investigated

σi/l and DH2O(T ) in aqueous solution. Jones and Chadwick131, for example, were able to estimate the inter-

facial energy from the contact angle between ice planes in aqueous solutions at thermodynamic equilibrium

in the solution melt which occurs at temperatures warmer than the eutectic and colder than the melting

temperature. The authors calculated that σi/l increases as the concentration of NaCl increases. Molecular

dynamic studies have investigated DH2O(T ) for multiple solutions and concentrations36,132. Kim and Yethi-

raj36 for example found that at room temperature, DH2O(T ) in aqueous NaCl solution was less than that

for pure water for all concentrations. However, as temperature decreases, DH2O(T ) can be greater than that

of pure water, for example at 260 K and for NaCl concentrations up to 5 M, DH2O(T ) is up to 1.5 times

greater than for pure water and peaks at a concentration of about 1.5 M36. Despite advances in models and

experiments to determine these thermodynamic parameters, values of σi/l and DH2O(T ) still remain elusive

for many solutes and especially at highly supercooled temperatures when homogeneous ice nucleation takes

place.

2.5.2 Heterogeneous ice nucleation: Immersion and deposition freezing

The conceptual framework for heterogeneous ice nucleation via immersion freezing follows closely to that

of homogeneous ice nucleation except that the presence of a foreign substrate acts to reduce ∆G(T ), thus a

critical ice embryo is formed on the surface of an ice nucleus more favorably than in the bulk aqueous phase.

On the surface of an insoluble particle, certain characteristics make an efficient ice nucleus, such has having a

similar crystallographic molecular structure as that of ice or having a surface chemistry capable of influencing

the hydrogen bonding network of water molecules similar to ice. Additionally, surface inhomogeneities such

as cracks, edges, pores, or cavities, in addition to possible chemical impurities may nucleate ice preferentially
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in some cases42. Heterogeneous ice nucleation rates, Jhet, with units of cm−2 s−1 scale with the IN surface

area and describe the rate of ice embryo formation on the surface of IN. Jhet is derived by

Jhet(T ) =
kbT

h
exp

(

−
∆F (T )

kbT

)

ns exp

(

−
∆G(T )

kbT
fhet

)

, (14)

where ns is the number density of water molecules at an ice nucleus surface and fhet is the fractional reduction

in ∆G(T ) due to the IN, i. e. 0 ≤ fhet ≤ 1. All other thermodynamic variables are the same as in Eq. 8. The

fractional reduction of ∆G(T ), commonly referred to as the compatibility factor, depends on the contact

angle, α, and is described by

fhet(m) =
m3 − 3m+ 2

4
, (15)

where m = cos (α). The contact angle is a useful parameter which holds information on the interplay of

energy between three interfaces: the ice nucleus, the ice embryo, and the surrounding parent phase which

can be aqueous solution or supersaturated water vapor.42,133. Figure 2.6 illustrates the contact angle of an

ice embryo on an ice nucleus surface as a spherical cap. Note that the curvature of the ice nucleus surface is

assumed to be much larger than that of the ice embryo, an assumption used in Eq. 15. Values of α can be

between 0◦ indicating complete compatibility, i. e. fhet = 0 and no Gibb’s free energy of formation exists, and

180◦ indicating complete incompatibility, i. e. Gibb’s free energy is not reduced compared with homogeneous

ice nucleation.

In the deposition mode, α characterizes the interfacial energies between the ice nucleus, the ice embryo,

and the supersaturated water vapor phase. As a result, Eq. 14 is modified to

Jhet(T ) = A · exp
(

−
∆G(T )

kbT
fhet

)

, (16)

where A = 1025 cm−2 s−1 is the kinetic coefficient defined as the rate at which a critical ice embryo gains

one molecule from the vapor phase134–136. ∆G(T ) for deposition freezing depends on the interfacial energy

between the ice embryo and supersaturated water vapor phase, σi/v = 106 mJ m−2, taken from previous

literature42,136.

CNT can provide a physical understanding of the underlying kinetics of the ice nucleation mechanism

from thermodynamic variables involved in the formation of the solid phase such as DH2O and σi/v. The

application of CNT for homogeneous and heterogeneous ice nucleation is, however challenging due the lack

α

Ice Nuclei

Ice Embryo

Ice Nuclei

Contact Angle

Figure 2.6: The critical ice embryo that forms on the surface of an ice nucleus is depicted and exhibits a contact
angle, α, with the ice nucleus surface.
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of thermodynamic data. Additionally, the unknown relationship between an ice nucleus surface and aqueous

solution adds further complexity to understanding heterogeneous ice nucleation. There is also concern

when employing CNT to describe ice nucleation due to the inherent assumption that bulk thermodynamic

parameters can describe molecular dynamic interactions, known as the capillary approximation41. Despite

these limitation, CNT has proven to be useful for a better understanding of and the only physical model for

ice nucleation in the atmosphere.

2.5.3 Models of heterogeneous ice nucleation

Experimental studies of heterogeneous ice nucleation conducted in laboratory settings typically measure

the frozen fraction, f , of droplets or particles35,42,137–141. Various descriptions of heterogeneous freezing using

CNT are used to fit f and evaluated on their ability to reproduce f in ice nucleation experiments. The com-

mon approach of these models is to statistically represent ice nucleating properties of a particles’ surface with

probability density functions or randomly sampled values of α in a particle population42,117,128,137,139,141,142.

The first model called single-α, sets one value of α for the entire particle population. The second model,

α-PDF, assumes that values of α are distributed with a lognormal distribution, with each particle having

one value of α. The active site model assumes that multiple surface sites are distributed over the particle

following a Poisson distribution with areas equivalent to the ice embryo size and having different values of α.

A fourth model is time-independent called the deterministic model. It is assumed that each nucleation event

is triggered by an active site at a characteristic temperature, and thus f is a function of temperature only

and neglects the time dependence predicted by CNT. An underlying assumption for these models is that the

interactions of the particle surface with aqueous solution, pure water, or water vapor does not change with

differences in T , aw, or RHice.

This concept of fitting to and reproducing the same experimental data set, as done in these models, does

not provide a fundamental proof of any underlying ice nucleation mechanism, a weakness in their construct.

Additionally, f is dependent not only on T and RHice, but also on the range of particle surface area and

experimental time constrained in the laboratory, and any empirical parameterization fitted to f can only be

strictly applied within the range of parameters investigated in the laboratory141.

These four models were evaluated by Rigg et al.141 employing immersion freezing data from surrogates of

humic soils in pure water and in aqueous solutions of (NH4)2SO4. The authors found that the single-α model

could not reproduce the experimental data, but for an individual aqueous (NH4)2SO4 concentration, the other

three models perform equally well. Unfortunately, no model could account for the entire range of solution

concentrations investigated by the authors141. This suggests that any underlying ice nucleation mechanisms

cannot as of yet, be uncovered by fitting to and reproducing f employing statistical interpretations of α. In

a modeling study by Ervens and Feingold143, the performance of the different statistical models in an ice

cloud parcel model was investigated. The authors concluded that these parameterizations formulated from

data collected in laboratory experiments could not be applied to the atmosphere due to their high sensitivity

of ice particle production on T , time, or surface area outside of the range that they were investigated143.

Rigg et al.141 suggested that the same conclusion should also hold for different solute concentrations. This
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is in contrast to derivations of Jhet from CNT, which are independent of surface area or time.

Laboratory studies can derive Jhet directly from experimental data as long as particle surface area, T , and

the time it takes for ice nucleation to occur, referred to as nucleation time, tnuc, are known. This involved

CNT to derive nucleation kinetics without any fitting procedure. In this way Eq. 14 and Eq 16 can be used

to calculate α for various particle types as done for ice nucleation of aqueous droplets35,117,128,140,141,144 and

for deposition freezing145–150. These studies have all shown that α calculated from experimentally derived

Jhet shows a strong dependence on T and solute concentration for immersion freezing, and on RHice for

deposition freezing. This implies that the interfacial energies between the ice embryo, ice nucleus, and the

surrounding parent phase may be altered by thermodynamic variables in such a way to vary the contact

angle. This is in contrast to the suggestion from statistical models mentioned above, that assume that α is

a fixed property of a particle surface.

2.6 A water activity based description of ice nucleation

2.6.1 Homogeneous ice nucleation

The process of homogeneous ice nucleation scales with the volume of the aqueous solution and tnuc for

Sice > 1.033,42,127,151. Koop et al.14 introduced the parameter aw to describe homogeneous ice nucleation by

predicting freezing temperatures and Jhom for pure water and aqueous solutions droplets without knowledge

of solute composition. Koop et al.14 has shown that homogeneous freezing temperatures for different types

of aqueous solutions and concentrations as a function of aw all fall along one freezing curve constructed

from the thermodynamically defined ice melting curve as a function of aw
14. A positive horizontal shift in

the ice melting curve by the defined quantity ∆aw toward values of higher aw completely represents the

homogeneous freezing curve14,15. The equation used to calculate ∆aw is

∆aw = aw − aicew (T ), (17)

where aicew (T ) is the thermodynamic ice melting curve in the water activity - temperature space5,15. Since

the ice melting curve is fixed, ∆aw represents pairs of T and aw for any freezing point. This concept is

demonstrated by the example in Fig. 2.7 adapted from Knopf and Alpert17.

Furthermore, each constructed freezing point curve representing a specific ∆aw value describes a single

Jhom value. A decrease in ∆aw translates into increased freezing temperatures and a decreased Jhom value

with Jhom converging to zero as T approaches the ice melting point. Figure 2.7 shows that the homogeneous

freezing curve (shown as a grey dashed line) is determined for ∆aw = 0.313 and corresponds to a Jhom

value on the order of 109 cm−3 s−1. The aw based description of homogeneous ice nucleation kinetics has

been found to be generally valid experimentally14,33–35,152–154 and when used in cloud parcel and climate

models155–159. However, a drawback of the water activity based homogeneous ice nucleation theory is,

that for many aqueous solutions, aw is inferred at or above the ice melting point having been obtained by

extrapolation at supercooled temperatures using thermodynamic models160–165. If no data or model are

available, it is assumed that aw does not vary significantly with decreasing temperature, as is the case for
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Figure 2.7: Summary of the conceptual framework of the water activity based homogeneous ice nucleation descrip-
tion14 and water activity based immersion freezing description adapted from Knopf and Alpert17. The dependency
of homogeneous and heterogeneous freezing temperatures and homogeneous and heterogeneous ice nucleation rate
coefficients in units cm−3 s−1 and cm−2 s−1, respectively, on the water activity criterion, ∆aw,, are shown. Homoge-
neous and heterogeneous ice nucleation temperatures and rates are given as gray and colored lines, respectively. This
criterion implicitly accounts for changes in nucleation time and available ice nuclei surface area. Numbers for the ice
nucleation rate coefficients have only an exemplary purpose.

many, but not all inorganic and inorganic/organic aqueous solutions14,15,33,34,144,152,153,166. In general, using

aw greatly simplifies the prediction of homogeneous freezing temperatures and kinetics for aqueous solution

droplets.

2.6.2 Immersion freezing

Laboratory studies have shown that immersion freezing temperatures of many different types of IN

follow a freezing curve generated by ∆aw independent of the nature of the surrounding aqueous solu-
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tions15,34,35,117,141,144,166–169 as conceptually shown in Fig. 2.7. Prediction of Jhet using ∆aw, similar to

homogeneous ice nucleation, is termed the water activity based immersion freezing model (ABIFM), intro-

duced by Knopf and Alpert17. For decreasing ∆aw values, freezing temperatures increase and Jhet values

decrease as shown in Fig. 2.7. It should be noted that Jhet is a coefficient and independent of IN surface

areas or nucleation times, but dependent only on T and aw. The ABIFM can be used to predict freezing

temperatures and nucleation kinetics accounting for all possible changes in the parameters controlling the

nucleation process. It therefore represents a holistic model of immersion freezing. For example, in the stud-

ies of Knopf and Forrester144, the median freezing temperatures of 1-nonadecanol coated aqueous solution

droplets were found to follow a freezing curve parameterized only by ∆aw like those seen in Fig. 2.7. Knopf

and Forrester144 also found that a parameterization of Jhet only as a function of ∆aw for pure water, could

also describe Jhet for droplet freezing of NaCl solutions. This is remarkable due to the fact that aqueous

solution data was not used to describe Jhet(∆aw). Later, Knopf and Alpert17 found that median freezing

temperatures and heterogeneous ice nucleation kinetics of phytoplankton cells and cell fragments17,35,117,

Humic like substances141, fungal spores170 and the mineral dusts illite17,171,172, kaolinite172,173, aluminum

oxides and iron oxides168 could also be described by ∆aw. For every particle type, a single Jhet value

can be calculated from knowing only ∆aw independent of the nature of the aqueous solution that particle

is immersed in17. This implies that ∆aw is the determinant of the ice nucleation process similar to the

homogeneous ice nucleation case.

Kärcher and Lohmann174 described immersion freezing as a function of aw in a cloud resolving model by

parameterization of the water activity based homogeneous ice nucleation theory14. Due to a lack of a physical

model and experimental data, Jhom values were shifted with respect to aw to yield Jhet assuming a nucleation

rate of 1 s−1 at Sice = 1.2. In other words, heterogeneous freezing rates are tied to homogeneous freezing rates

resulting in similar dependencies on water activity and exactly the same temperature dependency despite

their different underlying nucleation mechanisms. Thus, homogeneous and heterogeneous ice nucleation are

not independent of each other in the parameterization by Kärcher and Lohmann174. A physical model of

heterogeneous ice nucleation should be decoupled from homogeneous ice nucleation.

The ABIFM offers a physically based alternative approach for calculating Jhet because only the single

parameter ∆aw is needed, thus circumventing the capillary approximation in CNT and any need for bulk

thermodynamic parameters (Eqs. 8-15). Furthermore, it is independent of homogeneous ice nucleation.

This physically based model is rooted in CNT, however, does not require an extensive collection of bulk

thermodynamic data to implement. Thus, the ABIFM more easily provides Jhet for application in parcel,

cloud resolving, or climate models to predict ice nucleation.
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3 Experimental

3.1 Aerosolization of marine biogenic particles

3.1.1 Mesocosm tank, bubble generation, aerosolization and impaction

Experiments were carried out in a 1000 L mesocosm which allowed for controlled growth of microbial

communities. Quantitative measurements of bubble production were made, aerosol particle size distributions

under dry and humidified conditions were determined, and aerosol particles for chemical characterization

and ice nucleation experiments were collected. The mesocosm contained either artificial seawater (ASW) or

natural seawater (NSW) which was temperature controlled and had illumination optimized for sustaining

phytoplankton growth for a 2 week period. Figure 3.1 shows a schematic of the mesocosm tank modeled

after previous experimental setups19,82,97,175–179. Sea spray aerosols are generated via bursting of bubbles

produced by glass frit aeration25–27,27,180,181 and plunging water impingement jets19,82,97,98,175 in the sea-

water filled mesocosm. At ∼ 1.5 m in height, the enclosed tank incorporates a system of eight identical

high speed (∼ 1.5 m s−1), high volume (1 L min−1) water jets and 4 bottom-mounted 90 mm diameter glass

aerators with a pore size of 10 − 16 µm to produce bubble plumes. At the surface the dispersed plumes

burst, producing aerosol particles. Compressed filtered and particle free air is injected into the head space

at 10.0 L min−1 above the water surface to transport freshly generated aerosol particles out of the tank

Filtered

Air

Supply

Mesocosm Tank

Humidifier

Water

Pump

Water Jets

EC

D

M

A CPC

SMPS Spectrometer

ImpactorDrier

Pump

Vent

Vent

VentHumidifier

Figure 3.1: Schematic of the mesocosm system for generation of marine particles by bubble bursting from impinging
water jets and aeration through glass frits. Blue lines indicate water flow and black lines show air flow. Blue and
black circles indicate the position of a water or air valve and flow meter, respectively. Particles are first dried in a
diffusion drier, and then are either collected utilizing an impactor or their size distribution is measured with a scanning
mobility particle sizer spectrometer (SMPS) comprised of an electrostatic classifier (EC), differential mobility analyzer
(DMA), and condensation particle counter (CPC). Humidifiers are placed in series with the air flow indicated by
the blue rectangles when a humidified size spectrum is measured. When measuring a dry particle size spectrum, the
humidifiers are removed. Humidity probes are indicated by red circles.
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through individual ports after first passing through a diffusion dryer to obtain a dry particle flow. Next the

particles are either collected on sample substrates with an impactor for concurrent physical and chemical

characterization or the particle size distribution is measured. The size distribution of aerosol particles in

the polydispersed aerosol flow is measured using a scanning mobility particle sizer spectrometer (SMPS, TSI

Mo. 3936) shown in Fig. 3.1 composed of an electrostatic classifier (EC, TSI Mo. 3080) and a long differential

mobility analyzer (DMA, TSI Mo. 3081) coupled to a condensation particle counter (CPC, TSI Mo. 3775).

A humidified size spectrum is also measured employing two inline humidifiers, one before the inlet of the

SMPS (PermaPure MH-070-12) and another used to humidify a particle free air recirculating flow (sheath

flow) in the DMA (PermaPure MH-070-12). When a dry aerosol size spectrum is desired, the humidifiers are

easily removed. The humidity is continuously monitored using hand held humidity probes (Vaisala HMP75).

3.1.2 Aerosol size distribution measurements

The SMPS is capable of separating particles by diameter for high nanometer resolution measurements of

the particle size distribution in the range of 10−1000 nm. Particles sampled by the SMPS are given an equal

charge by the EC, then enter into the DMA where they are separated by their electrical mobility, and finally

counted optically by the CPC. The CPC has the ability to detect particles as small as 4 nm in diameter and

particle concentrations up to 107 cm−3 in air. Dry and humidified particle size distributions are measured

for RH < 20% and 80% ± 4.0%, respectively. The humidifier for the sheath flow of the DMA is necessary to

keep aqueous particles from evaporating which would change their size. The two humidifiers shown in Fig.

3.1 use temperature controlled and recirculated distilled and deionized water to supply humidity to the air.

3.1.3 Aerosol particle collection

Particles were collected by impaction on a variety of substrates using a SKC Sioutas Cascade Impactor

with an air flow rate of 9 L min−1. Sample substrates were taped to the final stage of the impactor with a

50% collection efficiency, d50, at a particle diameter of 0.25 µm. The polydispersed aerosol flow first passes

through 3 other stages with d50 = 0.5 µm, 1.0 µm and 2.5 µm prior to passing through the last stage.

The top three particle collection plates were coated with high vacuum grease preventing as many particles

as possible larger than about 0.5 µm, to move to the final stage. Four substrates were used for particle

collection, hydrophobically coated glass discs 11 mm in diameter, 2 mm silicon wafer squares, 1 mm square

silicon nitride windows 100 nm thick supported on 5 mm square silicon wafers, and 15− 25 nm thick carbon

coated copper grids. Prior to particle collection, the substrate surfaces were cleaned and confirmed to be

particle free using optical microscopy at 500x magnification. After particle collection, the substrates are

placed into a petri dish, flushed with dry, particle free N2 gas and sealed from ambient air. The particles on

substrates were used for examining ice nucleation and chemical imaging described later.

3.1.4 Bubble lifetime and size distribution measurements

Bubble plumes generated with the water jets penetrate the bulk water to a depth of ∼ 15 cm although the

smallest bubbles < 1 mm in diameter can penetrate toward the bottom of the tank (∼ 50 cm) where they are
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thoroughly mixed. When generated by bottom-mounted aerators set ∼ 10 cm from the tank bottom, bubbles

rise the remaining 40 cm to the water surface at a total air flow rate of about 0.5 L min−1, 0.125 L min−1

per each aerator. For various bubble diameters from plumes produced by the jet or the frit, the lifetime of a

bubble, τb, is largely dependent on bubble terminal rise velocity, path length and turbulent motion due to the

water or wake effects from the bubble itself or neighboring bubbles97,178,182–187. The tank was designed to

represent realistic values of τb found in the ocean19,82,97,175–179. Calculations of τ b for a representative range

of bubble diameters, Db, experienced in our mesocosm tank equal to 2.0 mm and 0.2 mm, yields τ b = 24 s

and τ b = 177 s, respectively, using the jets. Bubbles generated by the frit move directly toward the water

surface in contrast to the jet generated bubbles which initially move toward the tank floor, turn around and

head to the surface. Thus, τ b for frit generated bubbles is slightly less than for the jet, τ b = 10 s and 70 s for

Db = 2.0 and 0.2 mm, respectively. These lifetimes are similar to those observed in the open ocean in which

bubble swarms can exist for τ b on the order of seconds to minutes for a similar size range24,97,176,177,188–190.

Measurements of the bubble size distribution were made from a single impinging jet and aerating frit

from digital images taken with a Cannon 60D digital single lens reflex camera with a MP-E 65 mm super

macro 1-5x lens positioned against a window in the side of a glass tank filled with Instant Ocean ASW

at 16.5◦ C and a salinity of 35 ppt. Bubble diameters were measured at 1 cm and 11 cm away from the

water jet center, 5 cm and 11 cm away from the glass aerator center, and 3 cm below the water surface

in a sample volume with a field of view of 4 mm x 5 mm and depth of field of 1 mm using image analysis

software. The measurement locations were chosen so as to not overcrowd the viewing area while obtaining

the nascent bubble spectra. About 2000 individually sized bubbles were counted. Figure 3.2 gives examples

of photographs of bubbles rising in the water. A millimeter ruler was submerged in the tank in the same

location as the measurements and imaged for length calibration. After removal, bubble counts were taken

without moving the SLR camera to maintain the calibration. Bubbles in focus with dark rings and bright

centers were counted.

A) B)

0.5 mm 0.5 mm

Figure 3.2: Example photographs of bubbles produced from A) a single water jet and B) aeration through a single
glass frit.
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3.1.5 Sea water analysis: Bacteria and phytoplankton concentration, dissolved organic carbon

and particulate carbon

Aliquots of sea water were taken from the mesocosm intermittently for counting bacteria and phyto-

plankton, and quantification of dissolved organic carbon (DOC) and particulate carbon (PC). Two identical

seawater samples 20 mL in volume are removed from the mesocosm, and immediately fixed either with lugols

iodine for preservation of phytoplankton including diatoms and dinoflagellates or preserved with neutralized

sodium borate treated formaldehyde solution at 4% final concentration for bacteria and nanoplankton. Sam-

ples were refrigerated and kept in the dark until examined. Identification, enumeration and classification

into broad groups of algae were made using light microscopy and bacterial and phytoplankton abundances

assessed by epifluorescence microscopy after staining with the fluorescent dye 4-, 6-diamidino-2-phenylindole

(DAPI) after Porter and Feig191 with a precision better than 5.0%.

Measurements of PC and DOC were taken simultaneously from a seawater sample 40 mL in volume.

Seawater was filtered through a quartz-fiber filter retaining particulate matter above 0.1 µm and stored in a

septum bottle. The resulting supernatant was acidified to a pH of 1.5 with roughly 3 drops of pure sulfuric

acid to react inorganic carbon, such as CO2−
3 , to CO2 prior to analysis in the DOC analyzer (Shimadzu

TOC-L, ±1% precision). The particulate remaining on the filter was then analyzed for carbon content using

an elemental carbon combustion gas analyzer (Interscience Flash EA 1112, ±2% precision). Contamination

of DOC samples was carefully avoided by using only acid washed glassware and filter apparatus, and by

pre-combusting the quartz fiber filters at 550◦ C.

3.1.6 Seawater and phytoplankton growth experiments

Measurements of the dry and humidified aerosol particle size distribution, particle collection by impaction

and the seawater analyses outlined above were done as a function of the concentration of algal cells in the

mesocosm tank. Eight independent growth experiments were conducted. First, control runs were performed

twice where ASW was employed without any added nutrients, phytoplankton or bacteria. Experiments

referred to as ASW-1 and ASW-2 represent the first day of adding ASW at the start of each control run. After

experiment ASW-2, the seawater remained for 14 days in the mesocosm and particles in the air and water

composition were quantified in a third experiment referred to as LowBact. A fourth experiment used a mixed

bacterial culture obtained by enrichment of Great South Bay seawater and the addition of peptone and yeast

extract (referred to as ASW-GSBBact). In three separate experiments, ASW was inoculated with a single

phytoplankton species, Thalassiosira pseudonana, Emiliania huxleyi and Nannochloris atomus (referred to

as Tpseu, Ehux, and Natom, respectively). T. pseudonana is a representative diatom averaging ∼ 5 µm in

size with a siliceous cell wall. Diatoms are cosmopolitan in the oceans and the dominant phytoplanktonic

organism in polar regions192,193. E. huxleyi is a coccolithophorid with cells averaging 4 µm in diameter.

These cells are covered by an array of ∼ 30 interlocking calcium carbonate platelets or coccoliths194 but with

very little associated organic material compared to diatoms or other unarmored picoplankton. This species

is widespread and abundant both at high latitudes195,196 and low latitudes in oligotrophic and upwelled

coastal waters197,198 typically forming massive blooms with 108 cells mL−1 covering > 100, 000 km2 199. The

30



microalga N. atomus has a cell wall of cellulose, and is among the smallest photosynthetic organisms reaching

concentrations of 106 cells mL−1 in virtually all oceanic euphotic zones200. It is also capable of exponential

growth forming widespread blooms and known to be a dominate species in the North Atlantic contributing

to total phytoplankton concentrations reaching 108 mL−1 during the fall bloom201. The final mesocosm

experiment employed natural seawater with added nutrients to grow a natural phytoplankton community.

Roughly 800 L of seawater was collected off the south eastern shore of Long Island, NY at the Shinnecock

inlet during incoming tide, and transported back to the lab to fill the mesocosm.

Water temperature was kept at 16◦ C at all times for all experiments. High output florescent lighting

supplied 30 µE m−2 s−1 (micro-Einsteins per meter squared per second) of light where 1 E is equivalent

to 6.022 × 1023 photosynthetically active photons. Algae were grown using a 14 hr light : 10 hr dark

cycle. Due to the relatively heavy silica frustules of the diatom T. pseudonana compared with the other two

phytoplankters, the seawater which contained T. pseudonana was mixed with a submersible pump set on

the tank bottom to suspend the cells. A test to determine if mixing affected aerosolization found that the

particle size distribution did not change whether or not the water was mixed, therefore mixing is assumed

to not have an effect on aerosol flux.

Prior to mesocosm experiments, the head space in the tank was flushed with particle free air at 30 L min−1

for about 2 hours until the particle concentrations fell to around 5 cm−3 (air) prior to bubble production

for the jet and frit, as shown in Fig. 3.3. Bubble production began after flushing was completed thus, the

aerosolized particles in the head space were entirely due to the primary production from bubble bursting.
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Figure 3.3: A: Measurements of particle concentrations in the mesocosm tank during a flushing procedure as a function
of time. The particle concentration in the ambient air was initially measured for time, t = 0 hr. After a few minutes,
particle concentrations from the tank were measured. The concentration of particles at t = 0.1 hr indicated by the
blue horizontal line stem from a previous experiment employing jet generated aerosol particles. After tank flushing,
the particle concentration falls to about 1 cm−3 on average at which point the water flow for jet impingement began.
A sharp rise is seen from 2.1− 2.25 hr at which point a steady state particle concentration is obtained. Note that the
final concentration for jet generated particles after steady state is reached, is the same as the initial concentration of
particles prior to flushing. B: Measurements of particle concentration in the tank after flushing to 10 cm−3 in the
evening and 12 hr later the next morning.
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Figure 3.3 shows a time series of the total particle concentration through the course of a tank flushing pro-

cedure and the resultant particle production after the jets were turned on. To ensure that no particulate

contamination entered the tank, the tank headspace was flushed at the end of the day to a particle con-

centration of about 10 cm−3 and kept overnight sealed against the ambient air. The next morning (after

12 hours) the particle concentration typically fell to about 3 cm−3 as indicated in Fig. 3.3. This implies

that ambient room air (which had a concentration of particles > 7000 cm−3 determined from the CPC) did

not enter the tank headspace. The decreasing particle concentration is likely due to wall loss and loss by

coagulation and gravitational settling.

After a steady state particle concentration was reached, measurement of the aerosol size distribution

was performed by scanning the particle sizes from ∼ 16− 1000 nm and counting the number of particles in

size bin. The scan time was 6 min and the wait time between scans was 1.5 min. Therefore, a single scan

corresponded to an aerosol size distribution averaged over 7.5 min. Subsequent scans were averaged together

over the course of about 1 hour to achieve sufficient counting statistics in each particle size bin. As an

example, individual scans taken from one mesocosm experiment are shown in Fig. 3.4 for a total time of 67.5

min. Clearly, the shape of the size distribution and the total number of particles did not change significantly

over the course of 1 hour, implying that the flux of particles reached steady state. The uncertainty of each

value of dN/d logDp for a size bin is determined from the counting error,
√
N i, where N i is the total counts

in the ith size bin for a single scan. When averaging each bin from consecutive scans the total counts are

additive and therefore, the final percent error for the average distribution is smaller than for a single scan.

For a total particle concentration on the order of 103 cm−3, as was observed for conditions using the jets, it

was necessary to include multiple scans to ensure the error in dN/d logDp remained well below 10%. The

resulting spectrum is shown in the lower right panel of Fig. 3.4. When using the frits, particle concentrations

were observed to be about 2 orders of magnitude higher and so fewer scans were needed. Nevertheless
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it was also confirmed that particle production using frits reached steady state and that the shape of the

distributions did not change over time with a similar procedure.

Prior to filling the mesocosm with seawater, the entire tank and plumping system was thoroughly

cleaned to minimize the presence of contaminating particles. The tank was washed with a solution of

50% bleach/water and allowed to sit for an hour, followed by two sequential washes with water. All water

tubing, pump and flow meters were washed with a bleach/water solution. The presence of contaminating

particles, including foreign bacteria or other organic particles on the surfaces of the tank or in tubing was

checked with epifluorescence microscopic examination of stained swabs. No detectable contamination was

present prior to any experiments. Seawater used in the growth experiments was added sooner than 24 hours

after cleaning. ASW was made from a solution of Instant Ocean salts mixed with tap water. Because the tap

water used may initially contain impurities, the presence of bacteria or other foreign organic particles were

investigated using epifluorescence microscopy. No detectable bacteria or particulate material was observed

in the mesocosm seawater at the start any of the growth experiments. The seawater was initially mixed in

20 L carboys at a high salt concentration, added to the tank, and diluted with water to a salinity of 35 ppt.

The seawater stock solution was visually slightly cloudy initially and salts quickly settled on the bottom of

the tank. The water was thoroughly mixed overnight using a submersible pump to dissolve as much of the

salt as possible. It is clear however, that in spite of extensive mixing, that not all of the Instant Ocean mix,

dissolves even at a standard salinity of 35 ppt. The water in the tank became visibly clear after mixing

and the inorganic particulate that remained were larger in size than the range of diameters investigated for

aerosol size distributions. It is therefore expected that the aerosolization of sub-micrometer sized particles

is not affected as a result of impurities in the Instant Ocean.

3.2 Ice nucleation experiments

Two distinct types of ice nucleation experiments taking advantage of customized apparati are used to

determine the ice nucleation capability of aerosolized particles and phytoplankton cells. One experiment

investigated immersion freezing of aqueous solution droplets micrometers in diameter deposited onto hy-

drophobically coated glass discs34,35,117,153,154. A second experiment employed dry aerosol particles or phy-

toplankton cells deposited on hydrophobically coated glass slides, silicon wafers, and silicon nitride window

substrates for observation of deposition freezing following procedures used in previous studies34,37,117,202–204.

3.2.1 Droplet sample preparation

Suspensions of pure water or aqueous solution droplets containing cells and cell fragments of only one

phytoplankton species per droplet, N. atomus , T. pseudonana or E. huxleyi were prepared. Axenic, i. e.

bacteria free unialgal cultures verified by staining an aliquot and epifluorescence microscopic observation,

are grown for one week in a 14 hr light : 10 hr dark cycle in 300 mL volumes with a nutrient supply. Cells

are washed and resuspended in either pure water or an aqueous solution with a known amount of NaCl.

Micrometer sized droplets are generated using a piezo-electric single drop on demand dispenser34,35,117,141 to

create 30−60 monodisperse droplets with diameters of 40−70 µm typically containing 3 cells and fragments
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of cells on a hydrophobic coated glass plate34,35,117. Surface area per droplet was determined by observation

of cell numbers per droplet by optical microscopy and known surface area per cell34,35,117.

3.2.2 Droplet water activity conditioning

The aw of micrometer-sized aqueous solution droplets was preset using an aerosol conditioning cell (ACC)

that allowed droplets to equilibrate with a controlled RH35,117,141,144,153. Droplets are exposed to a humidi-

fied flow of N2 gas with known dew point temperature, Td. The uncertainty of Td is < ± 0.15 K. The droplet

temperature, Tdrop, is controlled within ± 0.2 K. Droplet samples are allowed to come into equilibrium with

RH and thus, aw = RH is set. The error in aw derived from the error in Td and Tdrop is ± 0.01. RH

calibration is achieved by determination of the ice melting point and DRH of various inorganic salts such as

K2CO3, K2SO4, LiCl, (NH4)2SO4 and NaCl35,117,141,144,153,205,206. Droplet samples are sealed against the

environment using a second hydrophobically coated glass slide cover and a tin foil spacer coated with high

vacuum grease.

3.2.3 Droplet freezing via immersion ice nucleation

The ice nucleation experimental setup for droplet freezing consisted of a cryogenic cooling stage coupled to

an optical microscope and equipped with digital imaging capabilities used to investigate immersion freezing

of micrometer sized droplets34,35,117,141,153,154,206. This setup allowed controlled cooling and heating of

droplets in the temperature range of about 150−350 K. A magnification of 100x is used to view the 1.5 mm

sample area for micrometer droplets153. Ice nucleation is investigated for a cooling rate of 10 K min−1

until all droplets freeze. Heating rates of 0.5 K min−1 are used to determine the melting temperatures.

Temperature calibration is conducted by measuring known melting points of ice and various organic species

such as heptane (182.60 K), octane (216.33 K), decane (243.55 K), dodecane (263.58 K) and ice (273.15 K)

covering the investigated freezing temperatures144,153,206 resulting in a temperature uncertainty of < ± 0.1 K.

During the freezing and melting cycles, images are recorded at 0.2 K intervals that contain experimental

time and temperature. Thus, 0.2 K is the experimental uncertainty in determining temperature. At least

three independently prepared droplet samples are applied for each investigated aw, and each droplet sample

is used for maximum of three cooling and melting cycles. After completion of an experiment, the images are

reviewed and droplet freezing and melting temperatures are recorded.

3.2.4 Deposition ice nucleation

Observations of deposition freezing are based on techniques described in Dymarska et al.207, Parsons

et al.208 and detailed in Wang and Knopf37. The onset of ice nucleation (the first observed instance of ice

nucleation) was determined using an ice nucleation system which consisted of an optical microscope coupled

to an ice nucleation cell 1 mm in diameter having a volume < 0.8 cm3 allowing control of the particle

temperature, Tp, and RHice. Particles deposited on either silicon wafer substrates, hydrophobically coated

glass discs, or silicon nitride windows are exposed to humidified nitrogen with a flow ∼ 1 L min−1 at a

constant Td. The particles are cooled at a rate of 0.1 K min−1 until ice nucleation is observed. The cooling
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rate is chosen to mimic relevant rates reported for mid- and low-latitude cirrus and mixed phase clouds.

RHice and RH are derived from Tp and Tdew using Eqs. 1 and 3. Digital images are recorded every 0.02 K

(∼ 12 s between images) and the image sequences are reviewed to determine the onset conditions of ice

nucleation or water uptake. This system allows observation of individual ice formation events, and very fine

visual distinction between ice nucleation modes and water uptake. Water uptake and ice nucleation can be

detected if the particle size increases by 0.2 µm in diameter using 100x magnification.

Calibration of Tp was performed after the occurrence of ice nucleation following the procedure of Dymarska

et al.207. Ice crystals are exposed for only a few seconds to RHice ≃ 90% by warming Tp by about ∼ 0.5 K

above Td resulting in the ice crystal slowly decreasing in size due to sublimation. Immediately, the ice crystal

is cooled at the same rate as used to observe ice nucleation and imaged to observe ice deposition as RHice

ramps from 90% to 110% RHice. The change in the 2-D projected ice crystal surface area due to vapor

deposition or sublimation is measured with imaging software. The instance when the ice crystal does not

change size, equilibrium conditions between ice and water vapor are established and thus Tp = Td. The

particle temperature is calibrated against the dew point temperature, by calculating a temperature offset to

correct Tp. An increase in vapor pressure over an ice surface due to the Kelvin effect is significant only for ice

crystals on the order of 100 nm in diameter. Ice crystals used for calibration runs are on the order of 10 µm in

size thus, curvature can be neglected. Timescales for water gas phase diffusion are on the order of 2×10−6 s

and negligible for the ice crystal to establish an equilibrium with the ice saturated air. Observations of ice

nucleation and temperature calibration are repeated up 3 times per sample and Td. Prior to initiating ice

nucleation, particle samples are first exposed to temperatures above 273 K to ensure complete sublimation

of ice from any prior experiment.

3.3 Particle morphological and chemical investigation

3.3.1 Computer controlled scanning electron microscopy and energy dispersive X-ray analysis

(CCSEM/EDX)

Scanning electron microscopy (SEM) and energy dispersive X-ray analysis (EDX) was used to obtain

morphological and elemental composition of individual particles and additionally, computer controlled scan-

ning electron microscopy coupled with energy dispersive X-ray analysis (CCSEM/EDX) was used to provide

individual particle elemental composition for a statistically significant number of particles29,209. The prin-

ciple of SEM and EDX is based off of the detection of scattered electrons by a particle surface to produce

an image, and the detection of a single energy X-ray photon released when an electron is kicked out of its

ground state molecular orbital by the incoming beam and another electron takes its place. When using

CCSEM/EDX, an image is taken of a particular sample area, a threshold is applied by computer software

to locate individual parties on the sample area, and finally EDX spectra are taken at these locations over

the entire particle. The elemental composition of a representative number of particles203 (typically > 1000)

is determined and can be used to infer the elemental composition of the entire particle population.

Particles collected during mesocosm experiments on copper grids were imaged with a scanning trans-

mission electron microscopy (STEM) detector at Pacific Northwest National Laboratory (PNNL) located
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in Richland, WA. Images with STEM give valuable morphological characterization of the particles as well

information on mixing state. Using STEM, a known area of the sample is imaged and the location of each

particle in a single field of view identified with computer software. EDX spectra are recorded only where

the threshold indicates a particle. A new particle is then imaged and a new EDX spectrum is acquired.

The stage is automatically moved to a different field of view when all particles in the current field have

been exhausted. Copper is not quantified in elemental analysis. The elemental composition of a particle is

measured with atomic percentages, AP, a fractional composition of a particular element. Uncertainty in AP

is determined from the relative statistical error for the elemental peak intensity expressed as one standard

deviation. The number of X-ray photons that are counted using EDX should remain above 100 cps (counts

per second) in order to obtain sufficient counting statistics and thus acceptable error in AP. Larger particles

give rise to greater CPS and particles, typically, having diameters < 200 nm do not produce sufficient photon

counts. Additionally, EDX is prone to irradiation damage of aerosol particles, in particular for elements with

low atomic ratios such as C, N, and O. Therefore, determination of total C, N, or O is not accurate for

small particles (< 200 nm in diameter), due to the fact that the vaporization of these elements is sufficient

to deplete the mass and cause error in any quantifiable measure. As a result, < 200 nm sized particles

are not examined using CCSEM/EDX. The electron beam dwell time over a single particle for recording a

EDX spectrum was short (10 s) to keep the beam damage at a minimum for a beam current of 0.43 nA and

accelerating voltage of 20 keV.

3.3.2 Scanning transmission X-ray microscopy coupled with near edge X-ray absorption fine

structure spetroscopy (STXM/NEXAFS)

Examination of individual particles on silicon nitride windows identified experimentally as having ice

nucleating potential were investigated with scanning transmission X-ray microscopy coupled with near

edge X-ray absorption fine structure spectroscopy (STXM/NEXAFS)38,210 operated at beamline 5.3.2.2

of the synchrotron light source at Lawrence Berkeley National Laboratory (LBNL) located in Berkeley, CA.

Chemical composition and mixing state, in addition to carbon bonding information is investigated with

STXM/NEXAFS. With 40 nm resolution, single particle maps of individual carbon functional groups, such

as a carboxyl group (COOH), were generated. Carbon bonding morphology was also quantified.

Particle analysis by STXM/NEXAFS proceeds by first focusing a high brightness, low energy X-ray beam

on a 40 nm spot size on the sample. The beam raster scans the sample at a single energy across a know field

of view and the transmitted intensity through the sample substrate is detected, I0, and compared with the

intensity transmitted through a single particle and the sample substrate, I(d), as a function of the particle

thickness, d, at that spot. Thus, the X-ray intensity is attenuated by the particle compared with a particle

free surface. The Beer-Lambert’s law then gives the optical density, OD, of the 40 nm spot size on the

particle that attenuated the X-ray beam as

OD = − ln

(

I(d)

I0

)

= ρµd = σd, (18)
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where ρ is the particle density, µ is the mass absorption coefficient, and σ is the absorption cross section.

For a particle composed of multiple chemical compounds, the total OD is given by the sum of the OD

contribution for each compound. The beam is then raster scanned at a single energy across the sample by

moving the sample stage. Using Eq 18, and an appropriate value of I0, an OD is calculated at each 40 nm

pixel in the field of view. After a single OD image is complete, the beam increases in energy by fractions of

an eV and takes another OD image. Typically 120 individual OD images at different X-ray energy points

are taken to form a stack. An image stack is then aligned spatially for beam drift and analyzed for the

corresponding particle spectrum and carbon functional group mapping. An example of a carbon NEXAFS

spectrum is shown in Fig. 3.5 and described below.

Investigation of carbon bonding information is done by measuring carbon near-edge X-ray fine structure

spectra, containing X-ray absorption features dependent on bonding and unoccupied molecular orbitals. An

X-ray with energy between ∼ 278 − 320 eV is absorbed by a ground state energy level (1s) electron, also

known as K-edge absorption. Sharp absorptions are observed at narrow energy bandwidths from electronic

resonance transitions of different carbon functional groups. For example, a C 1s → π∗

R(C∗=O)OH transition

occurs for incident X-ray energy only between 288.4−290 eV. Peak absorption can be observed at 288.5 eV.

An example of a STXM/NEXAFS spectrum is shown in Fig. 3.5 for a particle having carbon double bonds,

carboxylic bonds, and potassium18. The individual peaks show unambiguously the unique carbon bonding

present in this particle. Table 1 details the range of K-edge absorption of carbon38,39. The chemical

composition of marine biogenic particles are revealed by their carbon spectrum and any peak found to be

present in the absorption spectrum is a positive identification of unique carbon bonding. Thus, the nature

of organic, internal carbon bonding structure and organic carbon composition of individual particles can be

quantified and mapped with high spatial resolution using STXM/NEXAFS.

Figure 3.5: Example of a single particle carbon K-edge near edge X-ray absorption fine structure (NEXAFS) adapted
from Moffet et al.18. Spectral features include carbon pre-edge absorption, ODpre, carbon post-edge absorption,
ODpost, carbon double bonding, ODC=C, carboxyl function group, ODCOOH, and potassium L2 and L3 edges, ODKL2

and ODKL3, respectively.
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Table 1: Peak absorption energies for various carbon functional groups and chemical compounds found in the carbon
K-edge absorption fine structure29,38–40.

Functional Group/Compound Peak Energy / eV
Double Bond R(C=C)R 285.1

Phenolic-Hydroxyl phenolic(C-OH) 286.5
Hydroxyl R(C-OH) 287.0
Aliphatic C-H 287.7
Carboxyl R(C=O)OH 288.5
Carbonyl R(C=O)R 289.1-289.8
Carbonate CO3 290.4
Potassium K L-Edge 299.7 & 297.1
Calcium Ca L-Edge 346.2 & 349.7

3.3.3 Ice nuclei identification

The ice nucleation apparatus in combination with STXM/NEXAFS and CCSEM/EDX was used to phys-

ically and chemically characterize the ice nucleating particles and the total particle population. The experi-

ment for deposition freezing essentially probed the particles resting on a silicon nitrite window substrate for

the one, or few, particles that have the ability to nucleate ice. Once a particle nucleated ice, its location was

recorded for identification and chemical investigation for subsequent investigation using STXM/NEXAFS.

The following describes the procedure for unambiguously identifying ice nucleating particles using opti-

cal microscopy and re-locating the particle with STXM/NEXAFS. Thus, chemical characterization of and

comparison between ice nucleating particles and non-ice nucleating particles using STXM/NEXAFS was

quantitatively investigated. In subsaturated conditions with respect to ice, an ice crystal will shrink due to

sublimation toward the ice nucleating particle. The residual particle can be clearly identified after complete

sublimation using optical microscopy. Immediately after calibration of Tp is completed, the ice crystal is

warmed at a rate of 0.5 K min−1 and images are taken every 0.1 K until the ice crystal completely subli-

mates. The sublimation and ice nucleation image sequences are reviewed together to unambiguously identify

which particle is responsible for nucleating ice. When ice nucleation experiments are completed for a particle

sample, it is removed from the ice nucleation cell and placed in a petri dish flushed with dry, particle free

N2 gas and sealed from ambient air. Figure 3.6 shows optical microscope images of two ice crystals after

ice nucleation was observed. After sublimation, the ice nucleating particles are clearly visible. At LBNL,

an optical microscope is equipped with digital micrometer stages which are calibrated to match the XY

coordinates of the STXM/NEXAFS sample stage. Thus, IN can be identified offline and their coordinates

programed into the automatic STXM stage control to immediately locate a specific particle. A raw intensity

STXM image of roughly the same sample area as observed with optical microscopy is shown in Fig. 3.6.

Finally, high spatial resolution images of a single ice nucleating particle at 3 different X-ray energies are

shown for an example of the baseline capabilities of STXM/NEXAFS.
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Figure 3.6: A) Optical microscope image taken at the end of an ice nucleation experiment where two ice crystals
formed. B) After sublimation, residual particles responsible for nucleating ice can be clearly identified. The dashed
lines outline the extent of the ice crystal. The apparent non-focus of the image is due to the temperature change
during warming. Playback of all images taken during warming the ice crystals are used to determine the ice nucleating
particle. C) A raw intensity image of roughly the same field of view as panel A and B taken with scanning transmission
X-ray microscopy (STXM). D) A high spatial resolution optical density (OD) image at 278.0 eV indicating X-ray
absorption from elements other than carbon. E) OD image at 288.5 eV, indicating the absorption contribution from
the carboxyl functional group. F) An OD image at 320.0 eV indicates absorption from all carbon atoms.

3.3.4 Chemical analysis and quantification using STXM/NEXAFS

Stacks of STXM images at various energies were used to construct the absorption spectrum of a particle

which could then be chemically mapped for carbon functional groups or calculations of total carbon. Carbon

pre-edge absorption occurs at 278.00 eV due to the attenuation of X-rays from compounds that do not

contain carbon. The carboxyl function group peak absorption occurs at 288.5 eV, indicating for example,

carboxylic acids or amino acids. Notice that the particle in Fig. 3.6 appears significantly brighter and thicker.

Additionally, pieces of the particle that were not seen in Fig. 3.6D are visible in E and F, indicating the

strong presence of the carboxyl function groups at these locations and coating of the particle core. Total

carbon absorption occurs at 320.00 eV. The average optical density, ODavg, for the entire area indicated

in Fig. 3.6F is about 26% higher than in Fig. 3.6D, which indicates that this ice nucleating particle is

composed of a significant amount of carbon. Particle morphology inferred from STXM images also gives
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important information. It can be seen that the carboxyl functional group imaged in Fig. 3.6E tends to be

entirely surrounding the inner core which is cubic, indicating an organic carbon coating an inorganic sea salt

particle.
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4 Results: Aerosolization and characterization of marine particles

Several mesocosm experiments were conducted to investigate the relationship between biological activity,

aerosol particle generation, and cloud formation potential. Table 2 describes the conditions used for the

experiments including water type and microbial community composition. Growth of each community and

other measures of biological activity were followed over time from inoculation of cells at low concentrations

to simulated bloom conditions at concentrations several orders of magnitude higher. Particles aerosolized

from mesocosms were exposed to controlled humidity in order to observe changes in their growth factor

due to water condensation. Additionally, aerosolized particles were collected and probed for their ability to

nucleate ice in immersion and deposition modes. Finally the particle population and individual ice nucleating

particles were physically and chemically characterized. Listed below are the main findings of the series of

experiments described in table 2; Detailed results follow.

1. Different bubble generation methods employing either water jet impingement or aeration through a

glass frit were compared. These methods produced dissimilar bubble size distributions and significant

differences in total bubble production.

2. Aerosolization of particles using the water jets were significantly different from particles produced

with glass frits both in terms of the shapes of the size distributions and the total number of particles

generated. These differences are likely related to the difference in bubble production between the jet

and frit.

3. When only bacteria were present in an experiment, the aerosol particle size distributions using both

jets or frits changed as a function of bacterial concentrations. Furthermore, even when bacterial

concentrations stabilized, distributions continued to change as a function of time. This may reflect

changes in species composition, nutritional status, or turnover.

4. When bacteria and phytoplankton were grown simultaneously, the changes in particle aerosolization

were similar in terms of the shape of the particle size distributions and total production to when

bacteria was grown without phytoplankton.

5. Hygroscopicity of the aerosolized particles, in general, could not be distinguished from that of pure

sea salt within the experimental uncertainties. This allowed the determination of the possible limits of

average particle organic volume fraction and organic hygroscopicity.

6. Despite differences in aerosolization methods or the biological activity occurring in different phytoplank-

ton mesocosm experiments, all particles were found to nucleate ice heterogeneously. Furthermore, the

efficiency at which ice nucleation occurred was remarkably similar.

7. Electron and X-ray spectromicroscopic techniques confirmed that aerosolized particles contained mix-

tures of sea salt and organic material. Additionally, individual ice nucleating particles were found to

have a significant amount of organic material and sea salt associated with them.
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Table 2: Names and descriptions of the various mesocosm experiments investigated in this study.

Name Water Type Duration Nutrient Supply Inoculation
ASW-1 ASWa 1 day None None
ASW-2 ASW 1 day None None
LowBac ASWb 14 days None None
GBac ASW 13 days 50 mg L−1 peptone, Bacteriac

10 mg L−1 yeast extract
Tpseu ASW 12 days F/2+Si T. pseudonana

Ehux ASW 12 days F/50 E. huxleyi

Natom ASW 12 days F/2 N. atomus

NatSW NSWd 11 days F/2e None
aArtificial seawater
bASW-2 continued for 14 days
cA mixed natural bacteria culture from seawater obtained at Great South Bay
dNatural seawater obtained from Shinnecock Inlet
eF/2 and F/50 are standard nutrients described in Guillard211

4.1 Bubble generation

Size distributions of bubble plumes generated using a single water impingement jet and by aeration

through a single glass frit in artificial seawater, are shown in Fig. 4.1 along with distributions from previous

laboratory studies and ambient ocean measurements. Individual bubbles rising with the main bubble plume

near its center (red circles) were larger than those at a distance away from the plume (red squares) which

tended to mix in the whole water volume rather than rise quickly and directly to the surface. Bubbles having

Db ∼ 100 µm were the most abundant for both the frit and jet consistent with their greater production and

longer lifetime in the water (∼ minutes). The total integrated bubble numbers for the frit were, Nb = 1.1×109

and 4.4× 108 m−3 at 5 and 11 cm away from the frit center, respectively. Bubble concentrations for the frit

at 100 µm are especially high and peak 1 order of magnitude higher than for the jet. As a result, bubble

production for the jet was an order of magnitude less than the frit at Nb = 3.2× 108 and 3.6× 107 m−3 at

5 and 11 cm away from the jet center, respectively.

For Db > 100 µm, bubble concentrations decreased with increasing Db likely due to their decreased

generation and their dramatically increasing terminal rise velocity (5 cm s−1 for Db = 1000 µm). The

decline in bubble concentration with increasing Db can be described by a power law, dN/dDb ∼ Dβ
b , where

β is referred to as the scaling factor. Jet generated bubbles have two β values for measurements 1 cm away

(β = −0.80 and −4.91) and for measurements 11 cm away (β = −1.27 and −4.01) from the plume center.

Frit generated bubbles have a single β value for measurements 5 cm away (β = −2.4) and 11 cm away

(β = −6.19).

Figure 4.1A and B clearly show that bubble size distributions for both the jet and frit vary significantly

between our studies and those of other investigators, by about 2 to 4 orders of magnitude at a single Db for

the jet and frit. It is important to note that direct inter-comparisons are difficult due to the use of various

water or air flow parameters, including water velocity, jet diameter and nozzle height for the impingement

42



method, and air flow rate, pore size, and frit diameter for the aeration method. Additionally, bubble sizes in

any given study, may have been measured at different locations within the water column. This may explain

the variability in bubble size distributions between the data presented here and previous studies.

Figures 4.1B and D compare jet and frit generated bubble size distributions from this study to mea-

surements done 25 − 30 cm under a breaking wave in the ocean21–23 (green symbols) and from artificially
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Figure 4.1: Bubble size distributions measured as a function of bubble diameter for plumes generated by water jet
impingement (A and B) and air flow through a glass aerator (C and D) in artificial seawater (ASW). Data presented
here are shown as red symbols, lines and vertical error bars as standard counting error. The red dotted line are
fits to a power law, dN/dDb ∼ Dβ

b , where β is the scaling factor. Centimeter lengths indicate distances from jet
or aerator center. Previous laboratory studies who generate bubbles in ASW are shown as black symbols and lines.
Millimeter lengths indicate jet nozzle inner diameter. Liter per minute flows (lpm) indicate water or air flow for the
jets and frits, respectively. Sellegri et al.19 did not report total bubble concentrations and so their data is scaled with
a concentration of ∼ 1000 m−3. Bubble measurements in a wave flume were measured from a wind20 and paddle21

generated wave. Ambient bubble size distributions were measured 25 cm below breaking waves as green symbols and
lines21–23.
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generated waves in laboratory seawater flumes about 30 m long20,21 (blue symbols). The bubble size dis-

tribution of breaking waves between laboratory and field measurements vary by as much as 3 orders of

magnitude. The bubble size distributions measured in the ocean by Deane and Stokes21 from three separate

breaking events observed off the coast of Southern California during the winter of 2000, are actually in closer

agreement to data obtained here for both jet and frit generation.

Based on the data shown in Fig. 4.1, it is impossible to claim that a water jet or glass frit accurately

represents bubble formation for a breaking wave. Measurements of bubble size spectra using any kind of

tank in a laboratory setting with different bubble generation techniques, or in the ocean under breaking

waves tend to be highly variable as shown in all previous studies. This is not unreasonable given that

bubble generation in laboratory systems is a chaotic processes with dissimilar turbulence and shattering of

air pockets to be expected. In the ocean, differences wind speeds, as well as wave and surf height, would be

expected to result in variable bubble spectra. It is highly unlikely that a single measurement of a bubble size

spectrum for artificially generated bubbles either in the laboratory or naturally generated by ocean waves is

representative for oceanic conditions under all circumstances in all locales.

As shown in this dissertation, spectra for bubbles by both jets and frits, near or far away from the

bubble plume center, fall within a range of values found in previous laboratory and ocean data sets. Clearly

the method of bubble generation, tank design, nature of the water used in the laboratory or location of

ocean bubble size measurements, produce variability in size spectra. In this study the jets produced far

fewer bubbles than the frits and had a broader bubble size distribution. Because of these differences,

there is every reason to expect that the aerosolized particles from these two generation methods would be

different. Since consistent bubble generation methods were used in all experiments and bubble size spectra

are reproducible under controlled conditions using artificial seawater, we are confident that variation in the

particles aerosolized can be attributed to differences in tank experimental conditions.

4.2 ASW-1 and ASW-2 mesocosm experiments: Initial state of artificial sea-

water

Aerosol particle size spectra for mesocosm experiments ASW-1 and ASW-2 for dry (RH<20%) and hu-

midified, or wet (RH=80%), conditions for both jets and frits normalized to their total particle concentration,

i.e. scaled by dividing the particle spectra by the integrated particle concentration, Ntot, are shown in Fig.

4.2. Two independent jet generated particle size distributions from different mesocosm experiments produce

reproducible spectra with similar shape and position of dominant particle production around a particle di-

ameter, Dp = 100 nm. The distribution for ASW-1 and ASW-2 has a primary modes at 101 nm and 77 nm,

respectively and secondary modes at 588 nm and 572 nm, respectively. For both ASW-1 and ASW-2, a third

mode centered at 25 nm can be used in the fit to better reproduce the spectra, however, this mode is small

and does not significantly contribute to the total particle production, Ntot = 1.1× 103 cm−3.

The aerosol particle size distributions of Fuentes et al.97, Sellegri et al.19, and those presented here show

that the majority of production occurs around Dp = 100 nm. There are however differences in peak locations

and relative peak heights, in general among all studies shown in Fig. 4.2A. Sellegri et al.19 and Fuentes
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et al.97 both argue that the appearance of multiple modes may be due to the forced bursting of bubbles at

the water surface induced by splashing from water impingement. Despite the differences, the general feature

of the aerosol particle size spectrum for jet generated particles, are reproducible and consistent with previous
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Figure 4.2: Aerosol particle size distributions in the mesocosm experiments ASW-1 and ASW-2 normalized to total
particle concentration, Ntot, generated in artificial seawater (ASW) by plunging water jets (A and B) and frits (C
and D). Dry and wet in B and C, refer to particles exposed to RH < 20% and RH = 80%, respectively. Dry particle
size distributions are compared with previous studies in A and C. In B and D, solid and dotted black lines are the
dry particle spectra of ASW-1 and ASW-2, respectively, fitted to a multimodal lognormal distribution with the dry
particle diameter multiplied by a factor of 1.8 and 2.
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laboratory setups19,97.

The size distribution of jet generated particles exposed to RH = 80% is shown in Fig. 4.2B. The uncer-

tainty in controlling RH is ±4% corresponding to an uncertainty of about ±0.1 in the growth factor, g, which

would be due only to the theoretical growth curve of NaCl. Taking into consideration the scatter in the

data, possible variability in aerosolization from water temperature of ±1.0◦ C and salinity of ±2%, an error

in g inferred from the measurements of size distributions is conservatively estimated at ±0.2. Therefore,

if wet particle size distributions shift toward larger Dp by a factor less than g = 1.8, then this may be

attributable to an average decrease in particle hygroscopicity compared to pure sea salt. Figure 4.2B shows

the corresponding dry jet generated size distribution shifted by a factor of g = 1.8 and g = 2.0. We do

find that at RH = 80% within the scatter in the data, dominant modes for jet generated particles double

suggesting g = 2.0 in agreement with literature values for NaCl and observed for sea salt aerosol particles97.

The aerosol size distributions obtained with the frits are shown in Fig. 4.2C. For both ASW-1 and ASW-

2, the spectra almost replicated exact lognormal distributions centered at 75 nm with both having a similar

distribution width. In all cases, a single dominant mode is observed between 70 − 100 nm in diameter, in

agreement with previous investigations19,25,26,97,212. For the frits, Ntot = 3.2× 104 cm−3, significantly more

that for the jets. This may be due to the more numerous amount of bubbles produced by the frit (Fig. 4.1).

At RH = 80%, the particle size distributions generated with the frit suggest that g = 2.0.

Subtle differences are observed in the size spectra between ASW-1 and ASW-2 for both the jet and frit

generated particles. For example, in the ASW-2 distributions shown in Fig. 4.2C, a secondary mode at

28 nm is much more distinct than for ASW-1. Size distributions measured using the jet and the frit for

ASW-1 and ASW-2 are noticeably different and may imply there was a difference in the composition of

the Instant Ocean used in each of these experiments. While assumed to be a standard product, Arnold

et al.213 investigated the dissolved organic carbon (DOC) content of 5 different batches of Instant Ocean

and found that 3 had DOC concentrations below detectable levels, i. e. DOC < 0.2 mg L−1 (water), while 2

batches had concentrations of 0.2 and 0.3 mg L−1. Background DOC concentrations in the ocean, typically

between ∼ 0.5 − 1.0 mg L−1, are considered to be refractory214. Although the Instant Ocean ASW used

in this study has very low DOC concentrations compared to what is found in the ocean, small differences

in DOC even at low concentration may result in differences in aerosolization mechanisms. This variability

may explain the small differences observed in the size distributions measured here and shown in Fig. 4.2A

and C. Many previous studies use reagent grade salts to make home-made sea salt solutions to avoid this

complication. However, these studies also exhibit variations between themselves for aerosolization using the

frit, and especially the jets. Therefore, a small variability in the DOC concentration in ASW as observed

by Arnold et al.213 for different batches of Instant Ocean likely does not explain the variability in aerosol

particle size distributions measurements made in this study compared to others.

In conclusion, the particle size distributions generated by the jets and frits measured here (Figs. 4.2A

and C) using Instant Ocean ASW are different from each other. However, they are reproducible and within

the range of measurements made in previous investigations using similar bubble/aerosol generation methods.

The production of particles in a mesocosm tank for each bubble generation method are, of course, not the

same as those which would be generated in the open ocean with immense wave heights, wind, and turbulence
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among other chaotic effects that cause great variability. However, the characterization of bubble and particle

size distributions are at a minimum internally consistent and do allow for the investigation of aerosol particle

production as a function of biological activity. Using Fig. 4.2 as a reference for low or no biological activity,

this allows a point by point comparison of any changes in the resulting particle size distributions due to

phytoplankton or bacterial growth in the mesocosm.

4.3 Mesocosm experiments: Mixed bacteria growth in artificial seawater (Low-

Bac)

4.3.1 Jet generated aerosol particles

The mesocosm was filled with ASW for a 14 day experiment designed to observe particle aerosolization

due to bubble bursting without any added nutrients and without inoculation of phytoplankton or bacteria.

In this mesocosm experiment called LowBac, changing water conditions were investigated over time and

aerosol particle size spectra were measured as the seawater in the tank evolved with the growth of background

concentrations of bacteria. Figure 4.3A shows that the dry aerosol particle spectra varies over the two week

experimental period. Peak particle production shifts from 70 to 50 nm. The overall shape of the particle size

distributions shifted toward smaller sizes compared with ASW-1 and ASW-2 jet generated particles (Fig.

4.2A). Averaged for the entire growth period, Ntot remains within 10% of 1.1 × 103 with no clear trend of

either increasing or decreasing over the sampling times. The wet aerosol particle spectra on day 1 and day
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Figure 4.3: Changes in the normalized aerosol particle size distributions in the experiment LowBac produced by
plunging water jets in artificial seawater as a function of seawater age. Dry aerosol spectra are shown in A and
humidified spectra in B. Solid lines in panel B correspond to the dry spectra fitted to a multimodal lognormal
distribution with twice the dry particle diameter. The days after the start of the experiment are indicated.
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14 are compared in Fig. 4.3B with corresponding dry particle spectra shifted by g = 2.0. In general, the

humidified particle size distributions are in agreement with water uptake of pure sea salt particles. Thus it

can be concluded that there is no apparent change hygroscopicity occurred during the entire experimental

time period.

4.3.2 Frit generated aerosol particles

Figure 4.4A shows clearly that the dry aerosol particle spectra for frit produced particles does not change

over time. Peak particle production occurs around 70 nm and Ntot = 3.1× 104 and remains the same with

10% for the entire time period. The wet aerosol particle spectra for the frits on day 1 and day 14 in Fig.

4.4B indicates g = 2.0. There is little change in the size distributions or hygroscopicity for frit generated

particles during the experimental period.

4.3.3 Water composition

Bacteria in fact were present in the mesocosm water with concentrations over time shown in Fig. 4.5.

Initially, bacteria concentrations in the tank were undetectable. Bacterial concentrations rose to 1×104 mL−1

after the first day. Over the course of 7 days, bacteria concentrations increased exponentially reaching

∼ 3× 106 mL−1. Notice that when bacterial cell concentrations rose, the dry jet generated aerosol particle

size spectra (Fig. 4.3A) experienced a small shift toward smaller sized particles.
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Figure 4.5: Bacteria cell concentrations in artificial seawater as a function of seawater age in the experiment LowBac.

4.3.4 Summary of experiment LowBac

When bacteria are present in seawater, changes are detected in the jet generated particles from measure-

ments of the size distribution for bacterial concentrations from < 4×104 mL−1 up to 3×106 mL−1. Despite

these changes, hygroscopicity is not observed to be different than sea salt as determined from the humidified

particle size distributions within the experimental uncertainty and the scatter of the data. The change in

particle spectra with bacterial growth has been investigated by Prather et al.99 using a propagating wave

with natural seawater and bacteria cell concentrations ranging from 5 × 105 to 8 × 106 mL−1. In these ex-

periments, the authors reported no difference in the size distribution with changing bacteria concentrations,

in contrast to the measurements made during the experiment LowBac. One explanation may be that the

range of bacterial cell concentration over a 4 day growth experiment is too small to see any significant effect

on particle aerosolization. Another explanation may be that may be that the size distribution measured by

Prather et al.99 had low particle concentrations, Ntot ∼ 145 cm−3, which would certainly cause low counting

statistics and high variability. It is also likely that the use of natural seawater in their experiments already

had a background concentrations of algal or bacterial cell fragments possibly aerosolized from the water,

which were initially not present in the experiments presented here, but increased in concentration over time.

4.4 Mesocosm experiments: Great South Bay natural bacterial community in

artificial seawater (GBac)

For comparison with experiment LowBac, ASW was inoculated with a mixed bacteria culture prepared

from water collected in Great South Bay, Long Island, NY to which nutrient broth consisting of peptone

and yeast extract was added to stimulate bacterial growth. In this experiment named GBac, bacterial

concentrations reached 109 mL−1 within 4 days. The bacteria were found to be doubling in concentration

every 2.5 hours and so aerosol particle size spectra were measured continuously for 84 hours in order to

resolve aerosolized particle sizes during exponential and stationary growth. Changes in the particle size

distributions were then measured on a daily basis for 14 days.
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4.4.1 Week 1: Jet generated particles

Figure 4.6 shows dry and humidified aerosol spectra for jet generated particles during the GBac ex-

periment. Initially, the dry jet generated particle spectra was different from spectra observed in LowBac,

ASW-1, and ASW-2. This was most likely due to the initial nutrient addition. Just after 16 hours, the dry

size distribution changed dramatically as seen in Fig. 4.6A. Peak production shifted from 93 nm to 59 nm

and the distribution widths increased significantly. Within 72 hours, Ntot increased by a factor of 2, from

594 to 1103 cm−3 in the submicometer size range.

The humidified spectra taken at the beginning and end of GBac are shown in Fig. 4.6B and compared

with the dry spectra taken a few hours earlier with twice the dry diameter. Every effort was made to keep

the time delay between measuring the dry and wet particle size spectra to a minimum given the rapid growth

of the bacteria cells. Within the scatter of the data, the humidified spectra at 18 hours indicates g = 2.0,

and thus a similar hygroscopicity to sea salt.

4.4.2 Week 1: Frit generated particles

Figure 4.7A shows that the dry aerosol particle spectra for the frit generated particles does not change

shape over time. Peak particle production occurs around 64 nm and Ntot rises from about 1.1 × 104 to

1.5 × 104 cm−3. The humidified aerosol particle spectra for hour 12 through hour 82 in Fig. 4.7B indicate

that g = 2.0 thus, no change in particle hygroscopicity occurred.
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Figure 4.6: Changes over 84 hours in the normalized aerosol particle size distributions in mesocosm experiment GBac
produced by plunging water jets in artificial seawater inoculated with a mixed bacteria culture from Great South
Bay and added nutrients. Dry aerosol spectra are shown in A and humidified spectra in B. Solid lines in panel B
correspond to the dry spectra fitted to a multimodal lognormal distribution with twice the dry particle diameter.
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South Bay and added nutrients. Dry aerosol spectra are shown in A and humidified spectra in B. Solid lines in panel
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4.4.3 Water composition

The bacteria concentrations for GBac (Fig. 4.8) show a rapid increase in numbers from an initial concen-

tration of 105 mL−1. After about 20 hours, bacterial concentrations were already at 1×108 mL−1 and peaked

at 7 × 108 mL−1. Subsequently the bacterial concentration dropped an order of magnitude and remained

constant likely due to the depletion of the nutrient supply. The rapid depletion of nutrient and increase
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Figure 4.8: Bacteria cell concentrations in artificial seawater as a function of seawater age in the mesocosm experiment
GBac.
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in bacterial concentrations likely explains the change in the jet generated particle size distributions during

the first 16 hours of the GBac experiment as shown in Fig. 4.6. Despite the changing water conditions,

the shape of the particle distribution for frit generated particles did not change even between 10 and 28

hours. Between the hour 24 and hour 35, the bacteria concentration did not significantly increase. Water

samples were not taken between 10 and 24 hours, and so there still remains the possibility that bacteria

already reached concentrations of 108 mL−1 by hour 10. The GBac mesocosm continued for 13 days during

which time the bacterial concentrations fell to about 2 × 107 mL−1 then maintained a stationary phase

growth where the growth rate is equal to the death rate. During this time the particle size distributions

were continually measured.

4.4.4 Week 2: Jet generated particles

On the second week of the GBac mesocosm experiment, changes in the aerosol size distribution were

detected days after the continuous 84 sampling time previously discussed. Figure 4.9 shows that jet generated

aerosol particle size spectra evolved over time characterized by a noticeable shift of the dominant mode from

52.6 nm to 22.8 nm. On day 7 total particle production fell slightly Ntot = 826 mL−1 and rose again so that

on the day 13, Ntot = 1014 mL−1. Within the scatter of the data, the humidified spectra coincided with the

theoretical growth factor of pure sea salt.
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Figure 4.9: Changes in the normalized aerosol particle size distributions in mesocosm experiment GBac produced by
plunging water jets in artificial seawater inoculated with a mixed bacteria culture from Great South Bay and added
nutrients. Day 3 corresponds to hour 72 in Fig. 4.6. Dry aerosol spectra are shown in A and humidified spectra in
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Figure 4.10: Changes in the normalized aerosol particle size distributions in mesocosm experiment GBac produced
by aeration through frits in artificial seawater inoculated with a mixed bacteria culture from Great South Bay and
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dry particle diameter. The days after inoculation of the mesocosm are indicated.

4.4.5 Week 2: Frit generated particles

Figure 4.7A and B shows that the shape of dry frit generated particle spectra and the humidified spectra

did not change over time. Ntot did decrease to 1.4× 104 cm−3, between day 3 and 7. A consistent behavior

to that of the jet for both dry and humidified particles.

4.4.6 Summary of experiment GBac

The size distributions obtained from the GBac mesocosms clearly illustrate a changing aerosol particle

flux as a function of bacterial growth for the jet and frit generated particles. When bacterial concentrations

increased 4 orders of magnitude, the flux of particles increased 2 fold for the jet and at most by a factor of 1.4

for the frit. Surprisingly, when bacterial concentrations remained stationary and the seawater was allowed

to age, aerosolization of particles having Dp < 100 nm tending to increase, while significantly contributing

to total particle production for both the frit and jet. Table 3 gives the fitting parameters of a trimodal

lognormal fit to the GBac and LowBac spectra. Additional, key points in time during experiments LowBac

and GBac are plotted shown in Fig. 4.9 to emphasize that both bacterial concentration in seawater and

seawater age have significant influences on changing the particle size distribution.

Figure 4.11 shows that after 2 weeks of growth and with 106 cells per mL for the LowBac experiment,

aerosol spectra changed from their initial state. All three modes (see table 3) shifted to smaller diameters

and were more pronounced. In the GBac experiment after only 3 days and bacterial concentrations of

108 mL, particle production was already greater than observed in the LowBac experiment after 2 weeks.

Compared to LowBac day 1, the GBac day 3 spectrum had three very pronounced modes and shifted

53



0

200

400

600

800

1000

1200

d
N

/d
lo

g
D

p
/

c
m

-3

10 10
2

10
3

Dp / nm

LowBac

LowBac

GBac

GBac

Day 1

Day 14

Day 3

Day 13

<104 mL-1

106 mL-1

108 mL-1

107 mL-1

Figure 4.11: Summary of dry aerosol size spectra of jet generated particles as a function of bacteria growth from
LowBac and GBac. Approximate bacterial concentrations and days since mesocosm inception are indicated. The
distributions are fitted to 3 lognormal modes for clarity.

toward smaller Dp. When bacteria concentrations fell and the seawater was allowed to age for another

week (GBac, day 13), the corresponding particle spectra shifted even more towards smaller Dp and particle

production was greater, although secondary and ternary modes were less significant compared to GBac Day

3. Even though the concentration of bacteria fell and then remained constant over time, clearly there was a

change in the size distribution and number of the aerosolized particles. This effect suggests a change in the

composition/nature of particles in the water. Although the standing crop of bacteria did not change, there

was likely continual turnover of cells, lysis of dead cells, and modification of the dissolved and particulate

organic matter (DOM and POM). Increased production of smaller size particles in aerosol is consistent with

these biological processes.

It is important to consider that even though particle production was altered significantly due to bacterial

activities, under humidified conditions, the aerosolized particles behave like sea salt in all cases. In the study

by Prather et al.99, particles aerosolized from their flume after growth of bacteria for 4 days in natural

Table 3: Summary of lognormal fitting parameters for the GBac experiment as a function of time. For the ith

mode, Di
pg nm, σi, and N i

tot cm−3, are the median diameter, standard deviation, and total particle contribution,
respectively. N tot cm−3 is the total particle concentration.

Day D1
pg σ1

g N1
tot D2

pg σ2
g N2

tot D3
pg σ3

g N3
tot N tot

2 48.2 0.74 508 171.6 0.51 256 604.0 0.39 124 888
3 52.6 0.83 807 212 0.44 199 586.5 0.38 142 1150
7 32.5 0.81 610 259.5 0.68 211 703.3 16.8 17 838
9 25.6 0.66 454 80.9 1.20 490 383.1 0.68 112 1056
13 22.8 0.92 1035 156.8 0.42 98 392.0 0.58 174 1307
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seawater also were determined to have hygroscopicities similarly to sea salt and did not change over time, in

agreement with the results presented here.

Measurements of the humidified particle size distributions can be used to set limits on the average

organic volume fraction and organic hygroscopicity using the Zdanovskii-Stokes-Robinson mixing rule125.

It is determined that the growth factor for all humidified spectra indicate the behavior of pure sea salt,

ginorg = 2.0, within our uncertainty in inferring g of ±0.2, a detection boundary for the growth factor of

organic material, gorg, as a function of ǫ can be calculated from

g3org =
1

ǫ
(g3 − g3inorg) + g3inorg. (19)

In other words, by plugging in a conservative estimate for g = 1.8±0.2, bounds of ǫ and gorg can be derived.

Figure 4.12 gives the bounds of uncertainty for any combination of gorg and ǫ. Using the conservative

uncertainty estimate in the average growth factor for a particle population, ∆g = ±0.2, any point lying

to the left of the g = 1.6 curve could describe the aerosolized particles from the mesocosm experiments

LowBac and GBac. If only the error in RH were used, corresponding to ∆g = ±0.1 from the theoretical

growth factor of NaCl particles, then the range of values can be narrowed. Measurements of dry particle size

spectra determined here show that particles having Dp < 100 nm contribute the majority of total aerosolized

particles from seawater in which high biological activity occurs. Using the results from Prather et al.99, we

can assume that 70− 80% of particles aerosolized from our mesocosm are purely organic and from Fig. 4.12,

it is easily seen that gorg must be greater than about 1.4. This may imply a presence of soluble and insoluble

organic material in the aerosolized particles for the jet and frit and explain why no change in size distribution
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Figure 4.12: Bounds of possible organic volume fractions, ǫ, and the growth factor of organic material, gorg, for
aerosolized particles from mesocosm experiments. The black line indicates the conservative uncertainty measurement
in the growth factor of ∆g = ±0.2, implying that g must be in the range of 1.6 and 2.0. If only the uncertainty
in controlling RH (±4%) is considered then, ∆g = ±0.1 then a range of g between 1.8 and 2.0 is considered. The
gray area indicates where combinations of gorg and ǫ are in disagreement with the observed humidified particle size
distributions.
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at RH = 80% is observed.

The humidified spectra presented in this dissertation agree with the growth factors measured by Prather

et al.99. We additionally observe however, that biological activity due to bacteria can significantly increase

the flux of particles over time while cell concentrations remain stationary, likely due to bacterial growth and

degradation of organic matter. These findings have implications for cloud microphysics and climate, where

the determination of the flux of aerosol particles and CCN is crucial118,119. Bacterial growth and death

continually occur in the oceans where bacteria have access to organic material including phytoplankton

exudates, transparent exopolymer particles (TEP), marine microgels, and other carbon sources. Of course

in the ocean, microbial community structures and their nutrient sources are complex and variable. However,

our results suggest that marine bacteria under conditions of high nutrient loading may play a role in the

aerosolization of marine biogenic particles.

4.5 Mesocosm experiments: Thalassiosira pseudonana (Tpseu)

In this next experiment, a more realistic microbial community was employed in mesocosm experiments

Tpseu, where phytoplankton were grown simultaneously with bacteria. Changes in the particles size distri-

bution were determined due to the biological activity in the seawater containing bacteria and a single diatom

Thalassiosira pseudonana with a cell wall armored with amorphous hydrated silica glass, SiO2 · nH2O. T.

pseudonana is cosmopolitan in the world’s oceans193 and diatoms in general, are the dominant phytoplank-

ton group in Polar regions192. The diatom T. pseudonana is known to produce and release into seawater,

a significant quantity of exudates which support bacterial growth and are a source for microgel and TEP

production. Although no bacteria were added with the phytoplankton cultures, background concentrations

associated with the Instant Ocean or introduced from the room air at the beginning of the experiment

were sufficient that growth occurred. The initial introduction of nutrients and the continual production of

exudates by the algae during the course of the experiments supported a rising bacteria population.

4.5.1 Jet generated particles

Figure 4.13 shows changes in the jet generated aerosol particle size distribution as a function of time

from following inoculation of T. pseudonana in the experiment Tpseu. The distribution in Fig. 4.13A is not

normalized to Ntot as previously done. It is apparent that the presence of diatoms significantly impacted the

aerosolization of particles. Particle production was minimal after 1 day of diatom growth (Ntot = 222 cm−3)

and increased significantly to just under 1600 cm−3 especially for particles having Dp < 100 nm. The

humidified spectra shown in Fig. 4.13B from particles aerosolized using the jet show that in general, g ∼ 2.0

given the experimental uncertainty and the scatter in the data.

4.5.2 Frit generated particles

The frit generated particle size spectra for the Tpseu experiment is given in Fig. 4.14. For the first days

of growth, particle production was similar. After the first week, particle production rose slightly as it did

56



A) B)

0

200

400

600

800

1000

1200

1400

d
N

/d
lo

g
D

p
/ 

c
m

-3

10 10
2

10
3

Dp / nm

T pseu

Day 1 Dry

Day 3 Dry

Day 5 Dry

Day 12 Dry

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

d
N

/d
lo

g
D

p
/

N
to

t

10 10
2

10
3

Dp / nm

T pseu

Day 3 Wet

Day 3 Dry, 2(Dp)

Day 12 Wet

Day 12 Dry, 2(Dp)

Figure 4.13: Changes in the aerosol particle size distributions in mesocosm experiment Tpseu produced by plunging
water jets in artificial seawater inoculated with Thalassiosira pseudonana and added nutrients. Dry aerosol spectra
are shown in A and humidified spectra in B. Solid lines in panel B correspond to dry spectra with twice the dry
particle diameter. The days after inoculation of the mesocosm are indicated.

for frit generated particles for the LowBac and GBac experiments. Hygroscopicity of particles aerosolized

using the frit could not be distinguished from sea salt (Fig. 4.14B).

4.5.3 Water composition

The changing aerosol particle size spectra can possibly be explained by changes in water composition.

Figure 4.15 details the concentrations of T. pseudonana and bacteria, dissolved organic carbon (DOC), and
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Figure 4.14: Changes in the aerosol particle size distributions in mesocosm experiment Tpseu produced by aeration
through glass frits in artificial seawater inoculated with a culture of Thalassiosira pseudonana and added nutrients.
Dry aerosol spectra are shown in A and humidified spectra in B. Solid lines in panel B correspond to dry spectra
with twice the dry particle diameter. The days after inoculation of the mesocosm are indicated.
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particulate carbon (PC). Phytoplankton numbers increased from 8× 104 cells mL−1 to 3× 105 mL−1 within

24 hours following inoculation and remained at that concentration through day 5. Over the next 3 days,

concentrations leveled off at 3×106 mL−1 for the remainder of the second week. The bacterial concentrations

grew and remained just over an order or magnitude more in numbers matching the increasing phytoplankton

concentrations over time. Measurements of PC also tracked the increase in concentrations of bacteria and

phytoplankton. DOC concentrations increased with time throughout the course of the experiment from the

continual release of exudates by the diatoms.

4.5.4 Summary of experiment Tpseu

The aerosol size distribution of jet generated particles changed significantly over time in the experiment

Tpseu. When bacteria and diatoms grew, total production increased for the jet and frit generated particles.

Aerosolization of particles using the jet were more sensitive to biological activity than the frit, underscoring

importance of different bubble generation and aerosolization methods. Furthermore, it is determined from

jet generated particles that when bacteria and phytoplankton concentrations remain constant over time

(Fig. 4.13A between day 1 and 5), the amount of aerosolized particles also increase. Also for the jet, the

contribution to the increase in total particle production is primary due to particles with Dp < 100 nm. This

is similar to the spectral effect determined in the GBac experiment. In conclusion, the release of exudates

by diatoms resulting in the simultaneous growth of bacteria and in addition to the bacterial decay of organic

matter and the possible presence of cell fragments, can impact the aerosolized particle flux from seawater.

4.6 Mesocosm experiments: Emiliania huxleyi (Ehux)

The phytoplankton coccolithophorid species Emiliania huxleyi has a cell wall composed of calcium car-

bonate platelets. This species forms massive blooms in polar and temperate coastal oceans, turning the water

visibly white due to high concentration of cells. A mesocosm experiment Ehux, was initiated by inoculating

ASW with an axenic uni-algal E. huxleyi culture and adding nutrients. E. huxleyi is known to produce

exudates, however at lower concentrations than produced by diatoms at similar cell concentrations215,216.
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Figure 4.15: Seawater composition as a function of time in the mesocosm experiment Tpseu. Left panel: Concentra-
tions of Thalassiosira pseudonana and bacterial cells in artificial seawater. Middle panel: Dissolved organic carbon
concentration. Right panel: particulate carbon concentration.
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It was therefore expected, that bacteria concentrations would not be stimulated to the same degree as they

were in the Tpseu mesocosm.

4.6.1 Jet generated particles

The jet generated aerosol particle spectra are shown in Fig. 4.16. Similar to the Tpseu experiments,

particle production increased significantly over time from Ntot = 775 on day 1 to 2426 cm−3 on day 12. The

largest increase was due almost entirely to particles having Dp < 100 nm as seen in Fig. 4.16A under dry

conditions. The dominant mode initially at 85.8 nm mode clearly shifted toward the smaller diameters down

to 30.7 nm, on day 12. The humidified spectra shown in Fig. 4.16B indicates that g = 2.0 in general.

4.6.2 Frit generated particles

The frit generated particle size spectra for the Ehux experiment is given in Fig. 4.17. Clearly, aerosolized

particles from the frit increased dramatically as a function of seawater age in the Ehux mesocosm (Fig.

4.17A). During 12 days of growth, particle production exactly tripled from ∼ 2× 104 to 6× 104 cm−3. This

increase in total particles was more than detected for the mesocosm experiments Tpseu, LowBac, and GBac

previously discussed, and therefore may be an effect specifically unique to E. huxleyi. Despite the significant

change in Ntot, the shape of the distribution remained exactly the same. Additionally, hygroscopicity of

the frit generated particles shown in Fig. 4.17B remained the same for the entire experimental time period

presumably reflecting, once again, the behavior of sea salt.
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Figure 4.16: Changes in the aerosol particle size distributions produced by plunging water jets in mesocosm experiment
Ehux in artificial seawater inoculated with Emiliania huxleyi and added nutrients. Dry aerosol spectra are shown in
A and humidified spectra in B. Solid lines in panel B correspond to dry spectra with twice the dry particle diameter.
The days after inoculation of the mesocosm are indicated.
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4.6.3 Water composition

Cell concentrations of E. huxleyi and bacteria, in addition to DOC and PC concentrations in seawater are

shown in Fig. 4.18. The concentration of phytoplankton cells steadily increased from an initial concentration

of 2 × 105 mL−1 reaching a maximum of 7 × 106 mL−1 on day 11. Concentrations of bacteria did not

closely follow phytoplankton concentrations in contrast to the Tpseu experiment but instead, rose rapidly to

4×106 in the matter of 1 day, a doubling time of about 8 hours. The bacterial concentrations then remained

stationary through day 7, in spite of the fact that the concentration of phytoplankton rose steadily with

a doubling time of about 48 hours. The concentration of DOC shown in the middle panel of Fig. 4.18 is

consistent with the elevated numbers of bacteria. It is likely that for a bacterial community, consumption of

DOC was greater than the exudate production by the phytoplankton which was reflected in the drop during

the first 5 days of the experiment in the concentration of DOC. Only until E. huxleyi cell concentrations rose

above 106 mL−1 did the DOC concentration begin to increase. The concentration of PC corresponded to the

abundance of phytoplankton. High concentration of PC were observed in the Ehux mesocosm experiment

reaching ∼ 10 mg carbon L−1. This PC production which was greater than found with any of the other

phytoplankton may well be due to the continual production of cell wall calcium carbonate platelets by E.

huxleyi.

4.6.4 Summary of experiment Ehux

The Ehux mesocosm experiment resulted in the aerosolization of particles significantly impacted for both

the jet and frit generated particles. Total particle production was tripled from its initial state coinciding with

the growth of phytoplankton and bacteria. However, particle aerosolization for the jet and frit were different,

as previously observed. Clearly, the shape of the frit generated particle size distribution was insensitive to
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Figure 4.17: Changes in the aerosol particle size distributions in mesocosm experiment Ehux produced by aeration
through glass frits in artificial seawater inoculated with Emiliania huxleyi and added nutrients. Dry aerosol spectra
are shown in A and humidified spectra in B. Solid lines in panel B correspond to dry spectra with twice the dry
particle diameter. The days after inoculation of the mesocosm are indicated.

60



2.0

2.2

2.4

2.6

2.8

3.0

D
is

s
o

lv
e

d
O

rg
a

n
ic

C
a

rb
o

n
/

m
g

L
-1

0 2 4 6 8 10 12

time / days

0

2

4

6

8

10

12

P
a

rt
ic

u
la

te
C

a
rb

o
n

/
m

g
L

-1

0 2 4 6 8 10 12

time / days

10
5

10
6

10
7

c
e

ll
c

o
n

c
e

n
tr

a
ti

o
n

/
m

L
-1

0 2 4 6 8 10 12

time / days

E . huxleyi

bacteria

Figure 4.18: Seawater composition as a function of time in the mesocosm experiment Ehux. Left panel: Con-
centrations of Emiliania huxleyi and bacterial cells in artificial seawater. Middle panel: Dissolved organic carbon
concentration. Right panel: particulate carbon concentration.

phytoplankton or bacterial growth, in contrast to the jet which changes shape significantly. As previously

discussed for jet generated particles, the most significant increase in particle production is due to particles

generally having Dp < 100 nm, thus the resulting size distribution shape is shifted from larger to smaller Dp.

The spectral changes for Ehux for the frits or jets were more sensitive to biological activity in general than

for LowBac, GBac, and Tpseu experiments, respective to each aerosolization method. This may imply that

the growth of E. huxleyi and bacteria simultaneously had a greater effect on aerosolization when compared

with bacterial growth alone.

4.7 Mesocosm experiments: Nannochloris atomus (Natom)

Nannochloris atomus is representative of smaller phytoplankton with a cell wall composed of cellulose.

This phytoplankton is a dominant species in North Atlantic waters where it forms massive blooms during the

fall201. Although exudate production from N. atomus was expected to be less than that of T. pseudonana.

4.7.1 Jet generated particles

Changes in jet generated aerosol particle size distributions during the Natom experiment are shown in

Fig. 4.19. Over time, dry particle spectra (Fig. 4.19A) were observed to change, however, Ntot = 1.1× 103−
1.3 × 103 cm−3, and remained essentially the same throughout the whole experiment. The shape of the

particle size distribution, however, changed similar to previous mesocosm experiments, shifting toward small

particle diameters for increased bacterial and phytoplankton concentrations. From the humidified spectra

seen in Fig. 4.19B, particle hygroscopicity did not change over time within the scatter of the data.

4.7.2 Frit generated particles

Changes in the frit generated particle size spectra were detected in the Natom experiment shown in

Fig. 4.20. Aerosolized particles from the frit for dry conditions increased as a function of seawater age (Fig.

4.20A). Over the course of 12 days, particle production almost doubled from about 2.1×104 to 3.9×104 cm−3.
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Figure 4.19: Changes in the aerosol particle size distributions in mesocosm experiment Ehux produced by plunging
water jets in artificial seawater inoculated with Nannochloris atomus and added nutrients. Dry aerosol spectra are
shown in A and humidified spectra in B. Solid lines in panel B correspond to dry spectra with twice the dry particle
diameter. The days after inoculation of the mesocosm are indicated.

The shape remained exactly the same, a feature similar to all other mesocosm experiments. The humidified

spectra shown in Fig. 4.20B appeared to be slightly shifted to the left of what would be considered g = 2.0.

Based off the peak position of the dry (60.9 nm) and humidified (∼ 103.9 nm) spectra from fitting to

lognormal distributions, g = 1.7 on average for all humidified frit generated particle size spectra throughout

the experimental time period. This values lies above our threshold for detecting significant changes in

hygroscopicity compared with pure sea salt (see Fig. 4.12).
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Figure 4.20: Changes in the aerosol particle size distributions in mesocosm experiment Natom produced by aeration
through glass frits in artificial seawater inoculated with a Nannochloris atomus and added nutrients. Dry aerosol
spectra are shown in A and humidified spectra in B. Solid lines in panel B correspond to dry spectra with twice the
dry particle diameter. The days after inoculation of the mesocosm are indicated.
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Figure 4.21: Seawater composition as a function of time in the mesocosm experiment Natom. Left panel: Concen-
trations of Nannochloris atomus and bacterial cells in artificial seawater. Middle panel: Dissolved organic carbon
concentration. Right panel: particulate carbon concentration.

4.7.3 Water composition

Concentrations of N. atomus cells shown in Fig. 4.21 increased steadily over time, but with the slowest

doubling time for any of the experiments with phytoplankton, at just under 4.5 days. Bacterial, DOC, and

PC concentrations tracked phytoplankton cell concentrations closely. Figure 4.21 shows that the bacterial

concentrations dropped significantly after day 8, while the concentration of N. atomus remained stabilized.

Bacterial numbers increased again after day 10, however, the temporary drop was not noticeable from DOC

or PC concentrations. Te exact dynamics within the alga/bacterial community occurring on days 9-11 are

unclear, however, it did not affect the particle size spectra on day 8 and 10 (not shown) which fell between

values on day 6 and 12.

4.7.4 Summary of experiment Natom

The dry and humidified particle size distributions for jets and frits are clearly dependent on phytoplankton

and bacterial growth in the Natom mesocosm experiment. The shapes of the dry jet generated particle size

spectra shifted toward smaller Dp although no increase in Ntot was detected. For frit generated particles,

Ntot increased over time, however, the shapes of the particle size distributions were not altered. Humidified

particle size spectra from jets and frits were indistinguishable from that expected for pure sea salt particles

within our experimental uncertainty.

4.8 Mesocosm experiments: Natural phytoplankton and bacterial community

(NatSW)

A mesocosm seawater experiment was conducted for the purpose to quantify the changing aerosol size

distribution as a function of biological activity for a natural community of phytoplankton and bacteria

growing simultaneously. Natural seawater was collected during incoming tide at Shinnecock Inlet of the

Great South Bay on the south shore coast of Long Island, NY and transported back the laboratory to be

used for the mesocosm experiment NatSW. The seawater passed through a mesh screen to keep out large
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Figure 4.22: Changes in the aerosol particle size distributions in the mesocosm experiment NatSW produced by
plunging water jets in natural seawater without inoculation of phytoplankton or bacteria. The days after the start
of the mesocosm are indicated. Day 0 was the initial state of the natural seawater without added nutrients. After
day 0, nutrients were added to stimulate phytoplankton growth. Dry aerosol spectra are shown in A and humidified
spectra in B. Solid lines in panel B correspond to dry spectra with twice the dry particle diameter.

particles about 1 mm in size. Once the mesocosm was filled, the bacteria and phytoplankton concentrations

in the seawater were quantified. Particle size spectra were also measured from the natural seawater at day

0 corresponding to the start of the experiment. After completing the initial measurements, nutrients were

added to stimulate phytoplankton growth.

4.8.1 Jet generated particles

Figure 4.22 shows the changes in the jet generated aerosol particle size distribution as a function of time

in natural seawater from its initial state at day 0 and 11 days of growth after nutrient addition. For jets,

Ntot increased over time from an initial value of 569 cm−3 essentially doubling to Ntot = 1329 cm−3 11 days

after nutrient addition. The increase in Ntot was mostly due to particles having Dp < 100 nm, as can be

seen in Fig. 4.22A from the shifting particle size spectra. The humidified spectra in Fig. 4.22B indicated

that there was little change in particle hygroscopicity over the experimental time as g was similar to that of

sea salt.

4.8.2 Frit generated particles

Dry particle size distributions generated using frits are shown in Fig. 4.23. Again, similar spectral

features are observed when compared with previous mesocosm experiments. Aerosolized particles increased

as a function of seawater age over the course of 5 days of growth and doubled from 3.7× 104 cm−3 initially

to 7.0× 104 cm−3 on day 5. On day 11, particle production from the frit fell significantly, however, on this

day it was observed that phytoplankton cells settled out of the bulk water and coated the surface of the frits.

It is likely, that a different bubble production occurred as a result and therefore, this data is not used. The
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Figure 4.23: Changes in the aerosol particle size distributions in the mesocosm experiment NatSW produced by
aeration through glass frits in natural seawater without inoculation of phytoplankton or bacteria. The days after the
start of the mesocosm are indicated. Day 0 was the initial state of the natural seawater without added nutrients.
After day 0, nutrients were added to stimulate phytoplankton growth. Dry aerosol spectra are shown in A and
humidified spectra in B. Solid lines in panel B correspond to dry spectra with twice the dry particle diameter.

humidified spectra are shown in Fig. 4.23B indicates the particle hygroscopicity did not deviate significantly

than that observed for pure sea salt within our experimental detection limits.

4.8.3 Water composition

The phytoplankton and bacterial cell concentrations are shown in Fig. 4.24. Initially there were ∼
104 mL−1 phytoplankton cells for the first 5 days, a low but common concentration found throughout

the oceans. On the first day, the biological community had to adjust to the new mesocosm environment

and consequently phytoplankton concentrations did not increase until after day 1. During day 1 to 5, the

phytoplankton population doubled every 18 hours. On day 5, it was determined that diatoms dominated the

phytoplankton population reaching concentrations of just under 3 × 105 mL−1. By day 11, phytoplankton

numbers had dropped below initial levels. This was likely due to settling out of the cells which were clearly

visible on the bottom of the mesocosm. The bacterial population grew quickly, doubling in the first day

reaching a maximum concentration of 5.5× 106 mL−1 on day 3. From day 3 to 11, bacterial concentrations

declined to 1.0 × 106 mL−1. Bacterial activity on the bottom of the tank was expected to be high due to

the substantial biomass from the sedimented phytoplankton. Resuspension of metabolites in the bulk water

could have played a role in changing the water composition, however this was unquantifiable.

4.8.4 Summary of experiment NatSW

The changing phytoplankton and bacterial populations influenced the aerosolization of particles for jets

and frits, determined from measuring the particle size spectra over time. Jet and frit generated particles both

increased by a factor of two over 11 days of phytoplankton and bacterial growth. The increase in particle
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Figure 4.24: Phytoplankton and bacteria cell concentrations in natural seawater as a function of time in the mesocosm
experiment NatSW. Day 0 is the initial seawater state before adding nutrient to grow phytoplankton. Day 1 refers
to the time after the nutrient was added.

aerosolization between day 0 and 3 coincided with bacterial growth, despite the fact that the phytoplankton

population was still low. The shapes of the jet generated particle size spectra shifted dramatically toward

smaller particles, which contributed most to the increase in particle flux. The frit generated particle size

spectra remained similar, just as in previous mesocosm experiments. From the humidified particle size

spectra aerosolized particles had similar hygroscopicities to that of sea salt.

4.8.5 Discussion of mesocosm experimental results

In the mesocosm experiments Tpseu, Ehux, Natom, and NatSW, every effort was made to mimic natural

marine biological activity with phytoplankton and bacteria growing simultaneously. Results showed that for

each experiment, changes in the particle size distributions occurred with increasing biological activity over

time where the common variable was the presence of a bacterial population. When bacterial concentrations

increased, aerosolized particles tended to increase in total number for the jet and frit. When bacterial

concentrations were stable over time, particle aerosolization was also determined to increase. When bacterial

concentrations declined over time, particle aerosolization was also determined to increase, implying that the

age of the microbial community also plays an important role in particle aerosolization. Jet and frit generated

particle size spectra were very different from each other in terms of particle distribution shape and total

particle numbers. However, the shapes of jet generated spectra were sensitive to changes in water composition

while the frit retained its shape for all mesocosm experiments. Jet generated particle size spectra tended to

always shift toward smaller sized particles, as the seawater in each mesocosm aged as can be seen from all

particle size distributions and from table 4 which gives a summary of fit parameters in a trimodal lognormal

fit for dry jet generated particle spectra for experiments Tpseu, Ehux, Natom, and NatSW. For continual

biological activity, aerosolization of particles with Dp < 100 nm were greatly enhanced for jet generated
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Table 4: Summary of lognormal fitting parameters as a function of time for the mesocosm experiments Tpseu, Ehux,
Natom, and NatSW. For the ith mode, Di

pg nm, σi, and N i
tot cm−3, are the median diameter, standard deviation,

and total particle contribution, respectively. N tot cm−3 is the total particle concentration.

Day D1
pg σ1

g N1
tot D2

pg σ2
g N2

tot D3
pg σ3

g N3
tot N tot

Tpseu 1 21.2 0.20 12 58.2 0.92 157 504.7 0.67 72.2 241
3 30.8 1.20 332 468.5 0.67 59 630.1 0.21 13 404
5 39.9 1.13 654 530.9 0.55 112 - - - 766
8 30.8 0.95 1292 165.4 1.07 301 - - - 1593
12 26.6 1.19 1441 498.2 0.68 127 - - - 1568

Ehux 1 85.8 0.84 556 297.4 0.33 75 592.1 0.34 144 775
3 77.3 0.94 944 460.7 0.42 197 713.4 0.24 52 1193
5 52.3 0.95 980 223.9 0.39 77.9 583.7 0.43 192 1251
7 26.6 1.40 2182 531.0 0.40 89 757.2 0.18 21 2291
10 33.6 1.14 1696 486.3 0.60 143 - - - 1839
12 30.7 1.28 2288 552.1 0.52 138 - - - 2426

Natom 1 20.2 0.35 159 75.8 0.70 1002 523.4 0.44 248 1409
4 29.1 0.40 340 127.6 0.75 648 574.2 0.47 217 1205
6 24.3 0.45 365 126.1 1.23 765 576.9 0.27 55 1185
8 19.2 0.78 890 158.9 0.71 424 626.0 0.42 187 1501
10 22.2 0.57 523 118.5 0.71 436 530.3 0.50 225 1184
12 17.3 0.88 1117 125.8 0.62 392 502.3 0.54 293 1803

NatSW 0 58.0 1.10 544.7 467.2 0.65 92 689.5 0.13 7 644
3 19.8 0.69 413 72.5 1.15 504 620.9 0.42 72 989
5 37.2 1.47 1004 127.3 0.21 8.7 602.9 0.40 62 1075
11 18.5 1.02 1878 166.3 0.69 243 584.4 0.40 69 2190

particles.

Jet generated aerosol particle size distributions changed significantly over time as phytoplankton and

bacteria grew in seawater. Kuhnhenn-Dauben et al.217 report that when using a water impingement method

in natural seawater, resulting bubbles exhibit lifetimes that increase by a factor of two when chlorophyll

concentrations exceed ∼ 20 mg L−1, corresponding to a natural phytoplankton and bacterial population

growing 4-5 days due to added nutrients. If bubble residence times increased in the mesocosm tank over

time, then total bubble concentrations would increase and may influence aerosol production. Additionally,

bubbles that were millimeters in size could be seen at the water surface in the mesocosm experiments reported

here. These bubbles burst quickly, but also changed size significantly due to the coalescence of neighboring

bubbles, thus they were impossible to quantify. The influence of bubbles having diameters larger than 1 mm

on aerosolization is currently unknown and it cannot be stated that they did not have an effect.

Despite the changes in total particle production, the shape of the frit generated particle size distribution

did not change for any mesocosm experiment nor for any difference in bacterial or phytoplankton cell con-

centration. The reason for this may be that bubble numbers were dominated in all instances for diameters
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around 100 µm. Thus, a more uniform bubble spectra as observed in Fig. 4.1 for frits may represent more

uniform aerosol production.

In general, the most striking feature of all experiments was an increasing particle flux with increasing

biological activity due primarily to the enhanced aerosolization of small particles from mesocosms where

the common microorganisms were bacteria. Bacterial growth and degradation of organic material thus may

change the nature of the organic composition in seawater that affect the aerosolized particle particle flux.

This occurs during bacterial growth as well as when bacterial concentrations remain stationary. Prather

et al.99 did not observe any change in particle spectra over a 5 day bacterial growth period with concen-

trations spanning less than an order of magnitude. In this study, continually changing aerosol particle size

distributions are observed for bacterial concentration ranging from < 1 × 104 to 7 × 108 mL and over the

course of 14 days. The observed effects of biological activity on particle aerosolization as seen in mesocosm

experiments suggest that similar effects may occur in the ocean.

Finally, the measurements of the humidified particle size spectra generated using jets or frits implied

that particle hygroscopicity was similar to sea salt within our experimental detection limits. This allowed for

bounds to placed on the values of average particle organic volume fraction (ǫ) and growth factor of organic

material (gorg) due the fact that the total particle growth factor had to lie within a range of g = 1.6 − 2.0

to be consistent with the observations here (see Fig. 4.12).

4.9 Marine particle flux

The flux of marine aerosol particles from the ocean surface is important for estimating climatic impacts

on clouds and radiative forcing24,66,95,118,119,124. The measured aerosol particle size distributions can be

used to calculate the flux of particles from the mesocosms in each experiment according to the equation

dF

d log dDp
=

Q

Ab

dN

d logDp
W, (20)

dF/d log dDp is the flux normalized to the diameter bin width, Q ∼ 10 L min−1 is the cross flow in the

headspace of the mesocosm tank and Ab is the bubble surface area coverage in water. This type of flux cal-

culation is termed the “white cap method”. The white cap coverage, W , as observed from aerial photographs

and observations of ocean surface light scattering by remote sensing of ocean white area is parameterized

with simultaneous wind speed at 10 m above the sea surface, U10, in height in a exhaustive data set by

Monahan and Ó Muircheartaigh96 as

W = 3.84× 10−6U3.41
10 . (21)

Other parameterizations of W exist, however, Eq. 21 is used to compare with previous flux parameterizations

who use the same equation for W derived by Monahan and Ó Muircheartaigh96. Previous laboratory studies

have calculated Ab by integrating the bubble size distribution beneath the water surface taking into account

the cross sectional surface area of bubbles rising past a plane surface27,97. The uncertainty in calculations

of Ab from underwater measurements are found to be high translating to at least ±2 orders of magnitude
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in the flux calculation24,95. It is also unclear if tank geometry plays a role in under or overestimating Ab or

in changing the bubble bursting process altogether, considering the artificial constraints of the tank itself on

the size of the bubble swarm that rises to the surface. Furthermore, it is unclear as to whether or not the

white cap fraction measured in the open ocean by optical imagery or remote sensing is the same “white-ness”

as appears at the air-water interface in the laboratory95.

In the following analysis, the flux of marine particles is presented with careful consideration to the

uncertainties inherent in its calculation. The purpose here is to provide a means for comparison with

previous measurements and parameterizations. It is important to note that the tank utilized in this study

can accommodate penetration depths of 55 cm and has a seawater surface area of 0.75 m2 allowing ample

bubble surface travel area and lifetime with minimal interaction with the walls of the tank. Upon visual

inspection, the white area observed from surface bubbles covered ∼ 10% of the seawater surface in the tank

which translates to Ab = 0.075 m2.

The calculated fluxes on different days of the NatSW mesocosm using the jets or frits are shown in Fig.

4.25 adapted from de Leeuw et al.95. Previous laboratory25–27 and field24,28 measurements are shown for

comparison. It is clear that the flux calculations for jet generated particles derived here are about 2-3 orders

of magnitude lower than for most other studies extending into the sub-micrometer size range. This may due

in part to the method of obtaining Ab which as previously stated, translates to an error of about 2 orders

of magnitude. On the other hand, flux measurements are in good agreement with Lewis and Schwartz24 for

NatSW

Jet - Day 0

Jet - Day 11

Frit - Day 0

Frit - Day 5

Figure 4.25: Size distribution of marine biogenic particle flux from the NatSW mesocosm experiment in comparison
to previous literature parameterizations evaluated for a wind speed of U10 = 8 m s−1. Estimates of Lewis and
Schwartz24 are based on statistical wet deposition methods (green shading), steady state dry depositional methods
(green), and a combination of the two methods (blue shading). Bubbling chambers were used in Mårtensson et al.25

, Tyree et al.26, and Keene et al.27. Surf zone fluxes parameterized by Clarke et al.28 were formulated using size
distribution measurements taken at different heights from a 20 m tall tower located 20− 30 m from the shoreline.
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particle sizes between 0.1 and 1.0 µm using dry and wet deposition methods designed on the basis of modeling

aerosol particle transport, to match observations of particle concentrations and accounting for gravitational

settling, turbulence, Brownian motion, water condensation, and loss to the sea surface24. Calculations of

frit generated particle flux are in agreement with previous laboratory studies employing an aeration as the

bubble generation method25–27 and a field study of surf zone flux28.

We find that the flux spectra of particlesDp < 0.1 µm varied by as much as an order of magnitude between

periods of low and high biological activity occurring in the experiment NatSW for both the jet and frit. On

Day 0 of NatSW, the total flux of aerosolized particles was F = 5.8 × 103 cm−3 (air) m−2 s using the jet.

After 11 days of increasing bacterial and phytoplankton concentrations, F = 1.2×104 cm−3 (air) m−2 s, an

increase by a factor of 2. For frit generated particles F increased from 3.7×105 to 7.3×105 m−2 s. Previous

literature has shown that variations in ambient particle size distributions should be used to reproduce

observed CCN concentrations and thus, estimate cloud radiative forcing118,119. The results from the NatSW

mesocosm shown in Fig. 4.25 and the changes in the size spectra for the other mesocosm experiments indicate

a strong relationship to biological activity. If these changing fluxes occurred in the ocean during times of

elevated primary productivity in surface waters, then they could have a significant impact on predicted CCN

concentrations.

4.10 Heterogeneous ice nucleation

Mesocosm experiments described here indicate that biological activity occurring in seawater influences

aerosolization of marine particles. Submicron sized marine particles collected from the overlying air can

have significant concentrations of associated organic material3,82,110, and are small enough to potentially

be lofted to altitudes where temperature favor ice formation. To better understand the ice nucleating

potential of marine biogenic particles, experiments were performed to determine the temperature, T , and

relative humidity with respect to ice, RHice at which ice nucleation occurs and to discriminate between

ice nucleation modes. Ice onset is a term used to describe the first freezing event observed in a single ice

nucleation experiment. Onset conditions for deposition freezing (vapor-to-ice transition) and condensation

freezing (vapor-to-liquid-to-ice transition) are shown in Fig. 4.26 for the mesocosm experiments NatSW,

Natom, and Ehux. The jet and frit generated particles are compared to determine if ice nucleation is

dependent on aerosolization method.

Ice nucleation onset conditions of T and RHice are shown in Fig. 4.26. Relative humidity with respect

to water, RH, is also given. The results from different mesocosm experiments and aerosolization methods

on different days are shown. Deposition freezing occured for all particles below a temperature of 215 K

between RHice = 109% and 132%. Water condensation was determined between 220 − 230 K occurring

at RHice ≃ 118% or RH = 75%. Immersion freezing was observed subsequent to water uptake at 5% and

25% lower in RHice than the homogeneous freezing limit. At temperatures around 240 K water uptake is

again observed at RH = 75% followed by immersion freezing. At the warmest investigated temperature

(245 K), immersion freezing was observed close to 10 K warmer than expected to occur for homogeneous ice

nucleation. It is clear from these data that marine biogenic aerosol particles have the capability to nucleate
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ice efficiently in the deposition and immersion mode regardless of the community of organisms in a specific

mesocosm, mesocosm growth times, and the particle generation method used. The results are compared

to ice nucleation data obtained by Wise et al.8 on pure NaCl and NaCl dyhydrate (NaCl·2H2O) particles.

These authors observe deposition ice nucleation for NaCl at or below its deliquescence relative humidity for

T = 220− 240 K. At these temperatures deposition freezing is not observed for aerosolized marine particles

from mesocosm experiments. Wise et al.181 observed that sea salt may be able to take up very small amounts

of water around RH = 40% due to salts other than NaCl. This most likely explains why water uptake and

immersion freezing occurs for sea salt particles while deposition freezing occurs for pure NaCl.

Deposition freezing occurred with IN concentrations between ∼ 0.2 − 0.3 L−1 (air). IN concentrations

were estimated from the flow rate and sampling time used for impaction ∼ 9 L min−1 for 30 s for the jet

and 20 s for the frit. Particle concentrations at Dp > 250 nm (the 50% cutoff diameter of the final impactor

stage) roughly estimated at 300 cm−3, give rise to IN fractions of the total particle population on the order

of 2× 10−4. It is important to note that most particles with Dp > 1000 nm were removed on impaction by
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Figure 4.26: Mean onset conditions for ice nucleation for immersion (triangles) and deposition (circles) freezing
as a function of temperature, T , and RHice. Deposition freezing, immersion freezing, and water uptake are also
indicated by the light red, light blue and light green shading, respectively. Error bars represent either the experiment
uncertainty or the standard deviation of the measurements, whichever is larger. Plus and cross symbols are deposition
ice nucleation onsets for NaCl and NaCl·2H2O, respectively8. Water saturation is indicated by the black solid line.
Dotted lines show lines of constant relative humidity with respect to water. The blue line indicates homogeneous ice
nucleation of micrometer size aqueous solution droplets14,15.
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Table 5: Summary of deposition ice nucleation results. The total number of particles on each sample, Np, the number
of ice nuclei, IN, per liter of air, the fraction of total particles that nucleated ice, f , the total available surface area
on each sample, Sp, temperature, T , relative humidity with respect to ice, RHice, the heterogeneous ice nucleation
rate, Jhet, and the contact angle, α, are indicated.

Np IN f Sp T RHice Jhet α/ ◦

/ L−1 / cm2 / K / cm−2 s−1

NatSW - Day 5, Jet 1.44×104 0.2 7.1×10−5 1.3×10−4 210.7 123.4 6.6×102 19.9
Natom - Day 10, Jet 2.57×104 0.2 3.9×10−5 2.2×10−4 212.5 129.0 3.7×102 22.2
Natom - Day 10, Frit 2.13×104 0.3 4.7×10−5 1.5×10−4 213.1 113.8 5.5×102 15.7
Ehux - Day 5, Jet 2.51×104 0.2 4.0×10−5 2.3×10−4 208.0 132.3 3.7×102 22.8
Ehux - Day 5, Frit 1.96×104 0.3 5.1×10−5 1.5×10−4 209.4 126.6 5.7×102 21.0
Ehux - Day 10, Jet 1.77×104 0.2 5.7×10−5 1.4×10−4 221.1 121.3 5.8×102 19.8

subsequent stages in the cascade impactor. The total available surface area for ice nucleation is calculated

by integrating the surface area distribution from the particle size spectra, and scaling with the sampling

time and impaction area resulting in a total particle surface area, Sp, on the order of 1× 10−4 cm2. Table 5

gives details on deposition freezing experiments, the results of which are shown in Fig. 4.26. Heterogeneous

ice nucleation rate coefficients, Jhet, on average for a single sample can be estimated as a function of T and

RHice using the following equation

Jhet(T,RHice) =
Nice

Sp∆t
, (22)

where Nice is the total number of ice nucleation events at the onset and ∆t = 12 s is the time interval

between each picture. Using CNT, the contact angle, α, is calculated and shown in table 5.

Water uptake on marine biogenic particles determined at RH = 75% is consistent with the deliquescence

relative humidity of NaCl and sea salt. This confirms previous measurements of humidified size distributions,

suggesting that the aerosolized particles are hygroscopic. In subsaturated conditions with respect to water

(RH < 100%) immersion freezing occurred. Even though concentrated aqueous solutions are expected at

these conditions, there must have been solid material additionally present which triggered ice nucleation. At

RH = 80%, an aqueous particle in equilibrium with water vapor would have aw = 0.80 corresponding to an

aqueous NaCl solution of about 24wt%. This would imply that marine biogenic particles are highly efficient

IN with the ability to nucleate ice up to 30 K warmer than homogeneous freezing of supercooled aqueous

solution droplets at the same concentration.

At temperatures between 215 − 220 K the observed ice nucleation mode changes from deposition to

immersion. The explanation for this behavior may be related to the formation of a glassy phase state. A

glassy state of organic material is amorphous, non-crystalline with an extremely high viscosity making it

physically behave like a solid and limiting the diffusion of water molecules which could otherwise dissolve

the material218. Previous studies have shown that organic aerosol particles generated in the laboratory204

as well as collected in the field37,202,203 nucleate ice in the deposition and immersion modes below and above

the glass transition temperature, respectively. The immersion and deposition freezing points shown in Fig.
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4.26 could be explained with a glass transition temperature between 215−220 K of marine biogenic material.

In summary, all aerosolized marine particles from the mesocosms experiments have the ability to nucleate

ice in both immersion and deposition ice nucleation modes. Water uptake measurements confirm that these

particles are highly hygroscopic, however, immersion freezing at 245 K and RH = 100% must be due to

insoluble material in these particles. Due to the fact that all the sea salt is expected to deliquesce by this

point suggests the presence of insoluble organic material which is aerosolized from mesocosm experiments

with the ability to nucleate ice. Water insoluble organic material has been determined in aerosol particles

collected from an ocean source3,82 and the results of ice nucleation experiments here suggest that this

aerosolized insoluble organic material may participate in ice formation processes in mixed-phase and cirrus

clouds.

4.11 Population chemical characterization and individual ice nucleating particle

compositions

The chemical composition of particles aerosolized from mesocosm experiments were investigated using

computer controlled scanning electron microscopy and energy dispersive X-ray analysis (CCSEM/EDX).

The purpose of this investigation was to chemically define a particle population in relation to biological

activity as described by concentrations of microorganisms and additionally, particle size. Using electron

images, individual particle morphology provided qualitative information on particle mixing state for organic

and inorganic material. CCSEM/EDX provided EDX spectra of thousands of particles which were grouped

in terms of average elemental composition. These data are extremely valuable because they can provide

statistically significant chemical information on particle populations. Finally, scanning transmission X-ray

microscopy coupled with near-edge X-ray absorption fine structure spectroscopy (STXM/NEXAFS) gave

individual ice nucleating particle chemical composition, i. e. unambiguous determination of carbon bonding

present in single ice forming particles. Composition, size, and morphology of ice forming particles are

compared with the particle population to formulate an ice nucleating particle signature fundamental in

understanding underlying ice nucleation processes and allow for parameterization of composition dependent

ice nucleation in models.

4.11.1 SEM images

Particles from the Tpseu mesocosm experiment were imaged with an electron microscope using a scanning

transmission electron microscopy (STEM) detector at Pacific Northwest National Lab. Figure 4.27 shows

images of representative particles aerosolized from the mesocosm on different days and for different particle

generation methods (jets and frits). Sea salts are observed at the core of each particle shown in Fig. 4.27

and surrounded by amorphous material. Results from STXM/NEXAFS reported below confirm that this

material is organic in nature. The organic material is spread out over the particle due to high velocity

impaction which formed a impact pool that completely encompass the inorganic core.
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A) B)

C) D)

E)

Figure 4.27: Electron microscope images using a scanning transmission electron microscope (STEM) detector of
particles aerosolized using jets or frits collected during the experiment Tpseu. For each panel, the day, aerosolization
method and length scale are as follows, A) day 1 - jet, 0.5 µm, B) day 5 - frit, 0.5 µm, C) day 12 - jet, 0.5 µm, D)
day 12 - frit, 0.5 µm, E) day 12 - jet, 5.0 µm
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4.11.2 CCSEM/EDX

The elemental ratios of thousands of particles were determined using CCSEM/EDX and corresponding

atomic ratios were calculated using Genesis EDAX software. Particles were grouped into 4 different categories

using the clustering algorithm, k-means and the MATLAB statistics toolbox. The k-means algorithm (k=4

in this case), in brief, detects common particle atomic ratios and converges when each particle is assigned

to 4 specific classifications, each having a single mean elemental spectra. It is important to note that the

number of clusters (or k “means”) is somewhat arbitrary. The value of 4 chosen in this study to discriminate

differences in atomic ratios and class assignments as a function of size. Also, particles were collected on

copper grids with a 15− 25 nm thick carbon film and so background photon counts corresponding to C and

O will always exist therefore, only relative values of atomic ratios can be made for these elements.

Figure 4.28 shows the k-means cluster analysis for 4 particle samples from the Tpseu experiment collected

during days 3 and 5 using jets and days 5 and 12 using the frits. Relative fractions of each particle cluster

are indicated in the top two panels of Fig. 4.28 as the total contribution in a single sample, or as a function

of size for all 4 samples combined. Sea salt dominates the majority of the particle population having

been a significant fraction for clusters 1-3. This falls in line with measurements of humidified particle size

distributions and water uptake. Cluster 3 is the most common particle type characterized as having the

most NaCl. Cluster 2 is the second most common which also contains NaCl, but a greater amount of carbon

relative to Na or Cl than for cluster 3. Cluster 1 is characterized as having NaCl and high atomic ratios of
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Figure 4.28: Cluster analysis for the Tpseu mesocosm experiment using k-means. The contribution of the 4 clusters
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other elements. Cluster 4 is unique in that it does not have significant amounts of NaCl but instead, has a

greater carbon content relative to other elements than for any other cluster.

In summary, NaCl is the dominant elemental composition for all particles making up the majority of

clusters 1-3. This is found for both the jet and the frit. Cluster 4 having high C and low NaCl, is unique

and determined to contribute to particles with smaller sizes. This is consistent with previous studies which

observed an enrichment of organic material in marine particles in the submicrometer size range3,82,110.

4.12 Single particle analysis of ice nuclei: STXM/NEXAFS

The chemical composition, mixing state and unique carbon bonding information of individual ice nu-

cleating particles (INP’s) was determined using STXM/NEXAFS. This powerful technique unambiguously

identified and mapped the presence of carbon functional groups (Fig. 4.29-4.31). Aerosolized particles us-

ing either water jet impingement or aeration through glass frits from the mesocosm experiments Ehux and

Natom which nucleated ice, were all characterized as having organic material coatings and an inorganic core

at about 1 µm in diameter. Carbon bonding was determined to be dominated by the carboxyl functional

group (COOH). Particles that did not nucleate ice were also found to be associated with organic material

characterized by the presence of COOH. The fact that INP’s had a composition similar to many non-INP’s
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Figure 4.29: Images taken with STXM and carbon spectra using NEXAFS of an ice nucleating particle outlined in
the orange dashed line and a non-ice nucleating particle outlined in the green dashed line. Optical density images
at X-ray energies, E = 278.00, 288.24, and 349.16 eV in panel A, B, and C, indicate absorption at the carbon
pre-edge, carboxyl functional group and calcium, respectively. Panel D shows the full carbon spectrum of the ice
nucleating particle with absorption peaks indicated. Panel E shows the spectrum for the non-ice nucleating particle.
Abbreviations in D and E are as follows: C=C for carbon double bonding, COOH for the carboxyl functional group,
CO3 for carbonate and Ca for calcium.
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is consistent with the stochastic nature of ice nucleation, i. e. that the most abundant particle type having

the greatest available surface area is responsible for ice nucleation.

STXM images of a representative INP and one adjacent non-INP at three different X-ray energies and

their corresponding NEXAFS spectra are shown in Fig. 4.29. These particles were aerosolized using water

jet impingement from the Ehux mesocosm on day 10. At an X-ray energy of 278 eV, absorption occurs

significantly in the core of the ice nucleus which is likely sea salt. The corresponding spectrum for the ice

nucleus (Fig. 4.29D) indicates the highest absorption peak occurs for COOH around 288.5 eV. The area

around the INP core absorbed more photons which translates to a higher OD as seen by the white shading

in Fig. 4.29B and outlined by the orange dashed line. Another feature common to ice nucleating particles is

the presence of calcium indicated in the raw OD image of the ice nucleus (Fig. 4.29C). While the non-INP

shown in Fig. 4.29 is also found to be dominated by COOH (Fig. 4.29E), a strongly absorbing core or the

presence of calcium is not observed as clearly as it is for the ice nucleating particle.

Another representative INP is shown in Fig. 4.30. The carbon spectrum shows once again that COOH

dominates the carbon composition. Other minor peaks are sometimes present in some INP’s like the hydroxyl

functional group (C-OH) shown in Fig. 4.30, however, this is not always the case. Calcium is clearly identified

in the INP as indicated in the absorption spectrum. Using a mapping analysis tool29 the COOH functional
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Figure 4.30: A representative NEXAFS spectrum of an ice nucleating particle and corresponding maps of carboxyl
function groups and inorganic material. Absorption peaks are indicated.
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group is determined to coat the INP’s inorganic core. In total, 12 INP’s were probed with STXM/NEXAFS

and all were coated with organic material dominated in composition by COOH. For the experiment Natom

on day 10 using water jets, 3 INP’s were identified and all were dominated by COOH, inorganic material and

calcium. In the experiment Ehux on day 10, 5 INP’s were identified with STXM/NEXAFS using water jet

impingement. Four particles that nucleated ice were identified from the same experiment when using glass

frits, all of which has similar carbon spectra and morphology.

Many ice nucleating particles also had other peaks as shown in Fig. 4.29 and 4.30 indicating that even

though COOH is the dominant carbon bond, there existed variability in the nature of the organic material.

To discriminate between those regions of particles in which organic material, inorganic material, and calcium

are dominant, these components are mapped using singular value decomposition (SVD)30 and the carbon

spectra corresponding to each colored region on the particle is averaged using a methodology adapted from

Moffet et al.18. Figure 4.31 shows the resulting SVD and spectral analysis. It is clear that the COOH

functional group is surrounding each particle and dominates the carbon spectra. It is also clear that even

where inorganic material or calcium dominates, the COOH group is present. The morphology of the INP’s

is similar to that of the rest of the particle population. The fact that most particles that did nucleate ice,

had a COOH coating around an inorganic core implies that while there are common characteristics of ice

nucleating particles, these may also shared by the majority of the particle population.

In conclusion, the composition of ice nucleating particles were all found to have an inorganic core sur-

rounded by an organic coating dominated by the carboxyl functional group. The similar organic chemical
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composition and organic coating may explain why the ice nucleation efficiency of the particles was similar as

shown in Fig. 4.26 for deposition freezing. It is likely that some of the organic material was water insoluble,

and that the various particle samples had similar organic composition which would explain the similar ice

nucleation efficiency in the immersion mode. Another similarity was that the core of all ice nucleating par-

ticles averages ∼ 1 µm in diameter with the smallest diameter being about 0.5 µm. Ice nucleating particles

were also similar in composition to the dominant particle cluster determined by CCSEM/EDX which was

sea salt and carbonaceous material.

4.13 Summary and conclusions

The effect of biological activity in seawater on the nature and dynamics of particles aerosolized from

the sea surface due to bubble bursting was investigated in terms of the bubble generation method, total

aerosol particle production and the size distribution, hygroscopicity, ice nucleation potential, and chemical

composition of the particles. Experiments were conducted in a mesocosm tank filled with artificial and

natural seawater using impinging water jets and aerating glass frits to generate bubbles. Aerosolized par-

ticles were produced as a result of bubble bursting and their particle size distributions were measured in

dry and humidified air, at relative humidities of < 20% and 80 ±4%, respectively, to determine changes

in aerosolization and particle hygroscopicity as a function of biological activity. Bacteria and phytoplank-

ton cell concentrations, and in some cases dissolved organic and particulate carbon were determined in the

tank seawater to asses the degree to which community composition and activities affected aerosolization and

particle characteristics. In two experiments marine particles were aerosolized from artificial seawater with

undetectable bacteria concentrations to verify that particle size spectra were reproducible. A third experi-

ment used artificial seawater aged for 2 weeks to investigate the effect of background bacterial concentrations

on aerosolization. In a fourth experiment, a mixed bacterial culture obtained by enrichment of Great South

Bay seawater was used to inoculate artificial seawater to which nutrient was added to determine the effect

of bacterial growth on aerosolization. To mimic microbial communities in seawater where phytoplankton

and bacteria grow simultaneously, three different experiments using artificial seawater were inoculated with

single species of phytoplankton, either T. pseudonana, E. huxleyi, or N. atomus, and nutrients were added

to stimulate growth. In a final experiment, natural seawater collected off the south eastern shore of Long

Island, NY at the Shinnecock inlet to which nutrients were added to stimulate phytoplankton growth, was

used to determine the affect of a growing natural microbial community on particle aerosolization.

The size distribution of bubbles produced by two bubble generation methods, water impingement and

aeration by glass frits was measured. Both the shape of the bubble size distributions and total production

were dissimilar. A water jet produced a wide distribution of bubble diameters between 16 µm and 1000 µm,

while the frit generated bubble size distribution produced a factor of 10 times more bubbles for diameters

∼ 100 µm. In experiments using only artificial seawater, aerosol particle size distributions for the jets peaked

in production for aerosol particles diameters around 100 nm. The distributions tended to be broad with total

particle production on the order of 1000 cm−3. The frit generated particle size distributions also peaked

around 100 nm, however the shape of the distribution was much more narrow and 10-30 times more particles
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were produced than were by the jets. This could be attributed to the higher bubble production for the frits

compared to the jets.

In mesocosm experiments where bacteria were grown over time, aerosol particle size distributions for both

jet and frit generated bubbles changed in various ways. As bacterial concentrations increased over 4 orders

of magnitude (< 104 to > 108 cells mL−1 for the 2 week mesocosm experiments LowBac and GBac) the

number of aerosolized particles using the jet increased by a factor of about 2.2. Additionally, the increased

presence of bacteria coincided with a change in the shape of the size distribution shifting it toward smaller

sized particles. Consistently, higher bacterial numbers in seawater resulted in particle production gradually

increasing and eventually dominating for diameters around ∼ 20 nm. The total number of aerosolized

particles from the frit increased by a factor up to 1.6, but despite the changing water composition, the

shape of the aerosol particle size distribution generated by frits remained largely unchanged. This may be

explained by the greater bubble production in a narrow size range for the frits which was not observed for

the jets. Measurements of humidified aerosol particle size distributions for all experiments at 80% relative

humidity indicated that particle growth factors were on average 1.6 − 2.0 for the entire diameter range for

both the frit and the jet.

When growing either T. pseudonana, E. huxleyi, or N. atomus in seawater mixed with bacteria, similar

changes in aerosolization with respect to jets or frits were observed compared with the experiments in which

only bacteria were present. The total number of particles aerosolized using the jet increased by a factor of

about 3.6 averaged for all phytoplankton species with cell concentrations ranging between 105 − 107 mL−1

and bacterial concentrations between 105−108 mL−1. Changes in the shapes of the jet generated particle size

distributions when phytoplankton and bacteria were grown simultaneously, were similar to when bacteria

were grown alone and characterized by a shift toward particle diameters of ∼ 25 nm which eventually

dominated entire size spectra. Frit generated particle size distributions were again, unchanged as a function

of biological activity, however, total particle production increased for all three phytoplankton species by on

average ∼ 2 fold. Particle growth factors for humidified aerosol particle size distributions again fell between

1.6− 2.0 on average and did not change as a function of microbial growth.

In natural seawater as the in situ community of phytoplankton and bacterial community grew, aerosolized

particles increased in number by a factor of about 3.4 and 1.9 with us of water jet impingement and aeration

through glass frits, respectively. Jet generated particle size distributions shifted to smaller diameters. Aerosol

particles having diameters < 100 nm made up the majority of their total numbers as dominant production

shifted to 20 nm in diameter by the end of the experiment. The shape of frit generated particle size

distributions did not change. Particles from the natural seawater mesocosm experiment had growth factors

at 80% relative humidity between 1.6−2.0 on average and did not change as a function of biological activity.

Compared to previous laboratory studies by other investigators, estimates of particle flux were 2-3 orders

of magnitude lower when using the jets, although they agreed with previous flux calculation by Lewis and

Schwartz24. Flux calculations for frit generated particles, on the other hand, were in better agreement with

previous laboratory studies using similar bubble generation methods. The most significant difference in flux

between the jet and frit generated particles is the total particles produced.

The ice nucleation ability of aerosolized particles was probed as a function of biological activity for both
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jets and frits for mesocosms containing E. huxleyi, N. atomus, and natural sea water. All aerosolized marine

particles had the ability to nucleate ice in immersion and deposition modes with a similar efficiency under

atmospheric conditions of temperature and relative humidity with respect to ice. The fact that deposition

ice nucleation occurs less efficiently than pure NaCl and that insoluble or solid particles must have been

present for immersion freezing to occur, implies that marine particles posses material other than inorganic

sea salt associated. Water uptake was observed to occur at the sea salt deliquescence relative humidity, as

expected. Ice nucleating particles aerosolized from the mesocosms likely contained sea salt and insoluble

organic material as inferred from the results presented here.

The chemical composition was obtained for aerosolized particle populations using computer controlled

scanning electron microscopy and energy dispersive X-ray analysis. These examinations confirmed that the

majority of aerosol particles consisted of organic coated sea salt. Using the k-means cluster analysis, it was

determined that carbon had a variable concentration in all sea salt containing particles. A unique particle

type which contains a high amount of carbon as well as other salts was found to be enhanced for particle

diameters as low as 0.2 µm.

Individual ice nucleating particles aerosolized from each mesocosm experiment were investigated using

scanning transmission X-ray microscopy coupled with near edge X-ray absorption fine structure spectroscopy

to determine their chemical composition in comparison to the rest of the particle population. Every ice

nucleating particle was confirmed to have an inorganic core with an organic coating, validating the result

that the ice nucleation efficiencies were the same for particle samples from different mesocosms. This was

verified by mapping the carboxyl function group which was the dominant feature in carbon absorption

spectra and entirely encompassed the particles. The majority of non-ice nucleating particles were observed

to have a similar composition to ice nucleating particles. Three key findings can be made from this analysis.

The first is that only organic coated particles were found to act as ice nuclei, the second is that ice nucleating

particles were part of the dominant particle type found in the particle population, and the third is that ice

nucleating particles were relatively large averaging ∼ 1 µm in diameter.

The results suggest that the growth of microorganisms including phytoplankton and bacteria and the

release of organic matter into seawater can have an effect on particle aerosolization by increasing total particle

numbers. However the great majority of aerosolized particles have similar hygroscopicities, ice nucleation

efficiencies, and are composed of sea salt coated with organic material. Therefore particle aerosolization,

composition and ice nucleation potential of particles aerosolized to the atmosphere from the world’s oceans

may be linked to biological activity occurring in seawater. These findings impact predictions of the sea to

air fluxes of sea salt and organic material as a function of biological activity and suggest the appropriateness

of including aerosolized marine particles in modeling water cloud and ice cloud formation with subsequent

climatic implications.

81



5 Results: Ice nucleation from aqueous NaCl droplets with and

without marine diatoms

The sections from 5.1 to 5.5 are the reproduction of the publication of “Ice nucleation from aqueous

NaCl droplets with and without marine diatoms” by P. Alpert, J. Y. Aller, and D. A. Knopf published in

Atmospheric Chemistry and Physics, Vol. 11, 5539-5555, 2011, with permission from Copernicus Publications

on behalf of the European Geosciences Union. The layout of the article as well as the section figures and

table numberings have been adapted to match with the thesis structure.
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5.1 Abstract

Ice formation in the atmosphere by homogeneous and heterogeneous nucleation is one of the least un-

derstood processes in cloud microphysics and climate. Here we describe our investigation of the marine

environment as a potential source of atmospheric IN by experimentally observing homogeneous ice nucle-

ation from aqueous NaCl droplets and comparing against heterogeneous ice nucleation from aqueous NaCl

droplets containing intact and fragmented diatoms. Homogeneous and heterogeneous ice nucleation are stud-

ied as a function of temperature and water activity, aw. Additional analyses are presented on the dependence

of diatom surface area and aqueous volume on heterogeneous freezing temperatures, ice nucleation rates,

ωhet, ice nucleation rate coefficients, Jhet, and differential and cumulative ice nuclei spectra, k(T ) and K(T ),

respectively. Homogeneous freezing temperatures and corresponding nucleation rate coefficients are in agree-

ment with the water activity based homogeneous ice nucleation theory within experimental and predictive

uncertainties. Our results confirm, as predicted by classical nucleation theory, that a stochastic interpreta-

tion can be used to describe the homogeneous ice nucleation process. Heterogeneous ice nucleation initiated

by intact and fragmented diatoms can be adequately represented by a modified water activity based ice nu-

cleation theory. A horizontal shift in water activity, ∆aw,het = 0.2303, of the ice melting curve can describe

median heterogeneous freezing temperatures. Individual freezing temperatures showed no dependence on

available diatom surface area and aqueous volume. Determined at median diatom freezing temperatures for

aw from 0.8 to 0.99, ωhet ≃ 0.11+0.06
−0.05 s

−1, Jhet ≃ 1.0+1.16
−0.61 × 104 cm−2 s−1, and K ≃ 6.2+3.5

−4.1 × 104 cm−2. The

experimentally derived ice nucleation rates and nuclei spectra allow us to estimate ice particle production

which we subsequently use for a comparison with observed ice crystal concentrations typically found in cirrus

and polar marine mixed-phase clouds. Differences in application of time-dependent and time-independent

analyses to predict ice particle production are discussed.

5.2 Introduction

Aerosol particles play an important role in the radiative balance of our Earth’s climate by directly

scattering and absorbing short wave and long wave radiation65–69. They can also act as cloud condensa-

tion nuclei (CCN) and ice nuclei (IN) further impacting climate by changing the radiative properties of

clouds1,70–72,219–221. Ice crystals in particular impact atmospheric processes in other ways including the

initiation of precipitation with subsequent consequences for the hydrological cycle74. Ice can nucleate homo-

geneously from an aqueous supercooled aerosol particle or heterogeneously by four modes: deposition (the

IN nucleates ice directly from the supersaturated vapour phase), immersion (the IN nucleates ice in a super-

cooled aqueous aerosol particle), condensation (water is taken up by the IN and freezes subsequently), and

contact (the impact of an IN with a supercooled aqueous particle nucleates ice)42,45. While it is impossible

to directly observe ice nucleation in situ46, heterogeneous ice nucleation is regarded as a possible formation

mechanism for cirrus47–49,51 and mixed-phase clouds50,62,63.

Sea salt particles emitted from oceans constitute the most globally abundant aerosol type by mass. They

are important for climate, principally due to their role in the atmosphere as a source for highly reactive

halogen species in gas phase, liquid phase, and heterogeneous reactions222–225. Sea salt aerosol particles can
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also act as CCN at low supersaturations with respect to liquid water compared with sulfate particles according

to Köehler theory and thus, compete for water vapour in warm clouds despite their relatively low particle

concentrations in air226–228. Freezing of aqueous sea salt aerosol particles has implications for heterogeneous

halogen chemistry and mixed-phase and cirrus cloud formation processes particularly in colder, high-latitude

climates. Sea salt residue in cirrus ice crystals were consistently observed from aircraft measurements over

the Florida coastline at altitudes around 13 km and indicate the lofting of marine particles by convective

systems52. Freezing temperatures of micrometer sized aqueous sea salt and NaCl aerosol particles occurs

homogeneously below 235K and follows the water activity based homogeneous ice nucleation theory7,14. We

extend these previous studies to also determine nucleation dependency on aw, ice nucleation rate coefficients,

and the stochastic behavior of the nucleation process. These combined experimental data serve to validate

the water activity based ice nucleation theory and aid in explaining in situ observations and model studies

of cirrus clouds impacted by marine aerosol particles.

Only a few studies have hinted that marine biogenic particles, i.e. phytoplankton and bacteria, may

have the potential to nucleate ice at warmer temperatures than observed for homogeneous freezing113–115.

Schnell113, for example, found efficient IN in laboratory cultures of phytoplankton, however, could not

determine if the IN was actually the phytoplankton, their excretory products, associated marine or terrestrial

bacteria, or some other nucleating agent. Schnell and Vali114 showed that surface sea water contained IN

associated with phytoplankton however, they also could not conclusively identify the IN. Fall and Schnell115

investigated biogenic ice nucleation using a culture of a marine dinoflagellate species Heterocapsa niei which

contained a mix of terrestrial and marine bacterial species. A specific bacterium of terrestrial origin found

in this mixed culture was isolated and determined to possess an ice active gene, however, they could not

identify the actual ice nuclei in the culture115. A study in which the ice nucleating ability of Arctic aerosol

particles collected on filter samples was measured, suggested an ocean source of organic ice nuclei, however,

no conclusive evidence was provided to specifically identify the organic ice nucleating agent116. Finally in

a very recent study, several representative Arctic and Antarctic sea-ice bacterial isolates and a polar virus

were shown to be very poor IN, nucleating ice at expected homogeneous freezing temperatures229.

A study by Knopf et al.202 demonstrated the capability of Thalassiosira pseudonana, a marine planktonic

diatom with a siliceous cell wall and an organic coating, to act as efficient IN in the immersion mode under

typical tropospheric conditions. Here we provide new detailed analysis and discussion on the findings by

Knopf et al.202 and present new data on homogeneous freezing of aqueous NaCl droplets void of diatoms.

In this and the recent Knopf et al.202 publication, we focus on diatoms for two reasons. First, they are

a diverse group of unicellular marine and freshwater phototrophic organisms which are cosmopolitan in

distribution in surface waters and extremely abundant and productive230. Second, they have been described

from atmospheric samples just above sea level and at high altitudes231–234. Bigg and Leck104 and references

therein provide numerous examples of aerosolized diatoms originating from the sea surface microlayer (SML).

As a result of aeolian transport, marine diatoms have been found on mountaintops in the Antarctic235,236 and

as contaminates in snow located in Canada reached by Asian and Arctic air masses237. Diatom fragments

identified as amorphous silica at concentrations of 20–28 L−1 (air) were collected from ground based sampling

at ∼65m on Amsterdam Island, an isolated volcanic island in the Southern Indian Ocean238. Furthermore,
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airborne diatom frustules and diatom fragments are ubiquitous in marine Antarctic regions239. Diatom

fragments have even been shown to accompany African dust plumes in the atmosphere240, and aircraft

measurements at altitudes of over one kilometer have recorded diatoms over continental land masses232.

The fact that diatoms are present in the atmosphere suggests that they may participate in cloud formation

processes. While not specifically reporting on the IN efficiency of diatoms, Schnell113 and Schnell and Vali114

in fact found that regions of greatest atmospheric IN concentrations measured by Bigg112 were above major

oceanic water mass convergence zones, i.e. the subtropical convergence zone and the Antarctic convergence

zone. Characterized by upwelling of nutrient laden bottom waters, overturning, and mixing, these highly

productive waters are dominated by diatoms192.

Periods of high biological activity associated with phytoplankton blooms can produce organic-rich aerosol

particles as a result of bubble bursting and wave breaking processes3,109,241,242. Although most of these

studies do not specifically identify aerosolized material, it is well known that a variety of primary biological

components including diatoms and other phytoplankters, bacteria, viruses, transparent exopolymers, and

colloidal gels are present in the SML and can be aerosolized81,92,102,104,243,244. These biogenic particles may

constitute a significant part of the atmospheric aerosol mass fraction in the submicron size range3. A very

recent study by Ovadnevaite et al.109 reports detection of high contributions of primary organic matter in

marine aerosol of 3.8µgm−3, far greater than organic mass concentrations of on average 1.75µgm−3 observed

in polluted European air masses advected out over the N.E. Atlantic109,245. The high organic mass detected

by Ovadnevaite et al.109 was associated with elevated chlorophyll concentrations in oceanic surface waters,

consistent with phytoplankton bloom conditions. A seasonal variability of IN concentrations over the oceans

has been observed from filter measurements with the highest concentrations observed in mid-summer and

lowest concentrations observed during winter months246–249. The mixed-phase Arctic cloud experiment (M-

PACE) reports a mean IN concentration of ≃ 0.8 L−1 (air) in fall using a continuous flow diffusion chamber

(CFDC)61,62. Springtime IN concentrations in the Arctic measured during the NASA FIRE Arctic Cloud

Experiment (ACE) and Surface Heat Budget of the Arctic (SHEBA) program250 were enhanced by a factor

of 5 (∼4L−1 (air)) over those measured during fall months61. Using similar IN measurement techniques and

air mass trajectory analysis, periods of elevated primary production in surface waters could be related to

observed IN concentrations61,249,250.

Here we present a comparative analysis of homogeneous and heterogeneous freezing of aqueous NaCl

droplets with and without intact and fragmented marine diatoms, for the remainder of the manuscript

referred to as aqueous NaCl/diatom droplets and aqueous NaCl droplets, respectively. We investigated

homogeneous freezing of aqueous NaCl droplets with respect to the water activity based homogeneous ice

nucleation theory14. We use optical microscopy to individually observe thousands of aqueous NaCl droplet

freezing temperatures144,153,251. Optical microscopy also allows for direct measurements of individual droplet

volume, and thus experimental determination of homogeneous ice nucleation rate coefficients of micrometer

sized aqueous NaCl droplets. We examined heterogeneous freezing of diatoms via the immersion mode with

respect to the modified water activity based ice nucleation theory15,252. We also determined diatom surface

area and aqueous volume dependence on heterogeneous freezing temperatures. Additionally, we quantify

heterogeneous ice nucleation from intact and fragmented diatoms immersed in droplets in terms of time-
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dependent and time-independent approaches. A time-dependent analysis is used to derive heterogeneous ice

nucleation rates and a time-independent analysis to derive ice active surface site densities, both of which

allow for estimations of atmospheric ice particle production. The atmospheric implications of our findings

are discussed.

5.3 Results and discussion

5.3.1 Homogeneous freezing of aqueous NaCl droplets

Figure 5.1 summarizes melting and homogeneous freezing of about 2500 aqueous NaCl droplets as a func-

tion of temperature, T , and wt % and aw determined at particle preparation conditions. The corresponding

raw data is shown in Fig. 5.2 and will be discussed below. Direct measurements of aw for aqueous NaCl

droplets in the supercooled temperature regime do not exist33, and thermodynamic models for aqueous
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Figure 5.1: Median homogeneous freezing temperatures and corresponding mean melting temperatures for aqueous
NaCl droplets are shown as filled and open squares, respectively, as a function of aw and wt %. The error bars for
the freezing temperatures indicate the 10th and 90th percentile and error bars for the melting temperatures indicate
one standard deviation. Uncertainty in aw is ± 0.01. The narrow dashed line represents the ice melting curve15. The
wide dashed line and the dash-dotted lines indicate the eutectic temperature and the solid-liquid equilibrium curve
of NaCl · 2H2O, respectively31,32. The solid line represents the predicted homogeneous freezing curve15. The two
dotted lines represent an uncertainty of the homogeneous freezing curve due to an uncertainty in aw of ± 0.02533. It
is assumed that aw of the aqueous droplets does not change with temperature7,14.
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NaCl only provide aw for a range of concentrations at 298.15K6, thus we assume that aqueous droplet aw

determined at the preparation conditions does not change with decreasing T 7,14. The ice melting curve,

aicew (T ), is the activity of water in solution in equilibrium with ice14,15. Within our experimental uncer-

tainty, Fig. 5.1 indicates good agreement of our experimentally determined mean melting temperatures,

TNaCl
m , with aicew (T )5,14,15. Within experimental and theoretical uncertainties, our experimentally derived

median homogenous freezing temperatures, TNaCl
f , are in good agreement with predicted freezing tempera-

tures. The predicted homogeneous freezing curve was adjusted for the droplet diameters employed in our

experiments14,15. TNaCl
f for aw of 0.806 shows slightly warmer temperatures than predictions. This may be

explained by the formation of NaCl·2H2O
7 which may have affected the freezing process. The melting of

all crystalline particles prepared at aw = 0.806 was visually different to the melting of crystalline particles

prepared at higher aw. The observed melting temperature at aw = 0.806 may indicate the melting of the

eutectic mixture at the temperature of 252K7. Another explanation for the slight deviations of TNaCl
f from

the homogeneous freezing curve at low aw may be that aw does change in the supercooled region, particularly

for highly concentrated NaCl solutions. Freezing and melting temperatures shown in Fig. 5.1 for the inves-

tigated aw are given in Table 6, in addition to corresponding ice saturation ratios evaluated at Sice(T
NaCl
f )

and predicted freezing temperatures, TKoop
f (aw). The data displayed in Fig. 5.1 indicates that the variations

in the melting temperatures are smaller than for the corresponding freezing temperatures. This is primarily

due to the stochastic nature of the ice nucleation process, although, the presence of different droplet sizes

and possible events of heterogeneous ice nucleation could contribute to the difference144,153,251.

Figure 5.2 summarizes all observed ice nucleation events from aqueous NaCl droplets, where each panel

corresponds to a different aw value at particle preparation conditions. The frozen fraction of droplets, f , was

calculated from observations by f = Nice/Ntot, where Nice is the number of frozen particles as a function of

T , and Ntot is the total number of analyzed droplets. These data points manifest a cumulative distribution

as a function of T . The uncertainty of f indicates the range within a temperature increment of 0.2K. The

probability density histogram (PDH) binned in 1.0K increments was normalized to Ntot with the increment

size chosen to better visualize the distribution of freezing frequencies.

We applied a normal distribution to describe the stochastic nature of homogeneous ice nucleation and thus

f 42,127. As discussed previously in detail, the probability of observing n nucleation events from the binomial

distribution is approximated by the Poisson distribution using Stirling’s formula under typical conditions for

homogeneous nucleation of aqueous aerosol particles127. If a large number of nucleation events are observed,

n > 100, then the binomial distribution reduces to a normal distribution127,253.

The red solid curve in Fig. 5.2 is a fit of f to a normal cumulative distribution function (CDF) according

to

ffit =
1

2

[

1− erf

(

T − µ√
2σ

)]

(23)

where µ and σ are the mean and standard deviation fitting parameters that describe the distribution.

Figure 5.2 indicates that our observed freezing events are in very good agreement with Eq. (23). Deviations

of observed ice nucleation distributions from ffit were mostly found at higher temperatures due to possible

heterogeneous freezing events. However, the number of heterogeneous ice nucleation events were too few
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Table 6: Summary of ice nucleation parameters evaluated at median freezing temperatures for homogeneous and
heterogeneous ice nucleation given in the top and bottom panel, respectively. Median heterogeneous freezing and
mean melting temperatures of intact and fragmented diatoms were taken from Knopf et al.34. All other values were
obtained from this study.

aw 0.984 0.970 0.953 0.924 0.900 0.874 0.851 0.826 0.806

TNaCl
f K−1 232.8 230.6 228.5 222.5 216.4 212.6 209.8 203.5 200.5

TKoop
f (aw)K

−1 233.9 231.6 228.7 223.2 217.9 211.3 204.3 195.9 188.9

TNaCl
m K−1 271.6 270.3 268.6 265.8 261.5 259.6 257.3 254.6 252.6

Sice(T
NaCl
f ) 1.45 1.46 1.46 1.50 1.51 1.51 1.50 1.51 1.50

Jhom(T
NaCl
f )× 106 cm−3 s−1 3.52 2.07 1.00 1.66 1.40 2.56 1.26 3.31 0.44

aw 0.984 0.969 0.951 0.926 0.902 0.873 0.850 0.826 0.800

T dia
f K−1 242.3 241.1 238.6 234.0 232.0 224.9 224.7 220.7 216.6

T dia
m K−1 271.6 270.5 268.7 265.7 263.5 259.3 257.3 254.5 253.9

Sice(T
dia
f ) 1.33 1.32 1.33 1.35 1.34 1.38 1.35 1.35 1.35

ωhet(T
dia
f ) s−1 0.13 0.17 0.13 0.11 0.11 0.06 0.13 0.07 0.08

Jhet(T
dia
f )× 104 cm−2 s−1 1.51 0.44 1.50 0.39 0.70 0.64 2.16 0.75 1.14

k(T dia
f )× 104 cm−2 K−1 7.5 2.3 8.7 2.6 2.2 2.0 6.0 5.1 9.5

K(T dia
f )× 104 cm−2 9.1 2.1 6.4 2.9 3.0 7.7 8.3 7.0 9.7

compared with Ntot to provide any significant weighting to the fit. Deviations of observed ice nucleation

distributions from the fits for lower temperatures occur for aqueous NaCl droplets with lowest aw of 0.806−
0.851. This is likely due to our experimental uncertainty aw. In an analysis (not shown here) in which only

the data within the 10th and 90th percentiles were employed to obtain ffit, corresponding values for µ and

σ were found not to be affected significantly. Again this was due to the larger number of homogeneous ice

nucleation events that occurred compared to the few heterogeneous ice nucleation events.

Here, we derive homogeneous ice nucleation rate coefficients, Jhom, for aqueous NaCl droplets with varying

initial aw. The analytical approach and corresponding interpretation of Jhom has been explained in detail

previously127,128. In a chosen temperature interval, ∆T , different numbers of freezing events will occur. We

derived Jhom(T
i) as the average homogeneous ice nucleation rate coefficient at the mean temperature, T i,

of the i-th temperature interval. This derivation employed all experimental data, including the data points

outside of the 10th and 90th percentiles, using the following formula,

Jhom(T
i) =

ni
nuc

titot · V i
, (24)

where ni
nuc is the number of nucleation events that occur within the i-th temperature interval, titot is the
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Figure 5.2: Summary of all observed homogeneous ice nucleation events as a function of aw and T . The frozen
fraction, f , of droplets in 0.2K temperature increments is represented by blue circles. Error bars indicate the range
of f in a temperature increment of 0.2K. Yellow bars show the probability density histogram (PDH) binned in 1.0K
increments. For each panel, aw and the total number of analyzed droplets, Ntot, are given. The values for the PDH
are given on the left y-axis and f on the right y-axis.

total observation time in the i-th temperature interval, and V i accounts for the individual droplet volumes

available at the start of the temperature interval, T i
st, those of which remain liquid throughout the i-th interval

and those which freeze within this interval. The product titot · V i is given by the sum of the contribution

from the droplets that remain liquid and those that freeze according to

titot · V i =
∆T

r
V i
liq +

ni

nuc
∑

j=1

1

r

(

T i
st − T i

nuc,j

)

V i
liq,j , (25)

where r is the experimental cooling rate, V i
liq is the total volume that remains liquid until the end of
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the temperature interval, and T i
nuc,j and V i

liq,j are the freezing temperature and corresponding volume,

respectively, of the j-th droplet nucleating ice within the i-th interval. Derivations of Jhom(T
i) employ

∆T =0.2K corresponding to our total experimental error in determining the temperature. As discussed

above, experimental heterogeneous ice nucleation events cannot be avoided when studying homogeneous

nucleation153, however, this effect is not critical for deriving Jhom as a function of T due to the goodness of

the fit in Fig. 5.2 and the insignificant number of heterogeneous compared to homogeneous freezing events

as previously discussed.

Figure 5.3 shows experimentally derived Jhom as a function of T and initial aw. Jhom values for given

aw which extend to higher temperatures and do not show a strong increase with decreasing temperature,

are most likely affected by heterogeneous freezing events. For example, the freezing data for aqueous NaCl

droplets with aw = 0.900 in Fig. 3 does not show a strong increase in Jhom for temperatures between

220 − 226 K, and remain almost constant at values below 105 cm−3 s−1. However, Jhom values increase

significantly from 220 K to 214 K as the homogeneous freezing limit is approached. Also shown in Fig. 5.3

are theoretical predictions of Jhom applying the water-activity based homogeneous ice nucleation theory,

JKoop
hom , for each initial aw

14,15. Within the theoretical uncertainty, JKoop
hom agrees with the experimental

data. A potential exception are Jhom values obtained for aw = 0.806 for which JKoop
hom under predicts our

104

105

106

107

108

J h
om

/c
m

-3
s-1

104

105

106

107

108

180 190 200 210 220 230 240

Temperature / K

180 190 200 210 220 230 240

Figure 5.3: Experimentally derived homogeneous ice nucleation rate coefficients, Jhom (circles), and theoretically
predicted Jhom values (dashed lines)14 shown as a function of T and aw. Black, purple, blue, green, red, teal,
magenta, gray, and lime colors correspond to aqueous NaCl droplets with initial aw of 0.984, 0.970, 0.953, 0.924,
0.900, 0.874, 0.851, 0.826, 0.806. The uncertainty for predicted Jhom due to an uncertainty in aw of ± 0.025 is
indicated as dotted lines for aw of 0.984 and 0.806.
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observations. This may be due to the occurrence of heterogeneous ice nucleation events and/or the unknown

behavior of supercooled aqueous NaCl solutions, especially at this low aw value. It should be noted that the

uncertainty of the aw based homogeneous ice nucleation theory for aw = 0.800, is given as ±0.05 in aw which

translates to ±12 orders of magnitude uncertainty in predictions of Jhom
33. Jhom evaluated at TNaCl

f given

in Table 6 remains the same to within one order of magnitude. This translates into a corresponding constant

shift in water activity, ∆aw, as suggested by the water-activity based homogeneous ice nucleation theory14.

Deviations between the observed and predicted Jhom values for aqueous NaCl droplets may be attributed

to the unknown behavior of aw in the supercooled temperature regime144. The Jhom presented here can be

employed to further constrain the water-activity based homogeneous ice nucleation theory14,144,153.

5.3.2 Heterogeneous freezing of aqueous NaCl droplets containing diatoms

Median heterogeneous freezing temperatures of aqueous NaCl droplets containing diatoms T. pseudonana,

T dia
f , and corresponding mean melting temperatures, T dia

m , are shown in Fig. 5.4 as a function of aw and

droplet composition202. The droplet composition was calculated using the E-AIM model6 and assuming that
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Figure 5.4: Median freezing temperatures and mean melting temperatures of aqueous NaCl/diatom droplets are
shown as filled and open squares, respectively as a function of aw and wt %. The uncertainty for the freezing
temperatures are given by the 10th and 90th percentiles and the uncertainty in the melting temperature represents
one standard deviation. The error in aw is ± 0.01. The thick solid line represents the ice melting curve shifted by
∆aw,het = 0.2303, and the thin solid line is the homogeneous freezing curve15. Other lines are the same as in Fig. 5.1.
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aw remains constant with temperature. Within the experimental uncertainty T dia
m are in good agreement

with aicew (T )14,15. The homogeneous freezing curve14,15 is plotted for comparison. Clearly, freezing occurs

at much higher temperatures for aqueous NaCl/diatom droplets202 compared to predicted homogeneous ice

nucleation temperatures. At high aw, corresponding to more dilute solutions, ice nucleation temperatures

are enhanced by ∼10K compared to the homogeneous freezing temperatures. At low aw, ice nucleation

proceeds at temperatures ∼30K above predicted homogeneous freezing temperatures. T dia
m and T dia

f shown

in Fig. 5.4 for the investigated aw are given in Table 6, in addition to Sice(T
dia
f ).

The experiments above were repeated using the same aqueous diatom solution, but filtered using a 0.1µm

filter to remove diatoms and possible fragments. This procedure resulted only in homogeneous ice nucle-

ation indicating that the diatoms cause heterogeneous ice nucleation in the immersion mode at elevated

temperatures and not dissolved organic material associated with the diatom.

Previous work suggests that heterogeneous immersion mode nucleation can be described by a horizontal

shift of the ice melting curve, ∆aw,het, similar to the derivation of homogeneous ice nucleation tempera-

tures14,15. Following this approach, we derive a heterogeneous freezing curve given by

af,hetw (T ) = aicew (T ) + ∆aw,het . (26)

The new freezing curve, af,hetw (T ), was constructed by fitting T dia
f to Eq. (26) leaving ∆aw,het as the only free

parameter. The best fit yields ∆aw,het = 0.2303 to describe T dia
f . The data presented in Fig. 5.4 indicates

that T dia
f is in good agreement with the modified water-activity based ice nucleation theory for predictions

of heterogeneous immersion freezing if similar uncertainties as made for predictions of homogeneous freezing

are assumed33. For aw < 0.85, T dia
f show a slight trend to higher freezing temperatures compared to the

predictions. Nevertheless, the overall good agreement of T dia
f with af,hetw (T ) described by ∆aw,het indicates

that heterogeneous ice nucleation induced by intact and fragmented diatoms can be adequately described

by thermodynamic quantities15,252.

Figure 5.5 shows all observed heterogeneous freezing temperatures from Fig. 5.4 as a function of aqueous

NaCl/diatom droplet volume and aw. A linear fit to the data in Fig. 5.5 indicates for the most part no

or very weak correlations between observed freezing temperatures and droplet volume as determined from

given R2 coefficients (R2 < 0.2) except for aw = 0.984 and 0.902. Over the experimentally accessed range of

volumes and aw the freezing temperatures do not depend significantly on the volume of the droplet.

Figure 5.6 shows the heterogeneous freezing temperatures of aqueous NaCl/diatom droplets as a function

of estimated diatom surface area for all investigated aw. Similar to Fig. 5.5, linear fits to the data and

corresponding R2 coefficients were determined. The R2 coefficients indicate that there is no correlation

between diatom surface area and freezing temperature except very weak correlation for droplets with initial

aw of 0.926. In summary, the surface area dependence was less than the scatter in the data which was

approximately 4–6K.

Figure 5.7 summarizes approximately 2500 observed heterogeneous ice nucleation events as a function

of T and aw. The cumulative distribution and f in addition to the PDH for heterogeneous freezing, were

determined as described above for homogeneous ice nucleation of aqueous NaCl droplets. The PDH and
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Figure 5.5: Heterogeneous freezing temperatures of aqueous NaCl/diatom droplets shown as dots are plotted as
a function of droplet volume for each investigated water activity. The solid lines represent best fits to the data. The
coefficient of determination, R2, indicates the quality of the corresponding fits.

cumulative distributions for heterogeneous ice nucleation due to diatoms immersed in aqueous NaCl droplets

show striking similarities to the ones derived from homogeneous nucleation of aqueous NaCl droplets without

diatoms shown in Fig. 5.2.

To quantify the heterogeneous freezing behavior of diatoms via the immersion mode, we consider two

analytical approaches, a time-dependent254 and a time-independent255. The time-dependent approach fol-

lows classical nucleation theory which maintains that heterogeneous ice nucleation, like homogeneous ice

nucleation, is dominated by molecular kinetics. Water molecules in an aqueous phase randomly cluster and

break apart on the surface of an IN, and each cluster that forms has a probability of growing large enough

in time to become the center of a critical ice embryo and subsequently trigger bulk phase ice nucleation (see

e.g. Pruppacher and Klett, 1997). The time-independent approach maintains that the dominant influence of

heterogeneous nucleation is the presence of surface inhomogeneities which act as preferred sites, or “active
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sites”, of critical ice embryo formation and thus, ice nucleation42,137,256. These active sites are then destined

to become IN at site-specific characteristic temperatures. Thus, ice nucleation is triggered by the appearance

of active sites as a function of temperature on the surface of particles immersed in aqueous droplets137.

5.3.2.1 Time-dependent analysis Here, we quantify heterogeneous ice nucleation due to intact and

fragmented diatoms employing a time-dependent approach. As indicated in Fig. 5.6, heterogeneous freezing

temperature dependence on diatom surface area was less than the scatter in the data. We therefore derive

heterogeneous ice nucleation rates independent of diatom surface area as a function of T and aw. However,

in the case where ice nucleation is found to depend on diatom surface area outside the range probed in our

experiments and/or diatom surface areas are available from field samples, we additionally provide surface

dependent heterogeneous ice nucleation rate coefficients as a function of T and aw.
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We follow a previously described analysis127,128 to calculate the time-dependent heterogeneous ice nucle-

ation rate given as

ωhet(T
i) =

ni
nuc

titot
, (27)

and titot is given by

titot =
∆T

r

(

ni
tot − ni

nuc

)

+

ni

nuc
∑

j=1

1

r

(

T i
st − T i

nuc,j

)

, (28)

where ni
tot is the total number of liquid droplets at the start of the i-th temperature interval. The remaining

variables are the same as in Eq. (25).

Measurements of diatom surface area and observations of heterogeneous freezing events allowed us to

derive heterogeneous ice nucleation rate coefficients, Jhet. Following a previously described analysis127,128,
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Figure 5.7: Summary of all observed heterogeneous ice nucleation events as a function of aw and T . The frozen
fraction, f , of droplets in 0.2K temperature increments is represented by blue circles. Error bars indicate the range
of f in a temperature increment of 0.2K. Yellow bars show the probability density histogram (PDH) binned in 1.0K
increments. For each panel, aw and the total number of analyzed droplets, Ntot, are given. The values for the PDH
are given on the left y-axis and f on the right y-axis.
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Jhet(T
i) is the average heterogeneous ice nucleation rate coefficient for a given temperature interval which

can be described as

Jhet(T
i) =

ni
nuc

titot ·Ai
. (29)

The product titot ·Ai is derived according to

titot ·Ai =
∆T

r
Ai

liq +

ni

nuc
∑

j=1

1

r

(

T i
st − T i

nuc,j

)

Ai
liq,j . (30)

Ai
liq is the total diatom surface area in the droplets that remains liquid until the end of the temperature

interval and Ai
liq,j is the diatom surface area of the j-th droplet that nucleates ice within the i-th temperature

interval. Other variables are the same as in Eqs. (25) and (28). For calculation of ωhet(T ) and Jhet(T ),

∆T = 0.2K reflects the experimental temperature uncertainty.

Figure 5.8a,b presents ωhet and Jhet, respectively, for the individually analyzed ice nucleation events

presented in Fig. 5.7 as a function of T and aw. Figure 5.8 demonstrates that ωhet and Jhet increase

exponentially with decreasing T . In some instances, values of ωhet and Jhet for different aw overlap each

other. This behavior may be due to a temperature dependence of or uncertainty in aw. According to

classical nucleation theory, ωhet and Jhet reflects an exponential dependence on temperature42 suggesting

that heterogeneous ice nucleation due to intact and fragmented diatoms follows a time-dependent freezing

process, in line with classical nucleation theory.

5.3.2.2 Time-independent analysis A time-independent approach137 can also be used to quantify

heterogeneous ice nucleation due to intact and fragmented diatoms. This mechanistic explanation commonly

referred to as the singular approach, maintains that the freezing process is dominated by an active site on

the surface of a particle which triggers ice nucleation at a specific characteristic temperature.

Following a previously described analysis by Vali137, we derive differential and cumulative nuclei spectra

to quantify a time-independent approach for explaining heterogeneous ice nucleation due to diatoms. The

differential nuclei spectra for the i-th temperature interval, k(T i), is defined as the ice active surface site

density for a unit surface area of a sample

k(T i) =
1

Ai
tot

ni
nuc

∆T
, (31)

where Ai
tot is the total diatom surface area in the droplets that remains liquid at the start of the i-th

temperature interval137. A cumulative nucleus spectrum as a function of temperature, K(T i), can be

evaluated from experimental data by numerically integrating Eq. (31) from T dia
m to T i yielding

K(T i) =

Ti
∑

Tdia
m

ni
nuc

Ai
tot

, (32)

where K(T i) includes the sites which had become ice active for temperatures warmer than T i. Derivations
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Figure 5.8: Experimentally derived (a) heterogeneous ice nucleation rates, ωhet, (b) heterogeneous ice nucleation
rate coefficients, Jhet, and (c) differential and cumulative nuclei spectra, k(T ) and K(T ), respectively, for aqueous
NaCl/diatom droplets shown as a function of T and aw. In (c), the k(T ) and K(T ) are given as open circles and
dotted lines, respectively. Black, purple, blue, green, red, teal, magenta, gray, and lime colors correspond to aqueous
NaCl droplets containing diatoms with initial aw of 0.984, 0.969, 0.951, 0.926, 0.902, 0.873, 0.850, 0.826 and 0.800.
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of k(T ) and K(T ) employ ∆T = 0.2K.

Figure 5.8c presents k(T ) and K(T ) for the individually analyzed ice nucleation events presented in

Fig. 5.7 as a function of T and aw. Figure 5.8c demonstrates that k(T ) for most data increases exponentially

with decreasing T . As previously described, k(T ) is the differential spectrum forK(T ) and thus it follows from

Eqs. (31) and (32) that k(T ) = dK(T )/dT . Since k(T ) shows an exponential behavior, K(T ) also increases

exponentially with deceasing temperature for ice nucleation events at specific aw. In some instances, values

of k(T ) and K(T ) for different aw overlap each other. Similar to the time-dependent approach, this behavior

may be due to a temperature dependence of or uncertainty in aw.

5.3.3 Water activity and heterogeneous ice nucleation

Figure 5.4 indicates that the water activity criterion can also be used to predict median freezing tem-

peratures of heterogeneous ice nucleation15. Table 6 gives ωhet, Jhet, and K(T ) evaluated at the me-

dian freezing temperatures shown in Fig. 5.4. On average and over the range of investigated aw values,

ωhet(T
dia
f ) = 0.11+0.06

−0.05 s
−1, Jhet(T

dia
f ) = 1.0+1.16

−0.61 × 104 cm−2 s−1, and K(T dia
f ) = 6.2+3.5

−4.1 × 104 cm−2 for

aqueous NaCl/diatom droplets, where the plus and minus errors indicate the range in values. The narrow

range of ωhet, Jhet, and K(T ) along the freezing line indicates that the shifted aicew curve shown in Fig. 5.4

is representative of these freezing rates and nuclei spectra. This further supports the contention that im-

mersion mode freezing can be parameterized by ∆aw,het. Here, we report that a shift of ∆aw,het = 0.2303

describes heterogeneous ice nucleation temperatures for immersion freezing where ωhet(T
dia
f ) = 0.11 s−1,

Jhet(T
dia
f ) = 1.0 × 104 cm−2 s−1, and K(T dia

f ) = 6.2 × 104 cm−2. Further studies are necessary to investi-

gate whether ωhet, Jhet, and K(T ) can be similarly parameterized as a function of aw as for the case of

homogeneous ice nucleation14.

5.4 Atmospheric implications

5.4.1 Homogeneous ice nucleation

The results of the homogeneous freezing experiments reported here allow for a better constraint of

predicted Jhom from aqueous NaCl droplets and can be used to narrow the uncertainty in the theoretical

predictions of the water activity based homogeneous ice nucleation theory14,15,33,144. This is significant

because an uncertainty of 0.025 in aw can lead to changes in Jhom of up to 6 orders of magnitude or 8K

in temperature33,144,153. In addition, the derivation of Jhom allows for estimation of ice particle production

rates from derived homogeneous nucleation according to P ice
hom = Jhom ·Vparticle, where Vparticle is the amount

of total liquid volume of aerosol per cm3 of air. We assume sea salt concentrations, estimated here from

field observations of aerosol particle concentrations in the free troposphere as 10 cm−3 52,257, with mean dry

diameter of 200 nm and a wet diameter of 480 nm at 90% RH258,259, and applying Jhom = 106 cm−3 s−1

at a temperature of 215K (Fig. 5.3), P ice
hom could reach 0.035 ice particles L−1 (air) min−1. Ice crystal

concentrations in cirrus clouds usually fall between 10 and 100L−1 (air)48,260–262. Thus, after 30min at

these atmospheric conditions, approximately 1 ice crystal per liter of air could form.
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5.4.2 Heterogeneous ice nucleation

As far as we are aware, neither spatial and temporal concentrations nor corresponding determination

of surface areas of aerosolized diatoms are available. In fact, we are only aware of two studies which have

reported airborne diatom concentrations. A study by Tormo et al.263 observed airborne diatoms in excess of

0.07L−1 (air) in summer outside the city of Badajoz, SW Spain, about 100m away from the Gevora River.

We would expect that airborne concentrations of diatoms would be greater over marine waters where wave

action can result in greater generation of sea spray and bubble bursting aerosols when compared with rivers.

In fact, a study in which filter samples were collected from a 9m high tower on a 55m high cliff off the

coast on Amsterdam Island (a tiny remote volcanic island in the Southern Indian Ocean some 3000 km from

any continent) found concentrations of marine biogenic particles characterized as amorphous silica diatom

fragments, ranging from ∼20–28L−1 of air238. While not specifically reporting size distributions, ambient

insoluble particles from their air samples had mean diameters of ≃ (0.8± 0.7)µm238. Brown et al.232 found

a diversity of viable airborne algal species in concentrations as high as 4 L−1 (air), suggesting that this

number would be greater if nonviable algae were additionally counted. Concentrations of marine bacteria

in air originating from ocean waters is estimated to be on the order of 10 L−1 (air)264, which can provide

an upper limit on airborne diatom concentrations assuming similar processes that lead to aerosolization of

diatoms. If, however, diatom fragments are aerosolized or whole diatoms are fragmented in the atmosphere,

i.e. during dust transport240, then concentrations can actually exceed those of bacteria, given that one whole

diatom would be broken into smaller and more numerous fragments. IN concentration at −15 ◦C taken in air

over the Arctic Ocean show a positive correlation with particle sizes between 50 nm and 120 nm265, smaller

than sizes of viable airborne bacteria that are typically ∼4µm266,267. Diatom fragments would be expected

to fall within this size range which could explain the correlation with IN concentrations measured by Bigg265.

Lastly, a very recent study found a unique organic marine aerosol mass concentration of up to 3.8µgm−3 in

an aerosol plume passing over highly productive surface waters in the North Atlantic off Mace Head109.

From the above discussion, we estimate a conservative lower limit of airborne diatom fragment concen-

trations of 0.1 L−1 (air). In cases of high biological production and strong wave activity, this number may be

2 orders of magnitude higher. The major contribution of primary organic matter to sea spray aerosol have

been found to be in the submicrometer size range3,109 and thus, we assume a maximum size of a diatom

fragment to be 1µm. This provides an upper estimate for the corresponding surface dependent ice particle

production. We expect that these estimates will vary with additional field collected data.

In the case that ice nucleation induced by intact or fragmented diatoms is assumed to be independent of

surface area, we can derive ice particle production rates as a function of T and RH, P ice
het(T,RH), as

P ice
het(T,RH) = ωhet(T,RH) ·Nparticle , (33)

where Nparticle is the total diatom concentration per unit volume of air and ωhet is determined from

Fig. 5.8a for given T and RH.
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If available diatom surface area is accounted for in the description of heterogeneous ice nucleation then,

P ice
het(T,RH) = Jhet(T,RH) · Sparticle , (34)

and

P ice
het(T ) = K(T,RH) · Sparticle . (35)

Jhet(T,RH) and K(T,RH) are determined from Fig. 5.8b,c. Sparticle is the total diatom surface area per

unit volume of air. Following the arguments presented above, we assume that the diatom fragments are

a square plate with side length of 1µm resulting in a surface area of 2µm2 per diatom particle and therefore,

2× 10−9 cm2 L−1 of air given diatom concentrations of 0.1 L−1 (air). Equations (33) and (34) describe time-

dependent ice particle production whereas Eq. (35) yields ice particle production as a function of temperature

reflecting the fundamental differences in the description of the ice nucleation process.

We now estimate ice particle production for the two following scenarios: i) Ice formation at conditions

typical for Arctic mixed-phase clouds. ii) Ice formation at typical cirrus cloud temperatures of about 220K.

Assuming diatom concentrations of 0.1 L−1 (air) and RH =95%, we derive for T = 240K and corre-

sponding ωhet = 0.11 s−1, P ice
het = 0.7 ice particles L−1 (air) min−1. This indicates that all available diatoms

would nucleate ice within seconds. Assuming the ice nucleation process to be surface dependent and applying

Jhet = 1.0×104 cm−2 s−1 and K=6.2×104 cm−2, the corresponding P ice
het is equal to 0.001 L

−1 (air) min−1 and

0.0001 L−1 (air), respectively. From this example, it follows that the time-dependent analysis will always yield

higher ice particle numbers with time at fixed temperatures (or small updraft velocities) compared to analy-

sis using the time-independent approach. Typical ice crystal concentrations observed in Arctic mixed-phase

clouds are ∼0.1–10 L−1 (air)62,268,269. Thus, if a minor fraction of background sea salt particles contains

diatoms or fragments of diatoms, then a significant amount of ice crystal production could be attributable

to diatoms if ice nucleation follows a time-dependent mechanism. IN concentrations in polar regions can be

greater in summer than those in winter and fall months61,63,249,268, and can coincide with phytoplankton

blooms in the surface waters below112–114. This seasonality may be attributable to aerosolized diatoms

acting as IN.

At T = 220K and RH = 85%48,262 applying the same diatom concentration for cirrus cloud formation

assuming ice nucleation does not depend on surface area, we derive ωhet = 0.51 s−1 and P ice
het = 3.06 ice

particles L−1 (air) min−1. This indicates that all available diatoms would nucleate ice within seconds.

Accounting for the surface dependence of the ice nucleation process, we can employ Jhet = 1.8×105 cm−2 s−1

and K = 1.1×106 cm−2 which yield corresponding P ice
het = 0.022L−1 (air) min−1 and P ice

het = 0.0022 L−1 (air),

respectively. As in the previous example, for a fixed or slowly decreasing temperature, the time-dependent

nucleation description will always result in higher ice crystal concentrations. Thus, predictions of ice crystal

production are sensitive to the choice of either a time-dependent or time-independent approach.

Typical ice crystal concentrations observed in cirrus clouds due to heterogeneous ice nucleation can be

expected to be greatly affected by depletion of water vapour subsequent to ice crystal formation according

to the Bergeron-Wegener-Findeisen process270–272, rapid ice particle production through riming according

to the Hallett-Mossop effect273,274, and the presence of other IN. Thus, ice crystal concentrations in cirrus
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clouds impacted by heterogeneous ice nucleation are ill defined and remain largely uncertain73. As previ-

ously mentioned, cirrus clouds typically have ice crystal concentrations of 10–100 L−1 (air). Our calculations

indicate that a time-dependent approach will result in rapid ice crystal production rates so that after approx-

imately 5 to 10min at a constant or slowly changing temperature, diatoms could significantly impact cirrus

cloud formation. On the other hand, this does not apply when employing a time-independent approach for

ice particle production resulting in ice crystal numbers lower than typical observations.

From these estimates, it remains unclear whether it is more appropriate to apply either a time-dependent

or time-independent approach for determination of ice crystal production or if a combination of the two would

be more appropriate42,142,275. For a given temperature, the difference between the two theoretical approaches

is about 2 orders of magnitude. While this seems small compared to typical uncertainties in ice nucleation rate

predictions, the cloud microphysical evolution would proceed in significantly different directions depending

on which nucleation mechanism is assumed to be taking place. Of course this discussion serves only as

an example and is simplified compared to the actual progression within the cloud formation process. We

therefore recommend taking advantage of cloud system resolving models with a high time resolution174,276 to

evaluate the sensitivity of time-dependent and time-independent ice crystal production utilizing the results

presented here for heterogeneous ice nucleation due to marine biogenic particles as represented by diatoms.

5.5 Summary

Homogeneous and heterogeneous freezing of ice from micrometer-sized aqueous NaCl droplets with and

without diatoms have been analyzed in the temperature range of 180 to 260K and for water activities of 0.8

to 0.99. The freezing of about 5000 individual droplets has been investigated in this study.

The median homogeneous freezing temperatures agreed, within experimental and theoretical uncertain-

ties, with predictions of the water-activity based homogeneous ice nucleation theory. The experimentally

derived homogeneous ice nucleation rate coefficients were in agreement with predictions of the water-activity

based theory and can be employed to further constrain that theory. Corresponding ice particle production

rates were derived from experimentally obtained homogeneous ice nucleation rate coefficients.

The median heterogeneous freezing temperatures due to intact and fragmented diatoms were well rep-

resented by the modified water-activity based theory, where a horizontal shift by ∆aw,het = 0.2303 in the

corresponding ice melting curve described the experimentally derived freezing data. Diatom surface area and

aqueous volume was determined for every droplet investigated. Under our experimental conditions, heteroge-

neous freezing temperatures neither depended on the droplet volume nor on the available diatom surface area.

The heterogeneous ice nucleation rate evaluated at median freezing temperatures, represented by the shifted

melting curve, is 0.11+0.06
−0.05 s

−1. Assuming that ice nucleation depends on surface area we derive heterogeneous

ice nucleation rate coefficients and time-independent cumulative nuclei spectra as 1.0+1.16
−0.61 × 104 cm−2 s−1

and 6.2+3.5
−4.1 × 104 cm−2, respectively. Assuming diatom concentrations of 0.1 L−1, corresponding ice particle

production rates indicate that intact and fragments of diatoms can efficiently form ice crystals under typical

tropospheric conditions. Ice particle production assuming a time-dependent nucleation mechanism is always

greater at slow updrafts or slowly changing temperatures when compared with a time-independent nucleation
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process. High resolution cloud system resolving models can be used to evaluate the sensitivity of ice particle

production in response to intact and fragmented diatoms by either time-dependent or time-independent

analyses.
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6 Results: Initiation of the ice phase by marine biogenic surfaces

in supersaturated gas and supercooled aqueous phases

The sections from 6.1 to 6.4 are the reproduction of the publication of “Initiation of the ice phase by

marine biogenic surfaces in supersaturated gas and supercooled aqueous phases” by P. Alpert, J. Y. Aller,

and D. A. Knopf published in Physical Chemistry Chemical Physics, Vol. 13, 19882-19894, 2011, with

permission from Royal Society of Chemistry Publishing. The layout of the article as well as the section

figures and table numberings have been adapted to match with the thesis structure.
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6.1 Abstract

Biogenic particles have the potential to affect the formation of ice crystals in the atmosphere with subse-

quent consequences for the hydrological cycle and climate. We present laboratory observations of heteroge-

neous ice nucleation in immersion and deposition modes under atmospherically relevant conditions initiated

by Nannochloris atomus and Emiliania huxleyi , marine phytoplankton with structurally and chemically dis-

tinct cell walls. Temperatures at which freezing, melting, and water uptake occur, are observed using optical

microscopy. The intact and fragmented unarmoured cells of N. atomus in aqueous NaCl droplets enhance

ice nucleation by 10− 20 K over the homogeneous freezing limit and can be described by a modified water

activity based ice nucleation approach. E. huxleyi cells covered by calcite plates do not enhance droplet

freezing temperatures. Both species nucleate ice in the deposition mode at an ice saturation ratio, Sice, as

low as ∼ 1.2 and below 240 K, however, for each, different nucleation modes occur at warmer temperatures.

These observations show that markedly different biogenic surfaces have both comparable and contrasting

effects on ice nucleation behaviour depending on the presence of the aqueous phase and the extent of super-

cooling and water vapour supersaturation. We derive heterogeneous ice nucleation rate coefficients, Jhet, and

cumulative ice nuclei spectra, K, for quantification and analysis using time-dependent and time-independent

approaches, respectively. Contact angles, α, derived from Jhet via immersion freezing depend on T , aw, and

Sice. For deposition freezing, α can be described as a function of Sice only. The different approaches yield

different predictions of atmospheric ice crystal numbers primarily due to the time evolution allowed for the

time-dependent approach with implications for the evolution of mixed-phase and ice clouds.

6.2 Introduction

Aerosol particles are ubiquitous in the atmosphere and have the ability to affect the earth and climate by

directly scattering and absorbing solar and terrestrial radiation.65–69 They can act also as cloud condensation

nuclei and ice nuclei (IN) which can further affect the global radiative budget and impact precipitation initia-

tion.1,70–72,74,219–221 Ice in mixed phase clouds, for example, can alter radiative forcing due to sedimentation

and water vapour scavenging which can impact cloud lifetime and albedo.75 Atmospheric ice formation is

recognized as important, however, it remains one of the largest uncertainties in models predicting future

climate.1

Ice nucleation of micrometer sized cloud droplets can occur homogeneously for supercooled temperatures,

T , lower than 235 K and supersaturation with respect to ice, Sice, higher than 1.4.14,42–44 Heterogeneous

ice nucleation can occur via various modes (i) an ice nucleus immersed in a supercooled aqueous droplet

(immersion), (ii) deposition of ice on the ice nucleus directly from the supersaturated water vapour phase

(deposition), (iii) condensation of liquid water from the supersaturated water vapour phase on the ice nucleus

followed by ice formation (condensation), and (iv) contact of an ice nucleus with a supercooled aqueous

droplet (contact).42,45 Microorganisms and particles of biological origin have been found to act as efficient IN

for conditions relevant to the atmosphere in the immersion and condensation freezing mode.34,35,57,277,277–280

Certain plant pathogenic bacteria are known in fact, to be some of the most efficient IN due their capability

to form ice by immersion freezing close to the melting point.113,114,281–283 Bacteria can shed pieces of their
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cell membrane which form ice in water droplets284 and freeze-dried and pulverized bacteria can act as IN via

immersion and contact freezing,285 which indicate that even fragments of biological membranes are capable of

forming ice. Pollen grains are efficient IN when in contact with liquid water, i. e. in the immersion, contact,

and condensation freezing modes,286–288 however, are not efficient IN via deposition freezing.286 These

studies suggest that water present in surface groves and capillaries extending into the pollen interior may

enhance the liquid to ice phase transition.286–288 Fungal spores,289,290 and lichens291–293 can also nucleate

ice, however, the freezing potential of these biological particle types has only been investigated via immersion

freezing. The freezing ability of bacterial ice nucleators can be deactivated when their phospholipids content

is altered, which implies that a membrane structure is required for the ice nucleating proteins to arrange

water molecules into an ice lattice.294–301 It has been suggested that numerous proteins with high levels of

symmetry and high repetitions of amino acids anchor to a phospholipid membrane.297,299–301 The N-terminal

ends then may arrange in a tertiary structure to form an ice nucleus by manipulating the hydrogen bonding

network of surrounding water.297 Previous studies have shown that some organic amphiphilic molecules can

form a surfactant monolayer coating on the surface of water drops which trigger ice nucleation.128,144,302–305

These studies showed that the two dimensional monolayer crystal structure, and thus, the arrangement

of the carboxyl or hydroxyl groups at the water-air interface represent a close match to a hexagonal ice

lattice.302 Various grooves, cracks and capillaries may act to form relatively hydrophobic and hydrophilic

patches than compared with a smooth homogeneous surface.42 These defects would make it favorable for a

water molecule to join a disordered water cluster facilitating the formation of ice, in contrast to the addition

of a water molecule to oriented layers of water molecules which may not as readily nucleate ice.42 Considering

the vast diversity of microorganisms, the potential for biogenic ice nucleation is great.301

Among the above mentioned studies which focus on immersion freezing in pure water droplets, rela-

tively few have considered the effects of aqueous solutions on the ice nucleation capabilities of biogenic

particles.15,34,35 This is due to limitations and difficulties in observing highly supercooled aqueous solution

droplets and simultaneously stabilizing droplet composition, i. e. minimizing vapour mass transport following

initial ice nucleation events through the Bergeron-Wegner-Findeisen process.270–272 Laboratory observations

of biogenic particles acting as IN via condensation and contact freezing have only been investigated for

temperatures down to 260 K and have necessitated costly experimental designs.279,285 Deposition freezing is

relatively more difficult to observe due to the necessity for precisely measuring relatively small water vapour

pressures at low temperatures, which has only been determined for pollen grains down to 240 K.287 Here,

we present the results of an investigation into the ice nucleation potential of two unique marine biogenic

particle types for temperatures as low as 200 K via immersion mode as a function of NaCl composition up

to ∼ 23 wt% and water activity, aw, down to 0.80. We also present experimental results of deposition and

condensation freezing, or water condensation followed by immersion mode freezing, as a function of the ice

saturation ratio, Sice, from 1.00 up to water saturation.

Biogenic particles can originate from the marine or terrestrial biosphere, and as described above those

that act as efficient IN have been of continental origin. Marine biogenic particles also have the potential to

nucleate ice at warmer temperatures than observed for homogeneous freezing.34,35,113–115 Although, a study

by Junge and Swanson229 reported that several representative polar sea ice bacteria and a virus were not
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efficient IN via immersion mode.229 Only recently an efficient marine biogenic IN has been unambiguously

identified.34,35 This is surprising given that oceans cover ∼ 70% of the Earth’s surface and particles, includ-

ing phytoplankton, bacteria, viruses, transparent exopolymers, and colloidal gels, have clearly been shown to

become aerosolized from the sea surface microlayer.3,81,102,104,243,244,306 While these various particles orig-

inate from oceans along with other sea salt aerosol particles, studies have clearly demonstrated that they

can also be aerosolized without any sea salt attached.104,306–310 A study by Knopf et al.34 observed that

intact and fragments of the diatom Thalassiosira pseudonana can at atmospherically relevant conditions act

as efficient IN in both the immersion and deposition mode and with and without association of NaCl.

In recent literature, three different approaches have been proposed for describing heterogeneous ice nu-

cleation: classical nucleation theory, CNT, (a time-dependent description), singular hypothesis approach,

SH, (a time-independent description), and the modified aw based ice nucleation theory.35,144,173,256,275,311

Our experiments are designed to obtain a quantitative understanding of the parameters used in these three

approaches as a function of temperature, T , Sice, and aw.

CNT derives ice nucleation kinetics in terms of the heterogeneous ice nucleation rate coefficient, Jhet,

in units of cm−2 s−1, which describes the rate of ice nucleation and scales with the surface area of the ice

nucleating particle.42 Jhet is related to the formation and growth of water molecule clusters on the surface of

an IN as a function of time to become the center of a critical ice embryo and subsequently trigger bulk phase

ice nucleation.42 CNT can provide a physical understanding of the underlying kinetics of the ice nucleation

mechanism and information about thermodynamic variables involved in the formation of the solid phase

such as water diffusivity and the interfacial energy between ice and the initial parent phase. The IN surface

is related to Jhet by the contact angle, α, which holds information on the interfacial energy between the IN,

the ice embryo, and the surrounding parent phase which can be an aqueous solution or supersaturated water

vapour.42,133 The application of CNT for heterogeneous nucleation can be more challenging compared to

the description of homogeneous freezing not only due the lack of thermodynamic data, but because of the

unknown relationship between the IN surface and aqueous solution.

The singular hypothesis approach (SH), a time-independent description, can also be used to describe

heterogeneous ice nucleation.137 SH maintains that the heterogeneous ice nucleation processes characterized

only by temperature, is controlled by the presence of surface inhomogeneities which act as preferred sites,

or “active sites”, for ice formation.42,137,256 These can be cracks and deformations located on an otherwise

relatively homogeneous surface, for example, or finite surface patches which exhibit crystalline or chemical

properties favorable for ice formation.42 SH derives cumulative IN spectra, K, in units of cm−2.137 At a single

temperature, K indicates the total number of ice embryos which activate at all warmer temperatures. Thus,

only a specific number of IN will nucleate ice at constant temperature according to SH. This interpretation

applies equally to both the immersion or deposition modes and thus, provides an overall phenomenological

explanation of the heterogeneous ice nucleation process.

A modified aw based homogeneous ice nucleation approach has been suggested to describe immersion

freezing.14,15 Homogeneous ice nucleation temperatures of aqueous solutions expressed as a function of aw

collapses to a single line, the homogeneous freezing line, as does ice melting temperatures for various so-

lutes.14,15 The homogeneous freezing line, independent of the nature of the solute in solution, is constructed
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by imposing a horizontal shift of water activity, ∆aw,hom, of the ice melting curve.14 Furthermore, ∆aw,hom

has been used to parameterize the homogeneous ice nucleation rate coefficient and thus, allowing the homo-

geneous ice nucleation process to be described by ∆aw,hom independent of the nature of the solute.14

Previous literature has reported that heterogeneous ice nucleation in the immersion mode can be ade-

quately described by an IN-specific horizontal shift in aw of the melting curve, ∆aw,het, for a variety of solutes

and very different types of IN.15,35,144,166–169,305 It is important to note that prediction of heterogeneous

freezing temperatures can be obtained without knowledge of thermodynamic parameters and contact angles.

The application of the modified aw based ice nucleation approach may imply that ∆aw,het holds information

about the interaction of the IN surface with its surrounding aqueous environment.

In fact, a relationship between Jhet and aw,
35,144 in addition to K and aw,

35 has been investigated.

Alpert et al.35 provided detailed analysis of immersion freezing due to marine diatomaceous phytoplankton

cells, which have biological surfaces composed of hydrated amorphous glass, SiO2 · nH2O, coated by organic

material.193,312 This study showed that intact and fragments of T. pseudonana immersed in aqueous NaCl

droplets can be described by the modified aw based heterogeneous ice nucleation approach.15 Furthermore,

a fixed ∆aw,het yields a constant Jhet and K value valid for a wide range of aw.
35 Additionally, Knopf

and Forrester144 observed heterogeneous ice nucleation of aqueous NaCl droplets coated by 1-nonadecanol

monolayers and were able to reproduce experimentally derived Jhet as a function of aw without knowledge

of solute concentration and contact angles similar to the aw based homogeneous ice nucleation approach.144

Here, we provide analysis and quantification of the ability of two distinctly different marine microorgan-

isms to initiate ice formation at conditions relevant to the troposphere. The differences and similarities of ice

nucleation efficiencies in heterogeneous freezing involving two phytoplankton species with very different cell

structures and chemical composition are presented. The first species is the marine microalga Nannochloris

atomus which has a cell wall composed of an underlying supportive layer comprised of a network of cellulose

fibrils and a gelatinous outer layer with pectin embedded in the polysaccharide matrix.313 The second is the

collolithophorid Emiliania huxleyi, which possess a polysaccharide-rich cell wall covered by calcified plates

or coccoliths.194,314 Heterogeneous ice nucleation in both the immersion and deposition freezing modes is

determined as a function of T , wt% of NaCl, aw, relative humidity (RH), and Sice. A modified aw based

ice nucleation approach is used to describe immersion freezing temperatures. Both CNT and SH are used

to derive Jhet and K, respectively, in both the immersion and deposition mode. CNT is further employed

to determine contact angles from experimental data. Estimates of ice particle production are given for both

freezing modes employing the two approaches. Finally, the atmospheric implications of our findings are

discussed.

6.3 Results and Discussion

6.3.1 Immersion Freezing

Median freezing temperatures of aqueous NaCl droplets containing the eukaryotic cells N. atomus, T ato
f ,

and the coccolithophorid E. huxleyi, T hux
f , are shown in Fig. 6.1 as a function of aw and wt% determined at

droplet preparation conditions. The droplet composition was calculated using the E-AIM model6 and it was
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Figure 6.1: Median heterogeneous freezing temperatures and corresponding mean melting temperatures for phyto-
plankton cells immersed in aqueous NaCl droplets are shown as solid and open symbols, respectively, as a function
of aw and wt%. N. atomus and E. huxleyi are indicated by squares and triangles, respectively. Median freezing
temperatures of T. pseudonana are shown as circles for comparison.34,35 Hashed symbols indicate immersion freezing
from Fig. 6.6. The error bars for the freezing temperatures indicate the 10th and 90th percentile and error bars for the
melting temperatures indicate one standard deviation. Uncertainty in aw is ±0.01. The narrow dashed line represents
the predicted ice melting curve.15 The dotted and the dash-dotted lines indicate the eutectic temperature and the
solid-liquid equilibrium curve of NaCl · 2H2O, respectively.31,32 The grey line represents the predicted homogeneous
freezing curve.15 The solid and wide dotted lines represent a shift of the melting curve by ∆aw,het = 0.2391 and
0.2303. It is assumed that aw of the aqueous droplets does not change with temperature.7,14

assumed that aw determined at the preparation conditions remains constant with decreasing T .7,14,35 Within

the experimental uncertainty, melting temperatures of aqueous NaCl droplets containing N. atomus and E.

huxleyi , T ato
m and T hux

m , respectively, are in good agreement with the predicted melting curve, aicew .14,15 T ato
f

are 10 K to 25 K warmer than the homogeneous freezing curve shown in Fig. 6.1,14 indicating that N. atomus

can trigger heterogeneous freezing in the immersion mode. In contrast, T hux
f are similar to the homogeneous

freezing limit which indicate that E. huxleyi are not efficient IN. T ato
m , T ato

f , T hux
m , and T hux

f are given in

Table 7, in addition to corresponding Sice.

In addition to cell preparations for immersion freezing experiments, droplet samples were prepared using
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suspensions from the same phytoplankton cultures filtered through a 0.1 µ m nuclepore filter to remove any

intact or fragmented cells. Homogeneous ice nucleation occurred for all filtered droplet samples indicating

that the phytoplankton acted as ice nuclei and not any other dissolved organic material associated with the

cells.

Previous studies suggest that heterogeneous immersion freezing can be described by a horizontal shift of

the ice melting curve as a function of water activity, ∆aw,het.
14,15 The freezing curve, af,hetw , indicated in

Fig. 6.1, is constructed by fitting T ato
f to the following equation,

af,hetw (T ) = aicew (T ) + ∆aw,het (36)

where ∆aw,het is the only free parameter. The best fit yields ∆aatow,het = 0.2391 and shows good agreement

with T ato
f . Heterogeneous freezing points of the diatom T. pseudonana, T pse

f , are shown in Fig. 6.1 for

comparison.34 Similar to N. atomus , T pse
f can also be described by the single parameter ∆apsew,het = 0.2303

indicated in Fig. 6.1. The deviations of T pse
f from predictions may be due to changes in aw in the supercooled

temperature region.34,35 This effect may be enhanced at high NaCl concentrations, but also due to the

presence of insoluble biogenic organic material.34,35 These finding support a modified aw approach15 to

describe and predict immersion freezing temperatures due to the presence of marine biogenic surfaces from

different phytoplankton cells which have organic and siliceous-organic cell walls.

Observation of individual heterogeneous freezing events allows us to acquire data to generate immersion

freezing event probability density histograms and cumulative distributions (see Fig. 6.2). We find that the

freezing event distributions for N. atomus closely resemble those of heterogeneous and homogeneous freezing

of micrometer sized aqueous NaCl droplets with and without diatoms.35

Table 7: Summary of immersion freezing parameters derived at median freezing temperatures for N. atomus, E.

huxleyi , and T. pseudonana.

aw 0.98 0.97 0.95 0.93 0.90 0.87 0.85 0.83 0.80
T pse
f / K 242.3 241.1 238.6 234.0 232.0 224.9 224.7 220.7 216.6

T pse
m / K 271.6 270.5 268.7 265.7 263.5 259.3 257.3 254.5 253.9

Sice(T
pse
f ) 1.33 1.32 1.33 1.35 1.34 1.38 1.35 1.35 1.35

Jhet(T
pse
f ) · 104/cm−2s−1 1.5 0.4 1.5 0.4 0.7 0.6 2.2 0.8 1.1

K(T pse
f ) · 104/cm−2 9.1 2.1 6.4 2.9 3.0 7.7 8.3 7.0 9.7

aw 0.99 0.97 0.95 0.93 0.90 0.88 0.85 0.83 0.80
T ato
f / K 242.6 241.0 237.2 233.5 230.5 225.3 220.8 216.0 209.1

T ato
m / K 271.7 270.5 268.2 265.9 263.6 260.1 256.5 253.7 251.7

Sice(T
ato
f ) 1.33 1.33 1.35 1.36 1.36 1.38 1.39 1.40 1.42

Jhet(T
ato
f ) · 104/cm−2 s−1 1.1 0.3 1.3 0.3 1.1 0.4 0.5 0.15 0.7

K(T ato
f ) · 104/cm−2 4.1 2.6 6.9 4.8 3.5 2.4 2.4 2.5 7.7

aw 0.99 0.97 0.95 0.93 0.90 0.88
T hux
f / K 234.1 230.9 227.1 223.4 219.0 213.7

T hux
m / K 271.8 270.1 268.0 265.8 263.1 259.6

Sice(T
hux
f ) 1.44 1.46 1.48 1.48 1.49 1.50
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Figure 6.2: Summary of all observed immersion freezing events due to N. atomus cells as a function of aw and T . The
frozen fraction, f , of droplets in 0.2 K temperature increments is represented by black circles. Error bars indicate
the range of f in a temperature increment of 0.2 K. Grey bars show the probability density histogram (PDH) binned
in 1.0 K increments. For each panel, aw and the total number of analysed droplets, Ntot, are given. The values for
the PDH are given on the left y-axis and f on the right y-axis.

We quantify the heterogeneous freezing behaviour of these two particle types using two different analytical

approaches. The first based on CNT, a time-dependent description of freezing events maintains that freezing

events will continue to take place over time at a constant T if aqueous droplets containing IN are present.42

The second, based on SH a time-independent description of events alternately maintains that heterogeneous

ice nucleation is controlled by temperature, with a specific number of active sites which will become IN at

site-specific characteristic temperatures.42,137,256

Time-Dependent Description

Measurements of N. atomus surface area and temperatures at which ice nucleation occurs allow us to derive

Jhet. The analytical approach and corresponding interpretation of Jhet has been explained in detail previ-

ously.35,44,127,128 Within a specific temperature interval, ∆T , different numbers of freezing events will occur.

We derived Jhet(T
i) as the average heterogeneous ice nucleation rate coefficient at the mean temperature,

T i, of the ith temperature interval. This derivation takes advantage of all experimental data, including the

data points outside of the 10th and 90th percentiles, using the following formula,

Jhet
(

T i
)

=
ni
nuc

titot ·Ai
. (37)

where ni
nuc and titot ·Ai are the number of freezing events and the product of the total observation time and
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the available N. atomus surface area, respectively, in the ith temperature interval. The product titot · Ai is

the sum of the contribution from the droplets that remain liquid and those that freeze according to

titot ·Ai =
∆T

r
Ai

rm +

ni

nuc
∑

j=1

1

r

(

T i
st − T i

nuc,j

)

Ai
j , (38)

where r is the experimental cooling rate, Ai
rm is the total surface area remaining until the end of the temper-

ature interval, T i
st is the start of the temperature interval, and T i

nuc,j and Ai
j are the freezing temperature

and corresponding cell surface area, respectively, of the jth droplet nucleating ice within the ith interval.

Derivations of Jhet(T
i) employ ∆T = 0.2 K (representing a time interval of 1.2 s employing r = 10 K min−1)

corresponding to our total experimental error in determining the temperature. The time required for a single

nucleation event to occur within the ith interval is given by (T i
st − T i

nuc,j )/r, where (T i
st − T i

nuc,j ) ≤ T .

Figure 6.3a shows experimentally derived Jhet for N. atomus immersed in aqueous NaCl droplets as a

function of T and initial aw. Jhet has a strong dependence on T and aw. At a constant aw value, Jhet

increases by approximately 4 orders of magnitude over a range of 10 and 20 K for dilute and concentrated

aqueous NaCl solution droplets containing N. atomus , respectively. At a constant T , Jhet increases about

4 orders of magnitude over a change in aw of 0.075 at higher T and 0.05 at lower T . A summary of Jhet

evaluated at T ato
f are given in Table 7. Jhet(T

ato
f ) averages 6.44+6.67

−4.92 · 103 cm−2 s−1, where the plus and

minus errors indicate the range. The range in Jhet(T
ato
f ) is narrow which indicates that the shifted aicew curve

shown in Fig. 6.1 is representative of our averaged Jhet value. A shift of ∆aatow,het = 0.2391 can therefore

describe heterogeneous ice nucleation temperatures of N. atomus via immersion freezing and be assigned a

value of Jhet = 6.44 · 103 cm−2 s−1.

CNT uses the contact angle, α, to describe heterogeneous ice nucleation. α is a parameter that character-

izes the interfacial energies between the IN, aqueous solution, and the ice embryo. The compatibility factor,

fhet, depends on α and describes the reduction in the free energy of formation for an ice embryo according

to fhet(m) = (m3− 3m+2)/4, where m = cos(α) and assuming that the curvature of the IN surface is much

larger than that of the ice embryo.42,133,134,315 fhet can be calculated from experimental data from

Jhet(T ) =
kbT

h
exp

(

−
∆F (T )

kbT

)

nsexp

(

−
∆G(T )

kbT
fhet

)

, (39)

where kb is the Boltzmann constant, h is Planck’s constant and ns is the number density of water molecules

at the IN-water interface.42 ∆F (T ) and ∆G(T ) are the diffusion activation energy and Gibb’s free energy of

formation, respectively, of an ice embryo for homogeneous ice nucleation. The fractional reduction in ∆G(T )

due to an IN is described by fhet, where 0 < fhet < 1.

Derivations of ∆F in eqn (39) depend on the diffusivity of water in aqueous solution, DH2O. For the

temperature range and aqueous NaCl concentration investigated here for immersion freezing of N. atomus ,

D(T )NaCl
H2O

is unavailable. We therefore utilize the results of the molecular dynamics study by Kim and

Yethiraj36 who derive the ratio fD = DNaCl
H2O

/D◦

H2O
for various NaCl concentrations as low as 260 K.36 The

diffusivity of pure water as a function of T , D(T )◦H2O
, is taken from Smith and Kay130 and for a fixed
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Figure 6.3: Experimentally derived (a) heterogeneous ice nucleation rate coefficients, Jhet, and (b) differential and
cumulative ice nuclei spectra, k and K, respectively, for N. atomus immersed in aqueous NaCl droplets shown as a
function of T and aw. In (b), k and K are given as open circles and lines, respectively. Black, purple, blue, green,
red, teal, magenta, grey, and lime colors correspond to a aw of 0.986, 0.970, 0.950, 0.925, 0.900, 0.876, 0.850, 0.826,
and 0.800.

aqueous NaCl concentration, we fit fD to a quadratic function in T .144 In Fig. 6.4, we provide D(T )NaCl
H2O

for

the range of freezing temperatures for aqueous NaCl droplets with and without N. atomus . ∆F (T ) based

on a previous derivation,316 can then be calculated according to

∆F (T ) =
dln
[

D◦

H2O
(T )fD

]

dT
kbT, (40)

and used in eqn (39) for the calculation of α. It should be noted that the extrapolation to lower tempera-

tures may introduce uncertainties when applied to CNT because of the unknown behaviour of D(T )NaCl
H2O

at

greater supercoolings than previously investigated.36 However, this is expected to be negligible because the

contribution of the error from further scaling the derivative of a monotonically decreasing function, as is the

natural logarithm of D(T )NaCl
H2O

in eqn (40), is insignificant compared to our experimental uncertainty in aw.

Derivations of ∆G(T ) in eqn (39) depend on the interfacial energy between the ice embryo and aqueous
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solution, σi/l. According to CNT,42,133

∆G(T ) =
16π

3

ν2(T )σ3
i/l(T )

[kbT lnSice(T )]
2 , (41)

where ν(T ) is the volume of a water molecule in ice.128 We calculate σi/l(T, aw) by setting fhet = 1 in eqn

(39), using homogeneous ice nucleation rate coefficients, Jhom(T, aw), from the aw based homogeneous ice

nucleation approach,14,15 employing DNaCl
H2O

as described above36, and replacing ns for nv which describes the

volume number density of water molecules in liquid water. The resulting σ values are applied to calculate

α for heterogeneous ice nucleation. In eqn (39), ns and nv have been corrected for NaCl concentration in

solution and vary between 1.0 · 1015 − 9.7 · 1014 cm−2 and 3.3 · 1022 − 3.0 · 1022 cm−3, respectively, calculated

using the E-AIM model at 298.15 K.6 Figure 6.3 gives σi/l in the range of T and aw for homogeneous and

heterogeneous freezing.

We derive α from experimentally derived Jhet from Fig. 6.3a and using eqn (39)-(41). α as a function of T

and Sice for all experimentally observed freezing temperatures due to N. atomus is given in Fig. 6.5a and b,

respectively. Also included in Fig. 6.5 are α for marine diatoms acting as IN in the immersion mode calculated

from data taken from Knopf et al.34 and Alpert et al.35 The error on the contact angles derived here range

from ±2.1◦ and ±4.3◦ for a range of Sice of 1.25− 1.45. The error in α is predominantly due to an error of
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Figure 6.4: Thermodynamic variables employed in calculations of contact angles. In aqueous NaCl solution, the water
diffusion coefficient, DNaCl

H2O
, is given as dashed lines and the interfacial energy of ice, σi/l, is given by solid lines as a

function of T and aw. D
NaCl
H2O

is derived from Kim and Yethiraj36 and extrapolated to lower T . σNaCl
i/l is derived from

theoretical homogeneous ice nucleation rate coefficients14 and employs DNaCl
H2O

. Black, purple, blue, green, red, teal,
magenta, grey, and lime colors correspond to a aw of 0.986, 0.970, 0.950, 0.925, 0.900, 0.876, 0.850, 0.826, and 0.800.
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±0.01 in aw and to a lesser extent due to the uncertainty in Jhet. At a constant aw, α for T. pseudonana and

N. atomus increases with decreasing T in Fig. 6.5a and increasing Sice in Fig. 6.5b. At constant T or Sice,

α increases with increasing aw. Thus, α is strongly dependent on both T and aw. For aw > 0.85, α largely

overlaps for both T. pseudonana and N. atomus . For aw ≤ 0.85, however, differences in α are significant

between the two phytoplankton species which reflects the differences in ice nucleation temperatures and Jhet.

The dependence of α on aw, Sice, and T is not surprising when looking at the definition of α according to

Young’s equation, which indicates that α depends on the interfacial surface energies between the ice nucleus

and ice, ice nucleus and aqueous solution, and ice and aqueous solution.42 Decreasing the temperature of a

liquid, usually results in an increase in surface tension317 as well as the addition of salts such as NaCl,144

here expressed as aw. Thus, α must change with changes in thermodynamic conditions expressed as aw,

Sice, or T .
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Figure 6.5: Contact angles, α, calculated from experimentally derived Jhet (a) as a function of T and (b) as a function
of Sice. Squares represent α for N. atomus immersed in aqueous NaCl droplets. α for T. pseudonana are plotted as
circles calculated for droplet freezing data taken from Knopf et al.34 and Alpert et al.35 Black, purple, blue, green,
red, teal, magenta, grey, and lime colors correspond to a aw of 0.986, 0.970, 0.950, 0.925, 0.900, 0.876, 0.850, 0.826,
and 0.800.
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Time-Independent Approach

We derive differential and cumulative ice nuclei spectra to quantify a time-independent description for

explaining heterogeneous ice nucleation due to N. atomus . The differential ice nuclei spectra for the ith

temperature interval, k(T i), is defined as the ice active surface site density for a unit surface area according

to

k(T i) =
1

Ai
tot

ni
nuc

∆T
, (42)

where Ai
tot is the total N. atomus surface area in the droplets that remains liquid at the start of the

ith temperature interval, and ni
nuc is the number of freezing events in the ith temperature interval.137 A

cumulative ice nuclei spectrum as a function of temperature, K(T i), is derived from experimental data by

numerically integrating eqn (42) from T ato
m to T i yielding

K(T i) =

Ti
∑

Tpse
m

ni
nuc

Ai
tot

, (43)

where K(T i) includes the sites which had become ice active for temperatures warmer than T i. Derivations

of k and K employ ∆T = 0.2 K.

Figure 6.3b presents k and K for all individually analysed ice nucleation events as a function of T and

aw. Figure 6.3b demonstrates that k for most data increases exponentially with decreasing T . As previously

described, k is the differential spectrum for K and thus it follows from eqn (42) and (43) that k = dK/dT .

k shows a general exponential dependence and therefore, K should also exponentially depend on T for ice

nucleation events. At all aw values, however, K additionally experiences a decrease in slope with decreasing

temperature. This could be due to different characteristics of sites that become active more gradually with

decreasing temperature. At constant aw, K increases by 4 orders of magnitude for a change in T of about

10 and 15 K at more dilute and concentrated solutions, respectively. At constant T , K changes by 4 orders

of magnitude for a change in aw by about 0.05− 0.075. A summary of K evaluated at T ato
f is given in Table

7 for all aw values. The average value of K(T ato
f ) = 4.10+3.62

−1.74 · 104 cm−2 where the plus and minus errors

indicate the range of the data. The range in K(T ato
f ) is narrow and indicates that the shifted aiw curve shown

in Fig. 6.1 is representative of this K value and can be assigned to ∆aatow,het = 0.2391. This implies that K

may also be parameterized by ∆aatow,het.

6.3.2 Deposition Freezing

Figure 6.6 shows onset deposition freezing conditions for intact and fragmented N. atomus and E. huxleyi

cells as a function of T and Sice. Deposition freezing involving the diatom T. pseudonana is shown for

comparison.34 Average values of onset Sice and RH are also indicated in Fig. 6.6 and provided in Table 8. N.

atomus can initiate the ice phase via deposition mode below 240 K at Sice > 1.21. At 245 K, N. atomus take

up water slightly below water saturation and subsequently freeze via immersion mode. Immersion freezing

from Fig. 6.6 is indicated in Fig. 6.1. Water uptake without subsequent immersion freezing can occur below
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water saturation for N. atomus for temperatures higher than T = 250 K and RH > 85.8%. E. huxleyi

are able to nucleate ice in the deposition mode with similar efficiency to N. atomus , in stark contrast with

their poor ice nucleation ability in the immersion mode. Deposition freezing onsets for E. huxleyi occurred

at Sice > 1.19 for T < 250 K. The IN activated fraction of N. atomus , E. huxleyi , and T. pseudonana,

range from (0.05 − 0.44)%, (0.04 − 0.13)%, and (0.02 − 0.31)%, respectively, and are determined from the

minimum and maximum value of the ratio between the number of ice nucleation events and the number

of deposited particles per sample. Heterogeneous freezing of N. atomus and E. huxleyi largely overlap

observations of heterogeneous freezing of T. pseudonana 34 for T < 240 K indicating similar ice nucleation

behaviour in the deposition mode. Average onset Sice for deposition freezing decreases with increasing T

for all three phytoplankton species. Above 240 K, differences in ice nucleation behaviour appears between

the phytoplankton species. Water uptake and immersion freezing occurs for N. atomus at 245 K, and for

higher T , only water uptake was observed. T. pseudonana are able to act as an IN via immersion freezing

until 250 K, and for higher T , only water uptake is observed. E. huxleyi does not nucleate ice via immersion
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Figure 6.6: Deposition and immersion ice nucleation and water uptake of N. atomus and E. huxleyi as a function of T
and Sice. Blue and orange bars represent N. atomus and E. huxleyi , respectively. T. pseudonana freezing and water
uptake data taken from Knopf et al.34 is plotted in green for comparison. The range in ice nucleation onset conditions
for deposition, water uptake, and immersion freezing is indicated by solid, single-hashed, and double-hashed bars,
respectively. Horizontal lines within the bars indicate average ice nucleation onset conditions with respect Sice. Ice
formation on blank hydrophobic sample substrates are indicated by grey diamonds. The solid black line indicates
water saturation, and dotted lines indicate lines of constant RH. The grey dashed line indicates the homogeneous
freezing limit corresponding to a homogeneous ice nucleation rate coefficient of about 5 · 109 cm−3 s−1.
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Table 8: Summary of average ice nucleation onset conditions for N. atomus, E. huxleyi , and T. pseudonana.

Deposition Freezing Immersion Freezing Water Uptake
Phytoplankton Type T/K Sice RH/% T/K Sice RH/% T/K Sice RH/%

N. atomus 206.7 141.9 79.2 244.3 133.4 100.3 244.9 128.2 97.4
215.7 132.4 78.1 251.0 116.0 93.4
225.3 134.3 85.2 260.1 101.7 89.6
234.9 134.7 92.0

E. huxleyi 206.4 151.8 84.5 N/A N/A N/A 252.2 119.2 97.2
215.3 135.0 79.5 258.9 112.4 97.8
225.3 138.1 79.5
235.0 130.4 90.0
245.1 134.7 92.9

T. pseudonana 204.5 149.2 82.1 240.7 128.3 93.6 241.1 123.0 90.0
210.9 136.0 77.8 249.7 127.9 101.7 250.3 121.1 96.8
216.0 140.0 82.8 259.5 104.8 91.6
221.4 138.8 85.1
226.0 135.1 86.2
230.5 135.4 88.2
236.0 130.9 91.2

freezing, but nucleates ice via deposition ice nucleation at 245 K, and for higher T only water uptake

is observed. These results indicate that markedly different biological surfaces have both comparable and

contrasting effects on ice nucleation behaviour depending on the presence of the aqueous phase, and the

extent of supercooling and water vapour supersaturation.

Deposition freezing due to N. atomus and E. huxleyi can be quantified following CNT and SH described

above. However, for deposition freezing, the ice embryo that forms on the IN surface is surrounded by a

supersaturated water vapour parent phase and not an aqueous solution like for immersion freezing. The

rationale for the two approaches is otherwise the same.

Time-Dependent Description

Measurements of the surface areas of N. atomus and E. huxleyi allow us to derive Jhet as a function of T .

The approach and interpretation of Jhet is the same with the exception of the product titot ·Ai given by eqn

(38) is the sum of the contributions from the dry cells that did not nucleate ice and those that did, where

T i
nuc,j and Ai

j are the freezing temperature and corresponding surface area, respectively, of the jth sample

to nucleate ice within the ith interval. Derivations of Jhet(T
i) via deposition freezing employ ∆T = 0.02 K

(representing a time interval of 12 s employing r = 0.1 K min−1) corresponding to the temperature difference

between two consecutive recorded images during cooling of the sample.

Figure 6.7a shows experimentally derived Jhet for N. atomus , E. huxleyi , and T. pseudonana 34 as a

function of T for deposition ice nucleation at a constant Tdew. Jhet has a strong dependence on T , i. e.

Jhet increases by about 3 orders of magnitude over 2 K range in T . Figure 6.7a indicates that Jhet is

similar for all three phytoplankton species, despite their vastly different cell walls on which ice nucleates.

This reflects their similar deposition ice nucleation efficiency shown in Fig. 6.6. The range of Jhet for some
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phytoplankton groups at a common T appear larger or smaller than for other species due to the surface area

between particle samples. The surface area of N. atomus , E. huxleyi , and T. pseudonana samples range

from (0.25− 2.66) · 10−3 cm2, (0.50− 2.31) · 10−3 cm2, and (0.03− 6.10) · 10−3 cm2, respectively.

The experimental derivations of Jhet allow for the calculation of α following CNT. In the deposition

mode, α characterizes the interfacial energies between the IN, the ice embryo, and the supersaturated water

vapour phase. As a result, the equation used to derive α in the immersion mode must be modified. α is still

derived from fhet, however, Jhet for deposition freezing is given by

Jhet(T ) = A · exp
(

−
∆G(T )

kbT
fhet

)

, (44)

where A is the kinetic coefficient defined as the rate at which a critical ice embryo gains one molecule from

the vapour phase.134,136 ∆G(T ) for deposition freezing depends on the interfacial energy between the ice
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Figure 6.7: Experimentally derived (a) heterogeneous ice nucleation rate coefficients, Jhet, and (b) differential and
cumulative ice nuclei spectra, k and K, respectively, for N. atomus, E. huxleyi , and T. pseudonana in the deposition
mode shown as a function of T . Blue, orange, and green colors represent N. atomus, E. huxleyi , and T. pseudonana,
respectively. In (b), k and K are given as symbols and lines, respectively. Ice nucleation experiments conducted at
a constant dew point are indicated by the same symbol.
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embryo and supersaturated water vapour phase, σi/v. As a result, σi/v is substituted for σi/l in eqn (41). α

can be calculated from experimentally derived Jhet assuming constant values A = 1025 cm−2 s−1,134,135 and

σi/v = 106 mJ m−2.42,136

Figure 6.8 shows α as a function of T and Sice for all experimentally observed onsets for deposition

freezing due to N. atomus and E. huxleyi . α for T. pseudonana acting as IN in the deposition mode are

also given in Fig. 6.8 obtained from Knopf et al.34 The uncertainty in α is primarily due to the uncertainty

in Sice and conservatively estimated to be between ±2◦ to ±3◦ depending on the onset conditions of T

and Sice.
37 Figure 6.8a indicates that α varies greatly with T , due to the range of ice onset conditions. For
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Figure 6.8: Contact angles, α, calculated from experimentally derived Jhet for deposition freezing as a function of
T in (a) and as a function of Sice in (b). Blue, orange, and green colors represent N. atomus, E. huxleyi , and T.

pseudonana, respectively. Ice nucleation experiments conducted at a constant dew point are indicated by the same
symbol. The solid line in (b) represents the parameterization of Wang and Knopf37.
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constant Tdew, α increases as T decreases. When plotted as a function of Sice, however, α becomes a compact

distribution of points with a clear trend as shown in Fig. 6.8b. For all phytoplankton species, α tends to

increase with increasing Sice. Wang and Knopf37 proposed a parameterization of α as a function of Sice

valid for a wide range of insoluble organic and inorganic particle types. This parameterization is depicted in

Fig. 6.8b and is, within our uncertainty, in agreement with α calculated for the three phytoplankton types.

The fact that α calculated from many different particle types fit to a single curve is remarkable, however,

further studies are required to investigate and explain the thermodynamic dependence on α.37

Time-Independent Description

The approach and interpretation of k and K for deposition freezing are the same as described above for

immersion freezing. We derive k and K according to eqn (42) and (43), where Ai
tot here is the total available

dry cell surface area. These derivations for deposition freezing employ ∆T = 0.02 K.

Figure 6.7b presents k and K for all individually analysed ice nucleation events as a function of T

observed at different experimental Tdew. Figure 6.3b demonstrates that k and K have a strong dependence

on temperature. K increases by about 2 orders of magnitude over a 2 K range in T . For N. atomus , E.

huxleyi , and T. pseudonana, K is similar indicating that active sites on any of the three phytoplankters

occurs at similar temperatures and for similar surface area densities. Derivations of k and K following SH

may indicate an exponential dependence on the appearance of ice active sites as T decreases. The range in

K observed is different for different cell types, which is due to different particle surface areas in each sample.

6.4 Conclusions

6.4.1 Dependence of Heterogeneous Ice Nucleation on Thermodynamic Parameters

Our results on the efficient ice nucleation ability of two phytoplankton species, N. atomus and E. huxleyi

via immersion and deposition freezing, has been analysed according to the modified aw based ice nucleation

theory, CNT, and SH approach. Although the experiments were not designed to test the time dependency

of the underlying nucleation process, our analysis of the freezing data covering a large number of freezing

events and ranges in aw or Sice yields insight with regard to the applied approaches. The potential for ther-

modynamic variables, T , aw, and Sice to describe the ice nucleation efficiencies of investigated phytoplankton

by these three approaches has been quantified. Immersion freezing temperatures can be well described by

aw similar to previous studies.15,34,35,166–168,252 Following CNT, we show that for immersion freezing, T and

aw both lead to alterations in α. For deposition freezing we observe a similar effect, although, we note that

α can be adequately described by Sice. This behaviour could be expected since α depends on the surface

tensions of the three involved phases according to Young’s equation42 which in turn depend on either solution

composition (aw) or water vapour (Sice) and T . According to the SH approach, derived K(T ) for immer-

sion freezing from aqueous solutions with constant aw shows two distinct exponential slopes indicating two

different kinds of ice active sites on particle surfaces becoming active at different temperatures. In addition,

these sites become ice active at very different temperatures when aw of the aqueous phase is varied, thus

further indicating that thermodynamic variables are the governing factor for the underlying ice nucleation

mechanism. For deposition freezing, a similar conclusion is reached in that the number of ice active sites

122



strongly depends on T and Sice. These dependencies cannot be resolved by the SH approach since the

characteristics of ice active sites are not fundamentally defined, in contrast to CNT employing the concept

of a contact angle. Recent publications suggest that freezing distributions can be modelled by imposing a IN

population with each IN possessing ice nucleation efficiencies sampled from a statistical distribution of active

sites.142,146,311 These studies, however, do not account for any dependence of active sites on thermodynamic

variables as shown in Figs. 6.3 and 6.7. Further studies are required to develop empirical parameterization of

active site distributions which dependent on T , aw and Sice to characterize the heterogeneous ice nucleation

process.

6.4.2 Marine Biogenic Ice Nucleation

Thalassiosira pseudonana and N. atomus have similar ice nucleating efficiencies in the immersion mode

(Fig. 6.1). This is in spite of the fact that these two organisms have vastly different cell wall structures. The

biomineral cell wall of the diatom is composed of organic coated hydrated amorphous silica, SiO2·nH2O
193,312

supplemented with proteins and polysaccharides which together provide for a rigid structure.313 Nannochloris

atomus in contrast, has only an organic layered cell wall comprised of cellulose and other polysaccharides.313

The enhanced freezing temperatures due to T. pseudonana and N. atomus implies that organic material

associated with a range of phytoplankton groups may likely efficiently nucleate ice in the immersion mode.

E. huxleyi , which do not enhance ice nucleation above the homogenous freezing limit in the immersion

mode, have a polysaccharide rich cell wall, but no organic material associated with their outer layer of

calcitic coccoliths or plates.194,314 Although we studied biogenic calcite, a previous study also demonstrated

that the mineral calcite did not enhance freezing temperatures in the immersion mode.318 The lack of organic

material associated with the external coccoliths in spite of the underlying organic cell wall, combined with

the fact that calcite is inefficient in nucleating ice, may explain why E. huxleyi are not efficient IN via

immersion freezing. In contrast to the good ice nucleation efficiency of diatoms and chlorophytes investigated

here, various polar sea ice diatoms depress ice nucleation319 and sea ice bacteria and viruses were observed

not to enhance ice nucleation temperatures above the homogeneous freezing limit.229 It is possible that

ice nucleating proteins which limit the amount of supercooling and anti-freeze proteins which suppress ice

nucleation present in some, but not all marine microorganisms, may be responsible for different ice nucleation

abilities observed for the phytoplankton investigated here and in previous studies.34,35 Organic amphiphilic

molecules structured in monolayers provide a two dimensional match of their hydrophilic functional groups

with a hexagonal ice lattice facilitating the hydrogen bonding of water molecules to form ice.302 It may also

be possible that a similar effect may occur for phytoplankton cellular membranes.34,35

As far as we are aware, there are no studies which identify ice nucleating proteins in marine phytoplankton

or any other ice nucleating agent associated with phytoplanktonic derived organic material. However, cellular

proteins are in general thought to be responsible for enhancing ice nucleation,297,299,301 for example, for

various plant pathogenic bacteria.298,320,321 For marine algae, however, the genome map of the diatom T.

pseudonana,193 examined by Janech et al.319 did not reveal any known ice bonding proteins capable of

altering or suppressing ice crystallization.193,319
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There are striking differences in the ice nucleation efficiency between immersion and deposition freezing

by the two phytoplankton species investigated here and T. pseudonana previously studied.34,35 Our results

clearly demonstrate that biogenic calcite can trigger ice formation in the deposition mode and not in the

immersion mode, although the explanation for this is not understood. Our observations of the ice nucleating

efficiency of E. huxleyi via deposition freezing are consistent with those of Eastwood et al.145 who showed

that mineral calcite can also act as IN via deposition freezing. It is possible, that because calcite has a

rhombohedral crystal structure,322 it may be unfavorable for water molecules to form a hexagonal lattice

typical of ice. In the immersion mode, an IN which has a similar lattice structure to that of ice may play an

important role for orientation of the water molecules,144,302 however, for deposition freezing, ice nucleation

may be also dependent on other factors such as cavities, cracks, or irregularities at the IN interface.42

6.4.3 Atmospheric Implications

The time-dependent and time-independent descriptions used to quantify heterogeneous ice nucleation

are fundamentally different, and as a result their application for atmospheric models to predict ice particle

concentrations per unit volume of air, Nice, may yield different results. The experimentally derived Jhet from

Figs. 6.3a and 6.7a are used to calculate ice particle production rates, Pice, from the following equation,

Pice(T,RH) = Jhet(T,RH) ·Aparticle, (45)

where Aparticle is the particle surface area per unit volume of air. Pice is a function of T , and RH, or RHice

for immersion or deposition freezing, respectively. Nice can then be determined by integrating eqn (45) with

respect to time. According to SH, Nice can be directly calculated from K values obtained from Figs. 6.3b

and 6.7b from the following equation,

Nice(T,RH) = K(T,RH) ·Aparticle. (46)

Note that for immersion freezing, aw = RH when the vapour pressure of an aqueous droplet is in equilibrium

with the environmental water partial pressure,14,15 and for deposition freezing, the relative humidity with

respect to ice is equal to Sice. The following calculations provide a first order estimate for Nice due to marine

phytoplankton and are presented in order to initiate discussion of the application of the two approaches in

cloud system resolving models. The actual ice particle concentration in the atmosphere at any given time

will necessarily be affected by depletion of water vapour subsequent to ice crystal formation according to

the Bergeron-Wegener-Findeisen process,270–272 ice crystal sedimentation,166,323–325 and ice multiplication

through riming as described by the Hallett-Mossop effect,273,274 which are not considered in these estimates.

Other particle types acting as IN are not considered for the following calculations, although we recognize

that in the atmosphere other particles can be present which compete with marine biogenic particles as IN.

Concentrations of airborne phytoplankton particles are assumed to be on the order 0.1 L−1 (air) gen-

eralised from Alpert et al.35 It should be noted that there are very few quantitative reports of airborne

phytoplankton particle concentrations, and the assumed value is representative of a conservative low es-
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timate based on the available literature.232,238,263,326,327 We assume that the fragments of N. atomus are

spherical in shape and those from E. huxleyi , to be flat and discoidal, both having diameters of 1 µm. The

corresponding surface areas are then 3 · 10−8 cm2 and 1.6 · 10−8 cm2, respectively, or 3 · 10−9 cm2 L−1 (air)

and 1.6 · 10−9 cm2 L−1 (air), respectively.

We provide example calculations of Nice for two different cloud types employing both time-dependent,

NCNT
ice , and time-independent, NSH

ice , approaches. First, we calculate Nice from N. atomus acting as IN for

mixed-phase clouds due to immersion freezing at T = 240 and RH = 97%. Second, we calculate Nice from

E. huxleyi acting as IN in the deposition mode for cirrus clouds at T = 215 K and Sice = 1.30.

Employing a time-dependent approach at T = 240 K and RH = 97%, Jhet = 5 · 103 cm−2 s−1 taken from

Fig. 6.3a yields Pice = 4.5 · 10−4 L−1 (air) min−1 thus, after 20 min of ice particle production due to N.

atomus acting as IN in the immersion mode at these conditions, NCNT
ice = 0.02 ice crystals L−1 (air). Using

a time-independent approach, K = 6 · 104 cm−2 taken from Fig. 6.3b yields NSH
ice = 1.8 · 10−4 ice crystals

L−1 (air) corresponding to only a small fraction of particles which have active sites to form ice crystals.

Ice crystals which form from E. huxleyi via deposition freezing for cirrus conditions are first derived

employing a time-dependent approach at T = 215 K and Sice = 1.30, where Jhet = 20 cm−2 s−1 taken

from Fig. 6.6a which yields Pice = 1.9 · 10−6 L−1 (air) min−1. After 20 min, NCNT
ice = 3.8 · 10−5 ice crystals

L−1 (air). Using a time-independent approach, K = 7 ·102 cm−2 taken from Fig. 6.3b yields NSH
ice = 1.1 ·10−6

ice crystals L−1 (air).

Clearly, the different approaches yield different ice crystal numbers primarily due to the time evolution

allowed for the time-dependent approach. It remains unclear, however, which of two approaches is more

correct to use in predicting potential ice particles in clouds. Over the course of 20 minutes, which corresponds

to an approximate time to go from RHice = 100% to the homogeneous freezing limit at typical cirrus updrafts,

there is about a 2 order of magnitude difference in ice particle production between time-dependent and time-

independent approaches. Use of these two ice nucleation approaches in cloud system resolving models could

provide insight to identify which approach is most atmospherically relevant. One would conduct sensitivity

studies in which all other relevant parameters including updraft velocity and IN concentrations are kept

the same and monitoring subsequent changes in mixed-phase and ice cloud evolution. Differences between

CNT or SH models may lead to differences in mixed-phase and ice cloud evolution, which may alter cloud

properties such as albedo and radiative forcing.
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7 Conclusions and Outlook

The main focus of the research presented in this thesis is the investigation of the impact of biological

activity, such as occurs in the ocean, on particle aerosolization and the potential for marine biogenic par-

ticles to nucleate ice, an essential process in the formation of ice clouds. This thesis presents a laboratory

investigation of the link between the presence of bacteria, phytoplankton and biological activity in seawater,

and the aerosolization of particles and the subsequent heterogeneous ice nucleation in immersion and depo-

sition modes. Experiments were carried out using a custom-built mesocosm coupled to a scanning mobility

particle sizer spectrometer in which particles which were aerosolized from seawater and their sizes quanti-

fied with nanometer resolution under dry and humidified conditions. Cryogenic cold-cell chambers in which

biogenic particles were exposed to temperature and relative humidity experienced in the atmosphere were

subsequently used for observation of heterogeneous ice nucleation. Additionally, phytoplankton cells and

cell fragments in aqueous NaCl solution droplets were used as proxies of marine biogenic particles for use in

heterogeneous ice nucleation experiments. State-of-the art electron and X-ray spectromicroscopic techniques

complemented these experiments to provide single particle chemical analysis. The main conclusions are

summarized below.

7.1 Conclusions

Aerosolization of marine biogenic particles and particle hygroscopicity, ice nucleation efficiency,

and chemical composition as a function of biological activity in seawater

This study investigated the effect of biological activity in seawater on aerosolization of marine particles

by quantifying total particle production and size distributions, particle growth due to water condensation at

RH = 80%, the ice nucleation potential of marine particles, particle chemical compositions and individual

ice particle carbon bonding composition. Aerosolization took place in mesocosms filled with artificial or

natural seawater in which bacteria and phytoplankton grew over time. Using impinging water jets and

aeration through glass frits to generate bubbles, aerosolized particles were produced and the corresponding

size distribution and total production was determined. Results showed that for over 4 orders of magnitude

increases in bacterial concentrations, particle production increased 2-3 fold. This increase was observed

when bacteria were grown alone, together with a single phytoplankton species, or in natural seawater with

a complex microbial community. As populations of microorganisms increased, production of particles 20 −
30 nm in diameter were enhanced using jets and in many cases, particles in this size range dominated

total aerosol production. In contrast, the shape of particle size distributions generated with the frit never

changed despite the changing biological community and associated water conditions. The frits generated

an order of magnitude more bubbles than the jets and produced bubbles in a more narrow size range,

which may explain the difference in particle production between the two methods. The great majority of

aerosolized particles from all mesocosm experiments produced by either bubble generation methods were

highly hygroscopic. All particles were found to have a similar composition of organic material coating a
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sea salt core, and had a similar efficiency to nucleate ice in both the immersion and deposition mode. The

composition of individual ice nucleating particles were all similar, with an inorganic core coated by organic

material in which the dominant carbon bond was the carboxyl function group. It is most logical to assume

that the source of the organic coatings on the ice nucleating particles came from compounds released into the

water during the growth of bacteria and phytoplankton which was aerosolized. The results here establishes

an unambiguous link between biological activity in seawater and the aerosolization of organic and inorganic

matter to potentially participate in ice formation.

Ice nucleation from aqueous NaCl droplets with and without phytoplankton

Heterogeneous ice nucleation of micrometer sized droplets with immersed cells and cell fragments of the

diatom Thalassiosira pseudonana, the coccolithophorid Emiliania huxleyi, and the green alga Nannochloris

atomus were investigated to determine if representatives of the dominant groups of phytoplankton could all

serve as atmospheric ice nuclei, compared with homogeneous ice nucleation from aqueous NaCl droplets.

Droplet freezing temperatures and ice nucleation kinetics for homogeneous ice nucleation were found to be

in agreement with predictions of the water-activity based homogeneous ice nucleation theory. Diatoms and

green algae were found to be efficient heterogeneous ice nuclei in the immersion mode, however E. huxleyi was

not. Median heterogeneous freezing temperatures of NaCl solution droplets due to intact and fragmented

diatoms and green algae can be represented entirely by the modified water activity based ice nucleation

theory. In other words, immersion freezing temperatures can be described by shifting the ice melting curve

by a value ∆aw = 0.2303 for diatoms and ∆aw = 0.2391 for green algae. This demonstrates that the

heterogeneous ice nucleation process is controlled by thermodynamic parameters of temperature and water

activity.

Ice nucleation from phytoplankton cells or fragments not associated with NaCl

In these experiments, heterogeneous ice nucleation was investigated for phytoplankton cells and cell

fragments exposed to low temperatures at supersaturated conditions, without the presence of NaCl. T.

pseudonana, E. huxleyi, and N. atomus were determined all to have the ability to efficiently nucleate ice

in the deposition mode. Despite distinct differences in cell wall composition between the phytoplankton,

all nucleated ice with a similar efficiency around a relative humidity with respect to ice of about 135%. A

similar conclusion can be made for deposition freezing of aerosolized marine biogenic particles from meso-

cosm experiments described above. T. pseudonana and N. atomus were able to take up water, essentially

hydrating, and nucleate ice in the immersion mode in agreement with droplet freezing studies. E. huxleyi

presented an interesting case due to the fact that it was an efficient ice nucleus for deposition freezing but

did not nucleate ice in the immersion mode, nor did it take up water. These results highlight the possible

need to consider the nature of the biogenic/organic particles having both comparable and contrasting effects

on ice nucleation behavior in different freezing modes.
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7.2 Outlook

A link between marine biological activity, aerosolization of marine biogenic particles and the ability

of the particles to heterogeneously nucleate ice are presented in this thesis. Nevertheless, in spite of the

discoveries presented, significant work is still needed to provide a more complete understanding of oceanic

to atmospheric exchange of biogenic particles and the relationship between those particles and processes

involved in ice cloud formation. The results presented here raise a number of provocative questions.

• The importance for bubble generation for studying marine particle aerosolization calls for more field

measurements with consistent methodology. Key ocean locations for such studies include regions where

phytoplankton bloom, coastal waters, and in the open ocean.

• Field studies should also carefully consider the biological activity in seawater and measurements of

ambient aerosol particle size distributions for derivation of sub- and super-micron particle fluxes. Ad-

ditional data to better quantify changing aerosolization effects are needed in different parts of the ocean

where phytoplankton and bacteria grow, in addition to various intensities of wind, temperature, ocean

waves and different microbial communities.

• Future laboratory studies should focus on addressing the influence of viruses, nanogels, proteinaceous

particles, and transparent exopolymer material in seawater on aerosolization. While important and

interesting, this is not easy to investigate due to the complex nature of these types of materials.

Therefore, careful and detailed studies are required to provide sufficient information to answer this

question.

• STXM/NEXAFS and CCSEM/EDX have been successfully used to detail aerosol particle chemical

composition and chemical aging in a particle population4,29. Also, ice nucleation studies have been

carried out in parallel with these powerful spectromicroscopic methods202,203. It may be possible to

use these techniques for a more accurate and direct calculation of a composition dependent sea spray

aerosol flux using for example a micro-orifice uniform-deposit impactor (MOUDI) covering a wide range

of particle diameters between 10 nm and 10 µm with 13 impactor stages.

• How would atmospheric models respond to changing marine particle flux as a function of biological

activity? The appearance and disappearance of algal blooms in the oceans is widespread, but up to

now, general circulation models, such as the CAM5, use sea salt emission rates that are not dependent

on biological activity occurring in the ocean and therefore, aerosolized organic material is parameterized

as a mass fraction of only the existing sea salt emission25,328. Model responses of cloud droplet number,

liquid water path and cloud radiative forcing to a changing flux of particles and organic mass fraction

simultaneously as a function of ocean biological activity, should be investigated.

• What is the ice nucleating agent in marine biogenic material? Some microorganisms have a freeze tol-

erant ability in which ice nucleation is purposefully induced outside of the cell as a means of preventing

intracellular freezing. These biogenic ice nuclei include certain proteins, carbohydrates and phospho-

lipids. Considering the fact that many phytoplankton thrive in cold environments such as near, on,
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or even under Arctic or Antarctic sea ice, further investigation of the ice nucleating biological agents

in marine phytoplankton or bacteria are needed to help explain why a phytoplankton cell or organic

material derived from biological activity in seawater nucleates ice.

• There is current debate about how best to interpret ice nucleation data generated in the field or the

laboratory in terms of a fundamental description for heterogeneous ice nucleation. Some ice nucleation

parameterizations are made without any consideration to time or particle surface area as a first order

estimate329 however, this has no basis in any physical theory. In fact, some of the applied observables

are not even physical variables such as the activated IN fraction. Other descriptions use statistical

modifications of classical nucleation theory to fit and reproduce experimental results, but these are

limited in range to nucleation times and surface areas used in the laboratory. As a result of many

experiments described in this dissertation we propose that a water activity based ice nucleation theory

is entirely suitable and should be the preferred approach for a wholistic description of immersion freezing

founded on classical nucleation theory without restrictions on time and surface area. Cloud system

resolving models should be designed in such a way to use a water activity based parameterization of

heterogeneous ice nucleation in models to predict ice cloud formation compared against other empirical

or non-physical descriptions.
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[96] E. C. Monahan and I. G. Ó Muircheartaigh, Science, 1980, 10, 20942099.

[97] E. Fuentes, H. Coe, G. Green, D. de Leeuw and G. McFiggans, Atmos. Chem. Phys., 2010, 10, 141–162.

133



[98] K. A. H. Hultin, E. D. Nilsson, R. Krejci, E. M. Mårtensson, M. Ehn, r. Hagström and G. de Leeuw, J. Geophys. Res.,

2010, 115, D06201.

[99] K. A. Prather, T. H. Bertram, V. H. Grassian, G. B. Deane, M. D. Stokes, P. J. DeMott, L. I. Aluwihare, B. P. Palenik,

F. Azam, J. H. Seinfeld, R. C. Moffet, M. J. Molina, C. D. Cappa, F. M. Geiger, G. C. Roberts, L. M. Russell, A. P.

Ault, J. Baltrusaitis, D. B. Collins, C. E. Corrigan, L. A. Cuadra-Rodriguez, C. J. Ebben, S. D. Forestieri, T. L. Guasco,

S. P. Hersey, M. J. Kim, W. F. Lambert, R. L. Modini, W. Mui, B. E. Pedler, M. J. Ruppel, O. S. Ryder, N. G. Schoepp,

R. C. Sullivan and D. Zhao, P. Natl. Acad. Sci., 2013, 110, 7550–7555.

[100] P. A. Bowyer, D. K. Woolf and E. C. Monahan, J. Geophys. Res., 1990, 95, 5313–5319.
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[155] B. Kärcher and U. Lohmann, J. Geophys. Res., 2002, 107, D2.
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