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Wireless communication uses valuable energy especially because it is primarily done

through battery-driven mobile devices. How we use energy revenue is a vital issue be-

cause people depend on this mode of communication for a variety of reasons, including

personal, social, economic, and educational. When devices use energy inefficiently, they

drain resources too quickly, resulting in network disconnection. In conventional wireless

networks that continue to be the norm, devices transmit information through active radio,

costing the major portion of energy in the transmission. To remove energy hungry active
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radio, the industry introduced RFID (radio frequency identification) systems which built

on the backscatter communication mechanism. Through the backscatter mechanism, a

power greedy active transmission is simplified to a passive reflection – ride on the existing

carrier signal.

Building on passive backscattering approach, the first half of the dissertation makes

two main contributions. First, it presents the first multi-hop backscatter tags that can suc-

cessfully communicate in the presence of structural obstacles, and this backscattered signal

utilized in the form of RF sensor. Therefore, the new system resolves scalability issue

in RFID and ultimately provide activity signatures for human motion analytic. Second,

we introduce an adequate localization technique for the backscatter based devices. The

new system presented a phase-based ranging technique and demonstrated on application to

shopping cart localization.

In the latter half of the dissertation, human’s perception on web applications is inves-

tigated toward identifying the best quality of service and experience (QoS/QoE), the best

satisfaction under the given network revenue. We humans see only a tiny region at the

center of their visual field with the highest visual acuity, a behavior known as foveation.

Visual acuity reduces drastically towards the visual periphery. Even the contents are served

on its highest quality; humans cannot perceive as it served. Humans only perceive and

recognize the small portion of contents. Because of human’s characteristics, resources are

oversupplied or misused.

We prioritize the contents for the best use of the same given network resource, yet

serve better service and experience. Essentially, we prioritize the web contents based on

the user’s gaze information, in terms of the real-time gaze feedback and previously learned

scan path patterns. Through our prioritized system, we can achieve to the quality level that

contemporary service unable to reach. Our system demonstrated higher resolution where

contemporary service can only serve medium or low resolution for the Internet streaming

service, and validate the faster web page perception than contemporary web page service.
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Thus, the latter part of the dissertation concludes by highlighting two major achieve-

ments. We first present layered Internet video streaming service which serves the best

quality in terms of user perception yet save Internet traffic. Next, we introduce a reprior-

itized web page service in learned user’s visual scan paths. The user’s perception of page

load time reduced 17 percent on average.

In this dissertation, we propose technical solutions to realize communication in lean

resource environment in the first two chapters, then propose the best use of tightly given

resources in the latter two chapters.

v



Dedicated to my Love

vi



Dissertation Acknowledgements

This dissertation is the result of collaboration. I have a deep appreciation for the coworkers

who have helped me produce this dissertation over the last six years.

In the most direct sense, Akshay Athalye contributed to backscatter works and gave me

detailed feedback on my broader research agenda. Both Jinghui Jian and Yasha Karimi are

collaborators on backscatter communication papers. Both deserve credit for delivering the

product with me. I am looking forward to collaborating with each of you for coming years.

I would not have accomplished a Ph.D. if Samir R. Das had not provided me the oppor-

tunity, the guidance, and the support to succeed at every stage of my Ph.D. He challenged

me to solidify my ideas and taught me the importance of depth and strategy. I wish I can

accomplish a small piece of what he has achieved. I cannot express my thankfulness. Also

thanks to advisors of my work that set the stage and provided the tools for this dissertation.

This includes Milutin Stanacevic, Petar Djurić and Himanshu Gupta.
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Chapter 1

Introduction

The “Internet of Things” (IoT) envisions an environment where any physical object could

be sensor-enabled, networked and connected to the cyberspace for smart control and deci-

sion making. However, the traditional sensor’s mode of connection is inadequate to deliver

on this vision. The primary reason is that a standard motes-class device (e.g., enabled

by the low-power microcontroller and RF transceiver combination) is too power hungry –

mainly due to the use of an active radio transceiver on board. Most of the commodity radio

transceivers catering to the embedded RF devices market consume in the order of mW even

when idle (listening) and in the order of 10s of mW when actively transmitting or receiv-

ing. This is at least two orders of magnitude higher than the power consumed by low-power

microcontrollers in equivalent states (CPU idle and CPU active states). The radio power is

one of the main reasons why – in spite of a decade and half of research in sensor networks

– the IoT vision is yet to make inroads in practical systems.

In this dissertation, we adopt the backscattering mechanism to reduce energy consump-

tion for network devices. Therefore, network devices able to operate in solely depend on

harvestable energy. In the latter part of the dissertation, we take the approach of objects

prioritization in order to optimize the user experience on the Web page and the video

streaming.
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Adopting backscattering for radio equipped devices

One approach to eliminating the power hungry active radio from the system that will be

studied in this dissertation is to use a communication paradigm where devices communi-

cate via backscattering using harvested power from an external RF source. This brings

down the size, power and cost to an unprecedented level presenting a unique opportunity in

terms of both usability and scalability. Backscattering works by modulating a continuous

wave RF signal (transmitted from an external source) incident on the antenna of the device.

The modulation is achieved simply by changing impedance levels seen by the antenna,

thereby changing its reflection coefficient. The minimal intelligence needed to achieve this

requires very little power and this power can be supplied by the RF signal itself. If designed

right, this power is even sufficient to power the lowest power microcontrollers available

today. The most widely used embodiment of this technology is in RFID (Radio Frequency

Identification) [53], where this simple device is known as the ‘tag,’ to which external RF

signal is provided via a relatively higher power embedded computer, possessing an active

radio, called the reader. The reader is also able to receive and interpret the modulated

signal backscattered by the tag and provides specific instructions to the tag about how

to respond. But, as studied in this project, since this reader-based system, while widely

used, still suffers from scalability issues as tags can only talk to the readers, there must

be enough readers to ‘cover’ all tags in an environment and readers are indeed relatively

high-power, significantly intelligent and expensive devices.

Enabling the IoT vision for energy limited devices

The general goal of this dissertation is to extend backscattering to its logical extreme so

that we can eliminate the reader from the system. The idea is to enable the tags them-

selves to read and interpret the backscattered communications from other neighboring tags

and possibly backscattering the information back, thus producing a form of multihop net-
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work of tags. While the general feasibility of this form of tag-to-tag communication has

been demonstrated [95, 96, 120], two other advancements can add to the capabilities of

these tags. First, low-power sensors can be added to the tags to go beyond mere identi-

fication [191]. Second, current generation low power microcontrollers can impart certain

amount of ‘computational’ ability on the part of the tags (‘Computational RFID’ or CR-

FID) [152]. These advancements when integrated together with appropriate platform-level

optimizations can turn the backscattering tags into a multihop network of tiny, battery-less,

sensor-enabled compute platforms. To bring the vision of IoT closer to reality, we posit

that this is the best way forward for significant advancements, as the use of active radios

has largely failed so far.

The tags indeed require external RF sources (we call them ‘exciters’) for powering

and backscattering. However, these sources simply feed RF power with zero intelligence

devices in our system. Unlike standard RFID readers, these external sources could be

much fewer in number as there is no reverse link under consideration. With no intelligence,

they are of low cost and can be simply integrated into the infrastructure of the future as

a standard practice. Also, it is certainly feasible to use ambient RF signals as a recent

work has shown [95], e.g., TV or cellular signals. In this case, these TV towers or cellular

transmitters take up the role of the exciters. Because using ambient signals presents a

tradeoff, such as limiting the communication ability of devices. It is known that harvested

power from these signals could be small depending on the location thus limiting the usable

range of the backscattering links. As such, our design is flexible enough to embody both

possibilities and exploring the tradeoffs between excitation power and deployment density.

Enabling IoT devices to RF-sensor

We present BARNET (Backscattering Activity Recognition NEtwork of Tags), a network

of passive RF tags that use RF backscatter for tag-to-tag communication. BARNET not

only provides identification of tagged objects but also can serve as a ‘device-free’ activ-
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ity recognition system. BARNET’s key innovation is the concept of backscatter channel

state information (BCSI) which can be measured via systematic multiphase probing of the

backscatter link entirely by passive techniques. Changes in BCSI provide signatures for

different activities in the environment that can be learned using suitable machine learning

tools. We develop prototype BARNET hardware and firmware using COTS components

and also provide evaluations for future ASIC implementations that can run entirely using

harvested power. We use the COTS prototype to evaluate the tag-to-tag communication

and activity recognition performance. We show that BARNET can recognize human daily

activities with average error around 10%. Overall, BARNET uses passive tags to achieve

the same level of performance as systems that use powered, active radios.

In the second half of the dissertation, the use of gaze feedback to improve user experi-

ence for Web access and streaming video is studied. Web page access and video streaming

are two of the most popular applications on the global Internet. Web page access and video

streaming dominate today’s Internet experience. For example, over 80% of Internet traffic

is predicted to be video traffic by 2019 [42]. Similarly, close to a billion Web pages exist on

the Internet and the number of Web page passing through Google search alone is over 3.5

billion searches per day and 1.2 trillion searches per year [77]. The dissertation addresses

the quality of user experience as a key issue because Web and video applications impact

almost every facet of our life including education and research, media and entertainment,

commerce, social networks, and even healthcare.

There are many techniques to improve the quality of service; however, user experience

driven studies are deficient in the networking community, a user experience must be con-

sidered on top of the design. Because a user is the ultimate service recipient. Web contents

service addresses another major problem in the field of Web browsing and streaming con-

tent space with respect to user experience. Although the network and server technologies

that support these applications are mature, basics of these technologies have been developed

without any regard to quality of experience. When the application is demanding (e.g., high
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resolution video or complex Web pages) or network is challenged (e.g., congested cellular

links), the quality of experience suffers even in cases where much better quality could be

delivered. Overall, the networking community lacks a good scientific grasp on the issue of

quality of experience even though there is a broad expectation that this understanding will

lead to network architectures and protocols that serve the user better. The central issue is

that the quality of experience is subjective and requires understanding of cognitive aspects.

Characterizing it also requires constant user feedback that is hard to gather automatically

and unobtrusively.

Thus, in this dissertation, we make the case for using gaze tracking as a central tool to

improve quality of experience of video and Web applications, bringing together research

focusing on technological improvements and studies focusing on user experience. One

of the most effective methods of bringing the two domains in context of each other is the

research using gaze tracking. It is well known that user’s gaze in terms of fixation, dwell

time, blink rates, and search patterns, correlate well with user attention [31, 161]. Google

has recently patented technology to use Google Glass to monitor user engagement [115].

Both Web and video being visual media, gaze provides a strong mechanism to characterize

user’s focus of attention, and gaze information can be exploited gainfully to both charac-

terize and deliver better quality of experience. With advances in imaging, gaze tracking

now can be performed using commodity technologies that can be integrated into end users’

devices (§ 4). This makes gaze tracking an attractive solution to characterize and improve

user experience. In the following we introduce specific quality of experience issues related

to video and Web access.

Improving perceptual quality for Internet video streaming

When addressing the quality of perception in video streaming, it is quite different from the

service quality. This dissertation focuses on how the user perceive on the quality of video

through various user studies. Various industry analysts [124, 125] report that over 70%
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of the Internet traffic during evening peak hours is from streaming video services, such as

Netflix and YouTube. The average quality/resolutions of available videos are constantly im-

proving. However, there is hardly enough bandwidth available. Roughly speaking, average

bandwidth available per household in many developed countries is barely enough to stream

only two HD quality videos concurrently [113, 155]. While content providers are intent on

making available higher resolution 4K videos for streaming and display prices are falling

fast, no ISP currently can sustain the bandwidth needed for such videos at scale [128]. This

is even at only a slow frame rate (30 fps) and with the most aggressively compression. Sim-

ilar bandwidth woes pervade mobile platforms albeit at a different scale. More and more

media are now consumed on mobile devices and often outside the home/work networks.

Both cellular providers and ISPs employ different rate plans and data caps making signifi-

cant media consumption very expensive for the end user. They are also widely understood

to employ various forms of traffic shaping and differentiations to reduce stress on their

networks (e.g., [49]) that in turn affects end users’ quality of experience. The situation is

worse in emerging markets.

We propose to exploit gaze to improve the perceptual quality of the video without

having to add more capacity in the network. The essential idea is to develop a variable

resolution video streaming techniques that compresses the video based on where the user

is looking with their central or foveal vision. This exploits a significant property of human

visual system (HVS) where only a very small (about 2 degree) part at the center (fovea) of

the visual field is perceived with the best possible acuity [44]. The acuity falls off rapidly

away from the center. Thus, high-resolution images falling on the periphery of the visual

field are wasted. This capacity is better utilized to provide even better resolution at the

central vision of the user. While a number of techniques for achieving a foveated video

compression by exploiting the aforementioned property of HVS does exist (see, e.g., [49]),

existing methods of video streaming have failed to exploit these advances. The key reason

is that it is usually unknown where a persons gaze will be pointing while watching a video.
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This generally requires a continuous feedback of the gaze information to the video server

so that the server can deliver an appropriately compressed video taking into account the

gaze point and available bandwidth estimate into consideration. Determining gaze points

requires an ‘eye tracker.’ While typically not a commodity device, recent advances in

imaging makes it possible to use ordinary webcams or similar sensors to perform eye

tracking with a reasonable accuracy [87, 117]. Our goal in this dissertation is to develop

scalable solutions for foveated video streaming on the Internet and address related chal-

lenges.

Improving Perceptual Quality of Web Page Loads

Another major goal of this study is to identify how the user perceives the quality of Web

browsing. Web page load performance is becoming critical for everyone in the Web ecosys-

tem: the content providers, the service providers, and the users. For instance, for content

providers such as Walmart, reducing page load time (PLT) by 1 second causes an up to 2%

increase in conversations [30], Google, increasing PLT from 0.4 seconds to 0.9 seconds de-

creased traffic and ad revenues by 20% [151], Shopzilla, reducing the page load time (PLT)

from 6 seconds to 1.2 seconds increased revenue by 12% [29]. Similarly, some studies show

that when Web pages take longer than 10 seconds to load, the user will likely abandon the

page [179]. Despite the importance of Web page load times, their performance continues

to be generally poor [38,180]. One critical problem is that the performance metrics used to

measure the page load time (PLT) do not correlate well with user experience [38,122,147].

This is symptomatic of a flawed community-wide design approach, where the community

optimizes a network metric that is divorced from user experience. All existing Web opti-

mizations target the traditional PLT metrics; but the optimizations may not improve users

quality of experience. We characterize the latter using a new perceptual metric that we call

user perceived page load time or uPLT.
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This dissertation provides scientific basis through large scale user studies to characterize

the relationship between user’s gaze and uPLT. Such a study is challenging because of the

wide variety of Web pages. The gaze patterns and uPLT may depend on a large number of

factors, such as Web page type, the intent of the user, the Web page familiarity, network

and the client device characteristics. We use the findings from the above characterization

to design user-driven Web optimizations that will be driven by gaze feedback. Our study

(§ 5.2) shows the gaze patterns are unique to the user. While the gaze pattern of a user for

a given page is consistent, they different across users and Web pages. This result motivates

us to design user-driven Web optimizations. Our goal in this dissertation is to design and

implement such Web optimizations and address related challenges.

Given the slow speeds experienced by most people due to the explosion of demand of

network budget, our research operates within available resource in order to optimize the

speed and user experience by prioritizing the loading objects on the video streaming and

the Web page.
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Chapter 2

Activity Recognition using Passive

Backscattering Tag-to-Tag Network

We imagine a future where all living beings and physical objects are recognized inside a

cyber environment. This enables automated systems to query and reason about the environ-

ment and perform analytics. Fundamental technologies to enable this vision have so far pro-

gressed in two rather different directions: i) development of batteryless, RF-powered tag-

like devices with innovative platforms and novel communication techniques [82, 95, 120]

and ii) ‘device-free’ activity recognition [67,126,174,190] for inferring activities via anal-

ysis of RF signals reflected from objects and living beings in the surrounding environment.

The term ‘device-free’ signifies that the techniques do not require these objects and beings

carry any device. The goal of this work is to marry these two disparate technologies on

a single platform thus enabling activity recognition using a network of passive tags. We

call this BARNET (‘B’ackscattering ‘A’ctivity ‘R’ecognition ‘Ne’twork of ‘T’ags). This

integration is challenging as RF-powered battery-less tags must use ‘passive’ techniques

Acknowledge Jinghui Jian and Yasha Karimi who provide prototype PCB board and analyze its physical
characteristics.
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Figure 2.1: Overview of the BARNET tag network performing RF-based activity sensing.
The dotted lines are tag-to-tag backscatter links that are both used for data communication
as well as channel measurement.

to perform a level of RF processing that has so far been achieved only by using high-power

active radios.

While activity recognition using RF techniques has been gaining increasing research

interest lately (see Section 2.1), most existing techniques are centered around high-power

active radios which limits the scalability of these approaches. The uniqueness of our

approach brings this technique to an extreme low-power regime, where batteryless RF tags

themselves are able to capture some fundamental characteristics of the wireless channel

without the need for readers or access points. The proposed RF tags are also capable of

multi-hop tag-to-tag communication [95, 110] allowing for scalable deployments.

Passive RF Sensing of Backscatter Channel

BARNET is a network of passive batteryless tags with a limited computational ability that

i) directly communicate among themselves via backscatter modulation of an external RF

signal and ii) can measure and record variations in the backscatter wireless links. The
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envisioned system is presented in Figure 2.1. The tags are attached to everyday objects

identifying them, much like in RFID systems except that conventional RFID reader devices

are not needed. Tags could also be part of the building infrastructure such as wall or ceiling

panels. The tags form a multi-hop network using tag-to-tag backscatter links (dotted lines).

Exciters supply RF power and provide the signal used for backscattering, but otherwise

have no intelligence. If strong enough ambient RF signals are available (e.g., TV signals

or WiFi [28, 82, 95]) they can proxy for exciters. Thus, intentionally deployed exciters

are not critical for the fundamental technique described here.1 Some tags (sink nodes) are

attached to embedded platforms that are connected via IP networks to an analytics server

that executes necessary machine learning processes.

The multi-path wireless channel (backscatter channel) between two passive tags un-

dergoes changes related to dynamic alterations in their vicinity. We exploit a fundamental

characteristic of this tag-to-tag backscatter link: amplitude of the received backscatter at

an Rx tag depends upon the propagation delay (or phase) of the channel between the two

tags. Then, by systematically varying the phase of the Tx signal and quantifying the Rx

signal amplitude for the various phase values, we are able to detect patterns related to spe-

cific activities in the environment. We demonstrate this concept via mathematical analysis

(Section 2.2) and experiments (Sections 2.4 and 2.4.3). Our proposed technique for passive

channel measurement relies on quantized probing of the channel using a range of different

Tx backscatter phases and quantized measurements of the signal amplitude on the Rx tag

using very low-power techniques. This innovation is central to the passive tags that form

the building blocks in BARNET. Together with the communication and measurement pro-

tocols, innovative hardware design and backend analysis BARNET forms a truly ubiquitous

and scalable passive tag network that can simultaneously provide identification and activity

recognition ability.

The contributions of this work are summarized as follows:
1We must note, however, that while recent literature [28, 82, 95] has promoted use of ambient signals, the

actual power levels used in these papers are unusually high.
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• Passive techniques for channel measurement (Section 2.2): We develop the con-

cept of backscatter channel state information (BCSI). We show how BCSI can be

measured by systematic, multiphase probing of the backscatter channel using a Tx

backscatter pilot (BP). We develop the necessary protocol support for transmitting

the BP and recording the BCSI.

• RF-powered tag hardware (Section 2.3): We develop a tag design capable of

i) robust tag-to-tag backscatter communication and ii) BCSI measurement of the

backscatter signal based on above concept. We describe power harvesting/manage-

ment issues for a completely RF-powered operation of the tags. We also describe the

COTS prototype that contains all necessary components except the power harvester/-

manager.

• Experimental demonstration (Sections 2.4 and 2.4.3): We demonstrate robust tag-

to-tag communication and relaying at long ranges. We also demonstrate BARNET’s

ability to recognize human activities via a user study in our lab.
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2.1 Background and Related Work

The BARNET vision draws on two fundamental advances in recent years. We describe

these advances below to prove a context for our work.

2.1.1 RF-Powered Tags

RF-powered tags use RF power harvesting and backscatter communication to deliver

enough functionality to communicate small amounts of information. Backscattering works

by modulating an external RF signal incident on the antenna of the device. The modulation

is achieved simply by changing impedance levels seen by the antenna, thereby changing its

reflection coefficient. This requires very little power which, with appropriate design, can

be supplied by the external RF signal itself. Today, the most widely used embodiment of

this technology is in RFID (Radio Frequency IDentification) [50,57]. In RFID, the external

RF signal is provided via a relatively higher power embedded computer, possessing an

active radio, called the ‘reader.’ The reader also receives and interprets the modulated

signal backscattered by the tag and issues specific instructions to the tag about how to

respond.

RFID has long been standardized and is now widely deployed in logistics and inven-

tory applications to perform identification and tracking [53]. Variations of RFID exists as

research platforms, including tags with sensors [46, 189], tags with computational ability

(Computational RFID) [127, 189], etc. Two recent innovations have improved the possi-

bility of ubiquitous deployment of such tags. They include 1) use of ambient RF signals

(e.g., TV or WiFi) to provide the external RF signal and/or to power the tag [82, 95] and

2) tag-to-tag backscatter communications [26, 95, 110]. Use of ambient RF signals mean

that tags can be deployed anywhere with no other infrastructure support necessary. Tag-

to-tag backscatter implies that there is no need to have high-powered reader devices in the

neighborhood to read the tag signals; the tags themselves can read and in turn relay the
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information using multi-hop routing. This enables highly scalable deployment. Our work

benefits from existing work on tag-to-tag backscatter, but enhances the basic techniques.

2.1.2 ‘Device-free’ Activity Recognition

There is a growing body of work that measures or characterizes the RF wireless channel

impacted by human activities around it. The channel changes closely reflect the activity and

thus provide the necessary signature for activity recognition. Techniques vary depending

on what exact RF technology is used or what property of the channel is measured and how.

Early work has focused on 802.5.4 links with sensor mote class devices [141]. Recent work

has started focused on WiFi due to its popularity. Within WiFi, several techniques focus

on RSS of the entire channel (e.g., [19, 142]) and many others focus on RSS of individual

sub-carriers of the OFDM WiFi channel (CSI or channel state information). This class of

techniques has been shown to be successful in a range of applications such as counting

people [182], lip-reading [164], recognizing various gestures [126, 164, 190], various hu-

man daily activities [67, 174], etc. Recently, channel modeling techniques have been used

to bolster the performance of such techniques [170]. Various other RF technologies (e.g.,

60 GHz) have been used as well using radar principles for similar applications [20, 169].

A central theme in all these works is the dependency on high-powered active radios for

complex signal processing needs, a limitation BARNET removes.

Activity recognition has been successful in RFID domain as well [73, 92, 118]. How-

ever, this body of work relies on processing on the reader side (again an active device).

The only work in our knowledge that exploits passive processing on tags is AllSee [83].

However, AllSee is limited in capability as it characterizes the channel in an elementary

level, needs another smart device for each tag, and does not benefit from multiplicity of

links in a tag network such as BARNET.
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2.2 A Passive Backscattering Network for Activity Recog-

nition

The main idea in BARNET is a novel technique enabling passive tags to quantify the dy-

namic variations in the wireless channel in response to specific activities in the vicinity. To

this end, we develop a measure that we refer to as Backscatter Channel State Information

(BCSI) which embodies the channel response incorporating both the amplitude (attenu-

ation) and phase (propagation delay) between a pair of backscattering tags. We further

design a novel method based on a Backscatter Pilot (BP) signal which enables passive

tags to quantify and record BCSI while using only envelope detection. This ability, in

conjunction with multi-hop tag-to-tag backscattering, allows tags to (1) measure wireless

channel dynamics at various locations and (2) aggregate these distributed measures cen-

trally for processing. As highlighted in Section 3, this concept amounts to a paradigm shift

by enabling use of passive tag networks for activity recognition and physical analytics, ap-
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plications which have, so far, been almost exclusively restricted to the realm of active radio

systems.

Figure 2.2 demonstrates the proposed concept with a basic passive tag-to-tag network

consisting of two tags and a sink node connected to a computer platform. The Tx tag

backscatters a signal which is received by the Rx tag, in the presence of external excita-

tion. Any activity in the vicinity of the link affects the multi-path channel between the two

tags which in turn affects the amplitude and phase of the received signal. We first analyze

the signal interactions to determine the impact of channel phase variation on the received

signal. Based on this analysis we construct the BP signal which when backscattered by the

Tx tag, enables the Rx tag to estimate and record the BCSI. The BP signal essentially con-

sists of short backscatter messages sent repeatedly with the same amplitude but a different,

deterministic phase offset. For implementation convenience, these repeated transmissions

are done in time slots, called phase slots. Each phase slot is characterized by its fixed Tx

phase offset which is unique from other slots. By comparing the received amplitudes in

these phase slots, the Rx tag is able to quantify the instantaneous BCSI between the two

tags.

As shown in Figure 2.2, we consider a situation with some human activity (move-

ments) happening in the vicinity of a tag-to-tag link. The Rx tag is receiving two signals,

the backscatter from the Tx tag and the excitation signal. We depict two time instances

in-between which a specific movement is performed, thus altering the wireless channel be-

tween the two tags. We denote the resultant channel phase of the two instances as θ1 and

θ2 (solid lines for instant 1 and dotted line for instant 2). At both instances, the Tx tag

sends out the BP signal consisting of consecutive transmissions of a short message with the

same amplitude, but in four different phase slots. The quantized amplitude of the baseband

received signal in each phase slot constitutes our BCSI measurement, which is recorded

at the Rx tag. The set of recorded BCSI measurements over time is then sent to the sink

node utilizing multi-hop tag-to-tag backscattering. At the sink node, the aggregated BCSI

16



measurements from the tags in the network are then sent to the analytics processing unit.

As seen from the figure, the baseband Rx amplitude reaches peaks and nulls in different Tx

phase slots. We will show with the analysis that follows that the Tx phase slot (or phase

offset) where the peaks and nulls occur depends upon the instantaneous phase of the chan-

nel which in turn is determined by the multi-path environment surrounding the tag-to-tag

link. Thus, the BCSI measurement provides an instantaneous fingerprint of the channel.

Dynamic BCSI variation patterns can then be used for activity recognition and physical

analytics using learning tools, which is implemented by the backend analytics server.

Our proposed technique is agnostic to deployment environment. This is because our

technique utilizes phase diversity by introducing a deterministic phase offset in each Tx

phase slot. As a result, the phase difference between the received signals in successive

slots is always fixed, irrespective of the environmental clutter. This is demonstrated in

our user study (Section 2.4.3) by ensuring that training and testing are done at different

locations.

Figure 2.2 depicts a basic building block of BARNET. Use of multiple tags enables

simultaneous BCSI measurements all over the deployment area. Multiple tags naturally

provide redundancy and diversity that improve the accuracy and robustness. This is again

demonstrated in our evaluations.

2.2.1 Signal Interactions in a Backscatter Link

The Tx tag backscatters the RF excitation signal by varying the reflection coefficient of

its antenna between two states 1 and 2. This alters the signal reflected from the antenna

thus achieving the well known backscatter modulation [50]. Being passive, the Rx tag

receives this signal using envelope detection. We assume that the tag communicates using

ASK backscattering wherein the amplitude of the reflected signal is varied between the two

states.
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Figure 2.3: Variation in amplitude of received backscatter with phase of the channel

Then the signal received at the Rx tag in the two states denoted by SiR (i = 1, 2) is as

follows:

SiR = AE cos(ωt) + AiT cos(ωt+ θ), i = 1, 2, (2.1)

where, AE is the amplitude of the received exciter signal, AiT is the received amplitude of

the backscatter signal from the Tx tag in the two states, ω = 2πf with f being the carrier

frequency of the excitation signal and θ is the resultant phase of the backscatter channel

between the two tags. Expanding the above, we get

SiR = (AE + AiT cos θ) cos(ωt)− (AiT sin θ) sin(ωt), i = 1, 2. (2.2)

Then the amplitude of the total received signal at the Rx tag in the two states, AiR is:

AiR =
√

(AE)2 + 2AEAiT cos θ + (AiT )2, i = 1, 2 (2.3)

Since the Rx tag uses envelope detection, the amplitude of the resultant received

backscatter signal, AR is given by
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AR = |A1
R − A2

R| =
∣∣∣ √(AE)2 + 2AEA1

T cos θ + (A1
T )2

−
√

(AE)2 + 2AEA2
T cos θ + (A2

T )2

∣∣∣ (2.4)

The plot of this received amplitude vs. the instantaneous backscatter channel phase θ is

shown in Figure 2.3. The plot uses normalized amplitudes with AE = 1, A1
T = 0.75 and A2

T

= 0.05.2 As we can see, the phase of the backscatter channel, θ has a significant impact on

the received amplitude. Detailed analysis, along with simulations and experimental verifi-

cation, are well established in this work [140]. As we can see, the Rx tag amplitude varies

significantly between peaks and nulls depending upon phase of the backscatter channel.

We exploit this phenomenon by introducing known and fixed phase offsets at the Tx tag.

2.2.2 Use of Multiple Phase Slots in Backscattering

We now repeat the above analysis for the case when the Tx signal is sent successively over

multiple fixed phase slots. The phase slots are implemented using an extended backscatter

modulator design which will be explained in Section 2.3. As mentioned earlier, the con-

cept of multiple phase slots implies that tag will backscatter an ASK signal with the same

amplitude, but a deterministic phase offset. The phase offset is the characterizing feature of

each Tx phase slot. In order to better understand this concept, let us imagine a backscatter

modulator that incorporates K phase slots. The ASK backscatter will be generated in each

slot by switching between two states as follows:

A1,1
T ←→ A2,1

T︸ ︷︷ ︸
Slot 1

A1,2
T ←→ A2,2

T︸ ︷︷ ︸
Slot 2

· · · A1,K
T ←→ A2,K

T︸ ︷︷ ︸
Slot K

(2.5)

The characteristic phase offset of each slot is denoted by φk. This fixed phase offset is

introduced into the backscattered signal at the Tx tag (prior to propagation to the Rx tag

2Backscattering works by reflecting a fraction of the incident power in both states. Moreover, in general,
the excitation signal received at the Rx tag will be much larger than the signal received from the Tx tag in the
two states. So this assumption for amplitude values simplifies the simulations without altering the accuracy
of the characterization of received amplitude vs phase
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Figure 2.4: Received signal over multiple phase slots

over the backscatter channel). This value is fixed for each slot during the implementation

of the tag hardware. Then, using equation 2.4, the amplitude of the received signal in each

slot is given by

AkR = |A1,k
R − A

2,k
R |

=
∣∣∣√(AE)2 + 2AEA

1,k
T cos(θ + φk) + (A1,k

T )2

−
√

(AE)2 + 2AEA
2,k
T cos(θ + φk) + (A2,k

T )2

∣∣∣
k = 1, 2, ...K.

(2.6)

Figure 2.4 shows the amplitude of the received backscatter signal vs. the instantaneous

phase of the backscatter channel θ for K = 7 different phase slots each with phase φk =

(k−1)π
6

, k = 1, 2, ...7. As we can see, the Rx amplitude depends upon both the phase of the

channel θ and the slot phase φk. At any given instant t the phase of the channel θt will de-

pend upon the dynamic environment at that instant. However the phase difference between

the received signals in successive phase slots, ∆φ = φk − φk−1 remains constant ∀t. This

key property along amplitude vs. channel phase behavior enables our BCSI quantification

and phase estimation technique.
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2.2.3 Quantifying BCSI

In the simplest embodiment, the receiver in the tag consists of an envelope detector fol-

lowed by a single comparator. Consider a comparator threshold V 1
TH as shown in Fig-

ure 2.4. Depending upon the value of the instantaneous phase of the channel θt, the Rx sig-

nal in some specific slots will be above this threshold. For example, if the resultant channel

phase θ is π/2, the detection vector for the 7 slots considered will be [1, 0, 1, 1, 1, 0, 1]. If

the channel phase were to change to π, then the vector would change to [1, 1, 0, 1, 1, 1, 1].

This vector represents our passive BCSI measure which is recorded at the Rx tag. Our

analytics processor then maps these BCSI measures to the channel characteristic in Figure

2.4 to obtain phase estimates of the channel which in turn are used for activity recognition.

Use of multiple thresholds to improve precision Clearly, using a single threshold to

quantize the Rx amplitude will limit the precision of the phase estimation. To improve pre-

cision, we propose a BCSI estimator with multiple threshold levels. The hardware imple-

mentation of this circuit is described in Section 2.3. In this case, the amplitude in each phase

slot will be represented by multiple (M ) bits instead of 1. For instance, using three thresh-

olds V 1
TH , V 2

TH , and V 3
TH as shown in Figure 2.4, the BCSI vector for channel phase π/2 and

π respectively is [100, 000, 110, 111, 110, 000, 100] and [111, 110, 000, 100, 110, 111, 111].

It is simplified here for illustration purposes, the quantized amplitude is represented us-

ing thermometer code. In the actual implementation, we will use an ADC (Section 2.3)

whereby the quantized amplitude will be represented using binary code. Obviously, higher

number of thresholds leads to more precise BCSI measurement while increasing the hard-

ware resources and power consumption.

Selection of phase offsets for each phase slot In Figure 2.4, phase slot offsets φk are

chosen uniformly between 0 and π. However, this may not always be the most optimal way

to select the offsets. The accuracy of the BCSI measure is affected by the number of slots,
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the phase offset of each slot and the number of Rx quantization levels. Increasing the num-

ber of phase slots and quantization levels increases network latency, resource requirement

and power consumption. The selection of φk values for our implementation will be guided

by a detailed tradeoff analysis involving the above mentioned parameters.

Amplitude changes in the baseline (excitation) signal The amplitude of the baseline

excitation signal at the Rx tag, AE also changes dynamically in response to activities in the

vicinity of the tag. These dynamic variations are rich in analytic information and provide

additional supplementary information that can be used for activity recognition. Our design

for BCSI measurement also allows us to record the baseline signal AE . This information is

appended to the BCSI measure and is used in the analytics processing.

Backscatter Pilot (BP) signal To enable the measurement of the instantaneous BCSI at

the Rx tag, the Tx tag will transmit a Backscatter Pilot (BP) signal. This is conceptually

similar to pilot signals used in traditional wireless communication for channel estimation.

Within the BP signal, the Tx tag backscatters a self-identifier, a short random number used

for synchronization (more on this later), followed by short slot identifiers sent successively

over each phase slot. The Rx tag correspondingly records the Tx identifier, the synchro-

nization random number (SRN), and then serially records the BCSI measure, consisting

of M -bit received amplitude in each slot, and baseline signal AE . This process is then

repeated by the same Tx tag N times, each time incrementing the SRN by 1. The num-

ber repeated cycles for which a single Tx tag backscatters the BP signal is a parameter

of the deployment environment and the frequency/speed of the activities that we wish to

tune the network to. This N-cycle BCSI measurement , along with the identifier of the Rx

tag, is then conveyed to the sink node for analytics processing using multi-hop tag-to-tag

backscattering. Figure 2.5 shows the format of the BP signal and the information recorded

by the Rx tag.

22



Identifier SRN + n Delim Slot ID 1 .  .  .Delim Slot ID 2 Delim Slot ID K

Tx Backscatter Pilot (BP) for Cycle n

.   .   .

Sync K x M-bit slot word

Cycle 1

Cycle 2

Cycle N
Rx recorded 
information

Identifier SRN M 2M . . . KM

Identifier SRN+1 M 2M . . . KM

Identifier SRN+(N-1) M 2M . . . KM

Φ1 ΦKΦ2Multi-phase Tx

AE1

AE2

AEN

Baseline 

Figure 2.5: Transmission and reception of Backscatter (BP) signal

2.2.4 Activity Recognition Using Aggregated BCSI

The BCSI measures from various tags in the BARNET are aggregated at the sink node where

they are passed on to the central analytics engine for processing. First, the incoming data

is parsed for tag identifiers and then the BCSI measures from an individual tag are lined up

in a time sequence according to the value of the SRN prepends to the BCSI measurements.

The concept of the SRN helps to synchronize simultaneous BCSI readings from multiple

tags. When one tag is transmitting a sequence of BP signals, multiple tags in the vicin-

ity could receive it. The measurements recorded by each receiving tag correspond to the

BCSI reading for separate channels. However if these are happening simultaneously, they

recorded BCSI will have identical SRN values. The use of these SRNs is immensely valu-

able at the analytics engine because it gives the network the ability to detect synchronous

BCSI measurements. Our approach has a simultaneous or parallel sensing advantage com-

pared to other approaches which make use of a central active receiver. Multiple activities

occurring throughout the network can be simultaneously and independently monitored by

pairs of tags in different locations before being sent to the sink for processing. Here the

relatively close communication range between passive tags works to our advantage by pre-

venting the influence of far away activities on BCSI of a tag-to-tag link. At the same time,
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the low cost of the tags allows for dense deployments whereby a single activity can be

sensed and recorded by multiple tags.
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Figure 2.6: Block diagrams: (a) BARNET tag architecture, (b) demodulator/BCSI estima-
tor shown in further detail. The COTS prototype used for evaluations in this work (Sec-
tion 2.4) does not include power harvesting, power management and energy storage parts
and communication/control and memory parts are implemented using a microcontroller
unit (MCU).

2.3 BARNET RF Tag Implementation

In this section, we describe the hardware implementation of the tag that is the principal

building block of BARNET. A high level block diagram of tag architecture is shown in

Figure 2.6.

The primary hardware modules in BARNET are (1) the backscatter modulator incorpo-

rating the capability to transmit the BP signal for multiphase probing of the channel, (2) the

demodulator incorporating the critical BCSI estimator, (3) the power harvesting/managing

unit which harvests power from the excitation signal and manages power at the various

blocks in tag’s architecture. (The current COTS implementation used in the evaluation

does not have the power harvesting/managing unit).

There are two specific challenges in the tag design we want to highlight here. First,

in conventional RFID systems, the active readers transmit a signal which has a very large

modulation depth (also called modulation index). This is a measure of how much the peak

modulated level of the signal varies with respect to its unmodulated level. This large mod-

ulation depth along with high SNR of the reader signal enables tags to demodulate this

signal using straightforward implementation of passive envelope detection. In contrast,

BARNET tags have to detect backscatter signals from other tags that inherently have orders

25



From control

To detector

3.6pF cap.

8.2nH ind.

Open circuit

ᶰ1 =  -ᶢ/2

ᶰ3 =  ᶢ/2

ᶰ2 =  0

4 port RF switch 
ADG 904

Ctrl
Antenna

Figure 2.7: Implementation of multiphase backscatter modulator using an RF switch con-
trolled by the MCU in the comm/control section.

of magnitude lower modulation depth and SNR. Second, BARNET tags also need to pas-

sively quantify the BCSI. These challenges makes design of the Tx (backscatter modulator)

and Rx (envelope detector and BCSI quantifier) modules of the BARNET tag significantly

more complex than conventional tags. We now describe the design of the principal building

blocks of the BARNET tag.

2.3.1 Multi-Phase Backscatter Modulator Design

The traditional backscatter modulator transmits data by switching between two different

impedances connected to the antenna. The BARNET modulator builds on this basic archi-

tecture and introduces novel schemes for two operating modes, viz., (i) channel probing

between tags using the BP signal as described in Section 2.2.3, and (ii) regular data com-

munication between tags. The modulator incorporates multiple terminating impedances

each implementing the so-called phase slot. Figure 2.7 shows the conceptual architecture

of the backscatter modulator. It is built using a multi-throw RF switch in a discrete PCB
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implementation of the BARNET tag in our current prototype and can be substituted with a

transistor implementation on chip.

During channel probing using the BP signal, the modulator transmits systematically

over different phase-slots. The terminating impedance and hence the resulting phase offset

of each slot are deterministic and fixed by design. This enables the Rx tag to measure the

amplitude of the backscatter signal as a function of the transmitter phase, as in Figure 2.4,

and robustly quantify the BCSI of the link. The reflecting phases span the range from

−π to π. Clearly, looking at Figure 2.4, a larger number of phase slots will increase the

accuracy of BCSI measurement. Conversely, higher number of phase slots will hamper the

network throughput by increasing size of the BP signal. Higher number of phase slots also

increases the hardware resources and cost. Thus there is a tradeoff involved in selection of

the number of phase slots. The goal of the first prototype BARNET tag is to demonstrate

and evaluate the proposed concept while keeping the implementation as simple as possible.

To that end, we have implemented a three phase-slot modulator using a 4 port RF switch

with one of the ports is connected to Rx detector and the other 3 throws are terminated

with impedance to achieve the phase slot values of φ1 = −π/2 (3.6pF capacitance), φ2 = 0

(open circuit); and φ3 = π/2 (8.2nH inductance).

For regular data communication, the modulator must overcome the phase cancellation

problem that was independently investigated in [140]. This problem can be understood by

looking at Figure 2.4. The Rx amplitude in a given phase slot can go down to very small

value or even zero depending upon the instantaneous phase of the channel. This happens

because the exciter signal and the backscatter signal essentially combine out-of-phase at

the receiving tag. BARNET already provides a built-in mechanism for protection against

this problem by the use of multiple phase slots. BARNET tags can learn what phase is best

to use for regular data communication between neighboring tags by first 1) redundantly

transmitting over multiple phase slots (this is similar to channel probing described in the

previous para) and then recording the received signal amplitudes and then 2) using that
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phase slot for subsequent communication that provides the highest amplitude. More on

this is in Section 2.4.2.

2.3.2 Demodulator and BCSI Estimator Design

The architecture of the demodulator and the BCSI estimator is shown in Figure 2.6(b). Both

blocks process the baseband signal obtained after the envelope detection. The demodulator

converts the amplitude of the baseband signal into a binary signal for data communication,

while BCSI estimator quantizes the same signal with a higher resolution. BCSI estimator

also quantizes the baseline signal at the output of the envelope detector.

Architecture

Although the concepts of signal reception using passive envelope detection have been

widely explored in the context of backscatter systems (see, for example, [39, 81]), their

application to tag-to-tag communication system gives rise to unique challenges. As men-

tioned earlier for BARNET tags, the modulation index of the incoming signal is at least an

order of magnitude lower than for standard RFID tags. This greatly limits the operating

distance of passive tag-to-tag links in current literature except when CDMA encoding was

used resulting in a very low data rate and higher power requirement [120].

We use the envelope detector as the input circuit at the interface with antenna followed

by the passive filter to improve signal-to-noise ratio (SNR), as in the conventional RFID

tags [39, 45, 81, 158]. To overcome the low modulation index, we implement demodulator

with the architecture comprising an amplifier with integrated band-pass filter followed by

comparator. The integrated filtering removes the baseline excitation signal from the mod-

ulated signal. With the proposed architecture, a small amplitude of the baseband signal

(on the order of few mV) can be resolved with a straightforward low-power comparator

implementation.
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Our BCSI estimation involves measurement of the amplitude of the baseband signal

over different Tx phase slots. The amplifier used in the demodulator is shared with BCSI

estimator, but the output of the amplifier, in this case, has to be quantized with a finer

resolution. The power budget of the tag limits the resolution of analog-to-digital conversion

(ADC) and the optimal resolution is determined through experiments.

The baseline signal after the envelope detection is continuously measured while BCSI

is collected. The baseline signal is extracted by low-pass filtering of the envelope detector

signal with a cut-off frequency lower than the data rate. The same ADC architecture is used

for this quantization as well, although the optimal resolution could be different than in the

case of measurement of the backscatter signal amplitude.

COTS Implementation

As an initial approach to evaluation of BARNET, the proposed architecture of the demodu-

lator and BCSI estimator has been implemented using commercial-off-the-shelf (COTS)

components. The envelope detection comprises of two stage voltage multiplier imple-

mented using zero bias Schottky diode HSMS-285x series from Avago Technologies. The

envelope detector is followed by a high-resolution 16-bit (full range 5 V) 80 kbps analog-

to-digital conversion. The recorded signal is captured and stored in memory. The on-board

processing and filtering, along with comparison and limited resolution analog-to-digital

conversion for demodulation and BCSI estimation, mimicking the architecture shown in

Figure 2.6(b), is then implemented in Matlab using the captured data.

ASIC Implementation

To demonstrate the feasibility of the proposed architecture implementation in a passive tag

with a limited power budget, we have designed a demodulator in 45nm CMOS technology

and estimated the power consumption of the two ADCs used in BCSI estimator.
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Figure 2.8: Output of the amplifier in the demodulator for different amplitudes of the re-
ceived signal after envelope detection.

The demodulator implementation comprises voltage doubler for envelope extraction

and an amplifier with integrated filtering followed by a comparator. The voltage doubler

rectifies and at the same time increases the amplitude of the input signal. At the input

power of -28 dBm, the optimized design of voltage doubler leads to the output voltage

of 146 mV and ripple voltage of 228 µV [80]. The large output voltage and low ripple

thereby provide a smooth, detectable baseband signal input to the amplifier. After the en-

velope detector, the ASK modulation in the baseband signal, due to low modulation index,

cannot be distinguished by the comparator. Instead, the baseband signal is first amplified

with integrated high-pass filter. The high-gain amplifier is implemented as the low-noise,

low-power folded-cascode amplifier. The simulated gain of the baseband amplifier in the
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passband is 40.1 dB, with the corner frequencies at 2.9 kHz and 50 kHz. With the amplitude

of the received baseband signal swept, the output of the amplifier is shown in Figure 2.8.

Averaged gain of amplifier is 64 which is enough to detect very weak signal. The power

consumption of the demodulator is 1.2 µW [80].

ADCs for BCSI estimation can be implemented using the successive approximation

ADC architecture. Based on the similar implementations in the literature [71, 135], we

estimate a power consumption of each ADC to be less than 1 µW at 10 ksamples/s sampling

rate.

2.3.3 Power Harvesting

The power for the operation of the tag is harvested from a dedicated external RF exciter.

Since the tag should operate on the distances on the order of 10 m from the exciter, the

power consumption is the most stringent constraint in the design of tag’s circuitry. The

power is mostly harvested when BARNET tag is in the listening mode (no tag-to-tag com-

munication and no channel sensing), since only a small fraction of the received power is

consumed by the wake-up circuit. When the tag is transmitting data, only the modulator is

turned on and the loading impedance of the antenna changes according to the modulation

scheme. This means that the amount of the absorbed power will vary and that in some states

the modulator has to be powered with the stored energy. However, the power consumption

of the modulator is very low since the only active component is a switch. When the tag

is receiving data or estimating BCSI, i.e., when either the demodulator or BCSI estimator

block is turned on, the total received power is split between the power harvesting block and

one of these blocks. In this case, extra energy for the operation is provided by the energy

storage element implemented through a supercapacitor.

The COTS implementation of BARNET tag does not integrate the power harvesting and

the tag is powered by a CR 1620 coin cell battery. The proposed ASIC design for the

demodulator and BCSI estimation has the power consumption on the order of 4 µW. At
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this power level, it has been demonstrated that the demodulator can resolve a modulation

index of 0.6% [80]. Considering that the state-of-the-art efficiency of the power harvesting

circuitry is 30% [149], the tag could operate from the harvested RF energy in the envi-

ronment in which the input power is on the order of −20 dBm. The tag-to-tag link could

operate at distance of 2 m if the Tx tag is also receiving at the least the same input power

of −20 dBm [80].

2.3.4 Tag Antenna and Comm/Control Section

To build a fully functional BARNET tag, the above modules are augmented with an antenna

and a digital processor. In current COTS implementation used for evaluations here (Sec-

tion 2.4) we use a dipole based antenna for the tag printed on an FR4 circuit board with a

single SMA connector to connect to the rest of the tag circuitry. The comm/control section

of the tag also runs the physical and link layer protocols. This section is now implemented

on a TI MSP430 microcontroller unit (MCU).
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2.3.5 Physical and Link Layer Design

In this section we describe the PHY layer protocol parameters used in the BARNET tag

implementation. For simplicity and robustness of implementation which we have chosen

standard encoding techniques from backscatter communication literature. Use of well es-

tablished encoding techniques allows to focus mainly on evaluation of the proposed BCSI

measurement techniques.

Encoding Because of the passive modulation and demodulation techniques employed in

BARNET tags, delay (or transition) encoding mechanisms like Miller and FM0 are a good

fit. In such schemes the data to be transmitted is represented by the presence or absence of

high-low transitions at the boundaries or the center of a symbol. These encoding schemes

have been widely researched in the context of standard RFID systems [53]. We use Miller

modulated subcarrier encoding with multiplication factor M-2 (Miller-2 encoding). This

provides a good data rate vs noise immunity tradeoff. Also this encoding can be easily

scaled up to Miller-4 or Miller-8 to further increase noise protection at the cost of data rate.

Our BARNET tags have used an on-board clock of 10 KHz and a link data rate of 5 Kbps.

Pilot-tone Preamble Header Data CRC

Figure 2.9: Packet format in BARNET

Pilot Tone The pilot tone is simply a sequence of identical symbols which helps the to

identify the start of a tag packet. In the BARNET tag the pilot tone also allows the RC

circuit producing the comparator reference voltage to charge up to the required threshold

value well before the actual preamble bits arrive. This ensures that when the actual data bits

arrive, the comparator threshold is set to the proper value for correct digitization. When not

communicating, the BARNET tag is in an idle mode and working on harvesting all received

power. The pilot tone also serves to issue an interrupt to the MCU that forces the tag to
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wake up from the idle mode. This significantly reduces the idle state power consumption of

the tag We use a sequence of ten 0’s encoded using the Miller-2 scheme as our pilot tone.

Decoding Decoding is implemented on the BARNET MCU by sampling the output of the

comparator and measuring the time between edge transitions. This time between successive

transitions is mapped to the decoded data bits. For the decoder the pilot tone can provide

calibration to compensate for clock drifts or other timing drifts in the MCU. Timing of

the edge transitions in the pilot tone at the start of each packet is used as a reference to

decode bits in the remainder of the packet. Clearly a higher input sampling rate with add

robustness to the decoder. But this would require a higher clock speed which can add to

the power consumption. Our chosen data rate of 5 kbps provides a good balance between

noise immunity and power consumption.

Packet Design In the current BARNET prototype the packet format is simple to keep it

short. As shown in Figure 2.9, the packet consists of pilot-tone, preamble, header, payload,

and CRC. The header contains the id of the transmitting tag for backscatter pilot (BP)

transmission and also includes the id of the destination tag in case of point to point data

communication, Finally, the data field consists of either the communication payload packet

or the multiphase BP signal as explained in Section 2.2

Link Layer Design The BARNET link layer implements a basic listen-before-send mech-

anism via carrier sensing to avoid interference between neighboring BARNET links. Since

the tags have receive ability implementation of carrier sensing is straightforward. The im-

plementation follows the basic ideas outlined in [95]. Before transmission the MCU sam-

ples the comparator output to detect presence of pilot tone indicating presence of modulated

backscatter. If present, the comparator output flips signifying presence of a neighboring

transmission. We also implemented a random backoff strategy mimicking conventional

CSMA/CA protocols (e.g., 802.11). The tag backs off for a randomly chosen duration if
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the carrier is sensed busy. The expected value of this interval doubles for each transmission

failure. Each (unicast) transmission is followed by an ack to detect failure.

For communication BARNET tag operates in three distinct modes: transmit, receive and

listen modes.

By default the tag is always in the listen mode waiting to detect a preamble. Once

preamble is detected it switches to the receive mode. In this mode, the tag decodes the

packet and after all bits are received checks for correctness. If the packet is correctly

received, then it switches to the transmit mode to transmit an acknowledgment. Then,

it evaluates the packet header and determines the action to be taken on the packet. For

example, it may need to further relay the packet to a neighbor for eventual transmission to

the sink node.
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(a) BARNET tag (front) (b) Sink node (RPI with tag)

Figure 2.10: Prototypes of (a) tag and (b) sink

2.4 BARNET Prototyping and Evaluation of Links

2.4.1 COTS Prototype Implementation

The prototype BARNET platform used for evaluation in terms of communication and ac-

tivity recognition performance is shown in Figure 2.10. It is made of 2-layer FR4 PCB in

thickness of 31 mils with components on both sides. The PCB is designed using Altium

designer software and is manufactured by Goldphoenix Printed Circuit Board Company in

Wuhan, China. The antenna is implemented directly on a separate piece of PCB that is

attached to the main PCB using SMA connector. This modular design helps future experi-

ments with different types of antennas.

The ADG 904-SP4T CMOS FET from Analog Devices deployed as RF the switch [17];

the impedances mentioned in the previous section are connected to the input terminals of it.

The MCP6561 Low-Power Push-Pull Output Comparator by the Microchip Technologies

deployed as the comparator [13]; it links MCU’s digital GPIO and envelope detector’s

output.

The gateway or sink is implemented using a Raspberry PI Model B board [18] taking

up the role of the MCU. Here, the comparator output is fed to a GPIO pin of the Raspberry

PI that is sampled through Wiring Pi’s native C library [70] at the speed of 22MHz [123].
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Figure 2.11: BER vs distance for a single BARNET link with −15 dBm power at the Tx
(backscaterring) tag

The Raspberry PI communicates with a host computer using the Ethernet. The computer

runs all activity analysis software.

The exciter is implemented using a software radio platform (BladeRF [5]) and open

source software [6]. The BladeRF is connected to a host computer using USB3.0. In

between BladeRF and Laird’s 902-928MHz 9dBi circularly polarized antenna [2], we plug

RF Bay’s 915-LNA series [12] to amplify exciter signal to supply the requisite excitation

power.

2.4.2 Single Link Performance

We examine the performance over different phase slots and measure the maximum achiev-

able link range for different exciter power levels. All evaluations are done using a pair of

communicating tags with a single bit rate (5 Kbps) with the exciter generating a CW signals

at 915 MHz. The Tx tag is configured to continuously backscatter a known packet at regu-

lar intervals. Each transmission involves a repetition of the same packet over three different

phase slots to overcome the phase cancellation problem (see Section 2.2.3 and [140]). The

bit error rate (BER) is evaluated by comparing the bits decoded at the Rx tag with the
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known packet being continuously transmitted by the Tx tag. Figure 2.11 shows the com-

munication distances that were achieved at a fairly low excitation power level. Importantly,

Figure 2.11 shows how three phase slots exploit the phase diversity of a backscattering

link. Specifically, each phase slot demonstrates signal nulls at certain distances where the

exciter signal and the backscattered signal cancel each other. These nulls occur at different

points for different phase slots. Choosing the best possible slot achieves very low BER

providing a link range up to 10 m at −15dBm power at the Tx tag. This range reduces with

lower power (not shown), e.g., about 3m at −20dBm power. A simple learning mechanism

is implemented that probes each neighboring tag with different phase slots determines the

right slot to use for a given neighbor.3 The learning is to be repeated periodically to counter

for any movement and changes in the environment.

2.4.3 Multihop Tag-to-Tag Network

We have evaluated the performance of multihop relaying using a single BARNET tag con-

figured as a transmitter, multiple BARNET tags configured as relays and one BARNET tag

configured as the sink. The transmitter continuously transmits a pre-determined data packet

at regular intervals. The relays listen for a transmission and then backscatter the received

data packet. The sink listens and records all received packets. The goal of this experiment

is to demonstrate and evaluate the potential of long distance communications via relaying

over multiple backscatterring tags. Once a routing protocol has been implemented, all tags

in the BARNET (except the sink) will have the same state machine and will switch between

transmit and listen states as specified by the protocol.

The multihop set up extends the scenario we have shown earlier in Section 2.4.2 where

the excitation power in the environment is set to around −25dBm to −20dBm through

the length of the multihop link. We place 5 tags roughly in a line with inter-tag distance

3Redundant transmissions over multiple slots may be needed for broadcast communications so that all
neighbors are covered.
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Figure 2.12: Multihop tag-to-tag communication in BARNET over 4 hops (−25 to−20 dBm
excitation power at tags)
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roughly about 3 m. One of the tags at the end is also the sink. See Figure 2.12(a). The set

up provides end-to-end distance of about 12 m over 4 hops at the stated power level. See

Figure 2.12(b). The packet error rate over 4 hops (total of ≈12 m) is about 1%.
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Figure 2.13: Setup for activity recognition experiments

2.5 Activity Recognition via BCSI Measurement

In this section we demonstrate BARNET’s capability of recognizing human activities in a

‘device-free’ fashion via measuring and analyzing BSCI as described in Section 2.2.

2.5.1 Evaluation Setup

As mentioned in Section 2.3.2 in the COTS implementation used here we have used an ex-

ternally deployed high resolution ADC (Figure 2.6). This allows us to understand exactly

how many bits are needed for the optimal design that makes the best choice between perfor-

mance, complexity and power consumption. The analysis uses standard machine learning

tools hosted on a computer (Intel i5-5250 CPU and 8GB RAM). It takes only about 50 ms

to process 2.5 s worth of BCSI values sampled at about 100 samples/s. This sample rate is
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Figure 2.14: Feature creation from ADC recordings of the falling activity

chosen as it is roughly consistent with the data carrying capacity of the tag network. Thus

BARNET’s activity recognition can be done roughly in real time.

For the study, 9 participants ( 8 male, 1 female, ages 25-35, all healthy, physically fit

and of average built) conduct 10 different activities of daily living. The activities are 1)

falling, 2) running on a path, 3) running in place, 4) sitting, 5) sitting down from standing
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Figure 2.15: Activity recognition accuracy for different activities with one tag or both tags

position, 6) standing, 7) texting in a standing position, 8) walking on a path, 9) walking in

place, and 10) writing in a standing position. The activities are repeated 5 times each in 4

different locations (P1 through P4) in our lab (9m × 6m). See Figure 2.13. Overall 60+

minutes worth of activities are recorded for analysis.

Figure 2.13 shows a map of the exciter and tag locations. The exciter power is set

at 15dBm. The Tx tag keeps transmitting packets with BP header alternating between 3

phase slots. Characteristic phase offsets φk for the three slots are −π/2, 0 and π/2. The

two Rx tags are connected to external data logger ADCs that record the voltage at the

output of the envelop detectors on the host computer. The study participants conduct the

suite of activities in 4 locations indicated by human figures in Figure 2.13. The dashed line

indicates walking and running paths for activities #2 and #8.

2.5.2 Activity Recognition

After collecting the BCSI data using the data logger, we have applied Convolution Neural

Networks on Multichannel Time Series for Human Activity Recognition (CNN for HAR)
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Figure 2.16: Impact of ADC resolution and number of tags on average activity recognition
accuracy

to the aggregated data using available open source code [183,184]. We adopt the commonly

used architecture of the CNN used for hand gesture recognition [35]. Since the input and

output dimensions are simpler in BCSI based activity recognition, we have simplified the

number of feature maps and sizes of convolution kernels. We have chosen the parameters

in CNN κ = 1, α = 2× 10−4, β = 0.75 and followed the rules of thumb in [90] to choose

other parameters.

To obtain activity features from BCSI for use as the input to the CNN, we construct

the features as a time series of amplitude values measured in each phase slot. See the

explanation earlier in connection with Figure 2.5. Figure 2.14 shows an example of how the

features are created based on recorded ADC values. First the DC component is removed

from the actual recording (subfigure (a)). Then, the sequence of values for each phase

slot φ1 through φ3 are used as features (subfigure (b)). Not shown in the figure, the DC

component values are also used as the fourth feature.

The location P1 in Figure 2.13 is selected as training point, and P2 to P4 are used

for testing. We choose one of the participants as the training subject and rest as testing.

Figure 2.15 shows the average recognition accuracy for each of the activities. Note that
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Figure 2.17: Accuracy when different training locations are used

for the running and walking activities (#2 and #8) there are no separate training and testing

locations as the activities are based on paths. The overall accuracy is quite high, on average

90% across all cases. Of course, when a single receiving tag is used (Rx1 or Rx2), the

accuracy is somewhat lower (on average 84% with only Rx1, and on average 80% with

only Rx2). When they are combined, the accuracy improves. Clearly, more the number of

tags more the accuracy (Section 2.2). Some activities such as falling, standing, walking in

place, and walking on the path achieve close to 100% accuracy. We expect significantly

improved overall performance when more tags are used that we expect to be a common

case in a typical BARNET deployment.

It is important to evaluate how many ADC bits are sufficient. The ADC size influences

the complexity and power requirements of the tag and also imposes burden on the commu-

nication capacity. Figure 2.16 plots average accuracy over all tasks for different number of

bits for two cases (one tag and both tags). Note that the accuracy saturates beyond 6 bits.

BARNET maintains a good accuracy (>80%) even testing points are further away (close

to 3 m) from the training point. Figure 2.17 shows the average accuracy when location P2

through P4 are used for training.
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2.6 Conclusion

BARNET extends capabilities of passive RF tags to a different regime. They not only are

able to perform tag-to-tag communications under conditions of very low modulation index,

but also they are capable of channel measurements of the backscatter channel that correlates

very well with environmental changes around the tags. This latter ability translates to

human activity recognition. BARNET’s recognition accuracy is competitive with active

radio-based techniques proposed in recent literature, while BARNET is able to operate using

harvested power from the externally provided RF signal and using only backscatter-based

communication.
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Chapter 3

Phase-based Ranging of RFID Tags

RFID (Radio Frequency Identification) technology has matured over the years as a means

for automatic, low-cost identification of objects at short ranges. RFID has been playing an

increasingly bigger role in inventory management, logistics and access control. Typically,

the RFID system consists of one or more readers and numerous tags attached to objects

to be identified. Tags communicate with the reader using backscatter communications.

Backscattering works by modulating a continuous wave (CW) RF signal emitted by the

reader and incident on the antenna of tag. The modulation is achieved simply by changing

impedance levels seen by the antenna, thereby changing its reflection coefficient. The

minimal intelligence needed to achieve this requires very little power and this power is

supplied by the RF signal itself (in the case of so-called ‘passive’ tags). The reader is

also able to interpret the modulated signal backscattered by the tag and can issue specific

instructions to the tag about how to respond via standards-compliant protocols such as

Class 1 Gen2.

Most applications of RFID can benefit tremendously from an ability to accurately lo-

calize the RFID tags attached to objects. This can enable a whole new paradigm of appli-

cations related to the “Internet of Things.” However, limited capability on the part of the

RFID tags themselves limit the range of techniques that can be used and their accuracy.

47



Much of the work so far has targeted using received signal strength (RSS) for localization

either directly or indirectly (e.g., [108, 136]). However, use of RSS is notoriously unreli-

able as the tag orientation, antenna gain or multipath can influence the RSS significantly.

Use of ‘reference’ tags [195] in the vicinity alleviates this issue to some extent, but this

increases deployment effort and may not always be practical. Similar issues arise in using

parameters that are indirectly related to RSS, such as read rate (fraction of tag read attempts

that are successful). Recent efforts have thus focused on using other radio features such as

angle-of-arrival (AoA) [27] or signal phase [69,94,109,166,167] for localization. Though

these techniques tackle the orientation and gain problem for the most part and achieve a

high degree of accuracy, multipath may still be an issue. The most serious limitation of

these techniques is that they require complex set up, such as dense and carefully positioned

antennas and/or profiling studies; but still provide limited read ranges.

In this work, we develop a localization technique that addresses the above limitations

using a ranging method based on basic radar principles. The idea is to use phase difference

of signals in the frequency domain to determine the distance between the reader antenna and

the tag. Once ranging is done, the actual localization is straightforward and can use well-

known trilateration principles using multiple antennas/readers. The ranging uses principles

of frequency-modulated radar. Reflected CW signals from the tag at different frequencies

will produce a phase differences depending on the difference between the frequencies (∆f ,

known) and the intervening distance (d, unknown). The distance d can be calculated by

knowing the phase difference (∆φ, measured). This technique is invariant to the orientation

of the tags and immune to multipath for the most part. The basic principles do not depend

on the orientation or RSS so long as the RSS is strong enough for the reader to successfully

receive the signal from the tag. So long as a line-of-sight (LOS) is present, multipath is

mitigated as frequency diversity is used.

While the above ranging principle (sometimes refered to as frequency-domain phase-

difference of arrival or FD-PDOA) has been known for some time [109], thus far it was
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not practical to apply this technique to localize RFID tags using commercially available

readers. But this bottleneck is removed now due to two key enablers. First, popularly used

standards-compliant Class 1 Gen 2 tags use frequency diversity by default. Thus, many ran-

domly chosen frequency channels (out of 50 possible) are enabled during the interrogation

phase making application of FD-PDOA realistic in common deployments. By the FCC,

regulation each channel must be used equally and channel occupancy is limited to 400 ms

in any 10 second window. Second, current generation readers (e.g., ImpinJ’s Speedway se-

ries, Motorola’s FX series [76,105]) allow reading of low level signal details (e.g., phase of

the backscattered response) using standard API support [75] such as LLRP and customized

protocols. Thus, measuring of phase no longer requires specialized equipments.

We specifically use the above ranging technique for a targeted problem – localizing

shopping carts in a supermarket. Shopping cart localization is deemed important to track

customers to assess their interests and also to deliver targeted ads.

In contrast with related approaches of shopping cart localization where active devices

are used on the cart (such as RFID reader [100, 196] or Zigbee devices [23, 58]), the pro-

posed method approach is significantly cost-effective. This is because the cart carries one

or more passive tags only and thus does not need to use any battery. We believe that the

proposed approach is useful in large supermarkets such as Walmart [112, 129] where sig-

nificant RFID deployments are planned.

In the rest of this chapter is organized as follows. In § 3.2, we describe the preliminaries.

In § 3.3 we describe the experimental details and evaluation. § 3.4 discusses the chapter.
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3.1 Related works

Early RFID tag localization techniques were based on the RSS [69, 136] or read

count [97, 196]. In majority of RSS based techniques use reference tags to overcome

vulnerability of RFID’s RSS, those were achieved high accuracy but installing dense refer-

ence tags for localization RFID tags are not realistic. In read count based techniques, they

were very successful in detecting existence in reader’s vicinity and robust in performance

but accuracy cannot reached high enough [97, 196].

In increasing popularity of phase study [27, 69, 94, 109, 166, 167], the RFID’s localization

accuracy greatly improved. Literatures those exploit multi antenna’s response called

“angle of arrival (AoA)”, they differentiate phase response for each antenna to locate the

tag. In AoA approaches, multi path responses were challenged due to multiple antenna

cannot distinguish multi path effects from LOS response [27, 69, 109].

Literatures those exploit RADAR technique, “FD-PDOA” achieved high accuracy. Wang

et al’s robot assisted phase based localization technique overcome multi path issue by

building multi path profile with pre-installed reference tags [166,167], dense population of

reference tags required to be installed, but they were able to overcome multi path effects.

Liu et al’s proposed phase based locationing without reference tags [94], they achieved

centimeter accuracy in their lab environment, however, multi path effect was not consid-

ered and range was very limited, they hypothesis RFID tags orientation was irrelevant to

phase response, and showed 360 degree results, it is true that RFID tag in the position of

LOS is guaranteed and multi path effect are limited, however, it is obvious as they change

the height of tag they will observe phase response is different to the orientation of the

RFID tag, it is called “bore sight effect” in the field of RFID industry, when the tag and

antenna are perfectly aligned, they always performs beautifully, however their align is over

5 degree they start to show outliers to the theory.
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Figure 3.1: Bakscatter communication illustrating the phase difference-based ranging
method.

3.2 Preliminaries

In this section, we describe the preliminaries of the FD-PDOA technique. See Figure 3.1.

Assume, the transmitted CW from the reader has frequency f (= c
λ

, where c is speed of

light and λ is the wavelength). The distance between the reader and the tag is d. Then the

phase of the received signal φ with respected to the transmitted signal is given by

φ =
2π

λ
× 2d =

2πf

c
× 2d. (3.1)

Sampling the phase at two different frequencies (f1 and f2) provides

φ1 − φ2 =
4π

c
d(f1 − f2). (3.2)
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(a) Lab environment with shopping cart

(b) Reader deployment

Figure 3.2: System setup for evaluation.

Finally, solving for d gives

d =
∆φ

∆f

c

4π
. (3.3)

Note that d is proportional to ∆φ
∆f

. In commercial readers and standards compliant

Class 1 Gen 2 tag environment, the phase-frequency slope ∆φ
∆f

can be constructed during

the tag interrogation phase as the reader frequency hops in a random fashion, staying at

each frequency for 400ms.
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We have observed that due to experimental errors and phase uncertainties introduced

by non-negligible antenna cable lengths a calibration factor α is needed for Equation 3.3.

This calibration is done experimentally using the specific reader set up to be used:

d = α
∆φ

∆f

c

4π
. (3.4)
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3.3 Experimental Details and Evaluation

3.3.1 System Details

one or two linearly polarized directional antennas with beam-width approximately 120◦ for

all experiments. The tags used are typical off-the-shelf Class 1 Gen 2. The reader works

in the frequency band 902 − 928 MHz, that is split into 50 channels of width 500 kHz,

hopping between them randomly with a dwell time of shorter than 400 ms at each channel.

Per FCC requirement each channel must be used in equal proportion.

Some experiments use a multi-reader environment. A tag can independently be inter-

rogated by and respond to two different readers using standard anti-collision mechanisms

to avoid conflict (e.g., use of orthogonal channels). Even if it is just being interrogated by

only one reader, another in the vicinity can simply be in ’listen’ mode and collect measure-

ment samples. This provides more samples and improves localization efficiency noticeably.

Software: The software runs on a Windows PC using C#. It connects to the RFID reader

using the LLRP (Low Level Reader Protocol) protocol. API is also opened to Java/C/C++,

no additional software needed for ImpinJ devices due to ImpinJ’s open SDK policy.

System Setup: The reader is mounted at the ceiling at the height of 3.75m with the an-

tenna directed vertically downwards. A shopping aisle is simulated in the lab with wooden

and metal shelves on the side. The tags are placed at an horizontal orientation (so that they

receive the maximum possible signal) mounted on a shopping cart (height about 1m). See

Figure 3.2(a). Note that this orientation is enough for testing as shopping carts can only

rotate along a vertical axis in a normal use.

We have independently verified that the experimental results are invariant to the actual

orientation of the tag so long as it remains horizontal facing the antenna. Otherwise, while

the FD-PDOA technique does not fundamentally depend on the actual tag orientation, the

tags may fail to respond in many channels when the incident RF signal is received at a

slanted angle on the tag antenna. This is simply because the received signal at the tag
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may not be sufficient to ‘wake up’ the tag or the reflected signal is not strong enough for

the reader to receive correctly. If many channels fail to respond, it introduces significant

measurement noise and makes the slope calculation prone to error.

For the ranging experiments reported momentarily one reader with one antenna is suf-

ficient. For the localization experiments reported at the end, we have used two readers

each with two antennas mounted in a linear fashion along the center of the aisle. See

Figure 3.2(b).

Note that we deal with two different but related distances. One is the actual reader-to-

tag distance (d), measured from the center of the tag to the center of the reader antenna. The

other is the ‘floor-level distance,’ which is the same distance, but projected horizontally on

the floor. The floor distance is of practical use in our application, though the distance d is

what is directly estimated.

3.3.2 Ranging by Estimating Phase-Frequency Slope

As a demonstration of the power of the technique we first show how the phase-frequency

slope ∆φ
∆f

behaves at a specific distance d. For this demonstration, d is fixed such that

the floor level tag-reader distance is 2 m. The tag is interrogated at each channel 1,000

times. The statistic of RSS and phase values recorded at the reader at different frequencies

are shown in Figure 3.3 with error bars showing the min-max range. (The two colors in

the phase plot actually corresponds to the values seen at two different antennas that are

separated by 1m.) Note the significant variations of RSS at different channels as well as

variations within the same channel due to fading, for example. On the other hand, the phase

is reasonably stable. Further note that the linearity of the ∆φ
∆f

relationship evident from the

plot (Figure 3.3(b)). The slope of this line has a straightforward relationship to distance

(Equation 3.3).
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Figure 3.3: RSS and phase (in radian) for the 50 channels for a specific (2 m) floor-level
distance between the reader and the tag.

Note also that the ∆φ
∆f

line is in fact segmented. The segments repeat as half cycles in

interval [0, π] are completed as the frequency is increased.1 Ideally, these line segments

should be perfectly parallel. Any difference in slopes in the experimental data is solely due

to measurement errors or impact of stray multipath, where a NLOS (Non-line-of-sight) path

may dominate for certain frequencies. However, so long as a majority of the frequencies

1The phase φ is assumed to vary between 0 and π only, as this is the way the reader reports the phase
information. Phase values larger than π is reported as φ− π.
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report the LOS path, the influence of the NLOS paths in the final estimate can be overridden

(see below).

To determine the ∆φ
∆f

slope from the experimental data we use a sequence of simple data

processing steps:

1. The median phase value of each frequency (channel) is chosen among those reported

as representative.2

2. The phase-frequency values are clustered to identify the segments. Segments are

then numbered 0, 1, 2, etc. with increasing frequency values.

3. All frequency values are ‘translated’ so that a single line is formed (as if aligning all

the segments in a single line). This is done simply by adding kπ from the chosen

phase value at step 1 for each frequency belonging to the k-th segment.

4. Finally, linear regression is used to determine the slope of this line. This slope deter-

mines the distance d per Equation 3.4.

There are a few practical issues to consider. While the plots in Figure 3.3 use all chan-

nels, this may not be realistic always. Also, sometimes responses from specific channels

may not be available (due to fading etc) even when these channels are scanned. From

experience we have found that responses from at least 5 different channels are needed to

establish a reasonable level of confidence on the value of the slope, though clearly more

channels provide a higher degree of confidence in the slope estimation. Since channel

dwell time is 400 ms, the tag (shopping cart) must be stationary for at least (≈ 2s) for 5

different channels to be sampled. The need for accurate localization is the highest when

the cart is stationary for a longer periods time, e.g., several seconds or longer. We believe

that the 2s bound is acceptable for the application at hand. Furthermore, the dwell time can

be shorten to increase the frequency of channel hopping, which results in faster decision on

localization.
2We experimented with other statistical measures, but median works quite well.
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The above experiment is repeated at different floor-level distances. For each distance,

different position of the cart is used. The phase-frequency slope (as determined above)

is used to estimate first the reader-tag distance which in turn determines the floor-level

distance. The CDF of the estimation error is shown in Figure 3.4. Note the median error is

limited to about 5cm with 90-percentile error to about 15cm. This is competitive or better

than the errors using other phase-based mechanisms recently reported in literature (e.g.,

recent work in [94]), while they require more complex set up and also provide limited

range (up to only about 1m).
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3.3.3 Motion Filtering

It is clear that when the shopping cart is in continuous motion, the phase responses will not

form a straight line due to continuously changing location. The responses could be some-

what random. We have developed a simple heuristic to ignore these periods of motion so

that all localizations concentrate on brief stationary periods when linear phase-frequency

plots are possible. This ‘motion filtering’ continuously tracks the standard deviation of re-

cently reported phase values for each frequency. When the average standard deviation falls

within a threshold for at least 5 frequencies, the distance is estimated and is continuously

refined as more samples are collected.

3.3.4 Localization Performance

Finally, we employ the ranging technique described above to localize a shopping cart using

the set up described in Figure 3.2. The two reader antennas for each reader makes inde-

pendent range measurements and these measurements are combined using trilateration to

localize the tag (shopping cart). Since the current set up is limited to only two readers,

trilateration is possible only if the cart moved on a straight line along the center of the aisle.

This is a limitation of our current setup and is not a limitation of the technique.

The results are shown in Figure 3.5, where five sets of tests are done at 0−4m floor-level

distances at 1m intervals (the actual reader-tag distance is higher as noted in the figure). The

estimated distance d is plotted across actual distance. The error bars show the range (min-

max) of errors for 100 tests performed for each distance. The median error is separately

shown which is only about 10cm again demonstrating excellent localization performance.
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3.4 Conclusion

While phase-based methods of localizing RFID tags have recently gained popularity, they

all require careful and dense deployment of antennas or additional complex set up. We

have demonstrated that a standard RFID set up can exploit phase to perform very accurate

ranging just by using a single antenna by exploiting FM radar principles. The accuracy

is competitive or better with better operating ranges seen in literature while requiring a

straightforward set up. We have experimentally demonstrated median ranging accuracy

of about 5 cm and localization accuracy of about 10 cm at distances over 4 m. Our ongo-

ing work is focusing on deployment and refinement of the proposed method in realistic

environments beyond the lab set up presented here.
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Chapter 4

A Foveated Video Streaming Service

Various industry analysts [116, 133] report that over half (and projected to be over 80 per-

cent in near future) of the Internet traffic during evening peak hours is from streaming

video services, such as Netflix and Youtube. Specifically, the so-called ‘cord-cutters’ con-

tribute significantly to this consuming over 100 hours of video per month per household,

on average. The cord cutters’ proportion is increasing fast. The average quality/resolu-

tions of available videos are also improving fast. However, there is hardly enough available

bandwidth. Roughly, the average bandwidth available per household in many developed

countries is barely enough to stream only two HD quality videos concurrently [113, 134].

While content providers are intent on making available higher-resolution 4K videos for

streaming, and display prices are falling fast, no ISP currently can sustain the bandwidth

needed for such videos at scale [128]. This is even at only a slow frame rate (30 fps) and

with the most aggressive compression.

Similar bandwidth concerns apply to mobile platforms, albeit at a different scale. More

and more media is now consumed on mobile devices and often outside the home/work

networks. Both cellular providers and ISPs employ different rate plans and data caps,

making significant media consumption very expensive for the end user. They are also
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Figure 4.1: Overview of the proposed foveated video streaming system.

widely understood to employ various forms of traffic shaping and differentiations to reduce

stress on their networks (e.g., [49]) that in turn affects end users’ quality of experience.

We propose to alleviate this bandwidth crunch by developing a new, variable resolution

video streaming service that compresses the video based on where a person is looking with

their central or foveal vision – a behavior known as foveation. The human visual system

(HVS) samples information very non-uniformly; sampling is very dense at the center of our

visual field (fovea) but drops of roughly quadratically with distance from the center. This

decrease in sampling rate explains why human vision is blurred in the visual periphery –

we notice this by keeping our gaze fixed straight ahead and trying to read something out of

the corner of the eye.

Our idea is to compress video so as to roughly match this sampling limitation of hu-

man vision, under the assumption that high-resolution video falling on the low-resolution

peripheral retinas of viewers will be wasted. While a number of techniques for achieving a

similar compression by exploiting the aforementioned property of the human visual system

do exist (see, e.g., [32, 61, 121, 176]), existing methods of video streaming have failed to

exploit these advances. The key reason is that it is usually unknown where a person’s gaze

will be ‘pointing’ at any given time while watching a video. This generally requires a con-
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tinuous feedback of the gaze information to the video streaming server so that the server

can deliver an appropriately compressed video taking into account the gaze information

and available bandwidth estimate. See Figure 4.1. Determining gaze position typically

requires a separate ‘eye tracker’ that is not a commodity device. A more realistic and scal-

able solution is needed for wide-spread adoption of foveated video compression for video

streaming over the Internet.

With this backdrop we make three contributions in this paper:

1. We develop a multi-resolution video coding approach. The approach is ‘scalable’ in

that only a limited number of copies of the video at different resolutions need to be

stored at the server (Section 3.1). The coding approach is designed to match the error

performance of an eye tracker built using a commodity webcam (Sections 3.2, 3.3).

2. We demonstrate that the technique is energy efficient and thus usable in mobile de-

vices (Section 3.4).

3. We develop a methodology for performance evaluation of such a system. We use

this methodology to perform a comprehensive user study (§ 4.3). The user study

shows that significant bandwidth savings are possible by adopting such foveated

video streaming without degrading perceptual video quality.
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Figure 4.2: Human visual system (HVS)

4.1 Background and Related Work

4.1.1 Concept of Foveation

The light passing through the optics of the human eye projects on the retina and is sam-

pled by the photoreceptor cells – rods and cones. These photoreceptors are non-uniformly

distributed over the surface of the retina (See Figure 4.2(a)). The concentration of cones

(the specific type of photoreceptors responsible for chromatic vision in good lighting con-

ditions) is the highest at the center of retina (zero eccentricity) in a very small area– called
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the fovea. The fovea occupies only about 2◦ of the visual field and is roughly the width of

your index fingernail at arm’s length. The concentration of cones declines almost quadrati-

cally with increasing eccentricity (see Figure 4.2(a)). This non-uniform sampling gives rise

to a very sharp central vision (also called foveal vision) and rapid loss of sharpness as one

moves away from the fovea.

When a human observer gazes at a point in a real-world image, a variable resolution

image is thus transmitted to the brain. The region around the point of fixation (or foveation

point) is imaged onto the fovea, sampled with the highest density, and perceived by the

observer with the highest visual acuity. The sampling density, and thus the visual acuity,

decrease dramatically with increasing eccentricity. Despite this non-uniform sampling in

the human visual system, traditional imaging techniques use uniformly sampled images in

rectangular lattices. This is clearly inefficient. More effective would be to roughly match

the level of video compression to the non-uniform sampling introduced by the human visual

system.

This observation gave rise to a significant body of work on foveated image processing

(see, e.g. [48, 78, 119, 175]) targeted around various applications. This also included im-

age/video compression and efficient communication. Clearly, compression losses are well

tolerated in peripheral regions as opposed to near the fixation point. This can be utilized to

produce variable rate compression and reduce the bandwidth required to transmit the same

image for a similar level of user satisfaction. Similarly, in noisy communication environ-

ments, foveation provides a natural way for unequal error protection for different spatial

regions of the image. Despite these advances, use of fovated compression techniques for

Internet video streaming is far from a reality. This is largely due to scalability reasons.

First, the compression must be computed in real time on the server side using the gaze

feedback. Second, precise gaze feedback typically needs expensive eye trackers that are

not commodity and also inconvenient to set up and use. In this work we address the for-

mer issue by designing a multi-resolution precoding approach compatible with modern day
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video servers. Thus, the need for real time computation is eliminated. We address the latter

issue by using commodity webcam-based eye tracking. We discuss eye tracking next.

4.1.2 Eye Tracking

Eye tracking techniques are capable of providing very good estimates of the point of fix-

ation needed for foveated video processing. Most common eye trackers today use a com-

bination of infra-red (IR) illumination and an IR camera [68, 104]. The basic concept is to

use the light source to illuminate the eye causing highly visible reflections, and the camera

to capture an image of the eye showing these reflections [156]. The image captured by the

camera is then used to identify the reflection of the light source on the cornea (glint) and in

the pupil. Geometric calculations based on the relative positions of these images are then

used to calculate the gaze direction. Most commercial eye trackers, such as Tobii [156],

The Eye Tribe [154], and SMI [145], estimate eye gaze with high accuracy using the above

approach. However, these devices are not commodity and are often large and expensive.

Advances in computer vision have now enabled estimation of human gaze direction

using images of the eye captured on a webcam-class camera. While the accuracy of these

techniques is generally poorer than IR-based trackers, these techniques could be very useful

in practice as webcams are commodity and many end-user devices are already equipped

with webcams.

Several related webcam-based eye-monitoring techniques have been recently extended

to mobile smartphones and tablets [103, 178]. This trend is expected to continue. This

generally establishes the potential of using eye tracking on commodity video platforms.
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Figure 4.3: Multi-resolution coding in a 16 × 9 grid used in the experiments. The regions
L1, L2 and L3 are coded in progressively higher resolutions.

4.2 Design of The Foveated Streaming Video System

The basic design of the foveated video streaming system is similar to a conventional adap-

tive streaming video system [52, 72]. See Figure 4.1. The client player continuously es-

timates the available network bandwidth and possibly also available compute capacity on

the user device and requests the next chunk of video in the appropriate resolution. The

requested resolution is commensurate with the available network bandwidth and compute

capacity available for decoding such that the required display frame rate can be maintained.

Typically, the video is pre-coded at the server at a set of standard resolutions, as real time

encoding could be difficult. The available resolutions are already known to the client at the

initial negotiation time and thus the client only asks for one of the available resolutions for

each chunk. In the foveated streaming system the basic framework is the same except that

the client now feeds back the gaze information periodically to the server.
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Figure 4.4: Four resolution levels (F1 through F4 ) chosen for the foveated system are
shown along with the visual acuity in human visual system. The four levels consume
progressively lesser network budget. In each level Fi, the choices of the actual resolution
for the sections L1 through L3 are made so that they map, in relative terms, as closely as
possible to the visual acuity.

4.2.1 Multi-resolution Coding

A design decision had to be made about how the video is to be coded on the server side.

Foveated image/video coding is a mature topic (see a review article in [176]). However,

the existing techniques are dependent on precise gaze feedback (point of fixation) and the
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coding is dependent on this point. This makes it hard to pre-code videos, as only a limited

number of encodings are possible for a given video for scalability reasons.

Instead, we take a more practical approach. Due to the computational and network

delays, the feedback to the server about the gaze information is expected to have a lag.

Thus, precise real-time gaze information is not likely available. Additionally, the gaze

feedback can only be periodic and not continuous. Thus, in between feedback events the

gaze estimate is only approximate. (We study this aspect in more detail in Section 4.2.4.)

Given these sources of error, the coding approach we use must be tolerant to errors in

the gaze estimate. Based on this observation we take the following approach in order to

pre-code videos.

Assume that the screen is split into a rectangular grid – a 16 × 9 grid is used in all

experiments. See Figure 4.3. The choice of this grid size is somewhat ad hoc. 16 × 9

is similar to several standard screen sizes. Splitting the grid further (e.g., 32 × 18 etc.)

would result in too many grid cells and affect scalability. Each of the 144 grid cell thus

produced is now pre-coded in a standard set of resolutions that are commonly offered on

Internet streaming servers. These cells are divided in three sections – L1, L2 and L3, coded

in progressively higher resolutions. The sections are organized as shown in Figure 4.3 with

L3 in the middle, surrounded by L2 and then L1. The general idea is to place L3 such that

the estimated fixation point is at the center.

Other important design choices include: (i) the respective sizes of the sections Li and

(ii) the actual resolutions that each of the Li’s should be coded in. These choices are made

such that the offered screen resolution follows the central and peripheral visual acuity in

the human visual system (Figure 4.2(a)) as closely as possible. For (i) we choose L3 as a

3 × 3 region with L2 as a unit width annular region around it (Figure 4.3). The rest of the

frame is L1. For (ii) we use 6 different resolutions for individual grid cells (144p, 240p,

360p, 480p, 720p, 1080p) and choose selected combinations of these in different sections
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Figure 4.5: Network capacity used by different resolution levels in baseline and foveated
players when normalized against uniform resolution 2K video. For the foveated player, the
portions of capacity budget consumed by the different layers Li are also shown.

(Li). Overall, 4 different coding levels are used - F1 through F4 - with different choices

of resolutions for the sections Li. The actual choices made are shown in Figure 4.4.

The baseline system chosen for performance bench marking uses 5 different resolu-

tions, from 240p to 1080p. These resolutions are presented uniformly to the entire screen.

They are referred to as B0 through B4. All different choices are again summarized in

Table 4.1 for easy reference.

We now compare the network capacity (bits/sec) needed to transmit the aforementioned

resolution levels Bi (Fi). To do this we use the capacity needed for 2K video (i.e., 2048×

1080p) as the reference, as if consuming 100% of capacity budget. We then determine

the bits/sec capacity needed for all different resolution levels and normalize them against

the above reference. The results are summarized in Figure 4.5. The capacity numbers are

determined via actual measurement of bits/sec captured from real network traces. Thus,

they capture the actual load on the network including all packet header and protocol related

control packet overheads.

This figure demonstrates the network efficiency of the foveated system. For example,

with ≈ 50% network budget, the baseline player can play at only 480p, but the foveated

71



Baseline Player Foveated Player

Res. level Res. Net.(%) Res. level Net.(%) L3 L2 L1

B0 1080p 96.6
B1 720p 60.35 ←→ F1 42.48 1080p 720p 480p
B2 480p 36.00 ←→ F2 28.14 720p 480p 360p
B3 360p 24.66 ←→ F3 17.65 480p 360p 240p
B4 240p 15.33 ←→ F4 10.95 360p 240p 144p

Table 4.1: Resolution levels used in the baseline and foveated players.

player can play 1080p for L3, 720p for L2 and 480p for L1. As evaluations will show

later, the latter player provides a much improved user satisfaction without consuming any

additional resources.

Summary: In the proposed foveated system, the video is pre-coded on the server side with

each of the 144 grid cells pre-coded and stored in 6 base resolutions. Then they are ‘stiched’

appropriately to form the three sections L1 through L3 (Figure 4.3) at different chosen

resolutions, given the resolution level to be played - F1 through F4 (Figure 4.4). The

positions of sections Li on the frame is determined from the gaze feedback received from

the client. The resolution level is chosen based on the network capacity budget (Table 4.1).

The stitching is actually done on the client side in our experimental system for ease of

implementation, but server-side mechanisms are possible.

We will now describe the design of the gaze tracker on the client side.
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4.2.2 Gaze Tracker Design

Low-cost real-time gaze tracking is at the core of foveated video streaming, as the per-

ceived quality of the video depends on real-time knowledge of the viewer’s visual atten-

tion. In a real-world service (i) the system should have adequate accuracy while using

only inexpensive, commodity hardware; (ii) it should have low computational cost while

providing close to real-time service; and (iii) it should be energy efficient overall so that

the same general technique can apply to mobile devices. Any off-the-shelf method using

a regular webcam allowing for natural head movement (Section 4.1.2) can be used for our

service [99,178,192]. High accuracy is not required given the tolerance of our basic design

– the highest resolution section L3 is ≈ 8◦ degrees wide. This is a significant margin as we

will see in our evaluations later. We use an open source implementation for our webcam-

based gaze tracker [21,60,114,117,146] and show that it performs adequately to the system

needs.

The specific off-the-shelf webcam-based gaze tracker we used is called Gaze-

Pointer [60]. Gazepointer performs in real time (30 frames/sec) and works even with

a low-resolution webcam – this makes it widely useful in commodity platforms and also

saves energy. It also does not require significant computational load (more on this later).

For the benefit of the reader, we briefly describe how Gazepointer works. More details

are in [47]. Gazepointer follows the conventional model-based approach. First, it detects

the position of the face at the first frame [162]. Then, when the face is detected, the char-

acteristic points of the face are identified and a parameterized face mask is automatically

mapped on the face. Detection of the characteristic points of the face and their temporal

tracking are based on an Active Appearance Model [43] with regard to the 3D position of

the camera. The eye corners are detected from the 3D face model, then the precise bound-

ary of the pupil is extracted by a technique similar to [91]. The estimated eye position is

computed based on the vector difference between the pupil center and the eye corners.
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Figure 4.6: Performance of the webcam-based gaze tracker used in evaluation.

In order to calculate the fixation point on the screen, a mapping between locations on the

screen and an estimated point must be established through an initial calibration procedure.

The calibration works by looking at 9 different points on the screen. Re-calibration may

be necessary if the head moves significantly. In our experience the system tolerates normal

head movements well, when the user is within normal viewing distance and is engaged in

the video on screen. In our user experiments re-calibrations were rarely needed.
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4.2.3 Gaze Tracker Evaluation

We evaluate the gaze tracker above for accuracy. For this set of experiments, we use a

1920 × 1080 resolution 24 inch monitor with a webcam mounted on top. The screen is

placed at a reading distance (≈ 50 cm) from the subject. The subjects are asked to look at

100 points flashed at random locations on the screen and the degree of error is calculated

from the point location and the estimated gaze point. We perform two different sets of

experiments: (i) with head fixed using a chin-support to provide a set of baseline measure-

ments, and (ii) with head free that would be the normal operating condition allowing free

head motion. Two different webcam resolutions are used – 320× 240 and 640× 480.

Figure 4.6(a) shows the accuracy of the gaze tracker in terms of the error CDF (cumula-

tive distribution function). As expected, if the resolution is lower or the head moves freely

the performance is somewhat poorer. But overall the performance is quite good – with

the 90-th percentile error between 6.3◦ − 8◦ depending on resolution used when the head

moves freely. Figure 4.6(b) shows the scatterplot of the degree error for all collected data

points separated into the X and Y direction. No systematic bias in any specific direction is

observed.

It is important to consider what implications the degree of eye tracker error presented

here has for the design choices we made in Section 4.2.1. To do this, we map each point

to the corresponding grid cell (out of 144) and determine the error in terms of the grid cell

distance (distance 1 is a neighbor cell when cells are considered 8-connected, etc). The

distribution is presented in Figure 4.6(c), showing that the 90-th percentile error is within

distance 1. Thus, given our conservative choice of the size of L3 (3× 3 grid) there is over

a 0.9 probability that the user will perceive his/her central vision with the highest offered

resolution.

We note here that with improvements in webcam-based gaze tracking and improved

camera resolutions, it would be possible to make a much ‘tighter’ choice for L3 for even

better network performance.
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4.2.4 Technical choices and scientific background for decision

Saliency

Instead of using eye gaze directly to determine visual attention, it may be sufficient to use

automatic saliency detection as a proxy for gaze position [33, 78, 101, 188]. The idea is

to preprocess the video to create a saliency map that predicts regions of interest (ROI)

that have been shown to correlate with viewer fixations. Various types of saliency have

been studied in the computer vision literature, such as saliency maps using low-level image

features (e.g., color or intensity) or semantic saliency maps that use higher level features

(e.g., face or other meaningful objects) [194]. However, saliency-based techniques have

only limited potential in our context. First, the ROI determined via automated techniques

may still be quite large in proportion to the screen size. Second, predictions of attention

from saliency maps are far from perfect. It is well-known that human attention and fixations

reflect the goals of the viewer [186], and these top-down goals are not captured by saliency

models. Third, there is often poor agreement in the eye movements of people viewing

the same image or video [51, 187], and this variability is also not captured by saliency

models. However, saliency detection can still be useful in predicting a few frames ahead,

when gaze feedback has substantial lag. It may be possible to learn more personalized,

and consequently more accurate, saliency maps from the history of eye movements for a

specific user viewing a specific video [130]. If so, perhaps automated saliency detection

can be integrated into our foveated video streaming system to further improve performance.

Handling lag

The gaze tracker presented in Section 4.2.2 works at 30 Hz providing an update every

33 ms. On top of this, there is a network delay that could be in the order of 10-1000 ms

on the Internet. But Internet latencies are improving fast with the introduction of CDNs

by content providers. As a reference, a 2009 study on Google CDNs shows that the 90-th
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percentile one way delay is about 100ms [88]. To understand how much the eye gaze can

move within this time, we analyzed a dynamic eye movement dataset for subjects watching

video [101]. From this dataset, we computed the pixel distance that the subject’s eye gaze

travels within a given interval of time and mapped this pixel distance to the size of the cen-

ter section L3. The analysis showed that it took up to an average of ≈ 660 ms for the gaze

point to move outside of L3 provided the initial fixation was right at the center of L3. This

bolsters our conviction that lag in the gaze feedback is not likely to be a significant prob-

lem except in a network with poor infrastructure. Further, various gaze estimation methods

(e.g., [55, 86]) can be used to supplement and overcome possible lags.

Buffering

Most streaming systems pre-fetch frames in advance of playing and buffer them at the

client. The general goal is to ‘ride out’ transient network bottlenecks. The amount of

buffering is very design specific. Buffering introduces a problem with foveated videos as

frames pre-fetched significantly in advance lack gaze feedback and may not be compressed

correctly. To alleviate this, we propose to prefetch the entire frame only in the lowest res-

olution (i.e., L1 resolution) consistent with the level being played. For example, when the

video is being played at level F2, the entire frame is pre-fetched at resolution 360p. See Ta-

ble 4.1. The higher resolution parts of the image for L3 and L2 are fetched at approximately

real-time based on gaze feedback. Further optimizations can be done by using a person’s

history of eye movements to pre-fetch parts of L3 and L2 in advance as well. Given that

L3 and L2 present a small part of the network budget (Figure 4.5), we expect this to work

well in practice.

Screen size

While the user experiments reported in this paper are done on relatively large screens (desk-

top monitor), our work is not fundamentally limited by screen size. This is because changes
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in viewer fixation still occur even for smaller screens. The fovea occupies only about 2◦

in the visual field (Sec 2.1), an area smaller than a fingernail at typical smartphone view-

ing distance. Thus, large regions of a phone screen can still be delivered at a much lower

resolution without affecting the viewing experience.

Broadly, the only practical concerns are: (1) the angle that a screen subtends at the

viewer’s eye at a typical viewing distance and (2) degree-wise accuracy of gaze tracking

with respect to this angle. Both the 24 inch and 12 inch screens (studied in the paper)

subtend approximately 45◦ − 50◦ degree angle at the eye. For smaller screens, the viewing

angle reduces somewhat falling to about 38◦ for a 6 inch screen, for example. This is

due to the shortening of the viewing distance, which we expect will also improve the gaze

tracking accuracy proportionately. Thus, the overall improvement is still expected to be

quite similar for small screen devices.

Number of viewers

So far we have assumed that there is only a single viewer. Solo video watching is quite

common, especially on personal devices. However, in principle our approach can be ex-

tended to multiple viewers, although tracking multiple eyes simultaneously does become

computationally expensive. Also, if the viewers look at different locations on the screen,

the efficiency of the system can diminish as multiple regions would have to be fetched

at higher resolution. But several intermediate solutions are possible. For example, our

foveated system can be used only when viewer fixations overlap.

This work

Our work here does not attempt to design a complete end-to-end solution including han-

dling of real network lag or buffering issues, which are beyond the scope of this paper.

Instead, our goal is to highlight the potential for a commodity-based, scalable foveated ap-

proach to reduce the network capacity budget and, in so doing, improve user satisfaction

78



for the same budget. We do this via a comprehensive user study described in the following

section.

79



4.3 User study

We describe a comprehensive user study in this section to determine the perceptual qual-

ity of the foveated video streaming. The goal is to showcase the potential for significant

network budget reduction for the same perceptual quality, or significant improvement of

perceptual quality for the same network budget. We first describe the user study set up and

then present the results.

4.3.1 Study Setup

The study was conducted on a lab table top using a 24-inch monitor (1920×1080 resolu-

tion, 53.3×29.6 cm physical screen) driven by a general purpose PC (Intel i5, 4GB RAM,

Windows 8.1). The subjects were positioned at a comfortable viewing distance (approx

50-60 cm). Thus, the viewing angle was about 50◦ with each grid cell subtending about 3◦

at the eye.

Choice of videos and recruitment of subjects

We picked 48 videos of 1080p (1920×1080) resolution from 16 channels of YouTube.1

From each channel, the 3 most popular 1080p videos were chosen, for a total of 48 videos.

Each video was then encoded in multiple resolutions: 1080p (original), 720p, 480p, 360p,

240p, and 144p. Only a 30 sec clip from each video was picked for the actual study.

We recruited 16 subjects, half male and half female, with ages ranging from 22-45

years and with varying ethnic backgrounds. None of the subjects were aware of the nature

of experiments to be conducted. The subjects were instructed to watch video clips, and to

press a single button when they perceived the video to be of poor quality and to release

the button when they perceived the video to be of good quality. Button press times were

1Youtube has 19 channels but 3 of them are derivatives. The 16 chosen channels considered are 1) Music,
2) Comedy, 3) Film and Entertainment, 4) Gaming, 5) Beauty and Fashion, 6) TV, 7) Automotive, 8) Anima-
tion, 9) Sports, 10) Tech, 11) Science and Education, 12) Cooking and health, 13) Causes and non-profit, 14)
News and Politics, 15) Lifestyle, 16) How-to and DIY.
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logged for later evaluation. This task was intended to provide a relatively non-intrusive

measure of video quality, with longer total button press times indicating a poorer quality

viewing experience. Subjects were familarized with the task before the study by having

them view a sample video (not part of the data set) at different levels of quality during a

practice session. Nevertheless, 3 out of 19 tested subjects were excluded from the study for

not following the instructions, leaving the data from only 16 subjects for analysis.

Structuring subjects and videos

The experiment was counterbalanced such that each subject was randomly paired with

another subject for the purpose of evaluation. One subject of the pair watched a random

half of the 48 clips in baseline mode and the other half in foveated mode The other subject

watched the same sequence of clips - but in the opposite modes. In other words if one

watched the 48 clips in the following fashion:

CLIP1 - CLIP2 - CLIP3 - CLIP4 - --- - CLIP48

Foveat - Base - Foveat - Base - --- - Base

the other would watch the clips in the sequence:

CLIP1 - CLIP2 - CLIP3 - CLIP4 - --- - CLIP48

Base - Foveat - Base - Foveat - --- - Foveat

We also made sure that the same content category was shown equally in the baseline and

foveated modes. This was done because a users’ sensitivity to poor video quality may

depend on the video content.

Sequencing video resolutions

To measure perceptual video quality we first needed a reference. The reference would

ideally be an uncompressed version of the video. We used the 1080p baseline video (B0 in

Table 4.1) as a proxy for this ideal, which we denote as U . The idea is to show a segment
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of the U video either once at the start of the clip, or to periodically show the U video to

subjects so as to enable them to recalibrate their expectation of good video quality and to

obtain perhaps meaningful feedback about drops in quality when compressed versions are

shown. More specifically, for each 30 sec video clip the two sequencing conditions were:

1. Uncompressed after every transition: Alternate between uncompressed and com-

pressed several times for each video clip. For example, the 30 sec clip might be

played in 8 segments (shown below), with a different resolution used for each

3.75 sec segment (stitched together to make a continuous video stream).

U → B2 → U → B1 → U → B4 → U → B3

This condition models varying resolutions in the compressed versions (B2, B1 etc)

due to a varying network capacity budget, but U is always shown before the com-

pressed version to recalibrate the subject.

2. Uncompressed once at start: Show uncompressed segment only once at the start

of a clip, followed by compressed segments varying in resolution. For example,

the 30 sec clip might be played in 5 segments (shown below), with each 6 sec long

segment having a different resolution.

U → B3 → B1 → B4 → B2

Note that in this condition U is shown only once at the start of the clip for subject

calibration, followed by segments varying in resolution that might reflect varying

network capacity budget.

The two sequencing methods enable different evaluations of the perceptual impact of

the varying video resolutions. This is because a subject may perceive the same quality on

the same clip differently depending on what was shown immediately prior.

For each subject, the first 24 video clips are shown under condition (1) and the second

24 are shown under condition (2). See Figure 4.7 for a graphic depiction. Note that each

82



subject watched half of the videos with baseline compression (B1, B2, etc.) and other

videos with foveated compression (F1, F2, etc.), and we ensured that the same sequences

were used for both. For example, if a subject watched a video clip as U → B3 → B1 →

B4 → B2, his/her paired viewer watched the same clip as U → F3 → F1 → F4 → F2.

The actual sequence of resolutions, e.g., F3→ F1→ F4→ F2, was randomly selected.

Figure 4.7 also shows button presses from example traces. Note that the user sometimes

pressed the button after a slight delay following a drop in quality, and sometimes delayed

slightly their release of the button after the quality improved. Our analysis later attempts to

correct for this lag in reaction time.

4.3.2 User Study Results

The results are summarized in Figure 4.8, which show the fraction of time the subjects

perceived poor video quality for baseline and foveated compression conditions. The error

bars indicate standard error. In the first two plots (Figures 4.8(a) and (b)), the total duration

of button press times are used to calculate the fraction of time poor video quality was re-

ported. The second two plots (Figures 4.8(c) and (d)) compensate for user reaction time lag

(discussed in the previous subsection) as follows. If a button press is initiated in response to

a given level of resolution, that entire clip segment shown at that resolution is counted as a

poor viewing experience. Also, if the button is pressed for the entire duration of a segment

(i.e., the button is pressed during an earlier segment and is released during a later segment),

such segments are also counted as a poor viewing experience. No other time intervals are

counted as indicating a poor viewing experience (e.g., when a button press ends but does

not start in a segment) in this lag-corrected estimate.2 Note that after this compensation,

indications of a poor perception of U almost disappear, suggesting that the compensation

method worked well.
2Thus, if the subject presses the button sometime after the start of a ‘bad’ interval and releases it after the

start of a ‘good’ interval, the entire bad interval is counted as a poor viewing experience and no part of the
good interval is counted as poor.
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Compression levels with similar network budgets (see Table 4.1) are grouped together

in the plots for ease of reading. For example, B4 and F4 are grouped together. Recall

that in each of these cases they have similar (but not identical) network budgets, and the

budget for the foveated version (e.g., F4) is always slighty lower (Table 4.1). Still, the

foveated versions almost always result in a significantly better user experience. Looking at

Figure 4.8(d), which portrays the most realistic evaluation with compensation applied, note

that the fraction of poor quality perceptions roughly halves with foveated compression.

In Figure 4.9 the same data are plotted differently after normalizing for the quality of

perception. The plots show satisfaction level, defined as ‘1 − fraction of time the subject

perceives poor video quality,’ as a function of network budget. Note that for the same sat-

isfaction level the network budget is roughly halved for the foveated version. As expected,

the difference between the two gets smaller with increasing budget, indicating that con-

strained networks will benefit more from foveated video streaming. Qualitatively, there is

no significant difference between the two cases ‘U at every transition’ or ‘U once at start.’
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Figure 4.7: Sequencing of video resolutions for the user study. The network budget is from
Table 4.1 and is shown only as a guide. The red segments correspond to a button press
indicating poor quality perception from an example trace.
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Figure 4.8: User study results: perceptual video quality vs. various compression levels in
the baseline and foveated players. Error bars indicate standard errors. Note that foveated
streaming results in up to a 50% reduction in the time that poor video quality is perceived.
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Figure 4.10: Energy expended in running the foveated streaming client at different resolu-
tion levels on a tablet over WiFi.

4.4 Energy Measurements for Mobile Use

Our goal is to make foveated video streaming widely available across a range of devices.

Since a large and growing amount of video is consumed using untethered mobile devices,

we want to ensure that our design is energy efficient when used on a mobile device. The

concern is that our system requires that the webcam be continuously on, and that there is

some additional computational load imposed by the gaze tracking.

We used a Microsoft Surface Pro3 tablet with 4GB RAM running Windows 8.1 to

perform the energy measurements. Software-based measurements of the remaining battery

level were obtained via the system-provided API. Four major components of the client

player software were systematically assessed by turning on each component incrementally

and measuring the total energy expenditure for running a 24 min long video (sequence of

all the clips used in the user study). An average of 5 runs are reported. The components

studied were:

1. Baseline: Basic functionality such as display and computations for the streaming ser-

vice, excluding the contribution of the network components; the network is disabled

and video is stored on local flash.
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2. Foveation: Additional video decoding computation needed for foveated compres-

sion, such as stitching the sectioned multi-resolution images.

3. Network: All network components while using 802.11n to connect to an external

server.

4. Gaze tracking: Webcam and gaze tracking software.

The results are shown in Figure 4.10. Note that the baseline energy costs are slightly

higher for baseline (Bi) playing, as a high resolution video must be decoded for the entire

screen. The network energy costs are roughly similar to the network budget. The energy

cost for gaze tracking is non-negligible – about 20-25% of the total. We believe that the

use of lower power cameras, such as those being proposed for continuous vision applica-

tions on mobile devices [93], or low power IR cameras, such as the ones used in Amazon

Fire phone [25], would reduce this component of the energy cost. Computational optimiza-

tions internal to the gaze tracker are also possible. Similar optimization is also possible in

the foveation component, but this was not attempted in the current implementation. Nev-

ertheless, even with the current, unoptimized system, the energy results are encouraging:

compression levels producing similar user satisfaction levels (e.g., B2 and F1, B3 and F2,

B4 and F3, etc.) incur very similar energy costs. See the user study in Section 4.3 for the

actual satisfaction levels.
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4.5 Conclusion

This work introduces a conceptual framework for a foveated video streaming service for

Internet video servers. The goal is to exploit commodity webcams commonly available

in many devices to develop a scalable system that takes eye gaze information from the

user and uses it to transfer different parts of the video frame from the server at varying

resolutions. The hope is that such a service will alleviate the bandwidth crunch in today’s

Internet – much of it arising from streaming videos. We see the contribution of this chapter

being the description of this conceptual framework, with its focus on a commodity-based

scalable solution, and not the delivery of a system designed and optimized for specific

hardware settings. For much of our study the basic tools that we used were off-the-shelf,

such as the webcam-based eye gaze tracking.

This chapter also develops a robust methodology for conducting user studies aimed

at comparing video quality when network budgets vary and video resolutions fluctuate.

Using this methodology, we conducted a comprehensive user study that showed a factor of

2 bandwidth reduction while keeping the same user satisfaction. This is promising.

Although outside the scope of the current study, future work will move closer to a

completely designed end-to-end system enabling the study of varying network conditions

and prefetching and buffering techniques in the context of our foveated video streaming

system. We will also attempt to combine automated saliency detection with eye gaze [33,

101, 130] so as to further improve system performance.
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Chapter 5

A Case for Using Gaze Feedback for the

Web page loading

Web performance has long been crucial to the Internet ecosystem since a significant

fraction of Internet content is consumed as Web pages. As a result, there has been a tremen-

dous effort towards optimizing Web performance [38, 107, 171]. In fact, studies show that

even a modest improvement in Web performance can have significant impact in terms of

revenue and customer base [29, 30, 85].

The goal of our work is to improve page load performance, also called the Page Load

Time (PLT), from the perspective of the user. PLT is typically measured using objective

metrics such as OnLoad [8], and more recently Speed Index [74]. However, there is a

growing concern that these objective metrics do not adequately capture the user experi-

ence [3, 9, 122, 147].

As a first step, we define a perceptual variation of page load time that we call user-

perceived PLT, or uPLT. We conduct a systematic user study to show what was anecdotally

known, i.e., uPLT does not correlates well with the OnLoad or Speed Index metrics. How-

Acknowledge Conor Kelton who brought the idea of “collective fixation” and wrote the code for
“HTTP/2 server push.” His significant work on this chapter turn my idea into publication.
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ever, almost all current Web optimization techniques attempt to optimize for the OnLoad

metric [16, 107, 143, 153, 173] rendering their impact on user experience uncertain. The

problem is that improving uPLT is non-trivial since it requires information about user’s

attention and interest.

Our key intuition is to leverage recent advances in eye gaze tracking. It is well known

that user eye gaze – in terms of fixation, dwell time, and search patterns – correlate well

with user attention [31, 161]. In the human visual system only a tiny portion (about 2◦)

at the center of the visual field is perceived with the highest visual acuity and the acuity

sharply falls off as we go away from the center [163]. Thus the eye must move when a

user is viewing different parts of the screen. This makes eye gaze a good proxy for user’s

attention. Further, the commoditization of gaze trackers allow accurate tracking using low

cost trackers [87, 98, 117, 150], without the need for custom imaging hardware.

We design WebGaze, a system that uses gaze tracking to significantly improve uPLT.

WebGaze prioritizes objects on the Web page that are more visually interesting to the user

as indicated by the user’s gaze. In effect, WebGaze encodes the intuition that loading

“important” objects sooner improves user experience. The design of WebGaze has two

main challenges: (i) Scalability: personalizing the page load for each user according to

their gaze does not scale to a large number of users, and (ii) Deployability: performing

on-the-fly optimizations based on eye gaze is infeasible since page loads are short-lived

and the gaze tracker hardware may not be available with every user.

WebGaze addresses these challenges by first distilling gaze similarities across users.

Our gaze user study shows that most users are drawn to similar objects on a page. We divide

the page into visually distinctive areas that we call regions and define the collective fixation

of a region as the fraction of users who fixate their gaze on the region. Our study with 50

users across 45 Web pages shows that a small fraction of the Web page has extremely high

collective fixation. For example, of the Web pages in our study, at least 20% of the regions
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were viewed by 90% of the users. Whereas, at least a quarter of the regions of the page are

looked at by less than 30% of the users.

WebGaze then uses the HTTP/2 Server Push [65, 102] mechanism to prioritize loading

objects on the page that exhibit high degree of collective fixation. In fact, WebGaze pro-

vides a content-aware means of using the HTTP/2 Server Push mechanism. WebGaze does

not require gaze tracking on-the-fly or require that every user participates in gaze tracking,

as long as enough users participate to estimate the collective fixation. WebGaze’s algorithm

not only pushes the objects of interest, but also all dependent objects as obtained using the

WProf tool [171].

The goal of WebGaze is to improve uPLT, a subjective metric that depends on real

users. Therefore, to evaluate WebGaze, we conduct an extensive crowd-sourced user study

to compare the performance of WebGaze’s optimization with three alternatives: Default,

Push-All, and Klotski [38]. Default refers to no prioritization. The Push-All strategy in-

discriminately prioritizes all objects. Klotski is the state-of-the-art system whose goal is to

improve Web user experience: Klotski works by prioritizing objects that can be delivered

within the user’s tolerance limit (5 seconds). We conduct user studies across 100 users each

to compare WebGaze with each alternative.

The results show that WebGaze improves the median uPLT over the three alternatives

for 73% of the 45 Web pages. In some cases, the improvement of WebGaze over the default

is 64%. While the gains over the default case come from prioritizing objects in general, the

gains over Push-All and Klotski come from prioritizing the right set of objects. All user

study data and videos of Web page loads under WebGaze and each alternative strategy can

be found at http://gaze.cs.stonybrook.edu.
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(a) Speed Index = 3.7 seconds  (b) Median uPLT = 8.2 seconds  (c) OnLoad = 12 seconds  

Figure 5.1: Snapshots of the page load of energystar.gov shown at the Speed Index,
the median uPLT across 100 users, and OnLoad values.

5.1 Page Load Metrics

To study the perceptual performance of Web page loads, we define a perceptual variation

of the PLT metric, that we call uPLT or user-perceived Page Load Time. uPLT is the time

between the page request until the time the user ‘perceives’ that the page is loaded. In

this section, we provide a background on traditional PLT metrics and qualitatively describe

why they are different from uPLT. In the next section, we use a well posed user study to

quantitatively compare traditional PLT metrics and uPLT.

OnLoad: PLT is typically estimated as the time between when the page is requested

and when the OnLoad event is fired by the browser. The OnLoad event is fired when all

objects on the page are loaded [14]. There is a growing understanding that measuring PLT

using the OnLoad event is insufficient to capture user experience [3, 9, 147]. One reason is

that users are often only interested in Above-the-Fold (AFT) content, but the OnLoad event

is fired only when the entire page is loaded, even when parts of the page are not visible

to the user. This leads to the OnLoad measure over-estimating the user-perceived latency.

But in some cases, OnLoad can underestimate uPLT. For example, several Web pages load

additional objects after the OnLoad event is fired. If the additional loads are critical to

user experience, the PLT estimated based on the OnLoad event will under-estimate uPLT.
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Variants of the OnLoad metric such as DOMContentLoaded [14, 171], are similarly

disjoint from user experience.

Speed Index: Recently, Speed Index [74] was proposed as an alternate PLT measure

to better capture user experience. Speed Index is defined as the average time for all AFT

content to appear on the screen. It is estimated by first calculating the visual completeness

of a page, defined as the pixel distance between the current frame and the “last” frame of

the Web page. The last frame is when the Web page content no longer changes. Speed

Index is the weighted average of visual completeness over time. The Speed Index value is

lower (and better) if the browser shows more visual content earlier.

The problem with the visual completeness measure (and therefore Speed Index) is that

it does not take into account the relative importance of the content. This leads to over- or

under-estimation of user-perceived latency. If during the page load, a majority of visual

components are loaded quickly, Speed Index estimates the page load time to be a small

value. However, if the component critical to the user has not yet been loaded, the user

will not perceive the page to be loaded. In other cases, Speed Index overestimates. For

example, if a large portion of the page has visual content that is not interesting to the user,

Speed Index will take into account the time for loading all the visual content, even though

the user may perceive the page to be loaded much earlier.

Motivating Example: Figure 5.1 shows the energystar.gov page, and the three

snapshots taken when the page was considered to be loaded according to the Speed Index,

uPLT, and OnLoad metrics. In the case of uPLT, we choose the median uPLT value across

100 users who gave feedback on their perceived page load time (§5.4).

Speed Index considers the page to be loaded much earlier, at 3.2 seconds, even though

the banner image is not loaded. For the users, the page is not perceived to be completely

loaded unless the banner is loaded, leading to Speed Index under-estimating uPLT. On the

other hand, the OnLoad metric estimates the page to be loaded 4 seconds after the user

perceives the page to be loaded, even though their snapshots are the same visually. This is
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because the OnLoad event fires only when the entire page, including the non-visible parts,

are loaded. This illustrative example shows one case when the traditional PLT metrics do

not accurately capture user experience.
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5.2 Gaze Tracking

Existing Web page optimizations focus on improving traditional PLT metrics. However,

our analysis shows that traditional PLT metrics do not correlate well with uPLT, rendering

the effect of existing optimizations on user experience unclear. Instead, we propose to

leverage users’ eye gaze to explicitly improve uPLT.

5.2.1 Inferring User Interest Using Gaze

Gaze tracking has been widely used in many disciplines such as cognitive science and

computer vision to understand visual attention [41, 111]. Recently, advances in computer

vision and machine learning have also enabled low cost gaze tracking [87, 98, 117, 150].

The low cost trackers do not require custom hardware and take into account facial features,

user movements, a user’s distance from the screen, and other user differences.

WebGaze leverages the low cost gaze trackers to capture visual attention of users. As a

first step, we conduct a user study to collect eye gaze from a large number of users across

Web pages. Using gaze data collected using both a low cost gaze tracker and an expensive

custom gaze tracker, we show that the tracking accuracy of the low cost tracker is sufficient

for our task.

Next, we analyze the collected gaze data to infer user patterns when viewing the same

Web page. Specifically, we identify the collective fixation of a region on the Web page,

which presents a measure to represent how much a broad group of users attention is fixated

on the specific region. WebGaze uses collective fixation as a proxy for user interest, and

leverages it to improve uPLT.
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Figure 5.2: Segmentation of the Web page of fcc.gov into visual regions. The visual
regions are named ”A”, ”B”, ”C”, etc.

5.2.2 Gaze User Study Set Up

The gaze user study set up is similar to the lab user study described in §5.4.1. Recall that in

our lab user study, we collect uPLT feedback from 50 users as they browse 45 Web pages.

In addition to obtaining the uPLT feedback, we also also capture the user’s eye gaze.

The gaze tracking is done using an off-the-shelf webcam-based software gaze tracker

called GazePointer [60]. GazePointer tracks gaze at 30 frames/sec and does not require

significant computational load because it uses simple linear regression and filtering tech-

niques [98,162] unlike gaze trackers that require more complicated machine learning [56].

We use a 1920 x 1080 resolution 24 inch monitor with a webcam mounted on top. The

screen is placed at a reading distance (≈ 50cm) from the participant. We perform a random

point test, where we ask the users to look at 100 pre-determined points on the screen. We

find the error of tracker to be less than 5◦ at the 95th percentile.

The user study requires gaze calibration for each user; we perform this calibration mul-

tiple times during the study to account for users shifting positions, shifting directions, and
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Figure 5.3: A heatmap of the collective fixation of Web page visual regions. Rows corre-
spond to Web pages and the columns correspond to visual regions. For example, for Web
site 1, visual region “A” has a collective fixation of 0.98 which means 98% of the users
fixated on region “A” during gaze tracking.

other changes. We can potentially replace this calibration requirement using recent ad-

vances in gaze tracking that utilize mouse clicks for calibration [117]. These recent cali-

bration techniques are based on the assumption that the user’s gaze will follow their mouse

clicks which can then be used as ground truth for calibration.

We augment the gaze study with an auxiliary study using a custom gaze tracker with

23 users. The study set up is similar to above, except we use a state-of-the-art Eye Track-

ing Glasses 2 Wireless gaze tracker manufactured by SMI [144]. The gaze tracker uses a

custom eyeglass, tracks gaze at 120 frames/sec, and has a very high accuracy (≈ 0.5◦ is

typical).

5.2.3 Gaze Tracking Methodology

When a human views a visual medium, his/her eyes exhibit quick jerky movements known

as saccades interspersed with relatively long (≈ .5 second) stops known as fixations that

define the his/her interest [79].
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Web pages are designed for visual interaction, and thus contain many visually distinct

elements, or visual regions [22], such as headers, footers, and main content sections, that

help guide a user when viewing the page. Rather than track each fixation point, we segment

a Web pages into its set of visual regions and track only the regions associated with the

user’s fixation points [54]. Figure 5.2 shows an example segmentation of fcc.gov into

its visual regions. It is from this representation that we estimate the collective fixation of

a visual region as the fraction of all users’ gaze tracks that contain a fixation on the visual

region. As part of future work, we will explore other signals of a user’s gaze, including

fixation duration and fixation order.

5.2.4 Collective Fixation Results

Figure 5.3 shows the collective fixation across each visual region of each Web page. The

rows correspond to the Web page and the columns correspond to the visual regions in

the Web page labeled ’A’, ’B’, etc (see example in Figure 5.2). Note that different Web

pages may have different visual regions, since region creation depends on the overall page

structure.

Figure 5.3 shows that for the first Web page, 5 regions have a collective fixation of over

0.9. In other words, 90% of the users fixated on these 5 regions in gaze tracking. But the

remaining 75% of the regions have a collective fixation of less than 0.5.

In general, we find that across the Web pages, at least 20% of the regions have a col-

lective fixation of 0.9 or more. We also find that on an average, 25% of the regions have a

collective fixation of less than 0.3; i.e., 25% of the regions are viewed by less than 30% of

the users.

Figure 5.4 shows the data in Figure 5.3 from a different perspective. Figure 5.4 is the

median of the CCDF’s of collective fixations for each site. Each point in the graph shows

the percentage of regions with at least a certain collective fixation value. For example, the

graph shows that 55% of the regions have a collective fixation of at least 0.7 in the median
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case. Our key takeaways are: (i) several regions have high collective fixation, and (ii) there

is a significant number of regions that are relatively unimportant to the users. These points

suggest that a subset of regions are relevant to the users’ interests, an observation that can

be exploited to improve uPLT (§5.5).

Figure 5.5 shows a visualization of the gaze tracks on fcc.gov across all users. The

combined gaze fixations show a high degree of gaze overlap. The thicker lines show the

regions on the Web page where the users’ gaze exhibit a high degree of collective fixation.

The thinner lines show the regions that only a few users look at.

5.2.5 Auxiliary Studies

In our auxiliary studies, we track gaze using a state-of-the-art gaze tracker as users viewed

Web page loads under slow 3G and fast WiFi-like network conditions (network set up

discussed in §5.4.1). The collective fixation results using the custom gaze tracker are quan-

titatively similar to the results when tracking gaze using the low cost tracker. For instance,

30% of the regions have a collective fixation of more than 0.8, and 30% of regions have a

collective fixation of less than 0.1 under slow network conditions. The results under fast

network conditions are similar.

We also conducted an additional set of experiments to study the effects personalized

Web pages have on the user’s gaze. Web pages such as Facebook customize their page

to a given user, even though the overall structure of the page remains the same. This

customization may result in different users focusing on different parts of the page. We

choose five personalized Web pages where the users login to the site: Facebook, Amazon,

YouTube, NYTimes, CNN. We conduct a user study with 20 users who gave us permission

to track their gaze while they were browsing the logged-in Web pages. Despite customized

content, we see similar patterns in collective fixation. All sites see a collective fixation of

0.8 or above for 30% of regions while still having at least 30% of regions with collective

fixations below 0.1. In addition, on average these sites have 20% of their regions with
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Figure 5.4: The median of the CCDF’s of collective fixations across regions. Each point
in the graph shows the fraction of regions with at least a certain collective fixation value in
the median case.

a collective fixation above 0.9 and 33% below 0.3. Thus, even for pages where specific

contents of the page vary across users, we observe there exist regions of high and low

collective fixation.
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Figure 5.5: A visualization of the gaze of all users when viewing fcc.gov. Certain
regions on the page have more gaze fixations than others (as evidenced by the thicker
lines).

5.3 WebGaze Design and Architecture

The previous section establishes that for each Web page, there exists several regions with

high collective fixation. WebGaze is based on the intuition that prioritizing the loading

of these regions can improve uPLT. This intuition is derived from existing systems and

metrics, including Klotski [38] and the Speed Index. The goal of the Klotski system is

to maximize the number of objected rendered within 3–5 seconds, with the intuition that

loading more objects earlier improves user experience. Similarly, Speed Index uses the

visual loading progress of a page as a proxy for the user’s perception. The Speed Index

value improves when more objects are rendered earlier on the screen. Similar to these

works, our goal is also to render more objects earlier, but WebGaze chooses objects that

are more important to the users as determined by their gaze feedback.

5.3.1 Architecture

Figure 5.6 shows the architecture of WebGaze. WebGaze is designed: (i) to have no expec-

tations that all users will provide gaze feedback, (ii) to not require that pages be optimized
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Figure 5.6: WebGaze architecture.

based on real time gaze feedback. We note that existing gaze approaches for video opti-

mization do rely on real time gaze feedback for prioritization [132]. However, Web page

loads are transient; the short time scales makes it infeasible to optimize the Web page based

on real time gaze feedback.

The WebGaze architecture collects gaze feedback from a subset of users as they perform

the browsing task. WebGaze collects the gaze feedback at the granularity of visual regions.

When sufficient gaze feedback is collected, the WebGaze server estimates the collective

fixation across regions. The server periodically collects more gaze information and updates

its fixation estimations as the nature of the Web page and users’ interests change.

Based on the collective fixation values, WebGaze, (1) identifies the objects in regions

of high collective fixation, (2) extracts the dependencies for the identified objects, (3) uses

HTTP/2 Server Push to prioritize the identified objects along with the objects that depend

on them. Below, we describe these steps in detail.
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5.3.2 Identifying Objects to Prioritize

To identify which Web objects to prioritize, we use a simple heuristic: if a region has a

collective fixation of over a prioritization threshold, then the objects in the region will be

prioritized. In our evaluation, we set the prioritization threshold to be 0.7, thus any objects

within a visual region that has a collective fixation of 0.7 or higher are prioritized. Recall

from Figure 5.4 that this value identifies 55% of regions as candidates for prioritization in

the median case.

Moving this threshold in either direction incurs different trade-offs. When the priori-

tization threshold is increased (moving right in Figure 5.4) we become more conservative

in identifying objects to prioritize. However, in being more conservative we may miss pri-

oritizing regions of which are important to some significant minority of users, which can

in-turn negatively affect the aggregate uPLT. When the prioritization threshold is decreased,

more regions are prioritized. The problem is that prioritizing too many objects leads to data

contention for bandwidth that in turn affects uPLT [157] (in §5.5 we show the effect of pri-

oritizing too many objects.) Empirically, we find that the prioritization threshold we chose

works well in most cases (§5.5), through it can be further tuned.

Since each region may have multiple objects, WebGaze extracts the objects that are

embedded within a region. To do this, we query the Document Object Model (DOM) [7],

which is an intermediate representation of the Web page created by the browser. From

the DOM we obtain the CSS bounding rectangles for all objects visible in the 1920x1080

viewport. An object is said to be in a given region if its bounding rectangle is within the

region. If an object is said to belong to multiple regions, we assign the maximum of the

collective fixation of the regions to the object.

5.3.3 Extracting Dependent Objects

Web page objects are often dependent on each other and these dependencies dictate the

order in which the objects are processed. Figure 5.7 shows an example dependency graph.
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Figure 5.7: A dependency graph for an example page. If the first.jpg needs to be
prioritized based on the collective fixation measure, then first.js also needs to be pri-
oritized since first.jpg depends on it.

If first.jpg belongs to a region with high collective fixation and is considered for

prioritization, then first.js also needs to be prioritized, because first.jpg depends

on first.js. If not, then prioritizing first.jpg is not likely to be useful since the

browser needs to fetch and process first.js before processing the image.

Our system identifies dependencies of each object to be prioritized, and considers these

dependent objects for prioritization as well. Our current implementation uses WProf [171]

to extract dependencies, but other dependency tools [38, 107] can also be used. While

the contents of sites are dynamic, the dependency information has shown to be temporally

stable [38, 107]. Thus, dependencies can be gathered offline.

5.3.4 Server Push and Object Sizes

WebGaze, like other prioritization strategies [38], uses HTTP/2’s Server Push functionality

to implement the prioritization. Server Push decouples the traditional browser architecture

in which Web objects are fetched in the order in which the browser parses the page. Instead,

Server Push allows the server to preemptively push objects to the browser, even when the

browser did not explicitly request these objects. Server Push helps (i) by avoiding a round

trip required to fetch an object, (ii) by breaking dependencies between client side parsing

and network fetching [107], and (iii) by better leveraging HTTP/2’s multiplexing [157].
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Of course, Server Push is still an experimental technique and is not without problems.

Google’s studies find that using Server Push can, in some cases, result in a reordering of

critical resources that leads to pathologically long delays [157]. To avoid such pathological

cases, we check for a simple condition: if the FirstPaint of the page loaded with WebGaze

takes longer than the LastVisualChange in the default case, we revert back to the default

case without optimization (recall the definitions of FirstPaint and LastVisualChange from

§5.4.1). In our evaluation, we found that for 2 out of the 45 pages, WebGaze’s use of Server

Push resulted in such delays.

Another problem is that Server Push can incur performance penalties when used with-

out restraint. Pushing too many objects splits the bandwidth among the objects, potentially

delaying critical content, and in-turn, worsening performance. To address this, Klotski

avoids prioritizing large objects or objects with large dependency chains [38]. Although

we do not consider object sizes in our current implementation, we plan to do so as part of

future work.

Finally, Server Push can use exclusive priorities [102] to further specify the order in

which the prioritized objects are pushed as to respect page dependencies. However, existing

HTTP/2 implementations do not support fully this feature. With a full implementation of

HTTP/2’s exclusive priorities, WebGaze’s mechanism can potentially be tuned even further.
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5.4 uPLT User Study

We conduct a user study to systematically compare uPLT with traditional PLT metrics, with

the goal of verifying our observations presented in §5.1.

5.4.1 Set Up

Our user study was conducted (1) in the lab, and (2) online using crowd-sourcing. For

the lab-based study we recruit subjects from our university. The user subjects belong to

the age group of 25 to 40, both male and female. The online study is conducted on the

Microworkers [15] platform. We present results from 100 users, 50 from each study. All

user studies presented in this paper were approved by the Institutional Review Board of our

institution.

5.4.2 User Study Set Up and Task

A key challenge of conducting Web page user studies in-the-wild is that the Web page load

timings experience high variance [172]. The uPLT feedback from two users for a given

page may not be comparable under such high variance. To conduct repeatable experiments

we capture videos of the page load process. The videos are captured via ffmpeg at 10 fps

with 1920x1080 resolution as the page loads. The users see the video instead of experi-

encing an actual page load on their computers. This way, each user views exactly the same

page load process.

The primary task of the user is to report their perceived page load time when they

are browsing the page. We ask the user to view the Web page loading process and give

feedback (by pressing a key on the keyboard) when they perceive that the page is loaded.

There is an inevitable reaction time between when a user perceives the page to be loaded

and when they enter the key. For all measurements, we correct for the user’s reaction time

using calibration techniques commonly used in user-interaction studies [10]. To ensure
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high quality data from the user study, we remove abnormally early or late responses. To do

so we utilize the First Paint and Last Visual Change PLT metrics [66]. The

First Paint is the time between when the URL begins to load and the first pixel is rendered,

and the Last Visual Change is the time when the final pixel changes on the user’s screen.

Any responses before the First Paint and after the Last Visual Change events are rejected.

Web Pages

In the default case, we choose 45 Web pages from 15 of the 17 categories of Alexa [4],

ignoring Adult pages and pages in a language other than English. From each category, we

randomly choose three Web pages; one from Alexa ranking 1–1000, another from Alexa

ranking 10k–20k, and the other from Alexa ranking 30k+. This selection provides wide

diversity in the Web pages. The network is standardized to the accepted DSL condi-

tions [177], 50ms RTT, 1.3Mbps downlink and 384Kbps uplink, using the Linux traffic

controller ‘tc’ [34].

We conduct additional user studies by varying network conditions using the tc tool [34]

to emulate: i) WiFi-like conditions: a 12 ms RTT link with 20 Mbps download bandwidth

and ii) 3G-like conditions: a 150 ms RTT link with a 1.6 Mbps download bandwidth. We

conduct these additional user studies across 30 users and 23 Web pages, half from the top

100 and remaining from between 10k–20k Web pages from Alexa’s list [4].

Measurement Methodology

We load the Web page using Google Chrome version 52.0.2743.116 for all loads. We do

not change the Web load process, and all the objects, including dynamic objects and ads,

are loaded without any changes.

When the Web page load finishes, we query Chrome’s Navigation Timeline API re-

motely through its Remote Debugging Protocol [40]. Similar interfaces exist on most other

modern browsers [106]. From the API we are able to obtain timing information including
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Figure 5.8: Comparing the uPLT box plot between the 50 lab and 50 crowd-sourced users.
Although the uPLT values vary across users, the distributions are similar for the two data
sets. This data is collected under the desktop environment.

the OnLoad measure. To estimate Speed Index, we first record the videos of the pages

loading, recorded at 10 frames-per-second. The videos are fed through the WebPageTest

Tool [177] that calculates the Speed Index.

5.4.3 Comparing uPLT with OnLoad and Speed Index

First, we compare the uPLT variations across lab-based and crowd-sourced studies for the

same set of Web pages. Figure 5.8 shows the uPLT box plots for each Web page across the

two different studies. Visually from the plot, we find that the lab and crowd-sourced users

report similar distributions of uPLT. The standard deviation of the median uPLT differ-

ence between the lab and the crowd-sourced study for the same Web page is small, about

1.1 seconds. This same measure across Web pages is much larger, at about 4.5 seconds.
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Figure 5.9: Comparing median uPLT with OnLoad and Speed Index across 45 Web pages
and 100 users. The median uPLT is lower than OnLoad for 50% of the Webpages, and
higher than Speed Index for 87% of Webpages.

This increases our confidence in the results from the crowd-sourced user study; we lever-

age a similar crowd-sourced study to evaluate WebGaze.

Figure 5.9 shows median uPLT compared to the OnLoad and Speed Index metrics

across the 45 pages and 100 users, combining the crowd-sourced online study and the

lab study. The Speed Index and OnLoad values are calculated from the same Web page

load in which was recorded and shown to the users.

We observe that uPLT is not well correlated with the Onload and Speed Index metrics:

the Correlation Coefficient between median uPLT and the OnLoad metric is ≈ 0.46 while

the correlation between median uPLT and the Speed Index is ≈ 0.44. We also find the

correlation between uPLT and the DomContentLoaded to be ≈ 0.21.

The OnLoad metric is about 6.4 seconds higher than the median uPLT on an average,

for close to 50% of the pages. For 50% of Web pages, the OnLoad is lower than the median

111



uPLT by an average of about 2.1 seconds. On the other hand, Speed Index, estimated over

visible AFT content, is about 3.5 seconds lower than uPLT for over 87% of the Web pages.

In Section 5.1 we discussed the cases in which the OnLoad and Speed Index can over and

underestimate the user perceived page loads. From our results we see that while cases of

uPLT over and underestimation occur in equal proportion for the OnLoad, the case of uPLT

underestimation, as shown in Figure 5.1, occurs more for the Speed Index.
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Figure 5.10: Comparing median uPLT with OnLoad and Speed Index across 54 represen-
tative Web pages and 100 users under (a) 3G and (b) 4G network conditions. This data is
collected under the mobile phone environment.

5.4.4 uPLT Across Network Environments

We extend our user study to 3G and 4G network environments. We load 54 mobile pages

on a Nexus4 smartphone running unmodified Google Chrome version 58.0. We choose

6 Websites from each of the 9 categories as suggested by Alexa [4] that were confirmed

to have Mobile variants. The websites vary in terms of popularity and complexity within

each category. We emulate two network conditions using built in application level network

emulation as provided by Google Chrome [64]. The conditions were set to the presets
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for 3G (0.75 Mbps upload link, 1.5 Mbps download link, 100ms RTT) and 4G (3.0 Mbps

upload link, 4.0 Mbps download link, 20ms RTT) network conditions.

We use the Chrome Remote Debugging APIs [40] to automate page navigation and to

estimate the OnLoad metric. OnLoad is the time from when the URL was requested and

when all objects are loaded. It is implemented within all modern browsers. For the Speed

Index computation, we take a video of the page as it is being loaded, and input the video

to a tool provided by Web Page Test [177]. The Speed Index is defined as the average time

for all content in the client’s visible window, or above-the-fold content, to appear on the

screen [74]. Figure 5.10 shows the median uPLT values for 54 sites in (a) 3G and (b) 4G

network environment, and the 25th and 75th percentile across 100 users (blue box with a

short red line for the median), and the OnLoad and Speed Index values. The vertical blue

lines in the figure do only serve to match the OnLoad, uPLT and Speed Index values for the

same Web page.

These results are for (a) 3G network and (b) 4G network conditions. Note that there

are significant differences between uPLT vs. OnLoad or uPLT vs. Speed Index. The

correlations are also poor. The correlation between the OnLoad metric and median uPLT is

0.609 and between Speed Index and median uPLT is 0.638. In other words, the PLT metrics

do not trend well with when the users perceive the page to be loaded, which indicates that

these values should act as poor predictors in estimating the uPLT. Further, the median

uPLT value is lower than OnLoad for 64% of pages, higher than the Speed Index for 90%

of pages.
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5.4.5 uPLT Across Categories

The 45 Webpages used in the study have diverse characteristics. In Figure 5.11, we study

how uPLT differs from traditional PLT metrics for different categories. Each point in the

plot is the median uPLT across 100 users.

We divide the Web pages across four (4) categories: (i) Light html: landing pages such

as google.com, (ii) CSS-heavy; (iii) Javascript-heavy; and (iv) Image-heavy. To catego-

rize the page into the latter three categories, we look at the types of objects downloaded for

each page and count the number of CSS, Javascript, and images. The categories are based

on the type of object that is fetched most when the page is loaded.

Light html and CSS-heavy pages are simple and see little difference between the uPLT

and the OnLoad and Speed Index metrics. However, for pages with a lot of dynamic

Javascript, the median difference between uPLT and OnLoad is 9.3 seconds. Similarly,

for image-heavy pages, the difference between uPLT and OnLoad is high. This is largely

because, as the number of images and dynamic content increases, the order in which the

objects are rendered becomes important. As we show in the next section, users typically

only focus on certain regions of the page and find other regions unimportant, making it

critical that the important objects are loaded first.

5.4.6 Varying Network Conditions

Finally, to verify the robustness of our results, we analyze the differences between uPLT

OnLoad, and Speed Index under varying network conditions.

Under the slower 3G-like network conditions across 30 lab users and 23 Web pages,

median uPLT poorly correlates with OnLoad and Speed Index with a correlation coefficient

of 0.55 and 0.51 respectively. The median uPLT was greater than Onload 46% of times,

with a median difference of 4.7 seconds. The uPLT was less than Speed Index 72% of

the time with the median difference of 1.86 seconds. When we evaluate under WiFi-Like

conditions we find the correlation between between OnLoad and uPLT is much higher at
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Figure 5.11: OnLoad, SpeedIndex and uPLT for different categories of Web pages

0.74. This result is likely because in faster networks, more pages load instantaneously

causing the user perceived latency to not differ much from the OnLoad.
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5.5 WebGaze Evaluation

We conduct user studies to evaluate WebGaze and compare its performance with three

alternative techniques which are:

• Default: The page loads as-is, without prioritization

• Push-All: Push all the objects on the Web page using Server Push. This strategy

helps us study the effect of Server Push at its extreme.

• Klotski: Uses Klotski’s [38] algorithm to push objects. The algorithm pushes objects

and dependencies with the objective of maximizing the amount of ATF content that

can delivered within 5 seconds.

As before (§5.4.1), we record videos of the Web page as it is loaded using WebGaze and

each alternate technique. The users provide feedback on when they perceive the page to be

loaded as they watch the video. We conduct the user study across 100 users to compare We-

bGaze and each alternative technique. Videos of the Web page loads, under each technique,

are available on our project Web page, http://gaze.cs.stonybrook.edu.

5.5.1 Methodology

Web pages: We evaluate over the same set of 45 Webpages as our uPLT and gaze studies

(§5.4.1). Recall, from the WebGaze architecture, that the Web server corresponding to each

Web page prioritizes content based on input from WebGaze. For evaluation purposes, we

run our own Web server instead and download the contents of each site locally. We assume

that all cross-origin content is available in one server. We note that HTTP/2 best practices

suggest that sites should be designed such that as much content as possible is delivered

from one server [157]. Nondeterministic dynamic content, such as ads, are still loaded

from the remote servers.
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Figure 5.12: CDF of improvement in uPLT over Default, Push-All, and Klotski across the
100 users and 45 Web pages.

Server and client: The Web pages are hosted on an Ubunbu 14.04 server running ver-

sion 2.4.23 of Apache httpd which supports HTTP/2 protocol and Server Push function-

ality. The Web client is Chrome version 52.0.2743.116, which supports both the HTTP/2

protocol and Server Push, that is also run on an Ubuntu 14.04 machine. Traffic on the client

machine is controlled using tc [34] to replicate standard DSL conditions (§5.4.1). When

using push, we use default HTTP/2 priorities. Due to the standardized conditions of our

network, the average variance in OnLoad is less than 1%. So we are able to compare the

uPLT values across different page loads.

User study: We conduct pairwise comparisons of uPLT. To this end, we show the users

randomized Web page loads that are loaded using WebGaze and using one of the three

alternatives. The users provide feedback on uPLT. For each set of 45 comparisons, we

recruit 100 users, for a total of 300 users. An alternative design would be to conduct a user

study where a single user provides feedback for Web page loads under all four alternatives;

but this requires users to give feedback on 180 Web pages which becomes tedious.
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Alternative # WebGaze # WebGaze # WebGaze
better same worse

Default 37 4 4
Push-All 35 4 6
Klotski 33 4 8

Table 5.1: Number of Web pages for which WebGaze performs better, same, and worse, in
terms of uPLT in the median case compared to the alternatives.

5.5.2 Comparing WebGaze with Alternatives

Figure 5.12 shows the CDF of the percentage improvement in uPLT compared to alterna-

tives. On an average, WebGaze improves uPLT 17%, 12% and 9% over Default, Push-All,

and Klotski respectively. At the 95th percentile, WebGaze improves uPLT by 64%, 44%,

and 39% compared to Default, Push-All, and Klotski respectively. In terms of absolute

improvement, when WebGaze improves uPLT the improvement is by an average of 2 sec-

onds over Default and Push-All, and by an average of 1.5 seconds over Klotski. At the 90th

percentile, WebGaze improves uPLT by over 4 seconds.

In about 10% of the cases WebGaze does worse than Default and Push All in terms of

uPLT and in about 17% of the cases, WebGaze performs worse than Klotski. Of these cases

where the competing strategies outperform WebGaze, the average reduction in performance

is 13%.

Table 5.1 shows the number of Web pages for which WebGaze performs better, the

same, and worse in terms of uPLT for the median case, as compared to the alternatives.

Next we analyze the reasons for the observed performance differences.
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5.5.3 Case Study: When WebGaze Performs Better

It is not surprising that WebGaze improves uPLT over the default case. Recall our intu-

ition based on prior work [38, 74] that prioritizing regions with high collective fixation can

improve uPLT. In addition, pushing objects with adherence to their dependencies has been

shown to improve page load performance [107, 171].

Push-All is an extreme strategy, but it lets us study the possible negative effects of

pushing too many objects. We find that Push-All delays critical object loads and users

see long delays for even the First Paint [66]. In our study, Push-All increases First Paint

by an average of 14% compared to WebGaze. Push-All, in-turn, tends to increase uPLT.

The problem with pushing too many objects is that each object only gets a fraction of the

available bandwidth, in spite of techniques such as HTTP/2 priorities [157].

Different from uPLT, for OnLoad, it is more critical that all objects are loaded even if

objects critical to the user are delayed. We see this tendency in our results: the Push-All

strategy in fact improves OnLoad for 11 of the 45 pages, whilst hurting uPLT. This example

shows that optimizations can help OnLoad, but hurt uPLT.

The uPLT improvement compared to Klotski comes from content-aware prioritization.

In the case of Klotski, ATF objects are pushed based on whether they will be delivered

within 5 seconds. This may not correlate with the objects that the user is interested in.

For example, the Webpage www.nysparks.com, Klotski prioritizes the logo.jpg image

which is in a region of low collective fixation. This essentially delays other more critical

resources that are observed by a large number of users.

5.5.4 Case Study: When WebGaze Performs Worse

WebGaze performs worse than Klotski in 17% of the cases with a median performance

difference of 5.5% and a maximum difference of 15.4%. In each of these cases, we find that

Klotski sends less data compared to WebGaze and is more conservative. Figure 5.13 shows

the relative size of objects pushed by WebGaze and Klotski across the Web pages. This
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Figure 5.13: The total size of pushed objects under WebGaze, Klotski, and Push-All.

suggests that we need to perform more analysis on determining the right amount of data

that can be pushed without affecting performance. Similarly, when compared to Default,

WebGaze performs worse for 4 of the 45 Webpages. In each of these cases, WebGaze

pushed too much data causing bandwidth contention.

In all cases when WebGaze performs worse compared to Push-All, we find that the Web

pages were smaller, less than 1.2 MB. We speculate that pushing all objects for pages of

small sizes does not force as much contention for bandwidth.

5.5.5 Case Study: When WebGaze Performs the Same

For a fraction of less than 10% of the pages we find that WebGaze performs similar to

the other alternatives. For two of the Web pages, the uPLT values are similar across the

four alternatives. In other words, Server Push did not change performance. This could

be because the default page itself is well optimized. For the other two pages, WebGaze’s

Server Push resulted in pathologically delays, and therefore the pages were not optimized

(§5.3.4).
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Although they are not the metrics WebGaze intends to optimize, for completeness we

briefly discuss the performance of WebGaze in terms of the OnLoad, Speed Index, and First

Paint. In terms of all three metrics, WebGaze and Klotski show comparable performance.

In comparison to Default and Push-All, WebGaze shows only 1–3% improvement in the

OnLoad. WebGaze improves the Speed Index metric by an average of 18% compared to

the Push-All strategy. However, there is no difference in the average Speed Index measure

between WebGaze and Default. Lastly, as discussed earlier, WebGaze improves the average

First Paint metric by 14% compared to Push-All. However WebGaze does increase the

time to First Paint by 19% on average compared to Default, thus improving uPLT despite

increasing the First Paint overall. This result loops back to our intuition (§5.3) that loading

more objects important to the user sooner is critical to uPLT.
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5.6 Related Work

We discuss three related lines of research that are relevant to our work: Web performance,

page load measurements, and modeling user attention for Web pages.

5.6.1 Improving Web Performance

Given the importance of Web performance, significant research effort has gone into im-

proving Web page loads. These efforts include designing new network protocols [16,153],

new Web architectures [107,143,173], best practices [1], and tools to help developers write

better Web pages [63]. However, most of these efforts target the traditional OnLoad metric.

More recently, systems such as Klotski [38] are targeting the user quality of experience

rather than optimizing traditional PLT metrics. As discussed earlier, Klotski uses HTTP/2’s

Server Push functionality to push high utility and visible objects to the browser.

WebGaze uses a similar prioritization technique, but prioritizes objects based on user

interest. Our evaluations show that WebGaze improves uPLT compared to Klotski across

100 users (§5.5).

5.6.2 Page Load Measurements

The research community has reported on a broad spectrum of Web page user studies. On

the one end, there are controlled user study experiments [159], where the researchers create

specific tasks for the subjects to complete. However, to create repeatable user studies and

to control the Web page load times, the authors create fake Web pages. On the other end,

there are large scale, less controlled studies [37] that measure performance of hundreds

of real Web pages. But these studies only measure objective metrics such as the OnLoad

metric.

Around the same time as the design and development of WebGaze, researchers have

developed a similar testbed called eyeorg to crowd-source Web user experience [160].
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The eyeorg study also uses a user-perceived PLT metric to measure user experience, and

records the Web pages to obtain standardized feedback from the users as to when they feel

the page is loaded. Their methodology in obtaining feedback is slightly different from our

study in that they allow the users to transition frame by frame before providing their uPLT.

The eyeorg study finds high correlation between the OnLoad and uPLT metrics, similar to

our findings in the WiFi-like environment. Different from the eyeorg study, we vary the

network conditions when loading the page and show that the correlation results depend on

the underlying network (§5.4). On slow networks, OnLoad and uPLT are poorly correlated,

while in faster networks, OnLoad and uPLT are better correlated; the later corroborating

more with the results of eyeorg. Going beyond crowd-sourcing uPLT feedback, our work

also shows how uPLT can be improved by leveraging eye gaze.

5.6.3 Web Saliency

The computer vision community has widely studied how eye gaze data can be used as

ground truth to build saliency models [62,168]. Saliency defines the features on the screen

that attract more visual attention than others. Saliency models predict the user’s fixation on

different regions of the screen and can be used to capture user attention without requiring

gaze data (beyond building the model). While most of the research in this space focuses on

images [137, 185], researchers have also built saliency models for Web pages.

Buscher et al. [36] map the user’s visual attention to the DOM elements on the page.

Still and Masciocchi [148] build a saliency model and evaluate for the first ten (10) fixations

by the user. Shen et al. [139] build a computational model to predict Web saliency using a

multi-scale feature map, facial maps, and positional bias. Ersalan et al. [54] study the scan

path when the user is browsing the Web. Others have looked at saliency models for Web

search [138] and text [59, 165].

However, existing Web saliency techniques have relatively poor accuracy [36, 139].

This is because predicting fixations on Web pages is inherently different and more chal-
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lenging compared to images: Web pages, unlike images, are a mix of text and figures. Web

page loading is an iterative process where all objects are not rendered on the screen at the

same time, and there is a strong prior when viewing familiar Web pages.

Our work is orthogonal to the research on Web saliency. WebGaze can leverage better

Web saliency models to predict user interest. This will considerably reduce the amount of

gaze data that needs to be collected, since it will only be used to provide ground truth. We

believe that our findings on how gaze data can improve user-perceived page load times can

potentially spur research on Web saliency.
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5.7 Discussions

There are several technical issues that will need a close look before a gaze feedback-based

Web optimization can be widely useful.

Mobile Devices: It is expected that more and more Web content will be consumed

from mobiles. Mobile devices bring in two concerns. First, errors in gaze tracking may

be exaggerated in mobiles as the screen could be too small, or the performance of gaze

tracking on mobile could be too poor. Significant advances are being made on camera-

based gaze tracking for mobile smartphone class devices [11]. But, accuracy is also as not

critical to our approach as we require the gaze to be tracked at the granularity of large visual

regions.

A second concern is that gaze tracking on mobile devices may consume additional

amounts of energy [132]. This is due to the energy consumed in the imaging system and

on image analysis in the CPU/GPU. While this can be a concern, a number of new devel-

opments are pushing for continuous vision applications on mobiles and very low power

imaging sensors are emerging (see, e.g., [93]). Also, lower resolution tracking may still

provide sufficient accuracy for our application, while reducing energy burden. Therefore,

we expect that gaze tracking can be leveraged to improve uPLT in mobile devices.

Exploiting Saliency Models: Saliency models have been discussed in the previous sec-

tion. A powerful approach could be to decrease reliance on actual gaze tracking, but rely

instead on saliency models. In other words, inspecting Web pages via suitable modeling

techniques could discover potential regions of user attention that could be a good proxy for

gaze tracks. This approach is more scalable and would even apply to pages where gaze

tracking data is not available. The challenge is that research on saliency models for Web

pages is not yet mature. Our initial results show promise in leveraging gaze for improving

uPLT; exploiting Web saliency models can significantly increase the deployability of our

approach.



Systems Issues: There are a number of systems issues that need to be addressed to

build a useful Web optimization based on gaze feedback. For example, a standardized gaze

interface needs to be developed that integrates with the browser. The gaze support service

(Figure 5.6) needs to adapt to changing nature of the Web contents and user interests. For

example, a major event may suddenly change users’ gaze behaviors on a news Web site

even when the structure of the page remains the same.

Security and Privacy: There are additional security and privacy related concerns if gaze

feedback is collected by Web sites or third party services. For example, it is certainly pos-

sible that gaze tracking could provide a significant piece of information needed to uniquely

identify the user, even across devices. The use of eye tracking on the end-user’s device

exposes the user to hacks that could misuse the tracking data. Note that course-grained

tracking information is sufficient for our task, but guaranteeing that only course-grain in-

formation is collected requires a hardened system design.

Gaze Tracking Methodology: Web page loads are a dynamic process. Therefore, col-

lecting gaze data when the user looks only at the loaded Web page is not representative

of the Web viewing experience. Instead, in this work, we collect gaze data as the page is

being loaded. However, one problem is that, the gaze fixation is influenced by the Web

object ordering. For instance, if objects that are important to the user are rendered later,

a user may direct her gaze towards unimportant, but rendered objects. Our methodology

partially alleviates the problem by capturing gaze only after the First Paint (§5.5) and even

after OnLoad. As part of future work, we propose to track user gaze when the Web objects

are loaded in different orders. By analyzing gaze under different object orderings, we hope

to alleviate the problem of the Web page loading order influencing gaze tracks.

There has been a recent interest in making user experience the central issue in Web

optimizations. Currently, user experience is divorced from Web page performance metrics.

We systematically study the user-perceived page load time metric, or uPLT, to characterize

user experience with respect to traditional metrics. We then make a case for using users’
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eye gaze as feedback to improve the uPLT. The core idea revolves around the hypothesis

that Web pages exhibit high and low regions of collective interest, where a user may be

interested in certain parts of the page and not interested in certain other parts. We design

a system called WebGaze that exploits the regions of collective interest to improve uPLT.

Our user study across 100 users and 45 Web pages shows that WebGaze improves uPLT

compared to three alternate strategies for 73% of the Web pages.
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5.8 Conclusions

There has been a recent interest in making user experience the central issue in Web op-

timizations. Currently, user experience is divorced from Web page performance metrics.

We systematically study the user-perceived page load time metric, or uPLT, to characterize

user experience with respect to traditional metrics. We then make a case for using users’

eye gaze as feedback to improve the uPLT. The core idea revolves around the hypothesis

that Web pages exhibit high and low regions of collective interest, where a user may be

interested in certain parts of the page and not interested in certain other parts. We design

a system called WebGaze that exploits the regions of collective interest to improve uPLT.

Our user study across 100 users and 45 Web pages shows that WebGaze improves uPLT

compared to three alternate strategies for 73% of the Web pages.
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Chapter 6

Dissertation Conclusion

Traditional systems have regarded backscatter communication as a limited ability commu-

nication method that bound the RFID to short range inventory system. In this dissertation,

we took a fundamental approach and show that it is better than most communication de-

vices that have limited energy resource. We incorporated this understanding into the design

of protocols and systems. By doing so, we were able to design and build a practical system

that transforms backscatter communication from limited ability inventory system to dexter-

ous communication platform that spend smaller amounts of energy. Specifically, we make

following contributions:

• Studies in backscatter communications for Internet of things: Our implemented

passive backscatter-based tag-to-tag communication platform holds a tremendous po-

tential in realizing ubiquitous IoT platforms. Our platform built on a learning tech-

nique enabling tags to determine the right channel to use for the communication with

other tags. We have demonstrated tag-to-tag links operating reliably at various envi-

ronment settings. We extended capabilities of passive RF tags to a different regime.

They are capable of channel measurements of the backscatter channel that correlates

very well with environmental changes around the tags. This latter ability translates

to human activity recognition. We also demonstrated that a standard RFID setup can
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exploit phase in order to perform very accurate ranging just by using a single an-

tenna that exploits FM radar principles. The accuracy is competitive or better with

better operating ranges seen in literature while requiring a straightforward set up.

We have experimentally demonstrated median ranging accuracy of about 5 cm and

localization accuracy of about 10cm at distances over 4m.

• Improving user experience for Web access and streaming video based on the

gaze feedback: Our work could pave the way to automate mechanisms for improv-

ing user experience for video and Web. This can level the playing field. In addition

to improving user experience, our work on foveated video streaming significantly re-

duces data usage without adversely affecting user experience. Reducing data usage

especially has an impact in economically developing regions of the world where data

costs are much higher as a percentage of earnings. Also, since DSL or 2G/3G net-

works are often unable to provide high-quality user experience. Our research focus

on prioritizing the objects in order to optimize user experience in given resources,

therefore, the end user can experience the best quality out of given resources.

This dissertation took two different approaches, we first minimized the use of energy

resources; therefore, we were able to realize batteryless communication. Then we exploit

the best use of given network resources by prioritizing the objects; hence, we were able to

design user experience based system.

Wireless networking has witnessed a paradigm shift over past three to five years. The

field has been transformed from pursuing the communication platform toward faster at

the cost of energy efficiency, into designing networked systems that tightly incorporate an

understanding of energy aware communication platform, despite at slower speeds. This has

allowed us to revisit and address contemporary problems on battery equipped devices and

power harvesting devices.

The next few years are going to be exciting for wireless research because of its ability to

change peoples lives through diverse applications from smartphones and RFIDs to critical
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fields such as healthcare. However, as wireless connectivity gets incorporated into diverse

devices and applications, the density of wireless deployments increases. As a result, there

is a need to design systems that can address battery-less communication platform at a very

large scale (100s of devices in a regular sized room). While this dissertation takes the first

few steps in this direction, addressing this problem at such a large scale in practice remains

a longer term challenge.

6.1 Looking Forward

I would like to continue to explore research problems in the field of the batteryless commu-

nication system and human behavior based multimedia optimization. Following I describe

two research directions, I will pursue soon for my research career.

• Pervasive sensing through backscatter: Backscatter has been proved its potential

to enable gesture recognition and human activity recognition in the dissertation. The

CSI based passive sensing technology has achieved high accuracy in gesture and ac-

tivity recognition [170, 181]. For example, WiKey demonstrates the keyboard stroke

classification in 96% accuracy for 26 alphabets through machine learning technol-

ogy [24]; EQ-Radio shows the emotion recognition in 87% accuracy for four funda-

mental human emotions – excited, happy, angry and sad – through heartbeat analy-

sis [193]. These approaches have proved the possibility of passive sensing gesture

and activity classification even further. Since we have BCSI platform and knowledge

of signal processing, we are planning to extend our BARNET for more diverse activity

recognition. Instead of using CSI, we have multi-channel transmitter based on phase

shift schemes; we can exploit this approach and collect high precision data in the

analog domain, and make the connection on digital domain. It is necessary to avoid

high definition ADC, because our BARNET platform designed for batteryless com-

munication, and its key component is removing ADC. To migrate to a digital domain,
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we set three different threshold settings – high, medium, and low – of the reference

value on the receiver side. Therefore, we can build three-dimensional digital phase

response map. Multidimensional digital domain representation without any special

tools, we could use as pseudo analog domain, without analog component, it makes

our tool powerful. The intuition is that IoT device will pervasive our daily lives and

able to monitor human’s fundamental movements and health status without any par-

ticular devices. To realize this capability, we need efforts from multiple perspectives,

including a vast amount of data collection from the very tightly controlled environ-

ment, and classification of the collected data through machine learning technology,

and its extension to realistic conditions.

• Saliency-based 360 live streaming: A saliency has established its functional mech-

anism in image based perceptual and cognitive research. This saliency in the video

system serves as the index for looking ahead of spotlighted regions. In 360 video,

the only partial amount of visual contents is viewed at the client side, while entire

contents are fetched to be ready for the possible head movement. In state-of-the-art

360 dynamic streaming technique differentiate serving resolutions, where the client

is looking at serve in its highest resolution, and the rest of regions are fetched based

on network environment to avoid discontinuity of service for any possible move-

ments [89]. This technique can serve the higher quality of service. However, it

always starves its baseline quality at the early stage of head movement; it always

requires time to fill the buffer with high-quality contents. Since we can prefetch

visual regions in an extra buffer based on saliency map, we can avoid the poor qual-

ity experience. The study shows that people view a pictorial medium his/her eyes

exhibit quick jerky movements interspersed with relatively long stops known as fix-

ations that define the viewer’s attention [79]. The saliency technique can apply to

estimate those fixations. To realize this capability and bring it to the research topic,

we have to conduct the investigation in multiple perspectives. The research intuition
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is that not every saliency regions have to be buffered to stand by all possible move-

ments, only the smallest set of saliency regions are needed to be buffered based on

the probability calculation. Through user studies, you can verify best possible 360

live streaming. Furthermore, we can investigate foveate technique those studied in

our previous literature, for this 360 live streaming and virtual reality environment.
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Design of backscatter-based tag-to-tag system. In IEEE International Conference
on RFID, RFID ’17, 2017. to appear.

[81] Udo Karthaus and Martin Fischer. Fully integrated passive uhf rfid transponder
ic with 16.7-µw minimum rf input power. IEEE Journal of Solid-State Circuits,
38(10):1602–1608, 2003.

[82] Bryce Kellogg, Aaron Parks, Shyamnath Gollakota, Joshua R Smith, and David
Wetherall. Wi-fi backscatter: internet connectivity for RF-powered devices. In Pro-
ceedings of the 2014 ACM Conference on Special Interest Group on Data Commu-
nication, SIGCOMM ’14, pages 607–618. ACM, 2014.

[83] Bryce Kellogg, Vamsi Talla, and Shyamnath Gollakota. Bringing gesture recognition
to all devices. In Proceedings of the 11th USENIX Conference on Networked Systems
Design and Implementation, NSDI ’14, pages 303–316, 2014.

[84] Conor Kelton, Jihoon Ryoo, Aruna Balasubramanian, and Samir R. Das. Improving
user perceived page load times using gaze. In 14th USENIX Symposium on Net-
worked Systems Design and Implementation, NSDI ’17, pages 545–559, Boston,
MA, 2017. USENIX Association.

[85] Kit Eaton. How one second could cost amazon 1.6 billion in sales. http://bit.
ly/1Beu9Ah.

[86] Oleg Komogortsev. Predictive perceptual compression for real time video com-
munication. In Proceedings of the 12th Annual ACM International Conference on
Multimedia, MULTIMEDIA ’04, pages 220–227, 2004.

[87] Kyle Krafka, Aditya Khosla, Petr Kellnhofer, Harini Kannan, Suchendra Bhan-
darkar, Wojciech Matusik, and Antonio Torralba. Eye tracking for everyone. In
IEEE Conference on Computer Vision and Pattern Recognition, CVPR ’16, 2016.

[88] Rupa Krishnan, Harsha V Madhyastha, Sridhar Srinivasan, Sushant Jain, Arvind
Krishnamurthy, Thomas Anderson, and Jie Gao. Moving beyond end-to-end path
information to optimize CDN performance. In Proceedings of the 9th ACM SIG-
COMM conference on Internet measurement conference, IMC’09, pages 190–201.
ACM, 2009.

[89] Evgeny Kuzyakov and David Pio. Next-generation video
encoding techniques for 360 video and VR. https:

141

http://www.scholarpedia.org/article/Human_saccadic_eye_movements
http://www.scholarpedia.org/article/Human_saccadic_eye_movements
http://bit.ly/1Beu9Ah
http://bit.ly/1Beu9Ah
https://code.facebook.com/posts/1126354007399553/next-generation-video-encoding-techniques-for-360-video-and-vr/
https://code.facebook.com/posts/1126354007399553/next-generation-video-encoding-techniques-for-360-video-and-vr/


//code.facebook.com/posts/1126354007399553/
next-generation-video-encoding-techniques-for-360-video-and-vr/.
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