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**Abstract**—The possibilities of resonance excitation of nuclear spins by an alternating electric field (nuclear magnetoelectric resonance) in the Mn$_2$Sb ferromagnet are analyzed as applied to the studying of magnetoelectric effects in this compound. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

A symmetry description of the magnetoelectric effect, which manifests itself in the magnetization of a substance by electric field $E$ and its electric polarization by magnetic field $H$ [1], uses invariant (with respect to the symmetry operations of a crystal) combinations of the ferromagnetism $M$, antiferromagnetism $L$, and electric polarization $P$ vectors [2], which enter into the equation for the thermodynamic potential in the form of summands,

$$
\Phi_{MP} = -\gamma^{\alpha\beta} M^{\alpha} L^{\beta} P^{\nu},
$$

(1)

where $\gamma^{\alpha\beta}$ are the magnetoelectric tensor components, relations between which are determined by crystal symmetry [1]. As follows from (1), polarization in electric field $E$, $P^{\nu} = k^{\nu}\delta E^{\delta}$ (where $k^{\nu}$ is the electric susceptibility tensor components), results in the appearance of the magnetization

$$
H_{\text{eff}}^{\alpha} = -\frac{\partial \Phi}{\partial M^{\alpha}} \propto L^{\beta} P^{\nu} = L^{\beta} k^{\nu}\delta E^{\delta},
$$

$$
M^{\lambda} = \chi^{\lambda\alpha} H_{\text{eff}}^{\alpha} \propto \chi^{\lambda\alpha} L^{\beta} k^{\nu}\delta E^{\delta},
$$

(2)

where $\chi^{\lambda\alpha}$ is the magnetic susceptibility tensor components. Accordingly, magnetization in a magnetic field, $M^{\alpha} = \chi^{\alpha\beta} H^{\beta}$, results in the appearance of the electric polarization

$$
E_{\text{eff}}^{\nu} = -\frac{\partial \Phi}{\partial P^{\nu}} \propto M^{\alpha} L^{\beta} = \chi^{\alpha\delta} H^{\delta} L^{\beta},
$$

$$
P^{\lambda} = \kappa^{\lambda\nu} E_{\text{eff}}^{\nu} \propto \kappa^{\lambda\nu} \chi^{\alpha\delta} H^{\delta} L^{\beta}.
$$

(3)

It follows from (2) and (3) that both values, $M^{\lambda}$ and $P^{\lambda}$, are only nonzero at $L^{\beta} \neq 0$. For this reason, the magnetoelectric effect is easiest to study in antiferromagnets [2], which are characterized by large $L$ and zero $M$ vectors. Conversely, in ferromagnets with two or more sublattices, the $M$ vector is nonzero, whereas $L = 0$. As a result, the magnetoelectric effect in these substances is related to $L$ vector changes. These changes cannot be recorded in static magnetic measurements, and the magnetoelectric effect in ferromagnets cannot therefore be studied by the existing experimental methods. This work is concerned with the Mn$_2$Sb compound, which is a four-sublattice ferromagnet [3] and whose magnetic structure is therefore characterized by both vectors ($M$ and $L$). Nevertheless, we will show that experimental studies of the magnetoelectric effect in this compound involve the same difficulties as with ferromagnets.

One of the approaches to solving this problem is through using alternating electric $E(t)$ and magnetic $H(t)$ fields with near magnetic resonance frequencies. The feasibility of using field $E(t)$ at the antimagnon resonance frequency, when pure antiferromagnetism vectors $L$ are only excited, whereas the total magnetization vector $M$ remains constant, was discussed in [3]. The antimagnon resonance frequency range is determined by exchange interaction, which corresponds to $10^2$–$10^4$ GHz [3]. In this work, we also discuss the feasibility of using field $E(t)$ at the nuclear magnetic resonance frequency. In [4], this type of resonances was called nuclear magnetoelectric (NMER). Its frequency range, like that of NMR [5], is $10^2$–$10^5$ MHz. The use of NMR for studying the magnetoelectric effect in Mn$_2$Sb is favored by the presence of only one manganese isotope Mn$^{55}$ with a large nuclear magnetic moment of $3.5\mu_n$, where $\mu_n$ is the nuclear magneton [5].
2. THE MAGNETIC STRUCTURE AND THERMODYNAMIC POTENTIAL OF Mn$_2$Sb

The Mn$_2$Sb compound has a Curie point $T_c = 550$ K, easy-axis magnetic anisotropy above 240 K, and easy-plane anisotropy at $T < 240$ K. Its crystallographic symmetry is described by the space group $D_{4h}^7 \equiv P_{4/nnm}$. The manganese ions occupy two different twofold sites [3], MnI (site $a$) and MnII (site $c$), with different atomic magnetic moments, $\mu_a = (2.13 \pm 0.20) \mu_B$ and $\mu_c = (3.87 \pm 0.40) \mu_B$. The atomic moments are ordered ferromagnetically within the sublattices of sites $a$ and $c$ and antiferromagnetically between themselves. This corresponds to a ferrimagnetic exchange structure whose unit cell contains four ions with the ferromagnetism vectors $M_{a1}, M_{a2}, M_{c1}, M_{c2}$. As sites $a$ and $c$ are not related by symmetry operations, this structure can conveniently be described in terms of two ferromagnetism ($M$) and two antiferromagnetism ($L$) vectors,

$$M_a = M_{a1} + M_{a2}, \quad L_a = M_{a1} - M_{a2}, \quad (4)$$
$$M_c = M_{c1} + M_{c2}, \quad L_c = M_{c1} - M_{c2}, \quad (5)$$

with the conditions $M_a \uparrow \downarrow M_c$ (in addition, $M_c > M_a$) and

$$M^2_a + L^2_a = 4M^2_{0a}, \quad M^2_c + L^2_c = 0, \quad \xi = a, c, \quad (6)$$

where $M^2_{0a} = M^2_{a1} = M^2_{a2}$ and $M^2_{0c} = M^2_{c1} = M^2_{c2}$ are the magnetizations of the sublattices. The total magnetization of Mn$_2$Sb is determined by the difference $M = M_c - M_a$. To be specific, let the ferromagnetism vector in the ground state $M = M_0$ be parallel to the $z$ axis (easy axis); that is, $M^0_z = M_0$. In what follows, we only consider uniform oscillations of the $L_\xi$ variables, because ferromagnetic oscillations of the $M_\xi$ vectors are not excited by an electric field.

The magnetoelectric effects in Mn$_2$Sb are described in this work using the thermodynamic potential of the form

$$\Phi = \Phi_{ex} + \Phi_{ME} + \Phi_{HF}, \quad (7)$$

where

$$\Phi_{ex} = \frac{1}{2} J_a L^2_a + \frac{1}{2} J_c L^2_c \quad (8)$$

is the exchange part of the thermodynamic potential in the approximation quadratic in $L_\xi$. Such a form was used in [3] to describe spin waves in Mn$_2$Sb excited by an alternating electric field. Work [3] also contained equations relating the $J_a$ and $J_c$ coefficients to the parameters of intra- and interstice interactions.

The next term in (7),

$$\Phi_{ME} = -\left[D_a(L_a^x E_x - L_a^y E_y) + d_a(l_a^x E_x - l_a^y E_y)^2 \right] \frac{M^0_z}{M_0} \quad (9)$$

describes the interactions of the antiferromagnetism vectors of electrons ($L_\xi$) and nuclei ($l_\xi$) with electric field $E$. Here, $D_a, D_c, d_a, d_c$ are the corresponding constants for these interactions. (Recall that $M^0_z/M_0 = 1$, and this multiplier is only retained in (9) as a test for invariance.) As distinct from (1), calculations by (9) were simplified by using invariant combinations in which polarization vector $P$ components were replaced by electric field $E$ components. The vectors $l_\xi$ are related to the nuclear magnetizations of the sublattices, $m_{\xi_1}$ and $m_{\xi_2}$, by equations similar to (5).

The last term in (7) describes hyperfine interactions of the magnetizations $m_{\xi_1}$ and $m_{\xi_2}$ with $M_\xi$ and $L_\xi$,

$$\Phi_{HF} = -\frac{1}{2} \sum_\xi A_\xi (m_\xi m_\xi + L_\xi l_\xi). \quad (10)$$

The longitudinal components $M_{\xi_1} = M_{\xi_2} = \pm M^0_z$ determine the equilibrium values of hyperfine fields at the nuclei [5, 6],

$$H^\gamma_{\xi_1} = \pm A_\xi M^0_z, \quad (11)$$

and the eigenfrequencies of vector $m_{\xi_1}$ and $m_{\xi_2}$ oscillations (NMR frequencies),

$$\omega_{n_\xi} = \gamma_n \beta_{H^\gamma_{\xi_1}} = \gamma_n A_\xi M^0_z, \quad (12)$$

where $\gamma_n = 1.05$ MHz/kOe is the gyromagnetic ratio for $^{55}$Mn nuclei [5]. In (11), the minus sign refers to the site $\xi = a$, and the plus sign, to the site $\xi = c$. In review [7], the following values were given for these frequencies: $\omega_{nn_\xi} = 126.26$ MHz and $\omega_{nc} = 143.7$ MHz. Their difference is much larger than the width of NMR lines, which allows us to study the resonance behavior of nuclear spins in the two sites independently. Below, we give the results obtained for the site $\xi = c$, for which the $\Phi_{ME}$ term [see (9)] is symmetric with respect to the replacement of $x$ by $y$. For the site $\xi = a$, this term is antisymmetric with respect to this permutation. For this reason, the NMR signals from the nuclei in sites $\xi = a$ should be described by the formulas given below with $E'$ replaced by $-E'$. For brevity, the $\xi$ index will be omitted. With these replacements, the analysis given below is valid for a two-sublattice ferromagnet.
3. EFFECTIVE MAGNETIC FIELDS AT NUCLEI GENERATED BY ALTERNATING ELECTRIC FIELD $\mathbf{E}(t)$

In this section, we give the results obtained by calculating the effective fields

$$ h_v = -\frac{\partial \Phi}{\partial \mathbf{m}_v}, \quad \nu = 1, 2 $$

that act on the nuclear magnetic moments $\mathbf{m}_1$ and $\mathbf{m}_2$ when electric field $\mathbf{E}(t)$ alternating at a frequency of $\omega_0 \xi_0$ [see (12), $\xi = c$] is switched on. It follows from (13) that the longitudinal hyperfine field $h_v^x$ coincide with the equilibrium hyperfine field value $H_n^c$ [see (11)], which determines the $\omega_n$ frequency [see (12)] and does not respond to field $\mathbf{E}(t)$. The transverse components $h_v^\alpha (\alpha = x, y)$ include two terms, namely,

$$ h_v^\alpha = h_{vL}^\alpha + h_{vL}^\alpha, $$

where

$$ h_{vL}^\alpha = (-1)^{\nu-1} d E^\alpha $$

is the field caused by the direct interaction between the magnetic moment $\mathbf{m}_v$ and field $\mathbf{E}(t)$, and

$$ h_{vL}^\alpha = (-1)^{\nu-1} \frac{1}{2} A L^\alpha, $$

which is the variable hyperfine field component caused by vector $\mathbf{L}$ oscillations under the action of $\mathbf{E}(t)$. As both $\omega_{h_0} \xi_0$ frequencies [see (12)] are much lower than the eigenfrequencies of vector $\mathbf{L}$ oscillations, the response of the $\mathbf{L}$ vector to field $\mathbf{E}(t)$ can be found by minimizing thermodynamic potential (7),

$$ \frac{\partial \Phi}{\partial L^\alpha} = J L^\alpha - D E^\alpha (t) - \frac{1}{2} A l^\alpha = 0. $$

Substituting the solution to (17)

$$ L^\alpha (t) = \frac{D}{J} E^\alpha (t) + \frac{A}{2 J} l^\alpha (t), $$

into (14)–(16) and ignoring effects second-order in $A$ yields

$$ h_v^\alpha (t) = h_{vL}^\alpha + h_{vL}^\alpha = (-1)^{\nu-1} \left( d + \frac{A}{2 J} D \right) E^\alpha (t). $$

This equation describes two channels of NMER signal resonance excitation. Each of them is characterized by its own magnetoelectric constant. Currently, only experimental data on constant $D$ are available. They were obtained from static magnetoelectric effect measurements and are summarized in [8]. These data were used in [4] to estimate the excitation level of nuclear spins under NMER conditions. For $\text{Cr}_2\text{O}_3$, this excitation can attain the same values as under usual NMR conditions in fields $\mathbf{E}(t)$ with an amplitude of $10^3 \text{ V/cm}$.

In $\text{TbPO}_3$, the $D$ constant is approximately 100 times larger than in $\text{Cr}_2\text{O}_3$. At such $D$ values, the specified excitation level of nuclear spins should be attained at an amplitude of $10^3 \text{ V/cm}$. As far as the $d$ constant is concerned [see (15)], estimating it requires the use of experimental NMER data.

4. ELECTRIC POLARIZABILITY CAUSED BY NUCLEAR SPIN OSCILLATIONS

As follows from (19), fields $h_1^\alpha$ and $h_2^\alpha$ differ only in sign ($h_1^\alpha = -h_2^\alpha$). As a result, there is a phase shift of $\pi$ between the corresponding oscillations of the $\mathbf{m}_1$ and $\mathbf{m}_2$ vectors. The total magnetization is therefore zero,

$$ \mathbf{m}(t) = \mathbf{m}_1(t) + \mathbf{m}_2(t) = 0. $$

For this reason, the usual NMR techniques are of no use for recording NMER signals. Nevertheless, we would be able to detect a NMER signal in heat loss measurements from the $Q$ factor value. In the problem under consideration, the nuclear antiferromagnetism vector

$$ \mathbf{l}(t) = \mathbf{m}_1(t) - \mathbf{m}_2(t) $$

becomes nonzero. As follows from (9), electric polarization $P(t)$ oscillations are related to this vector. It is these oscillations that can play the role of NMER signals.

We calculated $P(t)$ from the equation

$$ P^\alpha (t) = \frac{\partial \Phi}{\partial E^\alpha} = D L^\alpha (t) + d l^\alpha (t). $$

Substituting (18) for $L^\alpha (t)$ in (21) and retaining only the terms with $P(t)$ that have resonance singularities at the NMER frequency yields

$$ P^\alpha (t) = P^\alpha_1 (t) + P^\alpha_2 (t) = \left( d + \frac{A}{2 J} D \right) l^\alpha (t). $$

Like (19), (22) determines two excitation channels of $P(t)$ oscillations. The term with $d$ describes the direct excitation of polarization $P(t)$ by $l(t)$ vector oscillations. The second term (with $D$) is responsible for indirect excitation via the hyperfine interaction between the $\mathbf{L}$ and $\mathbf{l}$ vectors. The $P^\alpha_1 (t)/P^\alpha_2 (t)$ ratio, as expected, coincides exactly with $h_1(t)/h_2(t)$,

$$ \frac{P^\alpha_1 (t)}{P^\alpha_2 (t)} = \frac{h_1(t)}{h_2(t)} = \frac{2 d}{DA}. $$

Note that, when (21) and (22) are used to determine $P^\alpha_1$, the replacements $L^\gamma \rightarrow -L^\gamma$ and $l^\gamma \rightarrow -l^\gamma$ should be made.

To finally determine the resonance response to field $E(t)$ in the form of effective polarization (22), we must solve the equations for $\mathbf{m}_1$ and $\mathbf{m}_2$ (or $\mathbf{m}$ and $\mathbf{l}$) in constant [Eq. (11)] and alternating [Eqs. (14)–(16)] fields.
In the linear approximation under stationary excitation conditions, we obtain $I^x$ and $I^y$ in the form

$$I^x = 2\chi_n(\omega)\left(d + \frac{A}{2}D\right)\left(E^x + i\frac{\omega}{\omega_n}E^y\right), \quad (24)$$

$$I^y = 2\chi_n(\omega)\left(d + \frac{A}{2}D\right)\left(E^y - i\frac{\omega}{\omega_n}E^x\right), \quad (25)$$

where

$$\chi_n(\omega) = \chi_n(0)\left(\frac{\omega_n^2}{\omega^2 - \omega_n^2}\right) \quad (26)$$

is the NMR susceptibility. To determine $I^y$, both the $E^y \rightarrow -E^y$ and $\omega_n \rightarrow -\omega_n$ replacements should be made in (25); the latter is related to the negative sign of the hyperfine field $H_{zz}$ [see (11)].

Substituting (24) and (25) into (22) yields $P^x$ and $P^y$ in the form

$$P^x = 2\chi_n(\omega)\left(d + \frac{A}{2}D\right)\left(E^x + i\frac{\omega}{\omega_n}E^y\right), \quad (27)$$

$$P^y = 2\chi_n(\omega)\left(d + \frac{A}{2}D\right)\left(E^y - i\frac{\omega}{\omega_n}E^x\right). \quad (28)$$

As has been mentioned above, it makes little sense to quantitatively discuss these results in the absence of experimental NMER data, because we do not know the $d$ values.

Equation (22) can also be applied to a pulsed nonlinear regime. For this purpose, we must substitute the $\mu^a$ values found in the corresponding nonlinear approximation into it.

5. CONCLUSIONS

The new physical phenomenon, namely, the excitation of NMR by electric field $E(t)$ (NMER), was predicted by one of these authors [9] for the examples of, first, a hypothetical two-sublattice ferromagnet with sublattices related to each other by a center of symmetry and, secondly, an antiferromagnet without a center of symmetry. More recently, this phenomenon was considered for several other antiferromagnets, including the four-sublattice antiferromagnets $\text{Cr}_2\text{O}_3$, $\alpha$-$\text{Fe}_2\text{O}_3$ [4], and trirutiles $\text{Fe}_2\text{TeO}_6$ [10], which exist in reality. As follows from this work, the Mn$_2$Sb compound can be classified with two-sublattice ferromagnets from the point of view of NMER. This compound is also unusual because magnetoelectric effects should exist in it, but, as has been mentioned in the Introduction, they cannot be studied by the usual magnetostatic methods. One of the techniques for studying these effects [through exciting electrically active magnons by field $E(t)$] was considered in [3]. This technique requires using frequencies on the order of $10^2$–$10^4$ GHz. Studies of the properties of magnetic materials in fields $E(t)$ at the lower boundary of this frequency range are already under way, although for other manganese compounds RMn$_2$O$_5$, where $R = \text{Eu, Er, and Gd}$ [11]. A signal in field $E(t)$ was detected close to the temperature of the structural phase transition, which is evidence of the important role played by magnetoelectric interactions in the formation of this signal.

The NMER technique can be used to study magnetoelectric effects at lower frequencies. For Mn$_2$Sb, these frequencies are 126.3 and 143.7 MHz [7]. We hope that the present publication will stimulate interest in experimental NMER studies.
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A Multisublattice Magnetic Phase Induced by External Field in a Singlet Magnet

V. M. Kalita and V. M. Loktev

Abstract—The theory of magnetization in a longitudinal magnetic field is developed for an easy-plane multisublattice antiferromagnet with a singlet ground state and a strong single-ion anisotropy exceeding the magnitude of exchange interaction. The magnetic-field-induced phase transition from the singlet (magnetically disordered) state to a multisublattice antiferromagnetic state represents a displacive magnetic phase transition. At $T = 0$, this transition proceeds continuously and belongs to second-order phase transitions, while at $T > 0$, the behavior changes to jumplike and the process becomes the first-order phase transition. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

The investigation of multisublattice (three-, four-sublattice, etc.) antiferromagnets possessing easy-plane anisotropy, despite considerable achievements in this direction of research, still receive much attention. Of special interest among these systems are hexagonal antiferromagnets of the $\text{ABX}_3$ type (where A is an alkali metal ion, B is a transition metal ion, and X is a halogen), in which the spins of magnetic $B^{2+}$ ions form, on the one hand, antiferromagnetic (AFM) chains along the $C_3$ axis and, on the other hand, triangle structures in the basal plane (see reviews [1–3]). The phase transitions observed in such antiferromagnets exposed to a magnetic field are sometimes difficult to identify both with respect to the order (first versus second) and the type (order–disorder, etc.).

In these hexagonal antiferromagnets, the magnetic anisotropy always has a single-ion nature (owing to the orbital contribution) and may vary in extent. However, of most interest (especially from the standpoint of basic knowledge) is the case when the anisotropy is comparable to (or even stronger than) the Heisenberg exchange interactions [4]. Such a relation between the parameters of various spin interactions takes place, for example, in $\text{CsFeBr}_3$ and $\text{CsFeCl}_3$ antiferromagnets where (for $\text{Fe}^{2+}$ ions with a pseudospin of $S = 1$) the constant of single-ion anisotropy is $D = 20–30$ K and the constant of exchange interaction is $J_{\text{ch}} = 3–5$ K for a pair of nearest ions (in the chains) belonging to adjacent planes and $J_{\text{pl}} = 0.3–0.4$ K for the same ions in the basal planes, and it is essential that both exchange interactions exhibit the AFM character [1, 5–7].

For such values of the energy parameters, whereby $D \gg J_{\text{ch}} + J_{\text{pl}}$, all ions in the magnet occur in the same singlet spin state and no multisublattice magnetic structure is formed in the crystal (in contrast to what would be required by the exchange interactions if there were no single-ion anisotropy) [1]. From the physical standpoint, this corresponds to a situation when the lowest state among three possible single-ion spin states with the spin projections $S_z = \pm 1, 0$ onto the $C_3$ axis is that with the zero projection. This ordered state (in fact, exhibiting no magnetic order) possesses the van Vleck character of susceptibility whose difference from that of usual paramagnets is especially pronounced for $T < D$.

When such an antiferromagnet is exposed to an external magnetic field $H$ directed along the $C_3$ axis, the initial order of levels in the magnetic ions is gradually altered and, as the field strength increases, another state of the aforementioned triplet—that with nonzero spin projection—may become the lowest (ground). This magnetization proceeds in a self-consistent manner because of the interplay of different interactions: the exchange interaction and $H$ favor the spontaneous polarization of ions, whereas the single-ion anisotropy, on the contrary, hinders this process [8]. Besides, the single-ion anisotropy tends to orient the ground-state magnetic moment of the ion perpendicularly to the hard axis $C_3$ and, hence, perpendicularly to $H$. In turn, the field forms the average spin projection onto $H$, thus producing canting of the average spin. As a result, the field $H \parallel C_3$ will induce a phase transition from the singlet state to a phase (previously called the oblique phase [8]) with a complex magnetic order, in which ions are spin-polarized and the spins are canted toward the field.

As was noted above, the spin projection in the singlet state is zero (spin polarization in the ground state is absent), all ions are identical, and the AFM exchange is
not manifested. In the oblique phase, spontaneous polarization of the ground state during the AFM exchange is accompanied by the formation of a multisublattice structure with different spatial orientations. This field-induced transition from the van Vleck paramagnetism to antiferromagnetism can be (and has to be) classified as a displacive phase transition. The possibility of such magnetic phase transitions in the magnets with a large single-ion anisotropy was recently considered in [9, 10] (it should be noted that no any displacement of ions actually takes place and the term “displacive” only refers to the type of transition).

It can be suggested that the singlet state and a multisublattice structure, as well as a displacive magnetic phase transitions between these states are observed in CsFeBr₃ antiferromagnet. However, there are contradictory considerations [11–14] concerning the order of the phase transition between these states. Moreover, the aforementioned questions concerning magnetic polarization in the ground stage and its predominating role in determining the type of the phase transition were even not formulated. A description of the magnetization of this antiferromagnet [8] also bypassed this important question.

An analysis of the phase transitions between the singlet state and the multisublattice oblique phase at \( T = 0 \) showed that this process is continuous and belongs to second-order phase transitions [5, 8]. It should be emphasized that, in the longitudinal field (parallel to the hard axis) at \( T = 0 \), the singlet state has no magnetization at all and (see above) the system occurs in a state with the spin projection equal to zero. However, as soon as \( T \neq 0 \) (even when \( D \gg T \)), the situation is significantly complicated: by virtue of the paramagnetic process, the external field produces magnetization of the system, whereby the magnetic moments of ions in all sublattices are equal and oriented along the hard axis. The susceptibility of this state is much smaller as compared to that of the usual antiferromagnets because the population of levels in ions with nonzero spin projections at \( D \gg T \) is exponentially small.

Despite a small value of the magnetization, the continuous character of transition from the field-magnetized singlet state to the oblique phase can no longer be retained because of different contributions to the origin of the new order (without and with self-consistency in the first and second case, respectively). If the continuity were retained, a procedure of spin polarization of the ground state would be absolutely different from that described above and (as will be shown below) it would imply that the magnetic moments arising with this polarization continuously turn out of the hard axis in the plane and then turn back to this axis in a stronger field. Obviously, such a “nonmonotonic” orientation is physically impermissible because the field oriented along the hard axis and not reducing the symmetry of the system in the course of magnetization only decreases the role of single-ion anisotropy. It is this circumstance that allows the AFM exchange to be manifested by forming a multisublattice AFM state oriented in the basal plane, the spins of which are rotated by the same field toward the hard axis. It should be emphasized that spontaneous deviation of the magnetic moments away from the hard axis would imply that, in the very beginning of spin flop, the exchange fields acting upon the field-induced average magnetizations (also small because of a low population of levels with nonzero spin projections) exceed both the anisotropy and the external field, which is impossible under real physical conditions.

Although the experiment of Tanaka et al. [5] does not allow an unambiguous conclusion to be made about the type and order of the phase transition in the ternary halide CsFeBr₃, we will proceed with consistent investigation of the model multisublattice spin system possessing a large single-ion anisotropy (exceeding exchange fields) in the longitudinal magnetic field. Below we will theoretically describe such a system assuming that its parameters and the relations between these characteristics correspond to those for CsFeBr₃.

2. MODEL HAMILTONIAN AND ITS EIGENSTATES

For simplicity, we restrict the consideration to bilinear isotropic exchange interactions, single-ion anisotropy, and Zeeman contribution. In this case, the simplest model Hamiltonian of a system with a structure analogous to that of CsFeBr₃ can be written in the following form:

\[
H = \frac{1}{2} \sum_{n, \alpha, m, \beta} J_{\alpha\beta} S_{n\alpha} \cdot S_{m\beta} + D \sum_{n, \alpha} (S_{n\alpha}^Z)^2 - h \sum_{n, \alpha} S_{n\alpha}^Z,
\]

where the subscripts \( \alpha \) and \( \beta \) indicate magnetic sublattices \( (\alpha \neq \beta) \), the total number of which in the system under consideration is six; \( n \) and \( m \) are the vectors setting spin positions in the sublattices; \( D > 0 \) is the constant of single-ion anisotropy (easy-plane structure); \( h = \mu g H \) is the magnetic field in energy units; and \( H \) is the applied magnetic field (oriented along the crystallographic axis \( C_3 \) \( (C_2 || z) \) and perpendicular to the easy axis. For the given field orientation the spins of various sublattices will be equally canted toward the field vector.

In CsFeBr₃ (and crystals of this family), the exchange interaction is spatially anisotropic (i.e., it depends on the mutual arrangement of spins in the lattice). The exchange constant \( J_{\alpha\beta} \) in the basal plane differs from the value \( J_{\text{ch}} \) in the direction of hard axis (i.e., in the direction of chains). With allowance of the struc-
tural features, the exchange constant $J_{ab}$ tends to establish the antiparallel orientation of spins in the neighboring planes, while $J_{pl}$ orients spins closest to the easy axis at an angle of $2\pi/3$. As a result, the given hexagonal antiferromagnet with a finite value of average spin per lattice site acquires a multisublattice structure with the total number of magnetic sublattices equal to six.

An analysis of the possible quantum eigenstates of Hamiltonian (1) will be performed in the self-consistent field approximation, whereby the interspin fluctuations are ignored and the average of the product of spin operators of various sites is replaced by the product of average values for these sites. In this case, the ground state energy $E_{gr}$ per cell (for spins belonging to different sublattices, three in one plane and three in the adjacent plane) is

$$E_{gr} = \sum_{a,\beta} J_{ab} z_{ab} s_{a} \cdot s_{\beta} + D \sum_{a} Q_{a} - h \sum_{a} s_{a},$$

where $s_{a}$ are the average vectors of ion spins in the ground state; $z_{ab}$ is the number of nearest neighbors (three for spins in the same plane, two for spins in adjacent planes); we also introduce quantum-mechanical average values of the squares of $z$-projections of spin operators (called components of the quadrupole spin moment $Q_{a}$).

Let us introduce coordinate systems ($\xi_{a}$, $\eta_{a}$, $\zeta_{a}$) for the spins of each sublattice, so that the average spin in the $\zeta_{a}$ sublattice is oriented along $\zeta_{a}$, while $\xi_{a}$ axis lies in the $z\zeta_{a}$ plane. Then, the wave function of the ground spin state of the $\alpha$ sublattice has the following form [4]:

$$\psi^{(0)}_{a} = \cos\phi_{a}|1\rangle + \sin\phi_{a}|1\rangle,$$

where $|\pm1\rangle$, $|0\rangle$ are the eigenfunctions of the operator $S_{na}^{z}$. Using (3), we calculate the average values of the spin and the quadrupole moment components,

$$s_{0} = \cos 2\phi, \quad Q_{0}^{\zeta_{a}} = 1, \quad Q_{0}^{\xi_{a}} = \frac{1}{2}(1 + \sin 2\phi),$$

where subscript “0” indicates averaging over function (3). In expression (4), we omit the sublattice indexes because the reduced values are independent of $\alpha$ for the given field direction.

Using the values (4), the energy (2) can be represented as

$$E_{gr} = 9J_{pl}\cos^{2}2\phi(3\cos^{2}\theta - 1) + 6J_{ch}\cos^{2}2\phi(3\cos^{2}\theta - 1) + 6D\left[\cos^{2}\theta + \frac{\sin^{2}\theta}{2}(1 + \sin 2\phi)\right] - 6h\cos 2\phi \cos \theta,$$

where $\theta$ is the angle between spins of each sublattice and the magnetic field, equal to the angle between the crystallographic axis and $\zeta_{a}$ axes. Note that the ground state energy of a crystal was also determined and minimized in [5]. However, in contrast to (3), the selected wave functions were expressed in the general form in the crystallographic coordinate system (rather than in the intrinsic coordinate systems of sublattices) and contained the parameters of rotation of vectors $|\pm1\rangle$ and $|0\rangle$ in the Hilbert space, which significantly complicated the interpretation of a relationship between the observable and unknown (variational) parameters.

Our approach is more illustrative: spin configurations, determining the ground state in various possible phases and their mutual transformations in the magnetic field, are found from the equations derived by minimizing the energy (5) with respect to $\phi$ and $\theta$:

$$\cos 2\phi \sin 2\phi[6J_{pl}(3\cos^{2}\theta - 1) + 4J_{ch}(2\cos^{2}\theta - 1)] - D\sin^{2}\theta \cos 2\phi - 2h\sin 2\phi \cos \theta = 0,$$

$$\cos \theta \sin \theta[(9J_{pl} + 4J_{ch})\cos^{2}\phi + D(1 - \sin 2\phi)] - h\cos 2\phi \sin \theta = 0.$$

These equations can be reduced to the equations for determining the ground state, which were obtained by Ostrovskii and Loktev [4] using a self-consistent procedure and special conditions of orthogonality for the vectors of various states. Leading eventually to the same solutions, Eqs. (6) and (7) are preferred because they additionally determine the conditions of phase stability.

Let us analyze the solutions of this system of equations. The first solution corresponds to a collinear ferromagnetic state and is realized under the conditions $\sin \theta = 0$ and $\sin 2\phi = 0$. In this case, the projections of spins of sublattices are aligned in the field and their values are maximum and equal $s_{0} = S = 1$. The second solution corresponds to a three-sublattice AFM state with the Loktev structure [15] symmetric in the plane, which is valid for $\cos \theta = 0$ and $\sin 2\phi = -D/(6J_{pl} + 4J_{ch})$. This solution is possible only in the absence of magnetic field ($h = 0$). In the corresponding 120° spin structure, the values of spin projections are equal and smaller than the limit $S = 1$: $s_{0} = \sqrt{1 - D^{2}/(6J_{pl} + 4J_{ch})^{2}}$.

The third solution refers to the oblique phase ($h \neq 0$), in which we also have $s_{0}(h) < 1$. Equation (7) directly indicates that, in contrast to the quasi-classical solution, the angle between the spin of sublattice and the direction of field $H$ is a nonlinear function of the field strength:

$$\cos \theta = \frac{h \cos 2\phi}{(9J_{pl} + 4J_{ch})\cos^{2}\phi + D(1 - \sin 2\phi)}.$$

As the field strength grows, the spins are more canted toward the field direction and, hence, $s_{0}(h)$ increases so that always $s_{0} \leq s_{0}(h) \leq 1$. 
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A field corresponding to the transition from the oblique phase to the state upon complete spin-flop, whereby all spins are parallel (oriented perpendicularly to the easy axis), can be determined by substituting \( \cos \theta = 1 \) and \( \cos 2\phi = 1 \) into formula (8) for the canting angle. As a result, we obtain the relation \( h_{\text{flop}} = 9J_{\text{pl}} + 4J_{\text{ch}} + D \), which agrees with the expression for the flop field obtained in [5] and, moreover, coincides with the formula obtained in the quasi-classical approximation for \( s_0 = 1 \). As can be seen, the value of the spin-flop field is additive with respect to the anisotropy and exchange, although the physical mechanisms of their action are absolutely different.

Finally, one more (fourth) solution is possible as determined by the conditions \( \cos \theta = 0 \) and \( \cos 2\phi = 0 \). This solution can be realized both for nonzero magnetic fields \( (h \neq 0) \) and for \( h = 0 \). The reduction of spin projections in this state is maximum—up to \( s_0 = 0 \), in which case \( \sin 2\phi = -1 \). This corresponds to the van Vleck singlet (paramagnetic) state without magnetic order [16], which is also called a quadrupole spin state [17–19] because \( Q^{xx} - Q^{yy} \neq 0 \) (this difference has a limiting value).

It was demonstrated [9] that the phase transition from the singlet state to the oblique phase in a ferromagnet can be described using methods of the Landau theory of phase transitions. We suggest that the role of the order parameter can be performed by the spin projection of the ground level of an ion. Below we implement this approach taking into account a multisublattice character of the antiferromagnet under consideration.

3. PHASE TRANSITIONS FROM A SINGLET GROUND STATE TO THE OBLIQUE PHASE IN THE LONGITUdINAL MAGNETIC FIELD: \( T = 0 \)

The phase transition from singlet to AFM state at \( T = 0 \) proceeds via magnetic polarization of ions in the ground state. This transition to a magnetically ordered state should be classified as a displacive phase transition, with the microscopic values of spin projections being equal to their macroscopic average values. In this case, the formation of a magnetic structure even at \( T = 0 \) can be described in terms of the phenomenological theory of phase transitions. Indeed, obtaining an expression for \( \cos \theta \) from Eq. (7) and taking into account that \( s_0 = \cos 2\phi \), the expression for the ground state energy at small values of \( s_0 \) (\( s_0 \ll 1 \)) and \( h \) \( (h \neq 0) \) can be presented in the form of a series analogous to the Landau potential:

\[
E_{gr} = \frac{3}{2D} \left[ D^2 - D(6J_{\text{pl}} + 4J_{\text{ch}}) + h^2 \right] s_0^2
+ \frac{3}{8D} \left[ D^2 - \frac{D - 2(9J_{\text{pl}} + 4J_{\text{ch}})}{D} h^2 \right] s_0^4 + \frac{3}{16D} \] (9)

As can be seen, expansion (9) does not contain the first powers of \( s_0 \) and \( h \) (second-order terms include their products). In addition, relation (9) indicates that (similar to the case of ferromagnets) the field oriented along the axis decreases the single-ion anisotropy. However, in contrast to the case of a ferromagnet (where this decrease is independent of the isotropic ferromagnetic exchange), the process in an antiferromagnet has a more complex character: the external field favoring the formation of a one-subs lattice ferromagnetic phase simultaneously counteracts both the single-ion anisotropy and the AFM exchange.

The coefficient at \( s_0^2 \) in expansion (9) vanishes and then changes sign in the field \( h = h_{QP} \) at which the system exhibits a transition from a singlet ground state to the oblique phase. This critical field is determined by the formula

\[
h_{QP} = \sqrt{D^2 - D(6J_{\text{pl}} + 4J_{\text{ch}})}. \tag{10}
\]

Note that, in the approximation of \( s_0 \ll 1 \), we have \( h_{QP} \ll D \). This implies that, for \( h = h_{QP} \), the coefficients at higher power of \( s_0 \) are positive and their values vary only slightly with the field \( h \). Taking this into account, we infer from relation (9) that the magnetic-field-induced phase transition between the nonmagnetic (singlet) state with \( s_0 = 0 \) and a multisublattice spin-polarized state with \( s_0 \neq 0 \) is a second-order phase transition during which the magnetization varies in a continuous manner. Thus, restricting the expansion (9) for \( E_{gr} \) to the fourth-order terms, we conclude that ions in the ground state at \( h < h_{QP} \) are not polarized (not "magnetized") and \( s_0 = 0 \). At the same time, for \( h = h_{QP} > 0 \), the average spin projection onto the quantization axis for each sublattice is

\[
s_0(h) = \frac{h_{QP}^{1/2}}{D} (h - h_{QP})^{1/2}, \tag{11}
\]

and the spin canting toward the hard axis in the magnetic field is described by the relation

\[
\cos \theta = \frac{h_{QP}^{3/2}}{D^2} (h - h_{QP})^{1/2}. \tag{12}
\]

Using relations (11) and (12), we can determine magnetization of the crystal along the hard axis as

\[
m^z = \frac{h_{QP}^{2}}{D} (h - h_{QP}). \tag{13}
\]
According to the above results, the longitudinal magnetization \( \chi_\parallel = \partial m_\parallel / \partial h \) in the singlet state is zero, while in the oblique phase it acquires a constant value

\[
\chi_\parallel (T=0, h > h_{QF}) = \frac{2 \hbar^2}{D^2}.
\]

This is an unusual result, since both spin modulus and the canting angle in the course of spin flop are functions of the field.

The aforementioned oblique phase has essentially the structure of a multisublattice antiferromagnet, in which the spins of ions in various sublattices are canted toward the magnetic field. In usual antiferromagnets, the phase transition to such a canted multisublattice state is considered as a transition of the order–disorder type (such transitions are also called orientational phase transitions [20]). In contrast, the above phase transition from the singlet state without initial magnetic order to the oblique phase with a field-induced magnetic order, while also being a transition of the order–disorder type, represents a displacive magnetic phase transition.

4. THE FREE ENERGY OF A SINGLET GROUND STATE ANTFERROMAGNET IN A LONGITUDINAL MAGNETIC FIELD

The description of a field-induced phase transition from the singlet ground state to AFM state at nonzero temperatures is complicated because of the need for taking into account the populations of all states of ions now occurring not only on the singlet ground level without magnetization, but on some other levels as well. At \( T \neq 0 \), the system features both the process of spin polarization considered above and the paramagnetic process.

For determining the ion states, previously we used a single-particle Hamiltonian [4]

\[
H_0 = -h_{exch}^\alpha S_{na} + D(S_{na}^z)^2 - hS_{na}^z.
\]

where \( h_{exch}^\alpha \) is the average (exchange) field acting on the spin \( S_{na} \) of the \( n \)th ion in the \( \alpha \) sublattice. The eigenstates of Hamiltonian \( H_0 \) will be determined by introducing (similar to the case of \( T = 0 \)) the intrinsic coordinate systems. At \( T = 0 \), the quantization axes were directed along the spin projections in the ground state of ions; now it is more convenient to orient these axes along the thermodynamic average spin vectors of each sublattice. It can be shown [4] that, for such coordinate systems (even making nonzero angles with the longitudinal field), the eigenstates of ions in antiferromagnets with easy-plane anisotropy are described by the wave functions

\[
\psi_\alpha^{(0)} = \cos \phi_\alpha |1\rangle + \sin \phi_\alpha |-1\rangle, \quad \psi_\alpha^{(1)} = |0\rangle, \quad \psi_\alpha^{(2)} = -\sin \phi_\alpha |1\rangle + \cos \phi_\alpha |-1\rangle.
\]

Using relations (16), we readily determine the partial spin projections onto the quantization axes in each state: \( s_\alpha^{(0)} = -s_\alpha^{(2)} = \cos 2\phi_\alpha, \quad s_\alpha^{(2)} = 0 \); the corresponding partial averages of the operator \( (S_\alpha^z)^2 \) are constant and equal to 1, 0, and 1, and the averages of the operator \( (S_\alpha^z)^2 \) are \((1/2)(1 + \sin 2\phi_\alpha), 1, \) and \((1/2)(1 - \sin 2\phi_\alpha)\).

Let us write down the thermodynamic averages for the magnetization modulus \( m_\alpha = |\mathbf{m}_\alpha| \) and the operator \( (S_\alpha^z)^2 \). Note that, despite different orientations of the magnetization vectors \( \mathbf{m}_\alpha \) in various sublattices, the values of these observables in various sublattices are the same:

\[
m_\alpha = \Delta p_\alpha \cos 2\phi_\alpha, \quad \frac{(S_\alpha^z)^2}{D} = p_\alpha \cos 2\theta_\alpha + \left(1 - \frac{p_\alpha}{2} + \frac{\Delta p_\alpha}{2} \sin 2\phi_\alpha \right) \sin^2 \theta_\alpha,
\]

where \( \Delta p_\alpha = p_\alpha^{(2)} - p_\alpha^{(0)}, \quad p_\alpha = p_\alpha^{(0)} + p_\alpha^{(2)}, \) and \( p_\alpha^{(0)} \) and \( p_\alpha^{(2)} \) are the probabilities of the ground state and the second excited state (16), respectively.

According to the definition, the free energy \( F = E - TS_{en} \), where \( E \) is the internal energy and \( S_{en} \) is the entropy. In the self-consistent field method, the entropy is configurational. For a multisublattice spin system, it is defined as sum \( S_{en} = \sum_\alpha S_{en}^{(\alpha)} \) of the entropies of sublattices.

The internal energy of system (1) per particle can be presented in the following form:

\[
E = \frac{1}{2} \sum_{\alpha, \beta} J_{\alpha \beta} z_{\alpha \beta} \mathbf{m}_\alpha \mathbf{m}_\beta + D \sum_\alpha (S_\alpha^z)^2 - h \sum_\alpha m_\alpha^z.
\]

The entropy of the \( \alpha \) sublattice is given by the standard expression:

\[
S_{en}^{(\alpha)} = - \sum_{j=0, 1, 2} p_\alpha^{(j)} \ln p_\alpha^{(j)},
\]

where \( p_\alpha^{(j)} \) are the probabilities of single-ion states (16) satisfying the obvious condition \( \sum_{j=0, 1, 2} p_\alpha^{(j)} = 1 \). In terms of relations (17) and (18), the entropy can be expressed as

\[
S_{en}^{(\alpha)} = - \frac{p_\alpha + \Delta p_\alpha}{2} \ln \frac{p_\alpha + \Delta p_\alpha}{2} - \frac{p_\alpha - \Delta p_\alpha}{2} \ln \frac{p_\alpha - \Delta p_\alpha}{2} - (1 - p_\alpha) \ln (1 - p_\alpha).
\]

Now we can obtain the final expression for the free energy of an antiferromagnet with \( S = 1 \) and an easy-
plane single-ion anisotropy in a longitudinal magnetic field:

\[ F = 9 J_{\text{pl}} (\Delta p)^2 (3 \cos^2 \theta - 1) \cos^2 2\phi + 6 J_{\text{ch}} (\Delta p)^2 (2 \cos^2 \theta - 1) \cos^2 2\phi + 6 D \left( p \cos^2 \theta + \left( 1 - \frac{p}{2} + \frac{\Delta p}{2} \sin 2\phi \right) \sin^2 \theta \right) \]  

(22)

where the sublattice indexes (being equivalent) are omitted. This expression for the free energy is principally different from its traditional representation, including that used in [16, 17, 19]. Using Eq. (22), it is possible to follow the process of polarization of single-ion states (see below).

5. PHASE STATES OF A SINGLET GROUND STATE ANTIFERROMAGNET IN A LONGITUDINAL MAGNETIC FIELD AT \( T \neq 0 \)

The equilibrium states of a singlet ground state antiferromagnet correspond to a minimum of the free energy (22). Here, the variation parameters are both \( \phi \), \( \theta \), and \( p \), \( \Delta p \). Differentiating Eq. (22) with respect to these variables and equating the derivatives to zero, we obtain the corresponding equations of state

\[ \frac{\partial F}{\partial \phi} = 6 \{- \cos 2\phi \sin 2\phi \{ 6 J_{\text{pl}} (3 \cos^2 \theta - 1) + 4 J_{\text{ch}} (2 \cos^2 \theta - 1) \} (\Delta p)^2 + D \Delta \sin^2 \theta \cos 2\phi + 2h \Delta p \sin 2\phi \cos \theta \} = 0, \]  

(23)

\[ \frac{\partial F}{\partial \theta} = 6 \{- \cos \theta \left[ (9 J_{\text{pl}} + 4 J_{\text{ch}}) \cos^2 2\phi (\Delta p)^2 + 2 D \left( \frac{3}{2} p - \frac{1}{2} - \frac{\Delta p}{2} \sin 2\phi \right) \right] + h \Delta p \cos 2\phi \} \sin \theta = 0, \]  

(24)

\[ \frac{\partial F}{\partial \Delta p} = 6 \left\{ 2 \Delta p [ 3 J_{\text{pl}} (3 \cos^2 \theta - 1) + 2 J_{\text{ch}} (2 \cos^2 \theta - 1) ] + 2D \sin^2 \theta \sin 2\phi - 2h \cos 2\phi \cos \theta + T \ln \frac{p + \Delta p}{p - \Delta p} \right\} = 0, \]  

(25)

Let us consider the solutions of this system of equations corresponding to the singlet state of the crystal and the oblique phase. For the singlet solution, we have \( \cos \theta = 1 \) and \( \cos 2\phi = 1 \), while \( p \) and \( \Delta p \) are determined from the equations

\[ 2 \Delta p (6 J_{\text{pl}} + 2 J_{\text{ch}}) - 2h + T \ln \frac{p + \Delta p}{p - \Delta p} = 0, \]  

(27)

\[ D + T \ln \frac{p^2 - (\Delta p)^2}{4(1 - p)^2} = 0; \]  

(28)

the quantization axis for this solution coincides with the hard axis and is directed along the field. The ground state of the ion is a singlet with the ground state function \( \psi_c (0) = |0 \rangle \) (see (16)). The two other (in this case, excited) states have limiting values of spins onto the quantization axis ±1. Despite the fact that the spin projections in the ground state are zero, the thermodynamic average of the system magnetization is nonzero and equals \( m = \Delta p \) (per magnetic ion). The nonzero magnetization appears only due to a difference in the populations of excited states (having limiting values of spin projections).

Differentiating Eqs. (27) and (28) with respect to \( h \), we obtain expressions for the longitudinal magnetic susceptibility of the singlet state,

\[ \chi_h (T, h) = \frac{1}{6J_{\text{pl}} + 2J_{\text{ch}} + \frac{T}{p - (\Delta p)^2}}. \]  

(29)

In the region of \( D \ll T \), the temperature dependence of the magnetic susceptibility for \( h \to 0 \) will be the same as that for usual antiferromagnets in the paramagnetic state. Indeed, substituting \( \Delta p = 0 \) and \( p = 1/3 \) into Eq. (29), we obtain

\[ \chi_h (T, 0) = \frac{1}{3(T - T_\theta)}; \]  

(30)

where \( T_\theta = -(2J_{\text{pl}} + (2/3)J_{\text{ch}}) \) is the paramagnetic temperature.

A significant difference of the magnetic susceptibility in the singlet state of the crystal (essentially, in the van Vleck paramagnetic state) from the susceptibility of the paramagnetic phase of a usual antiferromagnet arise at low temperatures such that \( D/T \gg 1 \). Under this condition, the populations of excited states are much lower as compared to that of the nonmagnetic ground state, while a weak field is incapable of producing significant differences in the populations of two excited ion states, so that we can assume \( \Delta p \to 0 \). Thus, the
The temperature dependence of the magnetic susceptibility at $D/T \gg 1$ and $h \rightarrow 0$ has the following form:

$$\chi(T, 0) = \frac{2e^{-D/T}}{T}. \quad (31)$$

According to this, the longitudinal magnetic susceptibility of the crystal in the singlet ground state for $T \rightarrow 0$ also tends to zero.

It is also interesting to study the field dependence of the magnetic susceptibility in the other limiting case, whereby $h \ll D$ and $h \gg T$. This implies that the temperature is sufficiently low, while the field is significant and exceeds the temperature (in the energy units adopted). In order to justify introduction of the latter condition, we note that the singlet state in the compound CsFeBr$_3$ is observed at temperatures from 1 to 3 K and the fields from 3 to 10 T. In this case, in contrast to that considered above, the magnetic field sharply changes the populations of excited levels. Owing to this sufficiently large magnetic field, we can realize the limiting situation in which the probability of the ion state with the spin projection along the field is much greater than the probability of a state with the opposite spin projection. As a result, for the equal populations of these levels produced by thermal excitations (magnetic disorder), the sufficiently large magnetic field ($h \gg T$) produces actually the ideal order for these two levels. Under these conditions, the magnetic susceptibility of the singlet state is

$$\chi_s(T, h) = \frac{1}{2} \chi(T, 0) e^{h/T}. \quad (32)$$

Apparently, this nonlinear field dependence described by the exponential law is observed in CsFeBr$_3$ in large magnetic fields [5].

The second solution of Eqs. (23)–(26) corresponding to the oblique phase exists in the fields $h > h_{QP}$. Let us analyze this solution assuming that the average magnetization of sublattices is $m \ll 1$, that is, in the limit of $h \rightarrow h_{QP}$. This means that the exchange field in Hamiltonian (15) is small as compared to both $h$ and $D$. The polarization in the ground state of the ion also depends on the temperature $T$ but, in the case under consideration, the magnitude of polarization is much lower than the limiting value of unity. Under these conditions, we may calculate the populations of levels in the oblique phase with neglect of the nonlinearity caused by the exchange interaction. Then, using Eqs. (25) and (26), we obtain the following expressions for the populations determined entirely by the $D/T$ ratio:

$$p = \frac{2 + \Delta p}{3}, \quad \Delta p = \frac{1 - e^{-D/T}}{1 + 2e^{-D/T}}. \quad (33)$$

The magnitude of polarization $s = \cos 2\phi$ in the ground state of ions in the oblique phase and the orientation of quantization axes are determined from Eqs. (23) and (24). Taking into account formula (33), these equations can be written as

$$\cos 2\phi \sin 2\phi [6J_{pl}(3\cos^2 \theta - 1) + 4J_{ch}(2\cos^2 \theta - 1)](\Delta p(T))^2$$

$$- D\Delta p(T) \sin^2 \theta \cos 2\phi h\Delta p(T) \sin 2\phi \cos \theta = 0,$$

$$\cos \theta \sin \theta [(9J_{pl} + 4J_{ch})(\Delta p(T))^2 \cos^2 2\phi + D\Delta p(T)(1 - \sin 2\phi)]$$

$$- h\Delta p(T) \cos 2\phi \sin \theta = 0.$$  

As can be seen, Eqs. (34) and (35) are fully equivalent to Eqs. (6) and (7) but contain the temperature-dependent coefficients. These quantities are conveniently designated as $J_{pl}(T) = J_{pl}(\Delta p(T))^2$, $J_{ch}(T) = J_{ch}(\Delta p(T))^2$, and $D(T) = D\Delta p(T)$.

The part of the free energy dependent on the magnetic field and describing the polarization can be written as

$$\Delta F = \frac{3}{2} \left[ D(T) - (6J_{pl}(T) + 4J_{ch}(T)) \right]$$

$$- \frac{h^2 \Delta p(T)}{D} \left[ s^2 + \frac{3}{8} D(T)s^4 \right]. \quad (36)$$

Equating to zero the coefficient at $s^2$ in this relation, we determine the magnitude of the critical field:

$$h_{QP}(T) = D \sqrt{\left[ 1 - \frac{6J_{pl} + 4J_{ch}}{D}\Delta p(T) \right]}. \quad (37)$$

Minimizing the functional (36), we determine the magnitude of polarization in the ground state:

$$s(T, h) = \frac{2\sqrt{\Delta p(T)}h - h_{QP}(T)}{D}. \quad (38)$$

Finally, using Eq. (35) we determine the spin canting angle in the sublattices for $h \rightarrow 0$:

$$\cos \theta = \frac{h_{QP}(T)}{D^2} \sqrt{h - h_{QP}(T)}. \quad (39)$$

Using the above expressions, we determine the crystal magnetization for the given solution as the sum of magnetization vectors of all sublattices. The magnetization is directed along the hard axis and has the value (per magnetic ion)

$$m^z = \frac{2h_{QP}(T)[h - h_{QP}(T)]}{D^3} \Delta p(T). \quad (40)$$

According to expression (40), the magnetic susceptibility of the system corresponding to the solution for the
oblique phase is independent of the field:

\[ \chi_{QP} = \chi_0(T, h > h_{QP}) = \frac{2h_{QP}^2}{D} \Delta \rho(T). \]  (41)

This behavior of the magnetic susceptibility was experimentally observed by Haseda et al. [21] during measurements of longitudinal (along the \( C_3 \) axis) magnetization of \( \text{CsFeCl}_3 \) and \( \text{RbFeCl}_3 \) at various temperatures. In the interval of magnetic fields \( 4-6 \, \text{T} \leq H \leq 10-11 \, \text{T} \) at \( T \leq 2.5 \, \text{K} \), the susceptibility of these antiferromagnets has proved to be constant, while outside this interval it exhibited a sharp drop—exactly as expected for both small and large field outside the region of existence of the oblique phase.

It should be noted that, despite the fact that the susceptibility in the singlet state is exponentially small (see relations (31) and (32), it can still be on the same order of magnitude as the susceptibility (41) of the oblique phase because \( h_{QP}/D \ll 1 \) and \( D \gg T \).

6. PHASE TRANSITIONS IN A LONGITUDINAL MAGNETIC FIELD AT \( T \neq 0 \).

The above analysis showed that the system of equations (23)–(26) has two solutions at \( T \neq 0 \) for the fields \( h \ll D \). The first solution corresponds to a one-sublattice crystal phase with a nonmagnetic singlet ground state and the two other states having limiting values of the spin projections onto the quantization axis, the latter axis being directed along the field.

In the second solution, the spin projections are not equal to their limiting values and the ground state is polarized. This corresponds to a multisublattice AFM state; for \( h \rightarrow h_{QP} \), the quantization axes are oriented perpendicularly to the field. Obviously, the passage from the first solution to the second involves a jumplike rotation of the quantization axes. In other words, the transition from the singlet state to the oblique phase at \( T \neq 0 \) is the first-order phase transition, in contrast to the second-order phase transition at \( T = 0 \).

The magnetic field for this phase transition can be determined from the condition of equal free energies for the two solutions. For \( h \ll D \), the free energy of the singlet phase can be written as

\[ F_{SP} = -T \ln(1 + 2e^{-D/T} \cosh h/T). \]  (42)

If the field is such that \( h \gg T \) but smaller than the constant of anisotropy, relation (42) can be rewritten as

\[ F_{SP} = -T^2 \chi_0(T, h). \]  (43)

The free energy for the second solution equals the sum of a single-ion component, which is dependent on \( D/T \) but independent of \( h \), and the contribution (36) describing the magnetic-field-induced polarization of ions in the ground state. Thus, the expression for the equilibrium free energy dependent only on \( h \) for the oblique phase at \( s \ll 1 \) is as follows:

\[ F_{QP} = -T \ln(1 + 2e^{-D/T}) + \Delta F(h). \]  (44)

Taking into account expressions (37)–(41) and assuming \( T/D \ll 1 \), the expression for \( F_{QP} \) can be transformed to

\[ F_{QP} = -T^2 \chi_0(T, 0) - \frac{1}{2} \chi_{QP}(T)[h - h_{QP}(T)]^2. \]  (45)

For determining the critical field for the phase transition from the singlet state to the oblique phase, we equate the expressions for free energies of these phase and arrive at the transcendental equation

\[ T^2[\chi_0(T, h_C) - \chi_0(T, 0)] = \frac{1}{2} \chi_{QP}(T) [h_C - h_{QP}(T)]^2, \]  (46)

where \( h_C \) is the critical field for the phase transition.

As can be seen from Eq. (46), the value of \( h_C \) is somewhat greater than \( h_{QP} \). This result confirms the above conclusion that the phase transition from the singlet phase to the oblique phase at \( T \neq 0 \) is the first-order transition and a jump in magnetization has to take place at \( h = h_{QP} \). It is interesting to note that, as the temperature \( T \) decreases, the values of \( h_C \) and \( h_{QP} \) approach each other and \( h_C \rightarrow h_{QP} \) when \( T \rightarrow 0 \).

7. CONCLUSIONS

It was demonstrated that the magnetic phase transitions in singlet ground state magnets can be described using an approach based on the Landau theory of phase transitions. The role of the order parameter is performed by the spin polarization of single-particle states of paramagnetic ions. We have shown that the ternary magnetic halogenides \( \text{ABX}_3 \) with easy-plane single-ion magnetic anisotropy feature a phase transition from the singlet (one-sublattice) state to an AFM phase induced by the longitudinal magnetic field. This transition represents a displacive magnetic phase transition. An important special feature of the system under consideration is that the phase transition is continuous at \( T = 0 \) and exhibits a jumplike character at \( T \neq 0 \). This change in the phase transition character from the second to first order is related to the magnetic-field-induced paramagnetic process, which cannot be ignored in the system studied.

Another, also very important peculiarity of the system under consideration is manifested in the course of magnetization at low temperatures. First, the longitudinal component of the magnetic susceptibility in the singlet phase (i.e., in the initial stage of magnetization) is strongly nonlinear, exhibiting exponential growth with increasing external field \( h \) and decreasing with the temperature \( T \). Second, this magnetic susceptibility component ceases to depend on \( h \) upon transition to the AFM
state at \( h > h_c \). This behavior is rather unusual. Indeed, the magnetic susceptibility of usual antiferromagnets (observing the quasi-classical description) in the spin-flop phase is constant. However, the spin-flop phase in such a system is only the result of a change in the AFM order caused by the external field, while the moduli of spins of sublattices in the spin-flop phase remain essentially constant in the course of canting toward the field. In a singlet ground state magnet at \( h < h_c \), the AFM state (including multisublattice) is absent. It is only at \( h = h_c \) that sublattices begin to form and acquire non-zero magnetic moments increasing with \( h \), whereby the field also induces canting of the spins of sublattices toward the hard axis. It is unusual that the field dependence of the average spins and canting angles are such that the magnetic susceptibility of the whole crystal in the oblique phase is analogous to that for the quasi-classical antiferromagnets.

The results of our investigation qualitatively well agree with the data of recent experimental investigation of the static magnetic properties of \( \text{CsFeBr}_3 \) \cite{5}. This antiferromagnet exhibits a clear displacive magnetic phase transition from the singlet state to the oblique phase. From additional experimental data on the heat capacity of \( \text{CsFeBr}_3 \), this phase transition at \( T \neq 0 \) is of the first order, although the crystal magnetization proceeds smoothly and exhibits no jump. As the temperature is decreased to approach \( T = 0 \), \( \text{CsFeBr}_3 \) exhibits a clear tendency to change the transition order from first to second \cite{5}, but this behavior requires separate experimental investigation.

The field dependence of the longitudinal magnetization of \( \text{CsFeBr}_3 \) is well consistent with the theory proposed above. The magnetic susceptibility of \( \text{CsFeBr}_3 \) exhibits a nonlinear (exponential) dependence on the applied field strength in the singlet state and remains constant at \( h > h_c \), after the transition to the oblique phase. However, according to the available data \cite{5}, it is still difficult to provide for a direct description of the magnetization and susceptibility curves for a \( \text{CsFeBr}_3 \) crystal. It should also be noted that continuous variation of the magnetization of \( \text{CsFeBr}_3 \) during the first-order phase transition is not excluded, if we take into account the possibility of formation of an intermediate state simultaneously containing both phases \cite{22}. However, consideration of the possible domain formation goes outside the scope of this study and is a subject for separate investigation.
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Abstract—The ground state of nonellipsoidal particles can be inhomogeneous due to the effect of a demagnetizing field. The approach proposed here for studying such particles is based on the combination of symmetry analysis and perturbation theory. The general formulation of this approach, which makes it possible to analyze weakly inhomogeneous states for particles with a complex shape, is considered. The ground state of cubic particles of magnetically soft materials is calculated analytically, and the effect of small strains of cubic particles on the magnetization distribution in the particles is investigated. It is shown for the example of magnetically soft cubic particles that even a small deviation of the particle shape from symmetrical may result in the realization of a special magnetic state in such particles, in which the symmetry in the magnetization distribution is lower than the particle symmetry. A change in the parameters of a particle can substantially modify its magnetic properties and may even induce a phase transition to a state with a different symmetry. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

Advanced in sputtering technologies and electron-beam lithography during the last decade have made it possible to prepare artificial magnetic particles (magnetic dots) of a nanometer size as well as their ordered system (superlattices [1, 2]. Magnetic dots may have various shapes and are mainly prepared from magnetically soft ferromagnets (e.g., Co, Fe, or permalloy) deposited on a nonmagnetic substrate. The superlattices of magnetic dots are important for practical applications, in particular, for designing new devices for high-density magnetic recording [3, 4], magnetic field sensors [5], and logical elements of computers [6].

Superlattices of magnetic dots are also interesting as a basically new object of the fundamental physics of magnetism. Indeed, from the standpoint of traditional physics of magnetism, magnetic dots with a size on the order of tens or hundreds of nanometers (which is smaller than or comparable to the one-domain size) are typical monodomain particles, which have been studied for more than 50 years. However, detailed analysis of these particles in recent years demonstrated a number of peculiarities that have not been discussed before. The main one is that various nonuniform distributions of magnetization can be observed in such particles. If the size of a particle becomes larger than a certain critical value, but is still smaller than the one-domain size, a vortex state can be realized in the particle [7]. For smaller nonellipsoid particles, the ground state a specific weakly inhomogeneous magnetic configuration determined by the magnetic dipole interaction (see [8–12]). In [8–10], a method was proposed for determining the micromagnetic pattern of such a distribution from the known average direction of the magnetic moment.

Such a simplification is possible for magnetically rigid particles, for which the average direction of magnetization is determined by magnetic anisotropy, and for an elongated particle (e.g., having the shape of a cylinder or a parallelepiped), in which the mean magnetic moment direction is determined by a uniform demagnetizing field (anisotropy of shape). However, magnetically soft particles of a symmetric shape, viz., flat squares (with a thickness smaller than the square side) or cubic particles, were found to be more convenient for application and preparation. Anisotropy in such particles is negligibly small, while a uniform demagnetizing field possesses a high symmetry and does not determine unambiguously the average direction of the magnetic moment. In this case, both the average direction of magnetization and nonuniform deviations from it are determined by a nonuniform demagnetizing field and the problem must be solved self-consistently. As a result, the ground state of such quasi-monodomain particles turned out to be complicated and was treated in a series of publications [13–16] devoted to only quadratic permalloy and supermalloy particles. The authors of these publications made use of the fruitful idea that the average direction of the magnetic moment in symmetric particles is determined by the weak nonuniform component of the demagnetizing field. It was shown experimentally and with the help of numerical simulation for square particles that, depending to the ratio of the square side to the particle thickness, the particle can be in one of two micromagnetic states, viz., the flower state, in which the average direction of the magnetic moment is parallel to the side of the square, and the leaf
state, in which the average direction of the magnetic moment is parallel to the diagonal of the square. The authors of [13–16] also carried out numerical variational analysis of the corresponding micromagnetic states choosing some simple test functions. However, the approach developed by these authors did not permit a generalization to the case of particles with a more complex shape (e.g., cubic or rectangular). The calculations were performed without taking into account the natural boundary conditions for magnetization (see [17, 18]). For this reason, the ground state of a small particle has not been determined unambiguously even for particles of a simple shape. The important (in our opinion) question concerning the variation of the ground state upon small but experimentally feasible deviations of particles from a precisely preset shape (i.e., a weak lowering of symmetry of the uniform demagnetizing field) has not been discussed either.

The construction of an analytic theory for micromagnetic states began in [10], where the micromagnetic structure was calculated on the basis of perturbation theory in small deviations relative to the known average direction of the magnetic moment in a thin cylinder. The small parameter of the theory was the squared ratio of the particle size to the exchange length of the material, which corresponds to the ratio of the magnetic dipole energy to the exchange energy. Consequently, the criterion of smallness for this parameter corresponds to the fulfillment of the standard criterion of one-domain nature of a nanoparticle. In our previous publications [19, 20], we generalized this theory and applied it for calculating the average direction of the magnetic moment and corresponding micromagnetic states in flat symmetric particles. In this theory, the calculations of uniform and nonuniform demagnetizing fields are treated, respectively, as the zeroth and first approximations in perturbation theory. For square particles, the results of our calculations are in qualitative agreement with the experimental data [14–16]. For rectangular particles, we indicate the existence of a new micromagnetic state, which was called the intermediate state. The direction of the magnetic moment \( \langle M_0 \rangle = M_0 \) averaged over the particle volume is not associated with any symmetry axes of the particle for such a state. In the range of the intermediate state, the average moment forms an angle with the longer side of the rectangle, the magnitude of this angle depending on the ratio of the uniform and nonuniform components of the demagnetizing field, while the micromagnetic distribution contains terms with symmetries corresponding to the flower state as well as the leaf state. The results of our calculations were completely confirmed by numerical simulation [20].

This study is devoted to analytic calculation of the ground state of particles with a higher symmetry as compared to flat particles, i.e., particles of cubic shape. The approach used here is based on the combination of the symmetry analysis and calculations in perturbation theory. We also studied the effect of small deformations of cubic particles on the magnetization distribution in these particles. In a square particle, a uniform demagnetizing field “lays” the magnetic moment into the plane of the square, and calculation in the next order in perturbation theory is required only for determining the direction of the magnetic moment in this plane, while in a cubic particle, the direction of magnetic moment \( M_0 \) in space is determined only by the nonuniform component of the demagnetizing field. Numerical simulation carried out in [8] indicates that a flower-type state is realized in a cubic particle; i.e., magnetic moment vector \( M_0 \) is parallel to one of the edges of the cube.

In Section 2, we give a general formulation of the approach that makes it possible to analyze weakly inhomogeneous states for particles with a complex shape. The expansion of the system energy into a power series in components of vector \( M_0 \), which naturally arises when perturbation theory is used, is verified by the symmetry analysis of the effective energy as a function of \( M_0 \). In Section 3, the case of cubic particles is briefly considered. Section 4 is devoted to the determination of the magnetic state, in particular, the average direction of the magnetic moment in particles of a nonrectangular shape close to the cubic shape. It is shown that such particles can exhibit a special form of the intermediate state, in which the symmetry of magnetization distribution is lower than the particle symmetry. It should be noted that the application of the standard method of computer simulation presuming the discretization of the problem by dividing the volume of a particle into small domains with a shape repeating the particle shape [21] is quite difficult in the case of nonrectangular particles. For this reason, the calculation based on the proposed approach is an important tool for their theoretical investigation. The concluding part of this paper contains a discussion of the results and analysis of possible generalizations of the algorithm developed here (e.g., its applicability for describing the magnetization reversal of particles in a weakly inhomogeneous state).

2. FORMULATION OF THE PROBLEM
AND GENERAL RELATIONS

The energy functional for a particle in an isotropic ferromagnet taking into account the exchange and magnetic dipole interactions can be written in the form

\[
W = \int_V \left[ \frac{I^2}{2} (\nabla M)^2 - \frac{1}{2} M \cdot H_m \right] \, dV,
\]

where the demagnetizing field is defined in the usual way as

\[
H_m = -\frac{\partial}{\partial r} \int_{\mathbb{R}^3} \left[ M(r') \frac{\partial}{\partial r} \right] \frac{1}{|r - r'|} \, dr',
\]

\( l = \sqrt{A/M_0^2} \) is the exchange length, \( M_0 \) is the saturation magnetization, \( A \) is the nonuniform exchange constant,
and integration is carried out over the particle volume. The magnetization distribution is described by the equation

\[
(l_e^2 \nabla^2 M + H_m) \times M = 0, \tag{2}
\]

with the boundary conditions [17, 18]

\[
(\partial M / \partial x_i)n_i = 0, \tag{3}
\]

where \( n \) is the vector of the normal to the particle surface. If the characteristic size \( l \) of the particle is smaller than the exchange length, we have

\[
l_e^2 |\nabla M|^2 \ll (l_e/l)^2 M_0^2 \gg MH_m \approx 4\pi M_0^2
\]

and the energy of the magnetic dipole interaction is smaller than the exchange energy. For \((l_e/l) \rightarrow 0\), the magnetization distribution becomes uniform and we can assume that the nonuniform magnetization part \( \delta M \) is small \((|\delta M| \ll M_0)\) for \((l_e/l) \ll 1\). In this case, we can construct a recurrent procedure stemming from the fact that the magnetization is uniform in the zeroth approximation in \((l_e/l)\). In this case, in the first approximation in \((l_e/l)^2\), the demagnetizing field \( H_m = H_m^{(0)} \) is calculated for uniform magnetization \( M_0 \). Field \( H_m^{(0)} \) can be written in terms of the tensor of effective demagnetizing factors \( N_{ik}(r) \), \( H_m^{(0)} = N_{ik}(r)M_{0,k} \), and magnetic field \( H_m^{(0)} \) is a function of coordinates only by virtue of the coordinate dependence of \( N_{ik}(r) \).

The presence of a nonuniform field induces small nonuniform deviations of \( M \) from \( M_0 \), \( M = M_0 + \delta M \), with an amplitude proportional to \((l_e/l)^2\). It is these deviations and the demagnetizing field associated with these deviations that determine the type of the ground state of a small nonellipsoidal particle. We will describe these deviations that determine the type of the ground states and the demagnetizing field associated with them.

In this approximation, the particle energy, taking into account Eqs. (4), can be written in the form of the functional quadratic in \( m_1 \) and \( m_2 \),

\[
W^{(2)} = -\int_V \frac{l_e^2}{2} \{(\nabla m_1)^2 + (\nabla m_2)^2\}. \tag{5}
\]

To solve Eqs. (4) for the given shape of particles, we write the components of tensor \( N_{ik}(r) \) in the form of the expansion in the complete orthonormal set of functions \( f_{\alpha}(r) \), which are solutions to the D’Alembert equation and satisfy boundary conditions (3) on the particle surface:

\[
\nabla^2 f_{\alpha} + \frac{l_e^2}{2} \lambda_{\alpha} f_{\alpha}(r) = 0, \tag{6}
\]

Writing

\[
N_{ik}(r) = \sum_{\alpha} \nu_{ik}^{(\alpha)} f_{\alpha}(r),
\]

we can easily obtain explicit expressions for \( m_1 \) and \( m_2 \) in terms of coefficients \( \nu_{ik}^{(\alpha)} \), e.g.,

\[
m_1 = \frac{1}{2} \sum_{\alpha} \nu_{ik}^{(\alpha)} \frac{l_e^2}{2} \frac{\partial}{\partial \theta}(M_{0,i} \nu_{ik}^{(\alpha)} M_{0,k}). \tag{7}
\]

Further, we can write the expression for energy \( W^{(2)} \) in the universal form

\[
W^{(2)} = -\frac{1}{2} \frac{l_e^2}{2} \sum_{\alpha} \Lambda_{ik,lm} (u_{ik} u_{lm} + v_{ik} v_{lm}), \tag{8}
\]

where tensor \( \Lambda_{ik,lm} = \Lambda_{ik,lm} = \Lambda_{lm,ik} \) is defined only by the particle shape,

\[
\Lambda_{ik,lm} = \sum_{\alpha} \frac{1}{k_{\alpha}} \nu_{ik}^{(\alpha)} \nu_{lm}^{(\alpha)}, \tag{9}
\]

while the symmetric rank-two tensors \( u_{ik} \) and \( v_{ik} \) are defined as

\[
u_{ik} = \frac{1}{2} \frac{\partial}{\partial \phi}(M_{0,i} M_{0,k}). \tag{10}
\]

The important properties of tensor \( \Delta_{ik,lm} \) (in particular, the number of its independent components) can be determined without calculations from symmetry considerations only. In particular, for an important case of particles, which can densely fill the 3D space, we can use the formal similarity of each term in formula (8) with the expression for the elastic energy of a deformed crystal (see [22]). In this case, the structure of tensor

\[
\Delta_{ik,lm} = \Delta_{ik,lm},
\]

is the vector of the normal to the particle surface.
\( \Lambda_{ik,lm} \) is the same as for the elastic moduli tensor for the crystal with the shape of the unit cell coinciding with the shape of the particle. However, the number of independent components \( \Lambda_{ik,lm} \) is actually smaller than that of the elastic moduli tensor for the crystal since the tensor components \( u_{ik} \) and \( v_{ik} \) are connected via the obvious relations

\[
   u_{ii} = v_{ii} = 0, \quad u_{ik}u_{ik} = v_{ik}v_{ik} = 1, \quad (11)
\]

following from the condition \( M^{2} = M_{0}^{2} = \text{const} \). In fact, the form of energy (8) for the known coefficients \( \Lambda_{ik,lm} \) can be simplified further, noting that the combinations \( u_{ik}u_{lm} + v_{ik}v_{lm} \) (but not \( u_{ik}u_{lm} \) and \( v_{ik}v_{lm} \) separately) appearing in the expression for energy are proportional to the corresponding invariants composed of the magnetization components. By way of example, we consider the formulas

\[
   \begin{align*}
   u_{xx}^{2} + v_{xx}^{2} &= M_{x}^{2}M_{y}^{2} - M_{z}^{2}, \\
   u_{xx}u_{yy} + v_{xx}v_{yy} &= -M_{x}^{2}M_{y}^{2}, \\
   u_{xy}^{2} + v_{xy}^{2} &= \frac{1}{4}(M_{x}^{2} + M_{y}^{2})^{2} - M_{x}^{2}M_{y}^{2};
\end{align*}
\]

the remaining combinations of this type can easily be restored by transposition of indices.

Thus, in the first nontrivial approximation in small parameter \( (llL)^{2} \), the calculation of the particle energy has been reduced to the following two problems: (i) writing of the solution to the Klein-Gordon equation for the scalar function \( f_{0}(r) \) in the bulk of the particle and (ii) the calculation of the sums in expression (9) for \( \Lambda_{ik,lm} \). For many cases, the solution of this problem is known; for example, for particles of cylindrical shape, \( f_{0}(r) \) can be written in the familiar form in terms of Bessel’s functions. For the above-mentioned particles densely filling the space, both problems can easily be solved in general form. If the filling of the space by translation of a particle copy results in a Bravais lattice with translation vectors \( a_{1}, a_{2}, a_{3} \), the corresponding complete set is determined by the inverse lattice vectors \( g = mb_{1} + nb_{2} + kb_{3} \), \( (b_{1}, a_{1}) = \delta_{ik} \). To construct this set, we must just select the functions satisfying boundary conditions (3) from the general set of the form \( \text{exp}(i\pi g \cdot r) \) (here, we have factor \( \pi \) instead of the standard factor 2\( \pi \) since we are interested in the solutions for which the particle size is equal to half-period). In this case, \( \alpha \) is a set of integers \( n, m, k \), and \( \Lambda_{\alpha} = \lambda_{m,m,k} = \pi^{2}(n^{2} + m^{2} + k^{2}) \). For such a set, the Fourier components of tensor \( N_{ik}(r) \) can be determined analytically, and the sums in relation (9) converge rapidly and can easily be calculated numerically.

### 3. Cubic Particle

We will apply the theory developed above to the case of a cubic particle with a side length of 2\( l \). We assume that the origin of the coordinates coincides with the center of the cube; i.e., in the previous formulas, we have

\[
   \int_{-l}^{l} dx \int_{-l}^{l} dy \int_{-l}^{l} dz.
\]

In this case, \( g = (me, ne, ke)/2l \) and the boundary conditions are satisfied for real-valued solutions containing \( \cos[pn\xi/2l] \) and \( \sin[p(n + 1/2)\xi/2l] \), where \( \xi = x, y, \) or \( z \) and \( p = m, n, k \). It is sufficient for our purpose to calculate two independent (diagonal and nondiagonal) Fourier components of tensor \( N_{ik}(r) \), e.g.,

\[
   \begin{align*}
   N_{xx} &= \sum_{m,n,k} v_{xx}^{(m,n,k)} \cos \left( \frac{m\pi x}{l} \right) \cos \left( \frac{n\pi y}{l} \right) \cos \left( \frac{k\pi z}{l} \right), \\
   N_{xy} &= \sum_{m,n,k} v_{xy}^{(m,n,k)} \sin \left( \frac{(2m+1)\pi x}{2l} \right) \sin \left( \frac{(2n+1)\pi y}{2l} \right) \cos \left( \frac{k\pi z}{l} \right), \quad (12)
   \end{align*}
\]

where

\[
   \begin{align*}
   v_{xx}^{(m,n,k)} &= \frac{1}{l^{2}} \int_{-l}^{l} dr \cos \left( \frac{m\pi x}{l} \right) \cos \left( \frac{n\pi y}{l} \right) \\
   &\times \cos \left( \frac{k\pi z}{l} \right) \frac{\partial}{\partial x} \left[ \int_{-l}^{l} dr \frac{\partial}{\partial x} \frac{1}{|r - r'|} \right], \\
   v_{xy}^{(m,n,k)} &= \frac{1}{l^{2}} \int_{-l}^{l} dr \sin \left( \frac{(2m+1)\pi x}{2l} \right) \cos \left( \frac{(2n+1)\pi y}{2l} \right) \\
   &\times \sin \left( \frac{(2n+1)\pi y}{2l} \right) \cos \left( \frac{(2n+1)\pi y}{2l} \right) \frac{\partial}{\partial y} \left[ \int_{-l}^{l} dr \frac{\partial}{\partial y} \frac{1}{|r - r'|} \right].
   \end{align*}
\]

the remaining components can be obtained from relations (12) using the obvious cyclic permutation of variables \( (x, y, z) \) and integers \( m, n, \) and \( k \). The integrals in the formulas for \( v_{ij}^{(m,n,k)} \) contain only integrable singularities and these coefficients can easily be determined numerically.

In the case of the cubic symmetry, tensor \( \Lambda_{ik,lm} \) in formula (8) contains three independent invariants \( \Lambda_{xx,xx}, \Lambda_{xx,xy}, \) and \( \Lambda_{yy,xy} \). However, in view of relations (11), only one of the three invariants quadratic in \( u_{ik} \) and \( v_{ik} \) is independent. As a result, the energy can be written in the form

\[
   W_{\text{nonuniform}} = -C \frac{Vl^{2}}{l^{2}M_{0}^{2}} (u_{xx}^{2} + u_{xz}^{2} + u_{xz}^{2} + v_{xy}^{2} + v_{xz}^{2} + v_{yz}^{2}).
\]

Calculation of constant \( C \) gives \( C = 0.61 \). Passing to the
magnetization components, we find that the expression in the brackets is equal to \((M_1^2M_2^2 + M_1^2M_3^2 + M_2^2M_3^2)\); i.e., it coincides with the standard expression for the cubic anisotropy energy. This leads to the required expression for the magnetic energy in the angular variables:

\[
W_{\text{nonuniform}}(\varphi, \theta_0) = C \frac{M_0^2 V l^2}{2l_e^2} \left( \sin^2 2\varphi \cos^2 \theta + 4 \sin^2 \theta \cos^2 \varphi \right).
\] (13)

Since \(C > 0\), function \(W_{\text{nonuniform}}(\varphi, \theta)\) assumes the minimal value (equal to zero) at six points, namely, for \(M_0 = \pm M_0 e_x\), \(M_0 = \pm M_0 e_y\), and \(M_0 = \pm M_0 e_z\). These three cases are obviously identical since they indicate the average orientation of the magnetic moment along one of the cube edges. The analytic formulas for the corresponding micromagnetic state become especially visual for \(\theta = 0\) and \(\varphi = 0\); i.e., the average vector \(M_0 = M_0(1, 0, 0)\) is parallel to the \(x\) axis. Since the sums in relations (12) converge well [12, 20], it is sufficient for a qualitative analysis to retain only the first terms in these sums. Then the components of the weakly nonuniform part of the magnetic moment in the linear approximation in \(SM\) that we are dealing with exhibit the coordinate dependence standard for a flower-type state [19].

\[
\frac{\partial M}{\partial \varphi} = M_0 \frac{1}{\pi} \frac{l^2}{l_e} \nabla_{xy}^{(0, 0, 0)}(0, \sin \frac{\pi x}{2l}, \sin \frac{\pi y}{2l}, \sin \frac{\pi x}{2l}, \sin \frac{\pi y}{2l} \sin \frac{\pi z}{2l}),
\] (14)

where the numerical coefficient \(\nabla_{xy}^{(0, 0, 0)} = -4.31\). As usual, the maximal value of the total magnetic moment \(M(\mathbf{r}) = M_0 + \delta M\) from the average direction is observed at the vertices of a particle, while \(M(\mathbf{r})\) at the center coincides with \(M_0\) (see Fig. 2a in [8]). The micromagnetic state for the magnetic moment orientation along some other edge of the cube can be obtained by rotating \(M_0\) through \(\pi/2\) and by cyclic permutation of \(x, y,\) and \(z\) in (14).

It should be noted that, although we calculated in this section the particle energy for an arbitrary orientation of vector \(M_0\), the calculation could be significantly simplified in fact, which is important when higher orders in perturbation theory have to be employed. Indeed, the form of the energy as an invariant of the cubic symmetry group is beyond any doubt, and the value of coefficient \(C\) can be determined by calculating energy for two symmetric direction of \(M_0\).

4. CALCULATION OF THE AVERAGE DIRECTION OF MAGNETIC MOMENT IN PARTICLES WITH A NEARLY CUBIC SHAPE

In this section, we will consider some important examples of distortions in the cubic shape of a particle, assuming that the deformation can be reduced to extension or compression of the particle along one of the symmetry axes of the cube. Obviously, all such deformations will induce a nonzero anisotropy of the shape associated with the uniform part of the demagnetizing field. The symmetry of this anisotropy is lower than the cubic symmetry and the resultant direction of magnetization is determined by the competition of these two contributions.

It is quite easy to predict the outcome of a tetragonal or rhombic deformation, i.e., a change in the particle size along directions parallel to one of the edges of the cube. The lowering of the demagnetizing field symmetry leads to the magnetic moment orientation along the longest edge; in other words, the flower-type state, which was considered in detail in the previous publications [12] for the elongated parallelepiped obtained in this way, “survives” in the system. For a considerable compression of the cube (with the ratio of edges exceeding 2.6–2.8), a transition to the leaf state takes place; however, in this study we confine our analysis to the case of small deformations of cubic particles.

A more important question, which has never been discussed earlier, concerns the change in the direction of the magnetic moment upon a change in the angles determining the shape of the particle. Since a cube is not a mechanically rigid figure, spontaneous distortions of the shape of this type are quite feasible during the preparation of nanoparticles. In addition such distortions may take place for particles implanted in the bulk of an amorphous nonmagnetic matrix during its elastic deformation.

We will consider here two basically different cases of lowering of cubic symmetry (see Fig. 1). In the first case, the cube is stretched along the diagonal of one of the faces (e.g., in the (110) direction), being transformed into a rectangular prism with a rhombus as the base (Fig. 1a). Another example of a deformed particle is an equilateral rhombohedron (Fig. 1b), which can be obtained by extending (compressing) the cube along the principal diagonal (111). In both cases, we assume that the length of the edge remains unchanged and the change in the shape of the particle is described by only one parameter. It is convenient to choose for such a parameter the angle \(\alpha\) between the particle edge and diagonal (110) in the xy plane. The deformation is small if the value of \(\delta \alpha = \alpha - \pi/4\) is small.

To predict the results in specific cases, we will first qualitatively consider the physical features of the problem. A lowering of the particle symmetry induces a uniform demagnetizing field orienting the magnetic moment along a certain direction. In the case depicted in Fig. 1a, this direction (easy anisotropy axis of the
particle shape) is oriented along the longer diagonal (110) of the face. In the case of rhombohedral distortions (Fig. 1b), the selected axis is oriented along the principal diagonal (111) of the rhomboid. This axis serves as the easy axis during extension of the rhomboid and the hard axis during its compression. In both cases, the corresponding energy of the uniform demagnetizing field is proportional to $a_d$.

According to the results of calculations carried out in the previous section, a nonuniform demagnetizing field in a cubic particle tends to orient its magnetic moment along an edge of the cube. The energy associated with this field contains an additional small parameter $(l/\ell)^2$. If the particle shape is nearly cubic (i.e., $\delta \alpha$ is on the order of $(l/\ell)^2$), the contributions from the uniform and small nonuniform components of the magnetic fields can be comparable in magnitude. The competition of these contributions creates conditions for the emergence of an intermediate state, which was considered in [20] for flat particles. It was demonstrated by comparing the numerical data and the results of calculation in perturbation theory that the results of analysis are also valid qualitatively for $l \sim \ell$ ($\ell \approx 18$ nm for permalloy). Consequently, although we will use in subsequent calculations the formal inequality $l \ll \ell$ required for the applicability of perturbation theory, the results can be used for larger particles as well.

Another important circumstance considerably simplifying calculations is also worth noting. It will be proved below that the range of realization of the intermediate state is small ($\delta \alpha \sim 2\pi - 3\pi$) even for $l \sim \ell$. Consequently, we can use the inequality $\delta \alpha \ll 1$. In the case of small deformations we are interested in, in the main approximation in small parameters $\delta \alpha$ and $(l/\ell)^2$, it is sufficient to use for the contribution of the nonuniform demagnetizing field formula (13) obtained for a cubic particle. The anisotropic contribution of the nonuniform field taking into account weak distortions of the shape gives the result of the next order of smallness in parameters $\delta \alpha$ and $(l/\ell)^2$ and does not lead to any significant effects; for this reason, this contribution will be disregarded here.

**Prismatic Deformation of a Cube**

Let us now analyze the particle shown in Fig. 1a. First, we must find the magnetic dipole energy of uniform fields. The calculations are simple when the tensor of demagnetizing coefficients contains only diagonal components. This is observed when the coordinate axes coincide with the symmetry axes of the system. In the given case, it is sufficient to leave the $z$ axis unchanged and turn the $x$ and $y$ axes so that they coincide with the perpendicular diagonals of the rhomb. We define this rotation as shown in Fig. 1a, where the $\tilde{x}$ axis coincides with the longer diagonal. The contribution of uniform demagnetizing fields to the magnetic energy is a quadratic form in the magnetization components. To within an insignificant constant chosen so that the energy vanishes for a cubic particle, this energy can be written in the form

$$W_{\text{uniform}}(\varphi, \theta) = \frac{VM_0^2}{2} \times [(I_x - I_z) \cos^2 \theta \sin^2 \varphi + (I_z - I_x) \sin^2 \theta].$$

Here, parameters $I_i$ are proportional to the diagonal components $N_{ii}$ of the tensor of demagnetizing coefficient, integrated over the particle volume:

$$I_i = \frac{4\pi}{V} \int \int \int N_{ii}(x, y, z) dV.$$  

The corresponding integrals have only integrable singularities at the corners of the particle [23] and can easily be evaluated. To determine the average direction of

---

**Fig. 1.** The shape of particles obtained by deforming the cube along the symmetry directions: (a) prismatic deformation, extension along the diagonal of the face; (b) rhombohedral deformation, extension along the principal diagonal of the cube.
the magnetic moment in the given system, we must find
the minimum of the total magnetic energy

\[ W(\varphi, \theta) = W_{\text{uniform}}(\varphi, \theta) + W_{\text{nonuniform}}(\varphi, \theta), \]

where function \( W_{\text{nonuniform}}(\varphi, \theta) \) can be calculated using formula (13) derived for a cubic particle if we replace \( \varphi \rightarrow \varphi + \pi/4 \) in accordance with the rotation of the coordinate system. If angle \( \alpha \) becomes smaller than its value \( \pi/4 \) for the cube, parameters \( I \) must satisfy the relation \( I_x < I_z < I_y \).

Minimization of the total energy of the particle over angle \( \theta_0 \) shows that only two types of solutions with \( \theta_0 = 0 \) and \( \pi/2 \) can exist. The latter solution corresponds to states with \( M_0 = \pm M_0 e_z \) and their energy is \( (M_0^2 V/2)(I_z - I_y) \). The states with \( \theta_0 = 0 \) correspond to the magnetic moment orientation in the \( xy \) plane,

\[ M_0 = M_0 (e_x \cos \varphi_0 + e_y \sin \varphi_0), \]

where the value of angle \( \varphi_0 \) is determined by the extremum of the function of one variable \( W(\varphi_0, \theta_0 = 0) \).

If we disregard the weakly nonuniform field (which can be done for very small particles), \( W_{\text{nonuniform}} \ll W_{\text{uniform}}(\varphi_0, \theta_0) \) and the energy of the demagnetizing field is minimal for the average direction of the magnetic moment parallel to the \( x \) axis (i.e., for \( \varphi_0 = 0 \)). As the nonuniform energy (i.e., the particle size) increases, the energy minimum at point \( \varphi_0 = 0 \) vanishes and a new minimum appears for \( \varphi_0 = \Phi \neq \pi k/2 \), where \( \cos 2\Phi = (I_z - I_y) I_y^2 / 4 C I_i^2 \). In this state, the direction of \( M_0 \) does not coincide with any symmetric directions of the body; in analogy with the previous publications, we refer to this state as the intermediate state. This state is stable in the entire range \( 0 < \cos 2\Phi < 1 \) of its existence; it is realized for particles with the length of the edge larger than a certain critical value \( 2l_{\text{crit}} \), where \( l_{\text{crit}} = l_{\text{crit}}(I_{yy} - I_{xx}) / 4 C \).

The value of \( l_{\text{crit}} \) is determined by the exchange length of the material and by the strain; its value is small for \( \alpha \rightarrow 45^\circ \), but rapidly increases with increasing strain. Thus, the possibility that the intermediate state is realized in a right prism of a preset shape depends on its size and the exchange length of the prism material. We carried out calculations in perturbation theory for permalloy particles. Figure 2 shows the results for the rectangular prism depicted in Fig. 1a. Three different values of \( \alpha \) depend on three curves describing the dependence of angle \( \Phi \) on the particle size. It should be noted that the value of \( l_{\text{crit}} \) is small for small strains; it is smaller than the exchange length, which literally corresponds to the applicability of perturbation theory.

Thus, in a weakly deformed cubic particle, the direction of average magnetic moment \( M_0 \) does not coincide with any symmetry axis of the particle. However, as the strain increases (or, which is the same, the linear size of the particle increases), the uniform magnetic field rotates vector \( M_0 \) towards the symmetry axis (the longer diagonal of the base) and the magnetic moment remains parallel to this symmetry direction.

The reorientation of the average magnetic moment upon a change in the particle parameters can be interpreted as a certain reorientation phase transition. It can easily be seen that this phase transition is a second-order transition, for which the order parameter is angle \( \Phi \). Indeed, states with \( \Phi \neq 0 \) possess a lower symmetry than the state \( \Phi = 0 \) and the dependence \( \Phi(l) \) in the vicinity of the phase transition has the typical root dependence

\[ \Phi = \begin{cases} 0, & l < l_{\text{crit}}, \\ \sqrt{l/l_{\text{crit}} - 1}, & l \geq l_{\text{crit}}. \end{cases} \]

This behavior is clearly shown in Fig. 2, where curves \( \Phi = \Phi(l) \) in the vicinity of the value \( l_{\text{crit}} \) corresponding to each angle \( \alpha \) become nearly vertical (i.e., these curves have an infinitely large derivative). The pattern of phase transitions can be visualized more clearly via the dependence of angle \( \Phi \) on angle \( \alpha \) for a fixed size of the particle, which is depicted in Fig. 3. Here, angles \( \alpha < 45^\circ \) describe extension and angles \( \alpha > 45^\circ \) describe the compression of the particle along the direction (110). The emergence of two second-order phase transitions near which the magnetization is reoriented to symmetric states \( \Phi \rightarrow 0 \) (extension) and \( \Phi \rightarrow \pi/2 \) (compression) can be explained by the fact that the extension along one of the diagonals of a face in the given geometry is equivalent to compression along the other diagonal of the same face.

Thus, when the cube is deformed along a diagonal of its face, a symmetric state of the flower type, which is typical of an ideal cube, is never realized. Instead of...
this state, two types of states can be observed: a more symmetric state with $\Phi = 0$, resembling the leaf-type state observed earlier for flat square particles, appears for considerable strains, while for small strains, a less symmetric intermediate state is formed, in which the average direction of the magnetization is not connected with any symmetry axis of the particle.

Rhombohedral Deformation

Let us now consider the extension or compression of a cube along its principal diagonal (Fig. 1b corresponds to extension). The rhomboid has a uniaxial anisotropy with a third-order principal axis parallel to the spatial diagonal of the cube. As before, we assume that the parameter of the problem is angle $\alpha$ between the diagonal and the side of the rhomb at the base of the rhomboid. In the system with the $e_3$ axis directed along the principal axis of the rhomboid (segment $AC$ in the figure), the energy of uniform demagnetizing fields depends only on angle $\tilde{\theta}$ between the $e_3$ axis and the magnetic moment. This energy can be written in the simple form

$$W_{\text{uniform}}(\tilde{\theta}) = \frac{1}{2} M_0^2 V B(\alpha) \sin^2 \tilde{\theta},$$

(17)

where function $B(\alpha)$ is positive (negative) in the case of the extension (compression) of the cube. In the same system of coordinates, the energy of weakly nonuniform fields has the form

$$W_{\text{nonuniform}}(\tilde{\varphi}, \tilde{\theta}) = C \frac{M_0^2 V l^2}{2l_e^2} \times \bigg( 2 \sin^2 \tilde{\varphi} + \frac{7 \cos^4 \tilde{\theta}}{3} + \frac{4 \sqrt{2} \cos 3 \tilde{\varphi} \cos \tilde{\theta} \sin^3 \tilde{\theta}}{3} \bigg),$$

(18)

which is typical of the rhombohedral symmetry with the $C_3$ axis parallel to the $e_3$ axis. It was mentioned above that the form of energy (18) and value of constant $C$ can be taken the same as for the undeformed cube. The first two terms in the parentheses describe purely uniaxial anisotropy, while the last term describes anisotropy in the basal plane. The energy extremum in the value of angle $\varphi$ is determined by the relation $\sin 3 \varphi = 0$; i.e., $\cos 3 \varphi = \pm 1$. Further, the energy minimum corresponds to the value of $\cos \tilde{\theta} \cos 3 \tilde{\varphi} = -1$; i.e., for each value of the projection of the magnetization on the $C_3$ axis, triple degeneracy of the minima of the total energy $W(\tilde{\varphi}, \tilde{\theta}) = W_{\text{uniform}}(\tilde{\theta}) + W_{\text{nonuniform}}(\tilde{\varphi}, \tilde{\theta})$ arises. Without any loss of generality of the problem, we can analyze the behavior of the magnetic moment lying in one of the three selected planes, choosing, for example, angle $\tilde{\varphi} = 0$; the remaining equivalent states can be obtained by rotations about the $e_3$ axis through an angle of $120^\circ$ and the changes in the direction of magnetization vector $M_0$.

Thus, we consider the rotation of the magnetic moment in the $ABCD$ plane passing through the principal diagonal and the corresponding diagonals of the faces (see Fig. 1b). For such a rotation, the energy of the magnet is defined by function $W(\tilde{\varphi}, \tilde{\theta}) = W(\tilde{\varphi}, \tilde{\theta})|_{\tilde{\varphi} = 0}$. It should be noted above all that the equation $\partial W(\tilde{\varphi}, \tilde{\theta})/\partial \tilde{\varphi} = 0$ always has the solution $\tilde{\theta} = 0$ describing the orientation of the average magnetization along the $C_3$ axis. This solution corresponds to a state of the leaf type, which is most symmetric, but which is not realized in a cubic particle. The type of this extremum is determined by the sign of the strain. It should be noted that, in the case of a rhombohedral deformation, the extension and compression of the cube along the principal diagonal are not physically equivalent effects as in the case of extension and compression along the diagonals of the faces. Let us first describe the case of extension.

It was noted above that a state of the flower type is stable in an undeformed cube, while solution $\tilde{\varphi} = 0$ (magnetization distribution of the leaf type) corresponds to the energy maximum. In the case of extension, the value of constant $B(\alpha) > 0$; the $C_3$ axis becomes the easy axis of induced anisotropy (17), and the highly symmetric state with $\tilde{\theta} = 0$ and a magnetization parallel to this axis may become stable. A simple analysis of energy $W_{\tilde{\varphi}}(\tilde{\varphi}, \tilde{\theta})$ taking into account formulas (17) and (18) shows that this state is stable to small deviations from the $C_3$ axis when the condition $B(\alpha) > 8C l^2/3l_e^2$ is satisfied; i.e., for the preset strain amplitude $\alpha$, this state is stable for quite small sizes of the particle, $l < l_{\text{c}}^{(1)}(\alpha) = l_e \sqrt{3} B(\alpha)/8C$. As the particle size increases above the critical value $l_{\text{c}}^{(1)}(\alpha)$, the action...
of nonuniform demagnetizing fields violates the stability of this state and leads to the formation of a new state, in which the average magnetic moment forms a certain angle $\tilde{\theta} \neq 0$ with the principal axis of the rhomboid. It should be recalled that in fact there are six such states, three of which are obtained by rotations about the $C_3$ axis through an angle multiple to $120^\circ$; the remaining states can be obtained via the substitution $M_0 \rightarrow -M_0$. The rotation about the $C_3$ axis does not change the magnetization in state $\tilde{\theta} = 0$; as a result, the symmetry of a state with $\tilde{\theta} \neq 0$ is lower than the symmetry of a state with $\tilde{\theta} = 0$. Consequently, the states with $\tilde{\theta} \neq 0$ are typical examples of the intermediate state. The search for solutions to the equation $\partial W(\tilde{\theta})/\partial \tilde{\theta} = 0$ is a cumbersome problem. To visualize the result, it is convenient to analyze these states qualitatively, returning to the coordinate system with the $x$, $y$, and $z$ axes directed along the edges of an undeformed cube and to polar angle $\theta$. Angles $\theta$ and $\tilde{\theta}$ are connected via the relation $\theta = \tilde{\theta} + \gamma(\alpha)$, where $\cos \gamma = 1/\sqrt{3} \cos \alpha \sqrt{4 \cos^2 \alpha - 1}$ (see Fig. 1b).

In terms of angle $\theta$, under the condition $\tilde{\theta} = 0$, the total energy of the particle $W = W_{\text{uniform}} + W_{\text{nonuniform}}$ can be written in the form

$$ W(\theta) = \frac{-\sqrt{2} B}{6} \sin 2\theta - \left( \frac{B}{12} - \frac{C l^2}{4 l_c^2} \right) \cos 2\theta + \frac{3 C l^2}{8 l_c^2} \sin^2 2\theta. $$

(19)

After the substitution $\theta \rightarrow \Theta/2$, this expression coincides with the formula for the energy of a uniaxial ferromagnet,

$$ W_{\text{at}}(\Theta) = -H_c \cos \Theta - H_s \sin \Theta + \frac{K}{2} \sin^2 \Theta, $$

in an external magnetic field oriented arbitrarily relative to the easy axis ($z$ axis); the states formed in this case are well known (see [24]). In such a system, in the range of values $H_{z}^{2/3} + H_{x}^{2/3} \leq K^{2/3}$, there exists a region of metastable states, while two phases with different magnetizations differing in the sign of the $z$ projections coexist for $H_z = 0$ and $\tilde{H}_z < K$. The equality sign in this relation $(H_{z}^{2/3} + H_{x}^{2/3} = K^{2/3})$ determines the point of stability loss for one of the phases. After substitution of the corresponding relations from (19) into this condition, we obtain the instability condition for a phase with $\tilde{\theta} = 0$ determined above, while the second root of this equation leads to the stability loss condition for a phase with $\tilde{\theta} = 0$ in the form $B(\alpha) = 3.0445 C l^2 / l_c^2$. Thus, the asymmetric phase is stable for $l > l_c^{(2)}(\alpha) = 0.573 l_c \sqrt{B(\alpha)/C}$. The condition $B(\alpha) = 3 C l^2 / l_c^2$ for vanishing of the coefficient of $\cos 2\theta$ in formula (19) gives the point $l = l_c(\alpha) = l_c \sqrt{B(\alpha)/3 C}$ of the coexistence of a phase with $\theta = 0 \ (\theta = \gamma(\alpha), \gamma(\alpha) \rightarrow 35.3^\circ \text{as } \alpha \rightarrow 45^\circ)$ and an asymmetric phase for which $\theta = \pi/2 - \gamma(\alpha)$ at this point $(\theta = 54.7^\circ \text{as } \alpha \rightarrow 45^\circ)$. Thus, a symmetric phase with $\tilde{\theta} = 0$ realizes the absolute minimum of the particle energy for quite small particle size, $l < l_c(\alpha)$, while the asymmetric case is favorable for $l > l_c(\alpha)$. It should be noted that the values of $l_c^{(2)}$, the above value of the particle size for which the phase with $\tilde{\theta} = 0$ loses stability, $l_{c1}^{(1)} \approx 0.612 l_c \sqrt{B(\alpha)/C}$, and the size $l_c(\alpha) = 0.577 l_c \sqrt{B(\alpha)/C}$ for which the phases coexist satisfy the inequality $l_c^{(2)} < l_c(\alpha) < l_{c1}^{(1)}$.

Thus, the general pattern of states for a rhombohedral particle with a preset strain (preset value of $\alpha$) can be described as follows. For small particles with $l < l_c^{(2)}$, only a symmetric distribution of the leaf type can be realized. For $l > l_c^{(2)}$, a less symmetric intermediate phase, which was initially metastable, appears. In a narrow region $l_c^{(2)}(\alpha) < l < l_{c1}^{(1)}(\alpha)$ (this region is on the order of 1 nm for permalloy particles with an exchange length on the order of 18 nm), the particle has two stable states, one of which is the ground state and the other is metastable. The transition between these states occurs at a certain value of $l = l_c(\alpha)$; this transition corresponds to an abrupt change in the direction of magnetization. When the length of the edge of the particle becomes larger than the second critical value $2 l_{c1}^{(1)}(\alpha)$, the state with the average direction of the magnetic moment along the principal diagonal loses its stability and only one stable state (namely, the intermediate state) remains in the system. The value of $\theta$ increases with the size of the rhomboid, asymptotically tending to the value $\pi/2 - \beta(\alpha)$, where $\beta(\alpha)$ is the angle between the diagonal of a face and the opposite face of the particle; $\cos \beta = \cos 2\alpha / \cos \alpha$ (see Fig. 1b). The dependence of angle $\tilde{\theta}$ on $l$ for the intermediate state in permalloy particles in the range of sizes $l > l_c^{(2)}(\alpha)$ for which this state is stable is depicted in Fig. 4 for three different values of $\alpha$.

Thus, as in the case of prismatic deformation, for a strong extension of the particle along the principal diagonal, the uniform magnetic field turns the magnetic moment towards the strain axis, which can again be interpreted as a reorientation phase transition upon a change in the parameters of the particle. However, the
which the average magnetic moment along the principal diagonal is never realized. In anisotropy and a symmetric phase with the magnetization principal diagonal, induced anisotropy is an easy-plane plane perpendicular to the principal diagonal, \( l \) for the intermediate state in the region where this state is stable.

To visualize the pattern of the variation of the average value of the particle magnetization for various strains, we will trace the motion of vector \( \mathbf{M}_0 \) after the first-order phase transition for \( l = l(\alpha) \), which exists in the case of extension of the cube (\( \alpha < 45^\circ \)) upon an increase in the value of \( \alpha \) to \( \alpha = 45^\circ \) and further upon the subsequent compression of the cube for \( \alpha > 45^\circ \).

The dependence of angle \( \tilde{\theta} \) on angle \( \alpha \) in this case is a monotonic function of \( \alpha \), assuming the value \( \tilde{\theta} = \pi/2 - \gamma(45^\circ) = 54.775^\circ \) for the undeformed cube (\( \alpha = 45^\circ \)); at this point, the dependences \( \tilde{\theta}(\alpha) \) for all values of the particle size intersect. The dependences \( \tilde{\theta}(\alpha) \) obtained numerically for two fixed lengths of the edge for extension and compression of the cube (\( \alpha < 45^\circ \) and \( \alpha > 45^\circ \), respectively) along the principal axis are shown in Fig. 5.

**Fig. 5.** Dependence of angle \( \tilde{\theta} \) between the magnetic moment of the particle and the principal diagonal of the rhomboid obtained by extension (\( \alpha < 45^\circ \)) or compression (\( \alpha > 45^\circ \)) of the cube along its principal diagonal on angle \( \alpha \) for two fixed values of the particle edge.

**Fig. 4.** Dependence of angle \( \tilde{\theta} \) between the magnetic moment and the principal diagonal of the particle in the shape of an elongated rhomboid on the particle size \( l \) for the intermediate state in the region where this state is stable.

situation for this deformation differs from that considered above. Although the reorientation of the average magnetic moment occurs between the states with a higher and a lower symmetry, this phase transition is a typical first-order transition, for which the phase coexistence region is \( l_2^{(2)}(\alpha) < l < l_1^{(1)}(\alpha) \).

In the case of the compression of the cube along its principal diagonal, induced anisotropy is an easy-plane anisotropy and a symmetric phase with the magnetization along the principal diagonal is never realized. In this case, there exists only the intermediate state in which the average magnetic moment \( \mathbf{M}_0 \) for a small particle size asymptotically tends to the position in the plane perpendicular to the principal diagonal, \( \mathbf{M}_0 \) approaches the face of the particle, which is opposite to the diagonal of the \( AD \) face in Fig. 1b; i.e., \( \mathbf{M}_0 \rightarrow \beta(\alpha) \), or \( \tilde{\theta} \rightarrow \beta(\alpha) - \gamma(\alpha) \). Consequently, in this range of the parameters, the average magnetic moment is rotated monotonically and the reorientation transitions do not take place.

To visualize the pattern of the variation of the average value of the particle magnetization for various strains, we will trace the motion of vector \( \mathbf{M}_0 \) after the first-order phase transition for \( l = l(\alpha) \), which exists in the case of extension of the cube (\( \alpha < 45^\circ \)) upon an increase in the value of \( \alpha \) to \( \alpha = 45^\circ \) and further upon the subsequent compression of the cube for \( \alpha > 45^\circ \).

The dependence of angle \( \tilde{\theta} \) on angle \( \alpha \) in this case is a monotonic function of \( \alpha \), assuming the value \( \tilde{\theta} = \pi/2 - \gamma(45^\circ) = 54.775^\circ \) for the undeformed cube (\( \alpha = 45^\circ \)); at this point, the dependences \( \tilde{\theta}(\alpha) \) for all values of the particle size intersect. The dependences \( \tilde{\theta}(\alpha) \) obtained numerically for two fixed lengths of the edge for extension and compression of the cube (\( \alpha < 45^\circ \) and \( \alpha > 45^\circ \), respectively) along the principal axis are shown in Fig. 5.

5. CONCLUDING REMARKS AND DISCUSSION

Using cubic magnetically soft particles as an example, we have proved that even an insignificant deviation of the particle shape from symmetry might cause a significant change in the magnetic properties of the particle even up to a phase transition to another ground state with a lower symmetry. It was shown that particles having the same shape and made of the same material might have different ground states depending on their size. These conclusions are especially important for arrays of regular particles, which can be prepared most easily by the methods of electron-beam lithography. Such physical objects are investigated in physical experiments most frequently and can be used in practice [1–6]. The existence of intermediate magnetic states described in this paper can be regarded as an important factor affecting the properties of the array as a whole. In all probability, the stability of information recording on an individual particle and the presence of such states in the range of their existence will be an unfavorable factor for information recording devices operating on the arrays of magnetic nanoparticles. On the other hand, the existence of such states is interesting from the standpoint of the fundamental physics of magnetism. Particles in the intermediate state must exhibit all features known for bulk magnets in the vicinity of reorientation phase transitions. In particular, in the vicinity of a transition to the intermediate state, anomalies in the static susceptibility, softening of intrinsic vibrational modes, and other effects must be observed.
These peculiarities of the physical properties of particles in the intermediate magnetic state and their ordered arrays will probably be used in functional electronic devices.

Let us now consider the applicability of the method presented in this paper for describing particles with a size of up to several tens of nanometers (we will consider the estimates obtained for permalloy, which is commonly used in applications), which exhibit the quasi-homogeneous states considered in this paper. (For normal permalloy particles with a size exceeding 100 nm, an eddy state with a closed magnetic flux is realized [7]). It should be emphasized that the proposed method is based not only on perturbation theory, but is a self-consistent approach to studying the properties of small magnetic particles. The calculations carried out in the framework of perturbation theory can be treated as the first step in this direction. In fact, we can demonstrate as a result of this calculation that the static state can be described on the basis of the effective energy written in the form of a combination of powers of the average magnetic moment components, which is invariant to the symmetry group of the particle. A qualitatively identical form of energy is obviously applicable for \( l \geq l_c \), as well. To draw conclusions about the type of ground state (in particular, the presence or absence of phase transitions between the symmetry-determined and intermediate phases and the type of these transitions), often it is important to know only the sign of the coefficients of these invariants. It is not surprising that the results of analysis based on this method are in accordance with the experimental data (e.g., the conclusion that the ground state of a cubic particle corresponds to a flower-type state) as well as the result obtained with the help of computer simulation [20].

The above analysis makes it possible to study particles with a complex shape, in particular, particles for which discretization of the problem by dividing the particle volume into small domains whose shape repeats the shape of the particle [21] is too complicated. It is important to note that the symmetry approach often leads to certain conclusions about the nature of states prior to routine but cumbersome calculations of the corresponding contributions to the energy in perturbation theory. By way of example, let us consider a cylindrical particle with a symmetry axis coinciding with the \( z \) axis. This particle obviously exhibits anisotropy of shape of the \( BM^2 \) type with coefficient \( B \) depending on the height-to-diameter ratio as well as the contribution of a nonuniform demagnetizing field. For the latter contribution, the terms in the expression for energy to within terms on the order of \((ll/ε)^3\) obviously contain the sum of two independent invariants \( C_1 M_z^4 + C_2 (M_x^2 + M_y^2) M_z^2 \), which is sufficient for describing reorientation of the magnetic moment from the symmetry axis to the plane upon a change in the particle shape (i.e., coefficient \( B \)). Another example—the orientation of magnetization in the basal plane for a particle in the form of a regular hexagonal prism—can be completely described only by calculating the sixth-order terms in the magnetic moment components, which requires the inclusion of terms on the order of \((ll/ε)^4\). However, this cumbersome calculation can be simplified by the fact that it is possible to determine from symmetry considerations the form of the important term \( C(l^2/M_0^2 \epsilon^2) (M_x + iM_y)^6 + (M_x - iM_y)^6 \). To find this term (in fact, to calculate coefficient \( C \)), it is sufficient to consider the problem only for two directions of \( M_0 \) in the basal plane.

Such an approach will also be useful in other problems; in particular, for describing the behavior of the average magnetic moment of nonellipsoidal particles in a strong external magnetic field \( \mathbf{H}_0 \). This also applies to the problem of reversal of magnetization of nonellipsoidal particles, which is important for applications. It should be noted that the inclusion of a weak field (in particular, the study of the field-induced spin reorientation of states with close vectors \( M_0 \) in the vicinity of transitions to the intermediate state) does not present any difficulty and can easily be carried out on the basis of the effective energy of the type (13), (15), or (18), supplementing it with the Zeeman term in the form \( -\mathbf{H}_0 \cdot M_0 \). However, the presence of a strong external field \( \mathbf{H} \sim 4\pi M_0 \) requires a certain modification of the calculation. In particular, the structure of the operators in Eqs. (4) changes in this case \((–iM_y^2 \nabla^2 m_{1,2} \rightarrow \) \(-iM_y^2 \nabla^2 m_{1,2} + h_{1,2}, \) where \( h_{1,2} = H_{1,2}/M_0 \) and \( H_1 \) and \( H_2 \) are the corresponding components of the external field). However, such a modification can easily be carried out. In particular, the eigenfunctions of the problem remain unchanged and the nature of variation of eigenvalues of the problem is clear (the eigenvalues increase with the field). We can easily predict the change in the results as well; if the contribution of the uniform demagnetizing field depends only on the particle geometry, the contribution of the next orders of perturbation theory, which is inversely proportional to eigenvalues \( \lambda_\alpha \), effectively decreases.
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Evolution of the Optical and Magnetooptical Properties of Amorphous Metal–Insulator Nanocomposites


Abstract—Magnetic, optical, and magnetooptical (MO) properties of (Co$_{43}$Fe$_{45}$Zr$_{10}$)$_n$(SiO$_2$)$_{100-n}$ and (Co$_{43}$Fe$_{39}$B$_{20}$)$_n$(SiO$_2$)$_{100-n}$ granular nanocomposites of the amorphous ferromagnetic metal–insulator type were studied in a broad range of the magnetic component concentrations $n$. The MO response of nanocomposites increases in the vicinity of the percolation transition. Using the experimentally determined values of optical constants and the equatorial Kerr effect, the diagonal and nondiagonal components of the permittivity tensor of nanocomposites were calculated for the first time. The nondiagonal components of this tensor are nonlinear functions of $n$, the most pronounced variations being observed near the percolation threshold. Experimental data on the MO effect and the permittivity tensor were theoretically modeled within the framework of the effective medium approximation and the Maxwell–Garnett approximation. The most adequate description was obtained with the symmetrized Maxwell–Garnett approximation, which provides for a good (semiquantitative) agreement between theory and experiment under certain assumptions about the microstructure of nanocomposites.

1. INTRODUCTION

The considerable interest in modern composite materials is related to a variety of unusual and useful properties, which make these materials highly promising both for practical applications and for basic research. The magnetic granular alloys can be divided into two types: ferromagnetic metal–nonmagnetic metal and ferromagnetic metal–insulator. The latter alloys are also frequently referred to as composites. Granular alloys of the former type exhibit the phenomenon of giant magnetoresistance [1], while the latter systems exhibit tunneling magnetoresistance and the giant Hall effect [2]. The magnetooptical (MO) properties of granular alloys attract attention because these materials can serve as magnetoactive media for perpendicular magnetic recording and in contactless MO magnetic field sensors and temperature sensors. Recently, it was suggested to use granular alloys as MO elements in magnetophotonic crystals. All these applications stimulate the search for optimum compositions ensuring increased MO response.

Specific features inherent in nanodimensional objects must be manifested not only in the magnetic transport properties, but in the linear and nonlinear MO effects as well, although the nature of these manifestations in nanostructural materials is still incompletely clear. Such effects must be sensitive to variations in the magnetic and electron structures, scattering mechanisms, characteristic dimensions, and the shape and topology of nanodimensional inhomogeneities. This was evidenced by the results of recent investigations of the MO spectra of granular alloys and nanocomposites [3–11], which revealed numerous peculiarities in the linear and nonlinear MO Kerr effect and some other properties.

For example, investigations of granular systems showed evidence of enhanced MO response [3, 4], which could be due to variation of both the MO parameters and the optical characteristics. In particular, investigation of the MO spectra of a multilayer [Co(y)/SiO$_2$(y)]$_n$ system in the region of 3 eV [3] showed a several fold increase in the MO response amplitude as compared to that for a homogeneous cobalt film of the same thickness. An analogous resonance increase in the MO effect was observed for the MnAs/GaAs multilayers [4]. An analysis of the spectral dependence of the permittivity tensor components of this system showed that the main contribution to the enhanced MO response was due to an increase in the MO activity in a narrow spectral interval. Investigations of the granular Co/Al$_2$/O$_3$ [5] and CoFeZr/SiO$_2$ [6] systems of the metal–insulator type revealed a new photo-
refractive effect in the IR wavelength range, the magnitude of which was ten times greater than that of the traditional even and odd MO effects.

The MO spectra of granular alloys were described using several calculation methods based on the effective medium approximation (EMA) [12–17]. Systems of the metal–metal type have been successfully described in the Bruggeman approximation [13, 14]. However, this approach is frequently inapplicable to systems of the metal–insulator type featuring a strong dependence of their properties on the microstructure. This requires using a symmetrized Maxwell–Garnett (SMG) approximation [15, 16] taking into account finer details of the system topology.

Despite a large number of publications devoted to the MO properties of magnetic nanocomposites, no systematic investigations of such systems were undertaken that would allow constructing the effective permittivity tensor. Analysis of this tensor can provide more complete information about the observed phenomena. On the other hand, the MO properties of granular alloys based on amorphous components remain almost unstudied. In the nearest future, such materials will probably combine all the unique properties of magnetic composites and those of the amorphous substances.

This paper reports on the results of investigation of the magnetic, optical, and MO properties of (Co,Fe)B(x)Zr(y)(SiO2)100−x granular nanocomposites of the amorphous ferromagnetic metal–insulator type. Based on these experimental data, the permittivity tensor of nanocomposites of this type was calculated for the first time and theoretically modeled within the framework of the Bruggeman approximation and the Maxwell–Garnett approximation. Special attention was devoted to finding correlations between the microstructure of a nanocomposite and its MO response. The extremely strong dependence of the MO effects on various structural parameters (in particular, on the shape, size, and the distribution of granules) of nanocomposites is an important advantage of the MO methods of investigation [3, 4, 7–10].

2. SAMPLE PREPARATION AND EXPERIMENTAL METHODS

The samples of (Co,Fe)B(x)Zr(y)(SiO2)100−x granular nanocomposites were prepared by ion beam sputter deposition in an argon atmosphere [18]. This process was carried out in a vacuum chamber equipped with three ion beam sources and alloy or composite targets. The alloy targets (Co,Fe)B(x)Zr(y) and (Co,Fe)B(x)Zr(y) were prepared by induction melting of the alloy components in vacuum. The components were high-purity cobalt (99.98% Co), carbonyl iron, boron, and zirconium taken in a ratio corresponding to the desired composition. A composite targets comprised an alloy target with single crystal quartz plates fastened on its surface. The thickness of sputter-deposited film samples was varied within 0.15–6.5 μm. The average granule size monotonically decreased with increasing insulator content: from 5–7 nm in the composite with a high metal content (x = 56%) to 2–4 nm in the composite with x = 30% (here and below the magnetic (metal) phase concentration x is given in at.%). The structure of nanocomposites was studied by transmission microscopy, and their compositions were checked by electron probe X-ray microanalysis.

The measurements of the electric resistivity as a function of the composition showed the presence of a percolation threshold at xper ≈ 43%. The results of magnetoresistance measurements revealed the tunneling magnetoresistance effect, whereby the magnetoresistance exhibits a sharply pronounced maximum near the percolation threshold and a decrease to zero behind this point. For the (Co,Fe)B(x)Zr(y)(SiO2)100−x system, room-temperature tunneling magnetoresistance reached 4% in a magnetic field of 11 kOe; the magnitude of this effect in the (Co,Fe)B(x)Zr(y)(SiO2)100−x system was somewhat lower [18].

The MO properties of nanocomposites were studied by measuring the MO Kerr effect in the equatorial (transverse) geometry, which consists in a relative change of the intensity of the p-wave of a linearly polarized light upon reflection from samples in magnetized and nonmagnetized states:

$$\delta = \frac{I(H) - I(0)}{I(0)},$$

where I(H) and I(0) are the reflected light intensities measured with and without applied magnetic field.

The spectral and field dependences of the transverse Kerr effect (TKE) were measured using an automated MO spectrometer in the range of incident photon energies from 0.5 to 4 eV. The measurements were performed for several angles of incidence of the primary light beam. The amplitude of the applied alternating magnetic field reached up to 3.5 kOe. The response signal was detected using a dynamic technique, which allowed measuring the relative changes of the reflected light intensity as small as 10−5 with an error not exceeding 5%. The static near-surface hysteresis loops were measured using the MO magnetometer in a meridional geometry at $E = 1.98$ eV and the angle of light incidence $\varphi = 70^\circ$. The optical constants n and k were determined ellipsometrically [19] in the photon energy range from 0.5 to 3.4 eV. All measurements were performed at room temperature.

3. EXPERIMENTAL RESULTS

Figure 1a shows the spectral dependences of the TKE in (Co,Fe)B(x)Zr(y)(SiO2)100−x nanocomposites. For this material, as well as in other granular alloys, the MO spectra of nanocomposites significantly differ from the...
spectrum of the corresponding homogeneous amorphous alloy Co_{41}Fe_{39}B_{20} (x = 100%). Indeed, the MO response of Co_{41}Fe_{39}B_{20} monotonically decreases to nearly zero with decreasing incident photon energy, whereas the TKE spectrum of (Co_{41}Fe_{39}B_{20})_{x}(SiO_2)_{100-x} nanocomposite measured at \( \varphi = 70^\circ \) exhibits a change in the sign of the response signal and has a large negative maximum in the region of \( E = 1.3 \) eV.

Analogous behavior was observed in the spectra of samples of the (Co_{45}Fe_{45}Zr_{10})_{x}(SiO_2)_{100-x} system (see Fig. 1b), the only difference being that the maximum in the signal response at \( \varphi = 70^\circ \) shifts to \( E = 1.0 \) eV. Figure 1b well illustrates variation of the TKE spectrum (typical of both systems studied) depending on the light incidence angle \( \varphi \). A decrease in this angle to \( 60^\circ \) sharply changes the shape of spectrum, which becomes closer to that for a homogeneous amorphous alloy of the corresponding composition.

The dependence of the TKE on the concentration of magnetic component in the nanocomposite is manifested for light incidence angles close to \( 70^\circ \), which is related to their proximity to the Brewster angle for nanocomposites with \( x < x_{\text{per}} \). Figure 2 shows the concentration dependence of the TKE for nanocomposites of the (Co_{41}Fe_{39}B_{20})_{x}(SiO_2)_{100-x} system. As can be seen from these data, the TKE signal in the "red" spectral range exhibits a nonmonotonic dependence on the ferromagnetic component concentration, featuring a break at an \( x \) value close to \( x_{\text{per}} \). In addition, the absolute value of TKE at \( 1.3 \) eV in (Co_{41}Fe_{39}B_{20})_{x}(SiO_2)_{100-x} with \( x = 43\% \) amounts to \( 10^{-2} \), which is more than three times the analogous value for the corresponding homogeneous alloy Co_{41}Fe_{39}B_{20} (x = 100%) for the same photon energy. Thus, the granular system near the percolation threshold exhibits a significant increase in the TKE magnitude in a narrow photon energy range. This increase takes place despite an almost one-half lower content of the ferromagnetic component in the composite as compared to that in the homogeneous alloy. An analogous result is observed for the (Co_{45}Fe_{45}Zr_{10})_{x}(SiO_2)_{100-x} system, where the maximum effect also takes place in the vicinity of \( x_{\text{per}} \).

Figure 3 shows the hysteresis loops observed for samples of the (Co_{41}Fe_{39}B_{20})_{x}(SiO_2)_{100-x} system with various concentrations \( x \) of the magnetic phase. For \( x < x_{\text{per}} \), the dependence of the TKE on the magnetic field strength exhibits no hysteresis and has a shape characteristic of superparamagnets. The measurements performed for various sample orientations showed that the sample material occurred in the isotropic state. However, in the region of \( x \) close to \( x_{\text{per}} \), the magnetic properties of this system exhibit a significant change. A sample with \( x = 47\% \) exhibited anisotropic ferromagnetic behavior of the field dependence of TKE, with a coercive force of \( H_c \approx 10 \text{ Oe} \) and a saturation field of \( H_s \approx 30 \text{ Oe} \) along the easy magnetization axis and \( H_s \approx 100 \text{ Oe} \) along the hard magnetization axis. As the mag-
As the concentration $x$ increases, the metal granules grow along a certain direction occurring in the film plane and eventually forms an anisotropic ferromagnetic phase. The value of $x$ corresponding to the appearance of the ferromagnetic phase correlates with the value of $x_{\text{perm}}$ determined from the concentration dependence of the electric conductivity. Further increase in the metal phase content and the growth of granules lead to a decrease in the magnetic anisotropy. The existence of a preferred direction for the growth of granules is probably related to some features in the technology of film deposition, primarily, to the application of a constant magnetic field during the ion beam sputtering of targets [18].

**Fig. 3.** Hysteresis loops measured along the (black symbols) easy and (open symbols) hard magnetization axis for samples of the $(\text{Co}_{41}\text{Fe}_{39}\text{B}_{20})_{x}(\text{SiO}_2)_{100-x}$ system with various concentrations $x$.

**Fig. 4.** Spectra of the (open symbols) real part $\varepsilon_1$ and (black symbols) imaginary part $\varepsilon_2$ of the diagonal component of the permittivity tensor for alloys of the (a, c) $(\text{Co}_{41}\text{Fe}_{39}\text{B}_{20})_{x}(\text{SiO}_2)_{100-x}$ and (b, d) $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{x}(\text{SiO}_2)_{100-x}$ systems with various $x$. 

magnetic phase content grows further, both $H_c$ and $H_s$ increase, but the magnetic anisotropy of the system drops.
EVOLUTION OF THE OPTICAL AND MAGNETOOPTICAL PROPERTIES

Using the experimentally determined optical constants and MO data, it is possible to calculate the diagonal ($\varepsilon = \varepsilon_1 - i\varepsilon_2$) and nondiagonal ($\varepsilon' = \varepsilon_1' - i\varepsilon_2'$) components of the permittivity tensor of nanocomposites. In the case of a gyroelectric medium magnetized along the $z$ axis, this tensor appears as

$$
\hat{\varepsilon} = \begin{pmatrix}
\varepsilon & i\varepsilon' & 0 \\
-i\varepsilon' & \varepsilon & 0 \\
0 & 0 & \varepsilon
\end{pmatrix}.
$$

The corresponding TKE value is given by the formula [20]

$$
\delta = \left(a\varepsilon_1' + b\varepsilon_2'ight)\frac{\sin 2\phi}{a^2 + b^2},
$$

where $\phi$ is the light incidence angle, $a = \varepsilon_2(2\varepsilon_1\cos^2\phi - 1)$, $b = \cos^2\phi(\varepsilon_2^2 - \varepsilon_1^2 + 1) + \varepsilon_1 - 1$, $\varepsilon_1 = n^2 - k^2$, $\varepsilon_2 = 2nk$, $n$ is the refraction coefficient, and $k$ is the absorption coefficient. Using the TKE values determined for two incidence angles and the known values on $n$ and $k$, we can solve the last equation and determine the components of the permittivity tensor.

As might have been expected based on comparison of the MO spectra of composites and the corresponding homogeneous alloys, the components of the permittivity tensor of granular alloys are significantly different from the analogous values for the homogeneous samples. The optical spectra presented in Fig. 4 show an increase in the imaginary part $\varepsilon_2$ of the diagonal component of the permittivity tensor of nanocomposites with increasing $x$, this growth being most pronounced in the near-IR spectral range featuring a large contribution due to the conduction electrons. This behavior is typical of all granular nanocomposites. However, the values of $\varepsilon_2$ for both $(Co_{45}Fe_{45}Zr_{10})_{x}(SiO_2)_{100-x}$ and $(Co_{41}Fe_{39}B_{20})_{x}(SiO_2)_{100-x}$ systems remain significantly smaller as compared to those for the corresponding homogeneous amorphous alloy. In comparison to the case of homogeneous amor- phous alloys, the real part $\varepsilon_1$ of the diagonal component of the permittivity tensor of nanocomposites changes sign and remains smaller by absolute value (in the near-IR range, by a factor of about 5).

Figure 5 shows the dispersion relations of the nondiagonal components $\varepsilon_1'$ and $\varepsilon_2'$ ($\varepsilon' = \varepsilon_1' - i\varepsilon_2'$) of the
permittivity tensor of various nanocomposites. As can be seen, the real part \( \varepsilon'_1 \) for the nanocomposites of both systems increases with decreasing photon energy; for \((\text{Co}_{41}\text{Fe}_{39}\text{B}_{20})\) this value exhibits a maximum at \( E_{\text{tet}} \approx 1.5 \text{ eV} \). In the same spectral region, the imaginary part of the nondiagonal component \( \varepsilon'_2 \) of the permittivity tensor crosses the zero level. As the photon energy is further decreased, the \( \varepsilon'_1 \) value exhibits a monotonic decrease, whereas \( \varepsilon'_2 \) increases. This behavior of the nondiagonal components of the permittivity tensor is typical of all nanocomposites with the metal component concentration \( x < x_{\text{per}} \).

For the samples of \((\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{x}(\text{SiO}_2)_{100-x}\) \( x = 57\% > x_{\text{per}} \), \( E_{\text{tet}} \) sharply changes to 1 eV. Figure 6 presents the concentration dependences of \( \varepsilon_2 \) and \( \varepsilon'_2 \) measured for several selected energies of incident photons. As can be seen from these data, the variation of \( x \) influences the MO properties (\( \varepsilon'_2 \)) much more significantly than the optical properties (\( \varepsilon'_2 \)). The most noticeable feature in the behavior of \( \varepsilon'_2 \) is observed for \( E = 1 \text{ eV} \) at \( x = 44\% \), that is, near the percolation threshold. This behavior is probably related to a sharp change in microstructure of the granular alloy in the vicinity of the percolation transition which is most strongly manifested in the MO spectra in the near-IR spectral region and is expected to reveal the contribution of dimensional effects.

It should be noted that, in contrast to the TKE spectra, the spectra of the nondiagonal component of the permittivity tensor responsible for the MO activity show no increase in comparison to the corresponding homogeneous amorphous alloy. Moreover, the \( \varepsilon'_2 \) value in the “red” spectral region for \( \text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10} \) is more than ten times that for the \((\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{x}(\text{SiO}_2)_{100-x}\) nanocomposite with \( x = 43\% \), which showed the maximum effect in this very energy range.

4. DISCUSSION OF RESULTS

In order to interpret the experimental results, we have modeled the TKE curves within the framework of the Bruggeman approximation [13, 14] and the symmetrized Maxwell–Garnett approximation [15, 16].

According to the Bruggeman theory, the MO spectra can be calculated proceeding from the optical and MO parameters of the alloy components, the volume filling coefficient \( f \) for the magnetic particles, and their shape. The calculation algorithm is as follows [8]. In the linear approximation with respect to magnetization, the effective permittivity tensor of a granular ferromagnetic alloy can be written as

\[
\hat{\varepsilon} = \begin{pmatrix}
\varepsilon^{EMA} & i\varepsilon^{EMA} & 0 \\
-i\varepsilon^{EMA} & \varepsilon^{EMA} & 0 \\
0 & 0 & \varepsilon^{EMA}
\end{pmatrix}.
\]

(3)

Under the assumption of weak fields and ellipsoidal particles, expressions for the diagonal and nondiagonal parts of the permittivity tensor within the framework of the Bruggeman approximation appear as

\[
f \frac{(\varepsilon^1 - \varepsilon^{EMA})/(\varepsilon^{EMA} + (\varepsilon^1 - \varepsilon^{EMA})L_j)}{+ (1 - f)(\varepsilon^0 - \varepsilon^{EMA})/(\varepsilon^{EMA} + (\varepsilon^0 - \varepsilon^{EMA})L_j) = 0,}
\]

(4)

\[
f \frac{(\varepsilon^{EMA} - \varepsilon^{1})/[(\varepsilon^{EMA} + (\varepsilon^1 - \varepsilon^{EMA})L_j]^2 + (1 - f)e^{EMA}/[(\varepsilon^{EMA} + (\varepsilon^0 - \varepsilon^{EMA})L_j]^2 = 0.}
\]

(5)

Here, \( \varepsilon^1 = \varepsilon^1 - i\varepsilon^1 \) and \( \varepsilon^0 = \varepsilon^1 - i\varepsilon^1 \) are the diagonal and nondiagonal parts of the permittivity tensor of the magnetic component, respectively, and \( \varepsilon^0 = \varepsilon^0 - i\varepsilon^0 \) is the permittivity of the nonmagnetic component. Solving these equations, one can readily calculate the TKE using relation (2).

The Bruggeman approximation does not take into account the existence of separate granules in the
medium, which hinders the description of alloys with microstructures possessing complicated topologies.

This disadvantage is eliminated in the Maxwell–Garnett approximation which, as well as its symmetrized variant [12, 17], allows for the presence of separate particles. The symmetrized Maxwell–Garnett approximation, in contrast to the usual one, considers the medium as composed of the particles of two types. One type (A) comprises a component of material 1 inside material 2, whereas another type (B) represents component 2 inside material 1. In our case, material 1 is the metal phase and material 2 is the insulating matrix (SiO$_2$). The probability of encountering particles of each type in the alloy is described by the Sheng model [21],

$$
P_A = \frac{u_1}{(u_1 + u_2)}, \quad P_B = \frac{u_2}{(u_1 + u_2)},$$

where

$$u_1 = (1 - f^{1/3})^3, \quad u_2 = [1 - (1 - f)^{1/3}]^3.$$

The effective tensor of permittivity for such a microstructure is calculated in two stages. In the first step, the effective permittivity tensor is calculated for the particles of each type within the framework of the Maxwell–Garnett approximation. The first step, owing to the special features of this approximation, reflects the presence of separate, clearly defined granules. Then, the effective medium is composed of the particles of types A and B and the MO spectra are calculated using the algorithm based on the Bruggeman theory.

Advantages of the symmetrized Maxwell–Garnett approximation are (i) the possibility of calculating spectra for arbitrary values of the total content of the metal component with allowance for the microstructure and (ii) the accurate description of the percolation transition. These factors are very important for calculations of the properties of systems of the metal–insulator type.

Our attempt to describe the experimental results within the framework of the Bruggeman approximation did not give satisfactory results. The calculated curves did not fit the spectral dependences of TKE obtained for the samples studied (Fig. 7). This is related to the fact that the simple Bruggeman theory considers aggregate rather than granular medium and does not take into account the existence of separate particles in the nanocomposite. In order to allow for the influence of microstructure on the optical and MO properties of samples, we have modeled their behavior within the framework of the symmetrized Maxwell–Garnett approximation. Calculations of the permittivity tensor components of an effective medium in this approximation involve the volume filling coefficient $f$. This value differs from the total content $x$ of the magnetic component because of the difference between the densities of the matrix and

**Fig. 7.** The TKE spectra of a ($\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}\text{(SiO}_2)_{53}$ nanocomposite for $\varphi = 69^\circ$: (•) experiment; (dashed curve) Bruggeman effective medium approximation for $x = 44\%$ and $L = 0.33$; (solid curve) symmetrized Maxwell–Garnett approximation for $x = 44\%$, $L_A = 0.23$, and $L_B = 0.43$.

**Fig. 8.** Comparison of the experimental TKE spectra (black symbols) of a ($\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{x}\text{(SiO}_2)_{100-x}$ sample with the results of modeling using the symmetrized Maxwell–Garnett approximation for various (a) $L_A$ and (b) $L_B$ form factors for $x = 44\%$, $L_B = 0.43$ (a) and $L_A = 0.23$ (b). Black circles correspond to experiment.
the dispersed component. We recalculated $x$ into $f$ using the formulas

$$f = \frac{1}{1 + V_b/V_a},$$

(6)

$$\frac{V_b}{V_a} = 1 - \frac{x}{\beta},$$

(7)

where $\beta = \rho_a P_a/\rho_b P_b$; $\rho_a$, $P_a$, and $\rho_b$, $P_b$ are the density and molecular weight, respectively, of the corresponding component. For alloys of the $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}(\text{SiO}_2)_{53}$ and $(\text{Co}_{41}\text{Fe}_{39}\text{B}_{20})(\text{SiO}_2)_{100-x}$ systems, we have $\beta = 1.12$ and 1.22, respectively.

Selection of the model parameters was first performed for the MO spectra measured at a light incidence angle of 70°, because the MO effects are more sensitive than optical spectra with respect to the form factor of particles [8].

Figures 8–11 present the results of calculations performed within the framework of the Maxwell–Garnett theory and compare the model curves to the experimental TKE curves. As can be seen, variation of the form factors ($L_A$ and $L_B$) for the particles of both types significantly influences the shapes of the model spectra. For example (see Fig. 8a), a change in the form factor $L_A$ only by 0.1 toward any side from the optimum value adequately describing the experimental data leads to a significant deviation of model curves from the measured spectrum in the entire spectral range. Analogous variations of the shape of type B particles (form factor $L_B$) also strongly change the shape of the model MO spectra, especially in the near-IR range (Fig. 8b). Thus, only the $L_A$ and $L_B$ values from a very narrow interval provide for a good (i.e., both qualitative and quantitative) agreement between theory and experiment. Therefore, based on the results of modeling, it is possible to judge on the shape of particles in a given composite. In the aforementioned example, a sample with the composition $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}(\text{SiO}_2)_{53}$ ($x = 47\%$) comprises particles of type A with a form factor of 0.43 (almost spherical, slightly oblate in the field direction) and type B with $L_B = 0.23$ (close to ellipsoids elongated in the field direction).

It should also be noted that, for description of the TKE spectra of samples with a low content of the metal component (superparamagnets) within the Maxwell–Garnett approximation, an additional coefficient $\alpha$ was introduced in calculations of the nondiagonal components of permittivity. This parameter, called the undermagnetization factor, took into account that the samples with a low content of the magnetic phase are far from saturation. Using the results of modeling, it is possible to estimate the degree of undermagnetization during the TKE measurements. For example, in $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}(\text{SiO}_2)_{53}$ samples with $x = 40\%$, the undermagnetization to saturation was 50% (see Fig. 9), while a sample with $x = 34\%$ had $\alpha = 0.25$. 

Fig. 9. Comparison of the experimental TKE spectra of $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}(\text{SiO}_2)_{100-x}$ samples with small $x$ and the results of modeling using the symmetrized Maxwell–Garnett approximation: (dashed line) $x = 35\%$, $L_A = 0.25$, $L_B = 0.43$, $\alpha = 0.25$; (solid line) $x = 42\%$, $L_A = 0.18$, $L_B = 0.25$, $\alpha = 0.5$; (solid line) $x = 40\%$, $\varphi = 75^\circ$.

Fig. 10. Comparison of the experimental (black symbols) optical and TKE spectra of a $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}(\text{SiO}_2)_{53}$ sample with the results of modeling (solid and dashed curves) using symmetrized Maxwell–Garnett approximation for $x = 44\%$, $L_A = 0.23$, and $L_B = 0.43$. 

Figures 8–11 present the results of calculations performed within the framework of the Maxwell–Garnett theory and compare the model curves to the experimental TKE curves. As can be seen, variation of the form factors ($L_A$ and $L_B$) for the particles of both types significantly influences the shapes of the model spectra. For example (see Fig. 8a), a change in the form factor $L_A$ only by 0.1 toward any side from the optimum value adequately describing the experimental data leads to a significant deviation of model curves from the measured spectrum in the entire spectral range. Analogous variations of the shape of type B particles (form factor $L_B$) also strongly change the shape of the model MO spectra, especially in the near-IR range (Fig. 8b). Thus, only the $L_A$ and $L_B$ values from a very narrow interval provide for a good (i.e., both qualitative and quantitative) agreement between theory and experiment. Therefore, based on the results of modeling, it is possible to judge on the shape of particles in a given composite. In the aforementioned example, a sample with the composition $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}(\text{SiO}_2)_{53}$ ($x = 47\%$) comprises particles of type A with a form factor of 0.43 (almost spherical, slightly oblate in the field direction) and type B with $L_B = 0.23$ (close to ellipsoids elongated in the field direction).

It should also be noted that, for description of the TKE spectra of samples with a low content of the metal component (superparamagnets) within the Maxwell–Garnett approximation, an additional coefficient $\alpha$ was introduced in calculations of the nondiagonal components of permittivity. This parameter, called the undermagnetization factor, took into account that the samples with a low content of the magnetic phase are far from saturation. Using the results of modeling, it is possible to estimate the degree of undermagnetization during the TKE measurements. For example, in $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}(\text{SiO}_2)_{53}$ samples with $x = 40\%$, the undermagnetization to saturation was 50% (see Fig. 9), while a sample with $x = 34\%$ had $\alpha = 0.25$. 

Figures 8–11 present the results of calculations performed within the framework of the Maxwell–Garnett theory and compare the model curves to the experimental TKE curves. As can be seen, variation of the form factors ($L_A$ and $L_B$) for the particles of both types significantly influences the shapes of the model spectra. For example (see Fig. 8a), a change in the form factor $L_A$ only by 0.1 toward any side from the optimum value adequately describing the experimental data leads to a significant deviation of model curves from the measured spectrum in the entire spectral range. Analogous variations of the shape of type B particles (form factor $L_B$) also strongly change the shape of the model MO spectra, especially in the near-IR range (Fig. 8b). Thus, only the $L_A$ and $L_B$ values from a very narrow interval provide for a good (i.e., both qualitative and quantitative) agreement between theory and experiment. Therefore, based on the results of modeling, it is possible to judge on the shape of particles in a given composite. In the aforementioned example, a sample with the composition $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}(\text{SiO}_2)_{53}$ ($x = 47\%$) comprises particles of type A with a form factor of 0.43 (almost spherical, slightly oblate in the field direction) and type B with $L_B = 0.23$ (close to ellipsoids elongated in the field direction).

It should also be noted that, for description of the TKE spectra of samples with a low content of the metal component (superparamagnets) within the Maxwell–Garnett approximation, an additional coefficient $\alpha$ was introduced in calculations of the nondiagonal components of permittivity. This parameter, called the undermagnetization factor, took into account that the samples with a low content of the magnetic phase are far from saturation. Using the results of modeling, it is possible to estimate the degree of undermagnetization during the TKE measurements. For example, in $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{47}(\text{SiO}_2)_{53}$ samples with $x = 40\%$, the undermagnetization to saturation was 50% (see Fig. 9), while a sample with $x = 34\%$ had $\alpha = 0.25$. 
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A comparison of the results of modeling for the permittivity tensor and the TKE spectra (Fig. 10) shows that, even for a good quantitative coincidence of the measured TKE spectra with calculated curves, there is only a semiquantitative agreement between theory and experiment for both diagonal and nondiagonal components of the permittivity tensor. This discrepancy is probably related to the more complicated real microstructure of the nanocomposites studied and the presence of a certain distribution of the grains with respect to shape and size.

It should be noted that theoretical modeling for the samples of \((\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{x}(\text{SiO}_{2})_{100-x}\) nanocomposites was performed without taking into account the quasi-classical dimensional effect. However, allowance for this effect (reflecting a change in the mean free time of electron motion in the grains as compared to that in the bulk samples) improves the agreement between theory and experiment [22]. This is illustrated in Fig. 11 showing the model TKE spectra of samples of the \((\text{Co}_{41}\text{Fe}_{39}\text{B}_{20})_{x}(\text{SiO}_{2})_{100-x}\) system. These plots present the results of calculations involving parameters of the quasi-classical dimensional effect such as the ratio of coefficients of the anomalous Hall effect for the surface of granules and a massive sample \(R_s/R_{\text{bulk}}\) and the size of metal inclusions \(r\). Making allowance for the quasi-classical dimensional effect is described in detail elsewhere [22]. As can be seen from Fig. 11, allowance for this effect changes the TKE spectrum even for the samples with a high metal content (i.e., with large granules) from that characteristic of a massive \(\text{Co}_{41}\text{Fe}_{39}\text{B}_{20}\) sample toward the spectra observed for granular nanocomposites of the \((\text{Co}_{41}\text{Fe}_{39}\text{B}_{20})_{x}(\text{SiO}_{2})_{100-x}\) system. Note also that the size of granules used in making allowance for the quasi-classical dimensional effect increases with decreasing insulator content, in good agreement with the structural data.

![Figure 11](image-url). Comparison of the experimental TKE spectra (black circles correspond to experiment) of \((\text{Co}_{41}\text{Fe}_{39}\text{B}_{20})_{x}(\text{SiO}_{2})_{100-x}\) samples with various \(x\) and the results of modeling (solid and dashed curves) using the symmetrized Maxwell–Garnett approximation with allowance for the quasi-classical size effect.
5. CONCLUSIONS

Based on the results of investigations, we may conclude that magnetic nanocomposites of the amorphous metal–insulator type near the percolation threshold exhibit a significant increase in the MO response in the near-IR spectral range. A change in the microstructure and topology of granular alloys influences their MO spectra to a greater extent than the optical characteristics.

The concentration dependences of the nondiagonal components of the permittivity tensor are nonlinear, the most pronounced variations being observed near the percolation threshold. This fact allows the $x_{\text{per}}$ value to be determined by MO methods.

The observed increase in the MO response in the vicinity of the percolation threshold for the photon energies in the region of 1.3 eV for the $(\text{Co}_{41}\text{Fe}_{39}\text{B}_{20})_{x}(\text{SiO}_{2})_{100-x}$ system and 1.0 eV for the $(\text{Co}_{45}\text{Fe}_{45}\text{Zr}_{10})_{x}(\text{SiO}_{2})_{100-x}$ system is caused by a change in the optical and MO parameters related to variations in the topology and microstructure of the nanocomposites, rather than by an increase in the MO activity in the near-IR range.

The results of theoretical modeling of the spectra of TKE and the permittivity tensor components in the effective medium approximation showed that the best agreement between experimental and theoretical curves can be obtained using the symmetrized Maxwell–Garnett approximation, which allows variation of the microstructure in the granular alloys to be traced and the parameters of microstructure to be evaluated. Allowance for the quasi-classical dimensional effect also improves the quality of description of the experimental results.
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Abstract—The behavior of de Haas–van Alphen oscillations in the quasi-2D organic metal (ET)$_8$[Hg$_4$Cl$_{12}$(C$_6$H$_5$Cl)$_2$] was studied in detail. The section of the Fermi surface of this metal is a two-dimensional network of magnetic breakdown orbits. Only two frequencies, which corresponded to allowed closed orbits, $F_A$ and $F_{MB}$, were detected. This is in agreement with the earlier studies of Shubnikov–de Haas oscillations in this metal. The reason for the absence of other allowed frequencies remains unclear. The angular dependences of the amplitudes of $F_A$ and $F_{MB}$ oscillations contain a series of “spin zeros.” An analysis of their positions led us to suggest that many-particle interactions were weakened in (ET)$_8$[Hg$_4$Cl$_{12}$(C$_6$H$_5$Cl)$_2$]. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

The crystalline and band structures of the organic quasi-2D conductor (ET)$_8$[Hg$_4$Cl$_{12}$(C$_6$H$_5$Cl)$_2$] [further, (Cl, Cl)], which has metallic properties in the temperature range 0.5–300 K, have been described in detail in [1, 2]. Band calculations show that the initial Fermi surface in the conducting plane of this metal consists of two intersecting open hole orbits characteristic of low-dimensional electronic systems. The hybridization of molecular orbitals that form the conduction band results in the formation of the final Fermi surface in the form of two closed orbits, electronic ($E$) and hole ($H$) (see Fig. 1), which have different shapes but enclose equal areas of about 13% of the area of the first Brillouin zone [2]. Even the earliest studies of Shubnikov–de Haas oscillations [3, 4] showed the presence of six rather than one, as expected, frequencies. Depending on the angle $\theta$ between the field direction and the normal to the conduction plane, all these frequencies are described by the law $F_i(\theta) = F_i(0)/\cos \theta$ characteristic of cylindrical Fermi surfaces, which are typical of quasi-2D electronic systems. Among the observed oscillations, those with a frequency $F_A(0) = 245$ T obviously predominate. This frequency corresponds to approximately 11% of the first Brillouin zone area. These oscillations were assigned to the motion of carriers in the classical closed orbits $E$ and $H$. An analysis of the temperature and angular dependences of the amplitude of Shubnikov–de Haas oscillations of frequency $F_A$ showed that the hole and electronic orbits were characterized by not only equal areas but also carriers of equal masses. The nature of the other frequencies remained unclear for several years, primarily because of the small oscillation amplitudes and related experimental problems.

Several years ago, high-quality (Cl, Cl) single crystals were synthesized and studied in quasi-pulsed fields of up to 35 T. The results [5, 6] not only included the frequencies reported earlier but even increased the spectrum of Shubnikov–de Haas oscillation frequen-
2. RESULTS AND DISCUSSION

The samples for measurements were high-quality (Cl, Cl) single crystals of weights up to 110 µg. The de Haas–van Alphen oscillations were studied by monitoring changes in the torque moment of a capacitive sensor [10]. A magnetic field of up to 14 T was generated by a superconducting magnet. The temperatures that we used were in the range 0.45–1.3 K.

De Haas–van Alphen oscillations were studied at angles $\theta = (-21^\circ - 80^\circ)$. Their frequencies depended on $\theta$ according to the standard equation $F_\theta = F_{0}/\cos \theta$. At all magnetic field directions, the number of observed frequencies did not exceed three (see Fig. 2), namely, $F_{A}(0) = 242$ T, $F_{A}(2) = 242$ T, and $F_{MB}(0) = 630$ T. The fundamental frequency $F_{A}$ corresponds to charge motions in the classical $E$ and $H$ orbits. Effective mass calculations for the fundamental frequency showed that equal masses, which amounted to $m_A = (1.18 \pm 0.05)m_0$ in the conduction plane ($m_0$ is the mass of the free electron), corresponded to both orbits. The $F_{MB}$ frequency corresponds to the motion of carriers in two closed magnetic breakdown orbits with equal areas $[H + \delta + H$ and $E + \delta + E$ (see Fig. 1)]. The effective masses in these orbits were also equal, $m_{MB} = (2.28 \pm 0.05)m_0$ in the conduction plane. According to the effective mass concept [11], we can expect that the mass related to magnetic breakdown orbits should be twice the $m_A$ mass for the main closed orbits. This mass ratio is satisfied to within measurement errors, $2m_A = 2.36m_0 - 2.28m_0 = m_{MB}$.

The angular dependences of the amplitude of de Haas–van Alphen oscillations are shown in Fig. 3. Figure 3a corresponds to oscillations at frequency $F_{A}$, and Fig. 3b, to oscillations at frequency $F_{MB}$. Both dependences contain minima. Curve $a$ has two minima at 30.1$^\circ$ and 59.5$^\circ$, and curve $b$, three minima at 20.6$^\circ$, 47.4$^\circ$, and 60.7$^\circ$. These minima are called spin zeros and originate from the splitting of Landau levels in a magnetic field [12]. The condition of the existence of such zeros is

$$\cos(\pi pg/2m_0) = 0,$$

where $p$ is the harmonic number and $g$ is the $g$-factor. The presence of two or more sequential spin zeros and the assumption that the effective mass depends on the angle by the $m(\theta) = m(0)/\cos \theta$ law typical of cylindrical Fermi surfaces allow us to unambiguously calculate the splitting factor

$$S = gm(0)/2m_0 = ((2n + 1)\cos \theta_n)/2,$$

where $\theta_n$ is the position of the $n$th spin zero and $n = 0, 1, 2, 3, \ldots$. The splitting factor for oscillations with the $F_{A}$ frequency is $S_A = 1.29 \pm 0.04$; for the $F_{MB}$ frequency, it is $S_{MB} = 2.36 \pm 0.04$. The ratio between the effective masses $m_A/m_{MB} = 0.52$ is approximately equal to the

---

**Fig. 2.** Fast Fourier transform (FFT) of de Haas–van Alphen oscillations in the organic metal (ET)$_3$[Hg$_4$(Cl)$_2$(C$_6$H$_5$Cl)$_2$] (the oscillations are shown in the inset). Temperature $T = 0.45$ K and polar angle $\theta = 32.5^\circ$. 

---

This work presents the results of a detailed study of de Haas–van Alphen oscillations in (Cl, Cl). These results lend support to the versions suggested in [5, 6].
ratio between the splitting factors $S_A/S_{MB} = 0.54$, which leads us to suggest that the splittings of the Landau levels of the closed orbits under consideration are characterized by equal $g$-factors. This is a quite expected result, considering how these orbits are formed [2]. The insignificant difference of the splitting factors from the corresponding reduced masses (1.29 and 1.18 or 2.36 and 2.28) can be indirect evidence in favor of an insignificant contribution of many-particle interactions in $(\text{Cl}, \text{Cl})$, as has been noted earlier for some organic metals [13].

One more point should be mentioned. The effective mass for the $F_A$ frequency, $m_A = 1.18m_0$, determined from de Haas–van Alphen oscillations closely agrees with that obtained in magneto-resistive measurements, $m_A = 1.17m_0$ [6]. At the same time, the effective masses for the magnetic breakdown orbits are noticeably different, $m_{MB} = 2.28m_0$ and $1.95m_0$ for de Haas–van Alphen and Shubnikov–de Haas [6] oscillations, respectively. This difference can be caused by the existence of an interferometer with a frequency equal to $F_{MB}$ but a substantially lower mass in addition to the magnetic breakdown frequency $F_{MB}$ [6]. This interferometer makes no contribution to de Haas–van Alphen oscillations, but its contribution to resistive oscillations can be noticeable and cause effective mass underestimation.

The question of the absence of other frequencies for which closed magnetic breakdown orbits exist in the observed spectrum of de Haas–van Alphen oscillations remains open. Jointly studying magnetoresistance and magnetization oscillations in higher magnetic fields would probably clarify the situation.

3. CONCLUSIONS

Two de Haas–van Alphen oscillation frequencies (not counting harmonics) are only observed for the organic metal $(\text{ET})_8[\text{Hg}_4\text{Cl}_{12}(\text{C}_6\text{H}_5\text{Cl})_2]$, at least, in fields of up to 14 T. One of these corresponds to two classical closed orbits enclosing equal areas, and the other, to two magnetic breakdown orbits also enclosing equal areas. The behavior of the amplitudes of these oscillations and the corresponding effective masses is in reasonable agreement with the suggestion that the Fermi surface of $(\text{ET})_8[\text{Hg}_4\text{Cl}_{12}(\text{C}_6\text{H}_5\text{Cl})_2]$ is formed through the hybridization of the orbitals that form the conduction band. The results of this work are in close agreement with those obtained in studying Shubnikov–de Haas oscillations in pulsed and stationary fields. The reason for the absence of other frequencies related to allowed closed magnetic breakdown orbits is unclear, and the problem requires additional study.
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Abstract—An anomalous angular dependence of the critical current is observed in niobium films. This phenomenon manifests itself in the fact that, under small intensities of the external magnetic field, the critical current attains its maximum in a slightly tilted magnetic field. It is found that the position of the maximum depends on the external magnetic field, as well as on the initial conditions under which the samples were kept. A theoretical model is proposed to explain the results obtained. This model takes into account the effect of diamagnetic properties, pinning of vortices, and the initial conditions on the vortex system in Nb films. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

Niobium occupies a special position in superconductivity because the Ginzburg–Landau parameter in it is close to unity. In a magnetic field, niobium exhibits the characteristic features of both type-I and type-II superconductors. Therefore, structures based on such a superconductor may have unusual properties. For example, an anomalous angular dependence of the critical current in Nb-based layered structures was observed in [1], where the role of effective pinning centers was played by insulating NbO layers. In [2], it was found that the dependence of critical current on the magnitude and the direction of the external magnetic field is varied along with the initial conditions under which these layered structures were kept. In other words, by changing the initial position of a sample, one can vary the angular dependence of the critical current in such structures by rotating them in a magnetic field, and even change the position of the maximum on this dependence. This fact enables one to control the critical parameters of superconductors during the experiment. To understand the nature of the phenomena observed in [1, 2] in greater detail, we carried out precision angular measurements of the critical current in Nb films.

2. METHOD OF MEASUREMENTS

The samples investigated in this work are narrow superconducting strips fabricated from niobium films. The films were produced by a dc magnetron sputtering technique [3]. As the substrates, we used polycrystalline sapphire with a surface polished to a class of at least 12. The temperature of the substrates during the film deposition was about 350°C. Using the photolithography technique, we fabricated narrow strips with bonding pads from these films. Contact wires were bonded to these pads by indium. The critical temperature \( T_c \) of these films was 9.2 K and the thickness \( d \) was 0.6 \( \mu \)m. The width \( w \) of the strips was 10 \( \mu \)m, the length \( L \) was about 100 \( \mu \)m, and the ratio of the room-temperature resistance to the resistance at \( T = 10 \) K was \( R/R_{10} = 2.9 \).

A magnetic field with an intensity of up to 65 kOe was produced by a superconducting solenoid. The critical current \( I_c \) is determined from the current–voltage characteristic as the current at which the voltage drop on a sample reaches 1 \( \mu \)V. The current–voltage characteristics are measured by the four-point probe technique. The detection of the critical current in our experiment was fully automated. This allowed us to determine the voltage drop to an accuracy of 0.1 \( \mu \)V. A sample was rotated with respect to the direction of the external magnetic field by a precision worm-and-worm gear, made of stainless steel, with a ratio of 30. This fact provided an angular resolution of 0.04° for the sample orientation. The rotating gear with a sample was placed in a uniform magnetic field produced by a superconducting solenoid, so that the sample may rotate with respect to the magnetic field. All of the equipment is placed in a helium bath at a temperature of 4.2 K. In our experiments, the current \( I \) transmitted through a sample was always directed perpendicular to the direction of the magnetic field.

3. RESULTS OF MEASUREMENTS

Figure 1 shows an example of the angular dependence of the critical current in niobium films. One can see that the critical current attains its maximum when a sample is tilted to the magnetic field and the magnitude of the shift of the peak position increases as the magnetic-field intensity decreases. In the present case, the
sample was initially situated so that its plane made an angle of $\theta = \theta_0 \sim 30^\circ$ with the direction of the magnetic field. Then, the sample was rotated in the counterclockwise direction, when $\theta$ decreased up to the angle $\theta = -\theta_0 \sim -30^\circ$, i.e., until the sample occupied a position symmetric with respect to the initial position. Then, the sample was rotated in the opposite, clockwise, direction until it reached the original position. In Fig. 1, the curves of $I_c(\theta)$ are plotted for various values of the external magnetic field $H = 1, 1.5, 2, 3,$ and $4$ kOe. The curves marked by closed symbols correspond to the clockwise rotation (in the direction of increasing $\theta$, the positive direction), while the curves marked by light symbols correspond to the rotation in the opposite direction (in the counterclockwise, or negative direction). The solid curves correspond to the approximation of the experimental results by the Lorentz function

$$y = y_0 + \frac{2A}{\pi} \frac{w}{4(x-x_0)^2 + w^2},$$

where $y_0, A, w, x_0$ are fitting parameters. This approximation is used here to determine the exact position of the maximum of the function $I_c(\theta)$. To distinguish between “clockwise” and “counterclockwise” functions, we denote them by $I_c(\theta_{cl})$ and $I_c(\theta_{acl})$, respectively. Introduce the notation $\Delta \theta = \theta_{cl}^m - \theta_{acl}^m$, where $\theta_{cl}^m$ is the angle corresponding to the maximum of $I_c(\theta_{cl})$ and $\theta_{acl}^m$ is the angle corresponding to the maximum of $I_c(\theta_{acl})$. The positions of the clockwise and counterclockwise maxima do not coincide; moreover, these maxima are different for different values of the external magnetic field. However, if a sample is brought into a normal state before each measurement $I_c(\theta_{cl})$ or $I_c(\theta_{acl})$ by increasing the magnetic-field intensity, then these maxima will coincide and will be observed in a parallel external magnetic field. An example of the dependence obtained in this way is shown in Fig. 1 (the curve marked by crosses for an external field of $H = 1$ kOe). The difference between the clockwise and counterclockwise maxima as a function of the external magnetic field, $\Delta \theta(H)$, is shown in Fig. 2. Note that the amplitude of the maximum does not depend on the direction of rotation of a sample, and the maximum is always observed before the sample reaches the parallel orientation with respect to the external magnetic field. The position of the maximum is independent of the direction of the transport current.

We found that the position of the maximum depends on the initial conditions under which a sample was kept before the measurement. The difference between the maxima as a function of $\theta_0$ — the initial deviation of the sample from the parallel position — is shown in Fig. 3. In this experiment, we measure the clockwise and counterclockwise functions $I_c(\theta)$, which are similar to those shown in Fig. 1, except that we now reduce the initial deviation $\theta_0$ from measurement to measurement, thus changing the initial conditions for each subsequent measurement. Here, we should note the specific feature.
Taking into account the aforesaid, we write the following equation for the Gibbs free energy density [4]:

$$G = \frac{1}{8\pi} B(B - 4\pi M) - \frac{1}{4\pi HB},$$  \hspace{1cm} (1)

where $B$ is the magnetic flux density inside the film, $H$ is the intensity of the external magnetic field, and $M$ is magnetization that determines film’s memory of the previous state and the presence of diamagnetic properties exhibited by the structure under investigation. Here, we do not take into account the demagnetization phenomenon because a sample is already magnetized and we do not analyze the process of its magnetization. Moreover, for the parameters $d = 0.6 \mu m$, $w = 10 \mu m$, and $w/d = 16.7$ of the samples, the demagnetization factor is close to zero when a sample is oriented parallel to the magnetic field. In a coordinate system that is rigidly bound to a sample so that the $z$ axis is perpendicular to the plane of the sample and the $y$ axis is parallel to the direction of transport current, we can rewrite Eq. (1) as

$$G = \frac{1}{8\pi} (B_x^2 + B_z^2) - \frac{1}{2} B \cdot M.$$  \hspace{1cm} (2)

Minimizing Eq. (2), we obtain the following equations for the components $B_x$ and $B_z$ of the magnetic flux density:

$$B_x = H \cos \theta + 2\pi M,$$  \hspace{1cm} (3)

$$B_z = H \sin \theta + 2\pi M,$$  \hspace{1cm} (4)

$$B^2 = B_x^2 + B_z^2.$$  \hspace{1cm} (5)

The density of the volume pinning force in niobium films placed in a perpendicular magnetic field is usually given by

$$F_p \sim B(1 - B/Hc_2).$$  \hspace{1cm} (6)

When a transport current flows through the film under investigation, the vortex lines are subject to the Lorentz force

$$F_L = \frac{1}{c} BJ,$$  \hspace{1cm} (7)

where $c$ is the speed of light in vacuum and $J$ is a current through the film. This force tends to depin the vortices from irregularities. The current density at which a vortex is depinned from an irregularity is the critical current density, which corresponds to the transition from a dissipation-free flow of transport current through the sample to a dissipation current. Taking into account that the condition $F_p = F_L$ must hold at the transition point, we can obtain the following expression for the critical...
current density for a film placed in a perpendicular magnetic field:

$$J_c = J_{c0}(1 - B/H_c).$$

When deriving an expression for the critical current in a slightly tilted magnetic field, we assume that the interaction between a vortex and a surface that prevents the former from penetrating into the film, the so-called surface pinning, is much greater than the pinning forces in the plane of the film. Therefore, in this case, the critical current is determined by the Lorentz force in the plane of the film. Using Eqs. (3)–(5) and assuming that $M_z = 0$ when the film is parallel to the magnetic field, we can rewrite Eq. (8) as follows:

$$J_c = J_{c0}(1 - K(|\sin \theta - \sin \Delta \theta|)^{0.5}),$$

where

$$\sin \Delta \theta = \frac{H^2 + 4\pi^2M_z^2}{4\pi M_zH}, \quad K = \frac{\sqrt{4\pi M_zH}}{H_c}.$$

Formula (9) represents the critical current density as a function of the angle $\theta$ for $\theta \rightarrow 0$ under the assumption that $M_z$ is independent of $\theta$.

Formula (9) determines the critical current density that is associated with the pinning in the plane of a film when the interaction between vortices is weak and the concentration of pinning centers is high. One can see that the critical current attains its maximum at $\theta = \Delta \theta$, rather than at $\theta = 0$. In this case, the magnetic field frozen into the film as if neutralizes due to the diamagnetic effect, and the flux lines are directed along the film surface. Thus, in this case, the critical current is mainly determined by the surface pinning—the interaction between vortices and the film surface. This leads to the boundedness of function (9) for $\theta \sim \Delta \theta$. A number of studies have been devoted to the calculation of the surface pinning [7, 8]. However, for our purposes, it is sufficient that this quantity is independent of angle for small deviations of a sample from its parallel orientation in the magnetic field.

The main result obtained in the present paper is the difference between the clockwise and counterclockwise maxima on the angular dependence of the critical current for small external magnetic fields. Therefore, we first consider how this result agrees with the model described above. According to (9), $J_c(\theta)$ attains its maximum at $\theta = \Delta \theta > 0$, i.e., before the structure reaches a parallel position. Let us set $\Delta \theta = \theta_c$ (where $\theta_c$ is the characteristic angular size of a sample, which is determined by the relation $\theta_c = \arctan(D/w)$, $\theta_c = 3.43^\circ$) in Eq. (9) and compare the theoretical function $J_c(\theta)$ with the experimental one. In this case, the parameters $J_{c0}$ and $K$ are determined from the normalization conditions by the experimental dependence. The theoretical dependence is used for the clockwise rotation, while the dependence symmetric to it is used for the counterclockwise rotation. The result obtained is shown in Fig. 4. One can see that the experimental and theoretical curves are in good qualitative agreement. Hence, we can conclude that the positions of the maxima on the experimental dependence $J_c(\theta)$ are indeed determined by the magnetic moment $M_z(H)$ in a sample; the maximal value of this moment is directly related to $\theta_c$, which represents a geometrical characteristic of the sample under investigation. If we associate it only to the existence of frozen vortices in the sample, then $M_z(H)$ should be positive and the peak on the experimental dependence must appear after the sample passes the parallel position. At this angle, the external magnetic field should compensate for the magnetic moment of frozen vortices, and the magnetic field will be parallel to the sample surface. However, $M_z(H) < 0$ in our case because the peak on the experimental angular dependence leads the parallel position. Such behavior of the magnetization can be explained by invoking the diamagnetic properties of niobium. Note that, in the framework of the present approach, one can easily account for the variation in the position of the maximum of $I_c(\theta)$ under the variation of the direction of rotation of a sample because this variation is associated with the variation in the magnitude and the direction of magnetization of a sample.

Let us return to the experimental dependence shown in Fig. 3. As we noted above, the difference $\Delta \phi$ between the clockwise and counterclockwise peaks decreases as the angle $\theta_0$ that specifies the initial position of a sample with respect to the external magnetic field decreases. Our model also takes this result into account. It is obvious that the magnetization $M_z$ is a function not only of the intensity of the external magnetic field but also of the angle $\theta_0 = M_z = M_z(H, \theta_0)$; i.e., it depends on
the initial conditions of the experimental problem. This fact can easily be explained within our model because $M_z$ depends on the magnitude of the frozen magnetic flux. As the sweep amplitude decreases, the magnitude of the flux decreases because a sample approaches a position parallel to the external magnetic field. According to the aforesaid, we can state that the experimental results obtained in this work are in satisfactory agreement with the model proposed.

5. CONCLUSIONS

The anomalous angular dependence of the critical current in niobium films has been observed. This anomaly manifests itself in the fact that, for small intensity of the external magnetic field, the critical current attains its maximum in a slightly tilted magnetic field, and is associated with the complex character of the transition of a vortex system to the unperturbed ground state. In standard measurements of the critical current, the vortex system is in an excited metastable state. Therefore, investigations of the critical current are complicated because theoretical studies deal with the equilibrium properties of the vortex system in superconductors. We can point out the following three basic results of this paper.

1. We have developed a new approach to the study of nonequilibrium properties of the vortex system in superconductors.

2. The anomalous angular dependence of critical current observed in this study should be observed in all superconductors. Here, one should take into account that, in type-II superconductors with a large Ginzburg–Landau parameter, diamagnetic properties are suppressed in strong magnetic fields, and the aforementioned phenomenon should be small.

3. The results obtained show that the conventional method for determining a parallel orientation of a sample in a magnetic field, which is based on finding the maximum of the angular dependence of critical current, may give erroneous results.
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Abstract—The standard Melnikov method for analyzing the onset of chaos in the vicinity of a separatrix is used to explore the possibility of suppressing chaos of dynamical systems of a certain class. Analytical expressions are obtained for external perturbations that eliminate chaotic behavior. These results are supplemented with a numerical analysis of the Duffing–Holmes-oscillator and pendulum equations. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

Intensive theoretical and experimental studies of chaotic dynamical systems revealed their unexpected and remarkable property: they are highly susceptible and extremely sensitive to perturbations. This discovery served as a starting point for finding a means to control the behavior of chaotic systems, i.e., to change from chaotic regimes to required regular oscillatory regimes by means of relatively weak perturbations.

Suppression of unstable or chaotic behavior of dynamical systems is generally achieved via stimulated excitation of stable (usually periodic) oscillations by means of multiplicative or additive perturbations. In other words, an external perturbation is required to change from a chaotic state of a system to a regular regime. The statement of the problem is outwardly simple, but its solution is very difficult to find for particular dynamical systems. Moreover, even though the problem has been analyzed in numerous studies, a systematic and rigorous theory of suppression of chaotic behavior has been developed only for some common families of dynamical systems (see [1, 2] and references therein).

Chaotic behavior can be suppressed by two different methods. In one of these, the state of a system is changed from chaotic to regular by perturbation without feedback. In other words, this method does not make use of the current values of dynamic variables. In the other method, the perturbation is adjusted in accordance with the required values of dynamic variables; i.e., feedback is an integral component of the dynamical system. By convention, the former method is called open-loop suppression (or control) of chaotic dynamics. The latter method is called feedback control of chaotic systems. Both methods can be implemented either parametrically or by direct forcing.

To the best of our knowledge, the first analyses of suppression of chaotic dynamics of certain systems were presented in [3, 4]. However, extensive research along these lines was initiated by [5, 6], where it was shown that relatively weak parametric perturbations can be used to regularize a particular saddle orbit embedded in a chaotic attractor. These and other results stimulated studies of suppression of chaotic dynamics and evoked great interest in controlling unstable systems. A vast number of numerical and experimental studies were focused on the possibility of suppression of chaos and implementation of periodic or other required dynamics in various systems and maps (see [1, 2, 7–10] and references therein).

The standard Melnikov method is an effective tool used in analytical treatments of the problem of chaos suppression [11]. It is based on comparison of the first-order terms in the series expansions of the solution in terms of a perturbation parameter on stable and unstable separatrices. In particular, the Melnikov method was applied to explore the possibility of eliminating the chaotic dynamics of the Duffing–Holmes oscillator [12–16] (see also [17]). It was shown that a small parametric perturbation of the system’s chaotic dynamics suppresses chaos. Furthermore, the Melnikov method was used in [18] to examine the effects of parametric perturbations in a model of the Josephson junction.

In this paper, the Melnikov method [11, 19] is applied to find analytical expressions for parametric perturbations that suppress chaotic and/or unstable behavior of dissipative dynamical systems. The Duffing–Holmes oscillator and pendulum are considered as examples.

2. THE MELNIKOV METHOD

In this section, we briefly describe the Melnikov analytical method for identifying homoclinic or heteroclinic chaos, relying on the original paper [11] (see also [19–21]).
Consider a simple autonomous system with a single hyperbolic point $X_0$ subject to a periodic perturbation:

$$\dot{x} = f_0(x) + \varepsilon f_1(x, t),$$

where $x = (x_1, x_2)$ and $f_1$ is a periodic function with period $T$. Suppose that the unperturbed system (with $\varepsilon = 0$) has a single separatrix $x_0(t)$ (see Fig. 1a):

$$\lim_{t \to \pm \infty} x_0(t) = X_0.$$ 

The separatrix is split by the perturbation; i.e., it has distinct incoming and outgoing branches. Three possibilities arise as a result: the separatrices either do not intersect (in which case one may enclose the other, see Figs. 1b and 1c) or intersect at an infinite number of homoclinic points. Chaotic dynamics are observed only in the latter case (see Fig. 1d).

To find an intersection condition, one must use a perturbation method to calculate the distance $D(t, t_0)$ between the separatrices at an instant $t_0$. If the outgoing separatrix encloses the incoming one, then $D(t, t_0) < 0$. If the incoming separatrix encloses the outgoing one, then $D(t, t_0) > 0$. Only if there exists $t_0$ such that the separatrices intersect does the sign of $D(t, t_0)$ alternate.

In the method substantiated in [11], the distance $D(t, t_0)$ between the branches of a split separatrix is determined by performing integration along unperturbed trajectories. The method is based on comparison of the first-order terms in the series expansions of the solution in terms of the perturbation parameter $\varepsilon$ on stable and unstable separatrices.

To calculate $D(t, t_0)$, it is sufficient to find the solutions on the stable and unstable manifolds, $x^s$ and $x^u$. When $\varepsilon = 1$, these solutions differ by the vector

$$r(t, t_0) = x^s(t, t_0) - x^u(t, t_0) = x^s_1(t, t_0) - x^u_2(t, t_0).$$

The Melnikov distance is the projection of $r$ on the direction normal to the unperturbed separatrix $x_0$ at an instant $t$.

Omitting intermediate calculations, we write out an expression for $D$:

$$D(t, t_0) = -\int_{t_0}^{t} f_0(t) \wedge f_1(t) dt.$$  

This function determines conditions for chaotic behavior of the original system. In the domain where the sign of $D(t, t_0)$ alternates, the separatrices intersect and the system exhibits chaotic dynamics.

3. ELIMINATION OF CHAOTIC DYNAMICS IN THE VICINITY OF A SEPARATRIX

We use the mathematical procedure described above to explore the possibility of suppressing chaotic dynamics for systems with separatrix loops described by Eq. (1).

For this system, the Melnikov function $D(t, t_0)$ can be written as

$$D(t, t_0) = -\int_{t_0}^{t} f_0(t) \wedge f_1(t) dt \equiv I[g(x, t)].$$

Suppose that the sign of $D(t, t_0)$ alternates; i.e., the separatrices intersect (see Fig. 1d). We seek a perturbation $f^*(\omega, t)$ that eliminates the intersection of the separatrices:

$$\dot{x} = f_0(x) + \varepsilon [f_1(x, t) + f^*(\omega, t)],$$

where

$$f^*(\omega, t) = (f^x_1(\omega, t), f^u_2(\omega, t)).$$

We denote by $[s_1, s_2]$ the interval where the sign of $D(t, t_0)$ alternates. Two cases can arise when the system is perturbed by $f^*(\omega, t)$:

$$D^*(t, t_0) > s_2$$

or

$$D^*(t, t_0) < s_1,$$

where $D^*(t, t_0)$ is the Melnikov distance for system (4). Suppose that (5) is satisfied. A similar analysis can be

---

1 We tentatively call $f^*$ a regularizing perturbation.
performed when inequality (6) holds.) Then,
\[ I[g(x, t)] + I[g^*(\omega, x, t)] > s_2, \]
where
\[ I[g^*(\omega, x, t)] = -\int f_0 \wedge f^* dt. \]
By virtue of (7), there exists \( \chi \) such that
\[ I[g(x, t)] + I[g^*(\omega, x, t)] = s_2 + \chi = \text{const}, \]
\[ \chi, s_2 \in \mathbb{R}^+. \]
Hence,
\[ I[g^*(\omega, x, t)] = \text{const} - I[g(x, t)]. \]  \( \text{(8)} \)
On the other hand,
\[ I[g^*(\omega, x, t)] = -\int f_0 \wedge f^* dt. \]  \( \text{(9)} \)
Suppose that the function \( f^*(\omega, t) \) is absolutely integrable over an infinite interval and Fourier transformable. We define \( f^*(\omega, t) \) as
\[ f^*(\omega, t) = \text{Re} \{ \hat{A}(t)e^{-i\omega t} \} \]
with \( \hat{A}(t) = (A(t), A(t)) \). Therefore,
\[-\int f_0 \wedge \{ \hat{A}(t)e^{-i\omega t} \} dt = \text{const} - I[g(x, t)]. \]
The inverse Fourier transform yields
\[ f_0 \wedge \hat{A}(t) = -\int (I[g(x, t)] - \text{const})e^{i\omega t} d\omega. \]
Hence,
\[ A(t) = \frac{1}{f_{01}(x) - f_{02}(x)} \]
\[ \times \int (I[g(x, t)] - \text{const})e^{i\omega t} d\omega. \]
The quantity \( A(t) \) can be interpreted as the amplitude of a regularizing perturbation. Thus, dynamics of systems that can be represented as (1) are regularized by the perturbation
\[ f^*(\omega, t) = \text{Re}\left[ \frac{e^{-i\omega t}}{f_{01}(x) - f_{02}(x)} \int (I[g(x, t)] - \text{const})e^{i\omega t} d\omega \right]. \]
Next, we explore the possibility of suppressing chaotic dynamics for systems governed by equations of the form
\[ \dot{x} = P(x, y), \]
\[ \dot{y} = Q(x, y) + \varepsilon [f(\omega, t) + \alpha F(x, y)], \]  \( \text{(10)} \)
where \( f(\omega, t) \) is a periodic perturbation; \( P(x, y), Q(x, y), \) and \( F(x, y) \) are smooth functions; and \( \alpha \) is a damping parameter.

We consider the most common case when a single hyperbolic point is located at the origin \( (x = y = 0) \) and \( P(x, y) = y \). Let \( x_0(t) \) be the solution on the separatrix. For perturbed system (10), the Melnikov distance can be represented as
\[ D(t, t_0) = -\int y_0(t - t_0) \]
\[ \times [f(\omega, t) + \alpha F(x_0, y_0)] dt \equiv I[g(\omega, \alpha)], \]
where \( y_0(t) = \dot{x}_0(t) \). As in the case of Eq. (1), we assume that the sign of the Melnikov distance for system (10) alternates; i.e., the separatrices intersect. We seek a perturbation \( f^*(\omega, t) \) that eliminates chaotic dynamics:
\[ \dot{x} = y, \]
\[ \dot{y} = Q(x, y) + \varepsilon [f(\omega, t) + \alpha F(x, y) + f^*(\omega, t)]. \]  \( \text{(12)} \)
Since system (10) is parameterized by \( \alpha \), chaos must be suppressed for each particular value of the parameter. Accordingly, we can write \( I[g(\omega)] \) instead of \( I[g(\omega, \alpha)] \).

For system (12),
\[ f_{01} = y, \quad f_{02} = Q(x, y), \quad \hat{A}(t) = (0, A(t)). \]
Therefore,
\[ A(t) = \frac{1}{y_0(t - t_0)} \int (I[g(\omega)] - \text{const})e^{i\omega t} d\omega. \]
Thus, a regularizing perturbation for system (12) can be represented as
\[ f^*(\omega, t) = \text{Re}\left[ \frac{e^{-i\omega t}}{y_0(t - t_0)} \int (I[g(\omega)] - \text{const})e^{i\omega t} d\omega \right]. \]
Now, let us find a regularizing perturbation in the case when the Melnikov function \( D(t, t_0) \) admits an additive shift from its critical value.

Again, we analyze the case when (5) is satisfied. Suppose that \( \alpha_c \) corresponds to the critical value of the Melnikov function,

\[
I_c = I[g(\omega, \alpha|_{\alpha = \alpha_c})].
\]

Then, a subcritical Melnikov distance can be expressed as

\[
I_{out} = I_c - \alpha,
\]

where \( \alpha \in \mathbb{R}^+ \) is a constant. Assuming that the system perturbed by \( f^*(\omega, t) \) exhibits regular behavior, we have

\[
I + I_{out} + I[g^*(\omega)] > s_2,
\]

where

\[
I[g^*(\omega)] = -\int y_0(t - t_0) f^*(\omega, t) dt.
\]

On the other hand, it is obvious that we can take any \( I \) a fortiori greater than \( I_c \):

\[
I = I_c + a > s_2.
\]

Now, equating the left-hand sides of (13) and (14), we obtain \( I[g^*(\omega)] = 2a \). Substituting

\[
f^*(\omega, t) = \text{Re} \{ A(t)e^{i\omega t} \},
\]

into the expression for \( I[g^*(\omega)] \), we find

\[
-\int e^{i\omega t} A(t) y_0(t - t_0) dt = 2a.
\]

The inverse Fourier transform yields

\[
A(t) y_0(t - t_0) = -2a \int_{-\infty}^{\infty} e^{-i\omega t} d\omega.
\]

Hence,

\[
A(t) = -\frac{2a}{y_0(t - t_0)} \int_{-\infty}^{\infty} e^{-i\omega t} d\omega = -\frac{4\pi a \delta(t)}{y_0(t - t_0)}.
\]

Thus, dynamics of systems that admit additive shift from the critical value of the Melnikov function \( D(t, t_0) \) are regularized by the perturbation

\[
f^*(\omega, t) = -\frac{4\pi a \delta(t)}{y_0(t - t_0)} \cos(\omega t),
\]

where \( \delta(t) \) is the Dirac delta function.

In the general case, if \( f_0 = (f_{01}(x), f_{02}(x)) \), then we obviously obtain

\[
f^*(\omega, t) = -\frac{4\pi a \delta(t)}{f_{01}(x) - f_{02}(x)} \cos(\omega t).
\]

4. APPLICATION TO PHYSICAL SYSTEMS

Now, we use the approach presented above to analyze the Duffing–Holmes-oscillator and pendulum equations. Transverse intersections of stable and unstable manifolds of these unperturbed systems give rise to homoclinic or heteroclinic orbits.

4.1. Duffing–Holmes Oscillator

The forced Duffing–Holmes oscillator with a parametrically perturbed cubic term is described by the equation

\[
\ddot{x} - x + \beta [1 + \eta \cos(\Omega t)] x^3 = \varepsilon [\gamma \cos(\omega t) - \alpha \dot{x}],
\]

where \( \eta \) and \( \Omega \) are the amplitude and frequency of the parametric perturbation, respectively, and \( \eta \ll 1 \). We rewrite it as

\[
\ddot{x} = \nu,
\]

\[
\nu = x - \beta x^3 + \varepsilon [\gamma \cos(\omega t) - \beta \eta x^3 \cos(\Omega t) - \alpha \dot{x}],
\]

The corresponding unperturbed Hamiltonian is

\[
H_0 = \frac{\nu^2}{2} - \frac{x^2}{2} + \frac{\beta x^4}{4}.
\]

Setting \( H_0 \), we find that system (17) has a single hyperbolic point \( (x = \nu = 0) \) with a single separatrix. The solution on the separatrix can be represented as [21] (see also [12–15])

\[
x_0(t) = \frac{\sqrt{2}}{\sqrt{\beta}} \cos t,
\]

\[
\nu_0(t) = x_0(t) = -\frac{\sqrt{2}}{\sqrt{\beta}} \sinh t.
\]

Comparing this system with (1), we write

\[
f_{01} = \nu, \quad f_{11} = 0,
\]

\[
f_{02} = x - \beta x^3,
\]

\[
f_{12} = \gamma \cos(\omega t) - \eta \beta x^3 \cos(\Omega t) - \alpha \dot{x}.
\]

Therefore,

\[
f_0 \wedge f_1 = \nu_0 [\gamma \cos(\omega t) - \eta \beta x^3 \cos(\Omega t) - \alpha \dot{x}_0].
\]
The sign of finally obtain \[12–15\]
and (2) becomes
\[
D(t, t_0) = -\int dt [\gamma v_0(t - t_0) \cos(\omega t)]
\tag{20}
\]
\[-\eta \beta^2 v_0^3(t - t_0) v_0(t - t_0) \cos(\Omega t) - \alpha v_0^2(t - t_0)].
\]

Changing to the integration variable \(\tau = t - t_0\), we finally obtain \[12–15\]
\[
D(t, t_0) = \frac{2\sqrt{2}}{\sqrt{\beta}} \frac{\gamma \omega}{\cosh(\pi \omega/2)} \sin(\omega t_0)
- \frac{\pi \eta}{6\beta}(\Omega^4 + 4\Omega^2) \frac{\sin(\Omega t_0)}{\sinh(\pi \Omega/2)} + 4\alpha \frac{\beta}{3}
\tag{21}
\]
The sign of \(D(t, t_0)\) is preserved if
\[
\frac{6\beta \sinh(\pi \Omega/2)}{\pi(\Omega^4 + 4\Omega^2)} = \eta_{\text{min}} < \eta \leq \eta_{\text{max}}
= \frac{1}{p^2} \frac{6\sqrt{2}\beta \gamma \omega}{\pi^2(\Omega^4 + 4\Omega^2)} \sinh(\pi \Omega/2)
\tag{22}
\]
where \(p\) is an integer (see \[12–15\]). Using the left-hand inequality in (22), we determine the critical value of the Melnikov function:
\[
D_c(t, t_0) = \frac{2\sqrt{2}}{\sqrt{\beta}} \frac{\pi \gamma \omega}{\cosh(\pi \omega/2)} \sin(\omega t_0)
+ 4\alpha \frac{\beta}{3} - d \sin(\Omega t_0).
\]
(An analogous calculation can be performed for the right-hand inequality.)

Then, a subcritical value
\[
D_{\text{out}}(t, t_0) < D_c(t, t_0).
\]
can be represented as
\[
D_{\text{out}}(t, t_0) = \frac{2\sqrt{2}}{\sqrt{\beta}} \frac{\pi \gamma \omega}{\cosh(\pi \omega/2)} \sin(\omega t_0)
+ 4\alpha \frac{\beta}{3} - d \sin(\Omega t_0) - a,
\]
where \(a > 0\) is a constant.

Since the perturbation required to regularize the dynamics of system (16) has the form
\[
f^*(\Omega, t) = \text{Re}\{e^{i\Omega t} A(t)\},
\]
the corresponding Melnikov distance
\[
D^*(t, t_0) = -\int_{-\infty}^{+\infty} v_0(t - t_0) f^*(\Omega, t) dt.
\tag{23}
\]
is
\[
D^*(t, t_0) = -\int_{-\infty}^{+\infty} A(t) v_0(t - t_0) e^{i\Omega t} dt.
\tag{24}
\]

To find \(A(t)\), we define
\[
D^*(t, t_0) + D_{\text{out}}(t, t_0) \equiv D'(t, t_0).
\]
Since the perturbation \(f^*(\Omega, t)\) is regularizing by assumption, it holds that
\[
D'(t, t_0) > D_c(t, t_0).
\]
It is obvious that we can take any \(D'(t, t_0)\) a fortiori greater than \(D_c(t, t_0)\):
\[
D'(t, t_0) = \frac{2\sqrt{2}}{\sqrt{\beta}} \frac{\pi \gamma \omega}{\cosh(\pi \omega/2)} \sin(\omega t_0)
+ 4\alpha \frac{\beta}{3} - d \sin(\Omega t_0) + a.
\tag{25}
\]
On the other hand, we can use (23) to write
\[
D'(t, t_0) = -\int_{-\infty}^{+\infty} A(t) v_0(t - t_0) e^{i\Omega t} dt
\]
Equating (24) to (25), we have
\[
\int_{-\infty}^{+\infty} A(t) v_0(t - t_0) e^{i\Omega t} dt = -2a.
\tag{26}
\]
The inverse Fourier transform yields
\[
A(t) = \frac{2a}{v_0(t - t_0)} \int_{-\infty}^{+\infty} e^{-i\Omega t} d\Omega.
\]
Therefore, dynamics of the forced Duffing–Holmes oscillator are regularized by the perturbation
\[
f^*(\Omega, t) = \frac{4\pi a \delta(t)}{v_0(t - t_0)} \cos(\Omega t).
\tag{27}
\]

4.2. Pendulum

The analysis presented above can be extended to the classical nonlinear pendulum, whose separatrices make up a heteroclinic orbit in the absence of damping. A periodically forced, damped pendulum is described by the equation \[22\]
\[
\ddot{x} + \alpha \dot{x} + \sin x = \gamma \cos(\omega t).
\tag{27}
\]
The corresponding unperturbed Hamiltonian is

$$H_0 = \frac{x^2}{2} - \cos x.$$ 

The phase portrait of the pendulum is $2\pi$-periodic in $x$, with hyperbolic points at $(\pm \pi, x)$ and a center at $(0, 0)$. The system has oscillatory, rotatory, and separatrix solutions. We focus here on solutions of the last type:

$$x_0(t) = \pm \frac{\tanh t}{\cosh t},$$

$$\dot{x}_0(t) = \pm \frac{2}{\cosh t}.$$

![Phase portrait of Duffing–Holmes oscillator (31): $\alpha = 0.145$, $\beta = 8$, $\eta = 0.03$, $\gamma = 0.14$, $\Omega = \omega = 1.1$, $a = 2$.](image1)

![Phase portrait of pendulum (32): $\alpha = 0.04$, $\gamma = 1.35$, $\omega = 1.0$, $a = 1.2$.](image2)

The Melnikov distance corresponding to (27) is [22]

$$D(t_0, \omega) = -\alpha \int_{-\infty}^{+\infty} (\dot{x}_0(t))^2 dt + \int_{-\infty}^{+\infty} \gamma \cos(\omega t_0) \int \sin(x_0(t)) \dot{x}_0(t) \cos \omega t dt.$$  

Calculating the integrals, we obtain

$$D(t_0, \omega) = -4\alpha B\left(1, 1\right) \pm \frac{2\pi \gamma}{\cosh(\frac{\pi \omega}{2})} \cos(\omega t_0),$$  

where $B(r, s)$ is Euler’s beta function.
Since this Melnikov function $D(t_0, \omega)$ obviously admits additive shift from its critical values, chaotic behavior of the pendulum is suppressed by the perturbation

$$\hat{f}^*(\omega, t) = \frac{4\pi a \delta(t)}{\dot{x}_0(t-t_0)} \cos(\omega t),$$

where $\dot{x}_0(t)$ is the solution on the unperturbed separatrix.

Physically, the results obtained here mean that dynamics of the Duffing–Holmes oscillator and pendulum are regularized by series of “kicks.”

### 4.3. Numerical Results

In the preceding section, it is shown that chaos in Duffing–Holmes-oscillator and pendulum dynamics can be suppressed by applying perturbations (26) and (30), respectively. In this section, we present the results of a numerical analysis.

We consider Eqs. (16) and (27). In dynamics of the Duffing–Holmes oscillator, the onset of chaos corre-
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sponds to the breakdown of a figure-of-eight separatrix. Figure 2 illustrates the structure of a typical chaotic set obtained in this case. The onset of chaos in pendulum dynamics is associated with the breakdown of a heteroclinic trajectory (see Fig. 3).

Consider the Duffing–Holmes oscillator and pendulum with additional perturbations (26) and (30), respectively. The corresponding equations are

\[
\ddot{x} - x + \beta [1 + \eta \cos(\Omega t)] x^3 = \epsilon \left[ \gamma \cos(\omega t) - \alpha \dot{x} \right. \\
+ 2 \pi \sqrt{2} \beta \frac{\cosh^2(t - t_0)}{\sinh(t - t_0)} a \delta(t) \cos \Omega t, \\
\left. \dot{x} + \alpha \dot{x} + \sin x = \gamma \cos(\omega t) \\
+ 2 \pi \cosh(t - t_0) a \delta(t) \cos(\omega t). \right]
\]

Figures 4 and 5 show numerical solutions to systems (31) and (32), respectively. It is clear that the dynamics of both oscillator and pendulum approach regular regimes represented by periodic orbits.

To analyze systems (31) and (32) in more detail, we invoke the spectral density defined as

\[
S(\omega) = \lim_{T \to \infty} \frac{1}{2\pi T} |X(\omega)|^2,
\]

where \(X(\omega)\) is the Fourier transform of a solution \(x(t)\) to system (16) or (27). The spectral density provides a simple, but reliable characterization of dynamics of a system under study. It can readily be used to find out whether a motion is regular or chaotic.

Figures 6a and 7a show the spectral densities calculated for original systems (16) and (27), respectively; Figs. 6b and 7b, the spectral densities for systems subject to perturbations (26) and (30), respectively. These results demonstrate that chaos is suppressed and dynamics of both systems are regularized.

Taking different parameter values corresponding to chaotic behavior, one can find appropriate regularizing perturbations (see above) and obtain qualitatively similar results, i.e., change from chaotic states to regular oscillations.

Thus, our numerical analysis is consistent with the analytical results obtained in Section 4.

5. CONCLUSIONS

Separatrix splitting is a very convenient method for examining dynamical systems, because it can be used to obtain nonintegrability conditions for many applied problems in analytical form [23]. Currently, the problem of chaos suppression considered in this study is mainly solved by numerical methods (e.g., see [1–10]). However, asymptotic behavior of trajectories can be examined analytically. As a result, the distance between the separatrices split by a perturbation can be found in general form by applying a perturbation method in the vicinity of a homoclinic trajectory.

In this study, separatrix splitting is applied to explore the possibility of chaos suppression in dissipative systems. Analytical expressions are obtained for regularizing perturbations. These results are sufficiently general to be applied to various dynamical systems that admit separatrix splitting.
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1. INTRODUCTION

The study of evolution of quantum systems subjected to the action of a nonstationary external perturbing field is undoubtedly interesting from the standpoint of distribution of finite probabilities and, as a consequence, the choice of possible quantum states for the system. In article [1] (see also [2]), such an evolution was studied in detail using the simple example of a two-level system interacting with classical white noise. The probabilities of transition of a particle from one well to another were calculated using a double functional integral along the trajectories, which was expanded into a power series in a small parameter. However, some features of the evolution of the quantum system in [1] remained unclear; we would like to analyze here these questions more rigorously.

It should be recalled that Lesovik et al. [1] considered the dynamics of a particle in a two-well potential (symmetric wells). The Hamiltonian of the particle has the form

\[ H(t) = -\frac{\hbar}{2} \Delta \sigma_x + \frac{q_0 \Phi(t)}{2} \sigma_z, \]  

(1)

where \( \sigma_x, \sigma_y, \) and \( \sigma_z \) are the Pauli matrices, \( \Delta \) and \( q_0 \) are certain constants, and \( \Phi(t) \) is classical white noise. The correlators connecting the initial and final states of the particle were calculated by integrating along trajectories. However, it was not rigorously proved that second moments must play the major role in this problem. In addition, higher order moments must also be taken into account in some cases. Finally, we cannot agree with the opinion formulated in [1, 2] that the ultimate inequality of the “weights” of two states emerging as a result of a random action of the thermostat is associated with the solution of the fundamental Schrödinger’s Cat problem, i.e., with the choice of one of quantum states upon a transition from the microworld to the macroworld.

To solve these problems, we develop here a new method for analyzing evolutionary quantum problems based on the mathematical apparatus of quaternions. Using this method, a more rigorous and compact representation of the evolution of the state of a two-level system subjected to white noise can be obtained. We will not confine our analysis to a Hamiltonian of type (1) and consider the evolution of the system with more general Hamiltonians in Section 9.

2. FORMULATION OF THE PROBLEM

Let us consider a quantum system with two basic states, which is described by Hamiltonian (1). Constant \( \Delta \) is reciprocal to the lifetime of the system in the given state and characterizes the stability of this state, while parameter \( q_0 \) has the dimension of length and defines the width of the potential barrier. The result of evolution on a time interval can be written in matrix form as

\[ \psi(T) = D \psi(0), \]

(2)

where

\[ D = \exp(-\frac{\hbar}{2} \Delta \sigma_x + \frac{q_0 \Phi(t)}{2} \sigma_z). \]
where

\[ D = D_2 D_{n-1} \ldots D_1, \]

\[ D_m = \exp \left[ \frac{iH(mT)\sigma}{n\hbar} \right], \quad (3) \]

in the limit \( n \rightarrow \infty. \)

It is well known \([3]\) that complex unitary \( 2 \times 2 \) matrices are closely related to operations of rigid body rotation. As an intermediate link, it is convenient to use the apparatus of quaternions. Multiplication of quaternions

\[ X = d + ai + bj + ck \text{ or } (a, b, c, d), \quad (4) \]

where \( a, b, c, \) and \( d \) are real-valued parameters, is equivalent \([4]\) to the multiplication of complex matrices

\[ D_x = \begin{pmatrix} d + ic & -(b - ia) \\ b + ia & d - ic \end{pmatrix}, \quad (5) \]

which are unitary under the normalization condition

\[ a^2 + b^2 + c^2 + d^2 = 1. \quad (6) \]

In the given case, to the required accuracy, we have

\[ D_m = 1 - iT \frac{n}{\hbar} \frac{q_0 \phi(mT)}{2 n} \sigma_x + \frac{\sigma_y}{2} + \frac{\sigma_z}{2} \]

\[ - \frac{q_0^2 T}{8n^2\hbar^2} \left[ \frac{\phi(mT)}{n} \right]^2 + \ldots \]

and the corresponding quaternion is given by

\[ X_m = 1 + \frac{T}{\hbar} \left[ \frac{h\Delta}{2} + \frac{q_0}{2} \left( \frac{mT}{n} \right) k \right] \]

\[ - \frac{q_0^2 T^2}{8n^2\hbar^2} \left[ \frac{\phi(mT)}{n} \right]^2 + \ldots. \quad (7) \]

3. DIFFUSION EQUATION

In accordance with the general principles of using quaternions in the problem of rigid body rotation \([5, 6]\), the previous expression describes a deterministic rotation through angle \( T\Delta/n \) about the \( x \) axis during time \( T/n \) and a random rotation through angle

\[ \frac{q_0 T}{\hbar} \phi \left( \frac{mT}{n} \right) \]

about the \( z \) axis. We fix an arbitrary initial position of a test point on a unit sphere. In accordance with the general rules of the diffusion theory \([7]\), the density \( f \) of subsequent images of this point at instants \( t > 0 \) obeys the differential equation

\[ \frac{\partial f}{\partial t} = -\Delta \dot{A}_x f + \Gamma^2 \frac{A_y^2}{2} f, \quad (8) \]

where the notation

\[ \Gamma^2 = \frac{q_0^2}{\hbar^2} \left( \frac{\phi^2}{n} \right) \]

is used; the angle brackets indicate dispersion per unit time and \( \dot{A}_x, \dot{A}_y, \) and \( \dot{A}_z \) are the operators of rotation about the \( x, y, \) and \( z \) axes. Equation \( (8) \) has the obvious steady-state solution \( f = \text{const} \) (const = \( 1/(4\pi) \) for the conventional normalization of probabilities). The remaining particular solutions attenuate with time.

4. SERIES EXPANSION OF FUNCTION \( f \)

It can easily be seen that a spherical function of any order \( l \) preserves its order after substitution into Eq. \( (8) \). Consequently, having fixed \( l \), we can use the ordinary expansion

\[ f = \sum_{k=-l}^{l} \alpha_k(t) Y^k_l. \quad (9) \]

Normalization of (complex) spherical functions is immaterial in principle; we choose normalization to simplify equations for quantities \( \alpha_k \). Separating time and introducing decrement \( \lambda \), we obtain

\[ (\lambda - k^2 \Gamma) \alpha_k + \frac{\Delta}{2} (k(k-1)\alpha_{k+1} - (k + 1)\alpha_{k-1}) = 0, \quad (10) \]

\[ -l \leq k \leq l. \]

If we replace all quantities \( \alpha_k \) by \((-1)^k \alpha_k \), the latter will obviously satisfy the same system \((10)\) with the same \( \lambda \). It follows hence that all solutions can be divided into even solutions with

\[ \alpha_{-k} = (-1)^k \alpha_k \quad (11) \]

and odd solutions with

\[ \alpha_{-k} = (-1)^{k+1} \alpha_k, \quad \alpha_0 = 0. \quad (11a) \]

5. LOWER BOUNDARY FOR \( \lambda \)

We will now try to determine the lower boundary for \( \lambda \) (for all \( \lambda \geq 1 \) and nontrivial \( \alpha_0, \alpha_1, \ldots, \alpha_l \)). To do this, we must prove that

\[ \text{Re} \lambda \geq \frac{\Gamma}{2} - \sqrt{\frac{\Gamma^2}{4} - \Delta^2}, \quad \Delta \leq \frac{\Gamma}{2}, \quad (12) \]

\[ \text{Re} \lambda \geq \frac{\Gamma}{2}, \quad \Delta \geq \frac{\Gamma}{2}. \]
We begin with a simpler case of an odd solution. Multiplying each equation of system (10) with \( k = 1, 2, \ldots, l \) by the quantity

\[
\xi_k = \frac{\alpha_k^2}{(l+k)!(l-k)!},
\]

summing the results, and shifting the index of summation in the last sum, we obtain

\[
\sum_{k=1}^l (\lambda - k^2 \Gamma)^2 |\alpha_k|^2 + \sum_{k=1}^{l-1} \frac{\alpha_{k+1}^* \alpha_k^2}{(l-k-1)!(l+k)!} - \frac{\Delta}{2} \sum_{k=1}^{l-1} \frac{\alpha_k^2 \alpha_{k+1}^*}{(l-k-1)!(l+k)!} = 0.
\]

Summing relation (14) with its complex conjugate, we find that

\[
\sum_{k=1}^l \frac{(\text{Re}\lambda - k^2 \Gamma)|\alpha_k|^2}{(l+k)!(l-k)!} = 0.
\]

Obviously, at least one of the coefficients in the numerator must be positive or zero. In the given case, this is equivalent to the requirement \( \text{Re}\lambda \geq \Gamma \), which is even more stringent than inequality (12).

Let us now consider the even case. Multiplying all equations in (10) by \((-1)^k \xi_k\), summing the results, and shifting the index in the last sum, we obtain

\[
\sum_{k=1}^l (-1)^k \frac{(\lambda - k^2 \Gamma)^2 |\alpha_k|^2}{(l+k)!(l-k)!} + \sum_{k=1}^{l-1} \frac{\alpha_{k+1}^* \alpha_k^2}{(l-k-1)!(l+k)!} - \frac{\Delta}{2} \sum_{k=1}^{l-1} \frac{\alpha_k^2 \alpha_{k+1}^*}{(l-k-1)!(l+k)!} = 0.
\]

Subtracting from this relation its complex conjugate, we obtain

\[
\text{Im}\lambda \sum_{k=1}^l (-1)^k \frac{|\alpha_k|^2}{(l+k)!(l-k)!} = 0.
\]

Now, we must distinguish between two cases.

(a) \( \text{Im}\lambda \neq 0 \). In this case, the sum over \( k \) in relation (16) vanishes. Multiplying all equations in (10) by \( \xi_k \) and summing the results, we obtain a relation similar to (14), but with the lower limit \( k = -l \) for all sums. Summing this relation with its complex conjugate, we obtain

\[
\sum_{k=-l}^l (\text{Re}\lambda - k^2 \Gamma)^2 |\alpha_k|^2 = 0.
\]

We subtract Eq. (16) from (17), where \( \text{Im}\lambda \) is replaced by \( \text{Re}\lambda \). Taking into account the parity property (11), we obtain

\[
-\sum_{k=1}^l \frac{k^2 \Gamma |\alpha_k|^2}{(l+k)!(l-k)!} + \sum_{k=v}^o \frac{(2\text{Re}\lambda - k^2 \Gamma)|\alpha_k|^2}{(l+k)!(l-k)!} = 0,
\]

where symbols \( o \) and \( v \) indicate summation over all even and odd positive \( k \leq l \), respectively (the term with \( k = 0 \) is omitted). Obviously, at least one of the coefficients of the second sum in Eq. (18) must be positive or zero, which is equivalent to the inequality

\[
\text{Re}\lambda \geq \frac{\Gamma}{2}.
\]

(b) \( \text{Im}\lambda = 0 \). Assuming that \( l \geq 2 \), we again multiply Eqs. (10) by \( \xi_k \) (but now for \( k \geq 2 \)) and sum the results. After summing with the complex conjugate equality, we obtain

\[
\sum_{k=2}^l \frac{(\lambda - k^2 \Gamma)|\alpha_k|^2}{(l+k)!(l-k)!} - \frac{\Delta}{4} \frac{\Delta^2}{(l+1)!(l-2)!} = 0.
\]

We write separately Eqs. (10) with \( k = 1 \) and \( k = 0 \), taking into account the symmetry condition:

\[
(\lambda - \Gamma)\alpha_1 + \frac{\Delta}{2} [(l-1)\alpha_2 - (l-1)\alpha_0] = 0, \quad \lambda \alpha_0 + l\Delta \alpha_1 = 0.
\]

This leads to the equation

\[
\frac{\alpha_1}{\alpha_2} = -\frac{\Delta}{2} \frac{(l-1)\lambda}{\lambda^2 - \Gamma \lambda + \frac{l(l+1)\Delta^2}{2}}.
\]

If the denominator of this equation has real roots and the value of \( \lambda \) is greater than or equal to the smallest of these roots, we have

\[
\Gamma^2 \geq 2l(l+1)\Delta^2 > 4\Delta^2, \quad \lambda > \Gamma - \sqrt{\frac{l^2}{4} - \frac{l(l+1)\Delta^2}{2}}\]

and inequality (12) holds. In other cases, the denominator in relation (21) is positive. Substituting relation (21)
into (20), we obtain

$$\left\{ \begin{array}{l}
\lambda - 4\Gamma + \frac{\Delta^2(l-1)(l+2)\lambda}{4[l^2 - \Gamma \lambda + \frac{l(l+1)\Delta^2}{2}]} \\
\times \frac{[\alpha_2]^2}{(l+2)!(l-2)!} + \sum_{k=3}^{l} \frac{(\lambda - k^2\Gamma)|\alpha_k|^2}{(l+k)!(l-k)!} = 0.
\end{array} \right. \tag{22}$$

In this case also, at least one of the coefficients in Eq. (22) must be positive (or equal to zero). If this is valid for one of the coefficients of the sum with \(k \geq 3\), we have \(\lambda \geq 9\Gamma\), which is even more stringent condition than (19). It remains for us to consider the behavior of the coefficient in the braces. It increases for

$$\lambda < \Delta \sqrt{\frac{(l+1)}{2}}. \tag{23}$$

Henceforth, we assume that inequality (23) is valid since, otherwise, \(\lambda > \Delta\), and this estimate is more stringent that (12). Substituting the real-valued \(\lambda\) from inequality (12), where the sign “\(\geq\)” is replaced by the equality sign, we see that the coefficient in the braces is negative. Consequently, the actual value of \(\lambda\) must be higher.

In the simplest case when \(l = 1\), system (10) has the form

$$(\lambda - \Gamma)\alpha_1 - \Delta\alpha_0 = 0, \quad \lambda\alpha_0 + \Delta\alpha_1 = 0.$$ 

Equating the determinant to zero, we obtain

$$\lambda_{1.2} = \frac{\Gamma}{2} \pm \frac{1}{\sqrt{4 - \Delta^2}}. \tag{24}$$

Solution (24) has already been obtained in a different way in [1] and satisfies inequality (12) as exact equality for one or both (for \(\Delta \geq 2\Gamma\)) roots (24). Thus, inequality (12) holds in all cases.

6. ROTATION OF THE 4-SPACE

From the behavior of a test point, we pass to rotation of the space as a whole, which is described by the product of random quaternions:

$$X = X_nX_{n-1}...X_1. \tag{25}$$

In accordance with the general rules [5, 6], the transformation of the radius vector of the test point, which is formally treated as a purely vectorial quaternion \(R = xi + yj + zk\), is described by the quaternion multiplication,

$$R' = XRX^{-1}. \tag{26}$$

Here, quaternion \(R'\) (which is obtained in a purely vectorial form) corresponds to a changed position of the test point on the sphere. Quaternion \(X\) normalized by condition (6) depends on three parameters, while vector \(R'\), which is also normalized to unity, depends only on two parameters. Consequently, \(X\) is not defined unambiguously from \(R\) and \(R'\); there remains one more degree of freedom, which is manifested, as can easily be seen, in the possibility of replacing \(X\) by \(X(\cos\sigma + R\sin\sigma)\) for a fixed \(R\). In addition, it is possible to carry out the discrete substitution \(X \rightarrow -X\) in relation (26). To within these transformations, the inverse determination of \(X\) from \(R'\) or, in expanded form (e.g., for \(R = k\)), the solution of the equations

$$2(ac + bd) = x', \quad 2(bc - ad) = y', \quad d^2 + c^2 - a^2 - b^2 = r'$$

with allowance for relation (6) can be carried out unambiguously. Thus, the relation between the behavior of a random point on the sphere and product (25) of random quaternions is clarified. In both cases, we are dealing with a Markov chain with values on a sphere in a 3D or 4D space, respectively. The density \(f\) of distribution in the former case is connected with the density in the latter case via the integral relation

$$f = \langle p \rangle_R, \tag{27}$$

where the angle brackets indicate averaging over the rotational angle \(\sigma\) introduced above and over the inversion of the quaternion (from symmetry considerations, we conclude that the weights are equal). In the particular case, when \(R = k\), the rotation in expanded form is expressed via the relations

$$a, b, c, d \rightarrow (a\cos\psi - d\sin\psi, b\cos\psi + c\sin\psi, c\cos\psi - b\sin\psi, d\cos\psi + a\sin\psi), \quad 0 \leq \psi \leq 2\pi.$$ 

In the general case, we are dealing with rotation in a 4D space about a movable “axis,” which, however, has the form of a 2D manifold constructed on quaternions 1 and \(R\).

Let us prove the following lemma.

**Lemma.** An arbitrary function defined in the form of an even-degree polynomial of \(a, b, c,\) and \(d\) on a 4D sphere can be represented in the form of the sum of a finite number of polynomial functions of the same or lower degrees, which are a priori symmetric relative to
the above averaging carried out over in generally different axes.

The lemma will be proved by induction. For a zero-degree polynomial, the statement is obvious.

The expression
\[(d^2 + c^2)^m, \quad m = 1, 2, \ldots \quad (28)\]

has a symmetric structure. Quaternion \(k\) playing the role of an axis can be replaced by \(a + \beta j + \gamma k = 1\), where \(a, \beta, \gamma\) and \(\alpha\) are connected only via the condition \(a^2 + \beta^2 + \gamma^2 = 1\). The relation
\[F = [d^2 + (\alpha a + \beta b + \gamma c)^2]^m\]
is symmetric relative to this new axis.

By virtue of condition (6), we have
\[d^2 = 1 - a^2 - b^2 - c^2; \quad (29)\]

consequently, to within the terms of a degree smaller than \(2m\), the expression for \(F\) coincides with
\[N = [(\alpha a + \beta b + \gamma c)^2 - a^2 - b^2 - c^2]^m. \quad (30)\]

We assume that polynomials of a degree lower than or equal to \(2m - 2\) are already represented in the required form; for this reason, we can consider \(N\) instead of \(F\). First, we take the point \(a = \beta = 0, \ \gamma = 1\), at which
\[N = (-a^2 - b^2)^m.\]

We define polar angle \(\theta\) and azimuth \(\psi\) on the sphere \(a^2 + \beta^2 + \gamma^2 = 1\) and spherical coordinates \(\theta, \psi, \ \text{and} \ \rho \ \text{in the} \ \text{abc space. To expand the function}
\[(-a^2 - b^2)^m = (-\sin^2 \theta)^m = (\rho^2 - 1)^m\]
in the Legendre polynomials in \(t = \cos \theta\), we use the identity
\[\int_{-1}^{1} (1 - x^2)^m P_{2n}(x)dx = 2(-1)^n \frac{(2n - 1)!![(2m)!!]^2}{(2n)!!(2n + 2m + 1)!!(2m - 2n)!!}, \quad m \geq n.\]

Consequently, in the special case of \(\gamma = 1\), we have
\[N = \sum_{n=0}^{m} (-1)^{m-n} h_{nm} \rho^{2m} P_n(\cos \theta_1) P_n(\cos \theta), \]
where
\[h_{nm} = \frac{(2n + 1)!![(2m)!!]^2}{(2n)!!(2n + 2m + 1)!!(2m - 2n)!!}, \quad m \geq n, \quad h_{nm} = 0, \quad m < n.\]

In the general case, we obtain
\[N = \sum_{n=0}^{m} (-1)^{m-n} h_{nm} \rho^{2m} P_{2n}(\cos \xi)\]
\[= \sum_{n=0}^{m} (-1)^{m-n} h_{nm} \rho^{2m} \left\{ P_{2n}(\cos \theta) P_{2n}(\cos \theta_1) + 2 \sum_{k=0}^{2n} \frac{(2n-k)!}{(2n+k)!} \rho^{2(k)}(\cos \theta) \times P_{2n}^{(k)}(\cos \theta_1) \cos [k(\psi - \psi_1)] \right\}, \quad (31)\]

where \(\xi\) is the angle between the vectors with components \((a, b, c)\) and \((\alpha, \beta, \gamma)\). The validity of relation (31) is associated with the obvious invariance of \(\xi\) relative to joint rotations of spaces \(abc\) and \(abc\).

Spherical functions are mutually independent in view of their orthogonality. For each specific \(m\), we are dealing only with a finite system of such functions; their independence must be manifested even on a finite set of points \((\alpha, \beta, \gamma)\) on a sphere. Taking an appropriate linear combination from corresponding functions \(N\), we can always separate in this way the term with a single spherical function of \(\lambda_1, 2, \ldots, m\), in relation (31). If we eliminate nonzero numerical factors, the coefficient of this term can be represented as
\[\rho^{2(m-n)} \times \left[ \rho^{2n} P_{2n}^{(k)}(\cos \theta) \frac{\cos (k\psi), \quad 0 \leq k \leq 2n}{\sin (k\psi), \quad 1 \leq k \leq 2n} \right], \quad (32)\]

where the brackets contain various harmonic polynomials of degree \(n = 0, 1, 2, \ldots, m\). It can easily be seen that these polynomials form a complete system in the class of all homogeneous polynomials of \(a, b, c\) of degree \(2n\); for all these polynomials, we can obtain the required representation using a superposition of averaged functions.

Analogously to relation (28), the expression
\[(d^2 + c^2)^m \quad (ad + bc) \quad (33)\]
is symmetric. Instead of \(a, b, \) and \(c\), we can substitute into this relation the new orthogonal components \(\beta a - \alpha b, -\alpha a + \beta b)\gamma + (\alpha^2 + \beta^2)c, \alpha a + \beta b + \gamma c\). If we substitute \(a, b, \) and \(c\) for \(d^2\), expression (33) will contain, in addition to terms of the type that has already been investigated, the term
\[N_1 = dN(\beta a - \alpha b).\]
On the sphere $a^2 + b^2 + c^2 = 1$, we have
\[ \cos \xi = \alpha a + \beta b + \gamma c \]
and the application of the rotation operator in the $abc$ space gives
\[ \frac{\partial}{\partial \psi} P_{2n}(\cos \xi) = (a \frac{\partial}{\partial b} - b \frac{\partial}{\partial a}) P_{2n}(\alpha a + \beta b + \gamma c) = (\alpha \beta - b \alpha) P'_{2n}(\cos \xi). \]
Using the familiar identity
\[ P_N(t) = \frac{P_{N+1}(t) - P_{N-1}(t)}{2N + 1}, \quad N \geq 1, \]
we obtain the following expression for any $a$, $b$, and $c$:
\[ (\alpha \beta - b \alpha) P'_{2n}(\cos \xi) = \frac{\partial}{\partial \psi} \left[ P_{2n+1}(\cos \xi) - P_{2n-1}(\cos \xi) \right]. \]
After simple combination of terms, taking into account expression (31), we obtain
\[ N_1 = 2d \sum_{n=0}^{m} (-1)^{m-n} \left( \frac{h_{nm}}{4n+1} + \frac{h_{n+1,m}}{4n+5} \right) \frac{2n+1}{2n+1} \frac{(2n+1-k)!}{(2n+1+k)!} \times P_{2n+1}^{(k)}(\cos \theta) P_{2n+1}^{(k)}(\cos \theta) \sin[k(\psi_1 - \psi)]. \]
Arguing in the same way as in the previous case, we must only stipulate that expression (34) does not contain harmonic polynomials with $k = 0$. However, this does not affect the final result since the “band” harmonic polynomial ($k = 0$) can be obtained from any other polynomial appearing in expression (34) by averaging over $2n$ orientations for rotation about any axis along which this selected polynomial does not vanish. Thus, the polynomials of degree $2(m + 1)$, which contain one factor $d$, also possess the required property. Since higher powers of $d (d \geq 2)$ can be eliminated, the lemma is completely proved.

7. REPRESENTATION OF ROTATIONS BY MULTIPLICATION OF QUATERNIONS

We can now easily establish the relation between the superposition of rotations of a fixed “tag” and the quaternion multiplication that carried more information. After addition of new random cofactors $X_{a'}$, product (25) again behaves as a Markov chain. The degree of the polynomial describing the density of distribution over sphere (6) is also preserved. The entire process can be described using the polynomial eigenfunctions $p_i(a, b, c, d)$ with corresponding decrements $\lambda_i$. In accordance with the lemma, for an even-degree polynomial $p$, an expansion of the type
\[ p(a, b, c, d) = \sum_{i=1}^{N} q_i(a, b, c, d) \]
must exist, where polynomial $q_i$ is symmetric relative to rotation about the $R_i$ axis. If we denote by $d\omega$ an element of a sphere in the 4D space, we can write
\[ \int |p(a, b, c, d)|^2 d\omega = \sum_{i=1}^{N} \int p(a, b, c, d) q_i^*(a, b, c, d) d\omega \]
(35)
The left-hand side of this expression is positive; consequently, at least one of the functions $\langle p(a, b, c, d) \rangle_{R_i}$ on the right-hand side is not identically equal to zero. Earlier, we demonstrated the relation (which is linear for densities) between the rotation of a sphere with a tagged point $R_i$ and a superposition of quaternions. Consequently, for densities of even powers of $a, b, c, d, 0$ and $d$, the values of decrement $\lambda$ are chosen in the same way as for rotations with a tagged point.

A different situation is observed for polynomials of odd powers of $a, b, c, d, 0$ and $d$, which may correspond to a wider set of decrements. If, however, we return to the initial appearance of quaternions in (5), it can be seen that simultaneous sign reversals in $a, b, c, d$, and lead only to the substitution of $-\psi$ for $\psi$. This cannot have any statistical consequences and, hence, the difference between $(a, b, c, d)$ and $(-a, -b, -c, -d)$ is not informative in the given formulation of the problem.

8. QUANTUM PROBABILITIES

We can easily find the final distribution of the squared modulus for any of two components of the wave function. Since the result cannot depend on the initial distribution, we assume that at least $\psi_1(0) = 1$ and $\psi_2(0) = 0$ for $t = 0$; in this case, from relation (5) we obtain
\[ \psi_1(T) = d + ic, \quad |\psi_1(T)|^2 = c^2 + d^2. \]
As $T \to \infty$, the distribution on sphere (6) tends to a uniform distribution in view of symmetry. Taking the parametrization in the form
\[ a = \cos \theta \cos \psi, \quad b = \cos \theta \sin \psi, \quad c = \sin \theta \cos \epsilon, \quad d = \sin \theta \sin \epsilon, \quad d\omega = \sin \theta \cos \phi d\phi d\epsilon, \]
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we obtain for the inequality

\[ Q < c^2 + d^2 < Q + dQ, \quad 0 < Q < 1, \]

or

\[ \sqrt{Q} < \sin \eta < \sqrt{Q} + \frac{dQ}{2\sqrt{Q}} \]

a probability proportional to \( dQ \); in other words, for \(|\psi_1|^2\) as well as, naturally, for \(|\psi_2|^2\), we obtain a uniform distribution in the limit. This result was also noted in [1].

9. A MORE GENERAL FORMULATION OF THE PROBLEM

Our method permits a generalization of the problem when the form of the Hamiltonian (see expression (1)) is not specified; we only assume that random parameters appearing in this Hamiltonian are independent of one another on sequential intervals of time.

The relation with quaternions and with rotation of the sphere remains the same. It is sufficient to consider again the density \( f(\hat{\theta}, \hat{\psi}) \) on a sphere in a 3D space in polar coordinates as a superposition of spherical functions of a fixed principal index \( l \geq 1 \); i.e.,

\[ f = \sum_{k} c_k \exp(ik\pi P_l^{(\text{H})})(\cos \hat{\theta}). \]  

(36)

Here, \( k_1 \) and \( k_2 \) stand for the largest and smallest values of index \( k \) for those from which \( c_k \neq 0 \). (Normalization of \( Y_l^{(k)} \) in this case differs from that in relation (9), but this is immaterial.)

We consider functions (36) as eigenfunctions. As in particular example (1), the corresponding values of \( \text{Re}\lambda \) are generally positive. It will be proved below that exceptions (i.e., the existence of undamped solutions (36)) with \( \lambda = 0 \) or purely imaginary \( \lambda \) are observed only for models from the following two categories.

(a) Rotations of a sphere are reduced to rotations about the same (not random) axis, these rotations being probably combined with its inversion.

(b) Admissible rotations transform a definite regular polyhedron into itself.

To prove these statements, we again denote the tagged point on the sphere by \( R \) and possible rotations on each step by \( L_1, L_2, \ldots, L_s \); irrespective of the step number, we ascribe probabilities \( Q_1, Q_2, \ldots, Q_s \) to these rotations. (This latter discretization is fully immaterial and only makes verbal formulation more convenient.)

Eigenfunction (36) must satisfy the basic relation for Markov chains, which in our case has the form

\[ \exp\left(\frac{\lambda T}{n}\right)f(R) = \sum_{q=1}^{s} Q_q f(L_q^{-1} R). \]

(37)

In accordance with the Buniakowski inequality, we have

\[ \left| \sum_{q=1}^{s} Q_q f(L_q^{-1} R) \right|^2 \leq \sum_{q=1}^{s} Q_q \sum_{q'=1}^{s} Q_{q'} |f(L_{q'}^{-1} R)|^2. \]

(38)

Introducing a spherical element \( d\Omega \), evaluating the integrals over the entire sphere, and taking into account relation (37), as well as the natural normalization condition

\[ \sum_{q=1}^{s} Q_q = 1, \]

we obtain

\[ \exp\left(\frac{2T\text{Re}\lambda}{n}\right)|f|^2 d\Omega \]

\[ \leq \sum_{q=1}^{s} Q_q |f(L_q^{-1} R)|^2 d\Omega \]

(39)

\[ = \sum_{q=1}^{s} Q_q |f|^2 d\Omega = \int |f|^2 d\Omega. \]

In the case of zero or a purely imaginary \( \lambda \) in this relation, we are ultimately dealing with an equality. However, the exact equality in relation (38) is attained, in accordance with the general rule, only when all functions \( f(L_q^{-1} R), q = 1, 2, \ldots, s \) coincide to within numerical (complex-valued) coefficients. By virtue of relation (37), the relations

\[ |f(L_q^{-1} R)| = \sigma_q f(R), \quad q = 1, 2, \ldots, s \]

with complex constants \( \sigma_q \) are valid. In view of conservation of the integral of \(|f|^2\) upon rotation, we must have \( |\sigma_q| = 1 \) so that

\[ |f(L_q^{-1} R)| = |f(R)|, \quad q = 1, 2, \ldots, s. \]

Thus, a certain body is invariant to all admissible rotations \( L_1, \ldots, L_s \) (for better visualization, we imagine the surface \( r = |f(R)| \). If it is a body of revolution other than a sphere, its axis must remain unchanged to within inversion, and we arrive at case (a). If we are not dealing with a body of revolution, it coincides with itself only in a finite number of ways so that not only \( L_1, \ldots, L_s \) but also all their combinations of any number and order belong to the symmetry group of the body. However, such finite groups of rotation (unless they have a
unique invariant axis) are necessarily connected with a regular polyhedron [4] and we arrive at case (b).

It remains for us to consider the possibility of \( |f| = \text{const} \). In accordance with relation (36), the expansion of \( |f|^2 \) into a complex Fourier series contains the last term of the form

\[
|f|^2 = \ldots + c_{k_1} c_{k_2}^* e^{i(k_1 - k_2) \hat{\psi}} P_{l_1}^{[k_1]} (\cos \hat{\psi}) P_{l_1}^{[k_1]} (\cos \hat{\psi}).
\]

This term cannot be reduced to a constant for any \( l \geq 1 \). For \( k_1 \neq k_2 \), the dependence on \( \hat{\psi} \) remains, while for \( k_1 = k_2 \), the dependence on \( \hat{\psi} \) takes place. Thus, this case is irrelevant, which completes the proof.

As before, the result is automatically extended to the multiplication of quaternions \( X_m \) for indistinguishable \( X \) and \( -X \). As applied to the evolution of the wave function, exceptional cases can be reformulated as follows:

(a) all realizations of matrices \( D_m \) commute with one another (an analog of rotation about the same axis);

(b) all realizations of matrices \( D_m \) belong to a finite group.

Since there are no infinitesimal rotations in case (b), it is irrelevant in the presence of diffusion, as in the case of Hamiltonian (1). Case (a) is formally realized in model (1) for \( \Delta = 0 \) and \( \Gamma = 0 \).

The following qualitative remark is also appropriate here. In contrast to particular example (1), other models do not contain an analog of inequality (12) ensuring the prevailing role of deviations from equilibrium with \( l = 1 \) for small values of \( l \). In this case, the density \( f(R) \) diverges (except in the above-mentioned cases (a) and (b)) to a constant for \( t \rightarrow \infty \) due to the possibility of indefinitely exact approximation of any function continuous on a sphere by a polynomial, the establishment of statistical equilibrium can generally occur at a rate which is generally slower than that defined by any exponential function.

10. DISCUSSION OF THE PROBLEM

It was proposed in [1, 2, 8] that the inequality of "weights" of two states due to a random action of the thermostat (even if these weights were initially equal), which was noted in these publications and repeatedly discussed here, is related to the problem of choosing one of the possible quantum states in a transition to the macroworld. It was concluded in this connection [2] that the well-known Schrödinger's Cat paradox could be resolved in this way. However, this opinion is erroneous. As a matter of fact, to resolve the paradox in the macroworld, only one of the two components of the wave function, which is responsible for the readings of a macroinstrument, must remain. But the model with white noise obviously does not meet precisely this requirement. Indeed, for large values of \( t \), the probability that, for example, one of the weights \( |\psi_1|^2 \) and \( |\psi_2|^2 \) becomes twice as large as the other amounts approximately to \( 2/3 \); however, this probability does not increase with time and cannot become equal to unity in any way. Meanwhile, to resolve the paradox of Schrödinger's Cat, the total (or asymptotic) exclusion of states is required.

It was found that a generalization to a wider class of models with a random Hamiltonian does not open any new opportunities since the statistical distribution for large \( t \) remains unchanged except for obviously degenerate situations.

By the way, it is mathematically obvious that the limiting probability distribution itself can also be obtained without using any quaternions, just by defining equal probability on the complex circle

\[
|\psi_1|^2 + |\psi_2|^2 = 1,
\]

analogously to calculations in statistical mechanics [9] (only not for an indefinitely increasing, but for a finite number of degrees of freedom). However, equilibrium probability distribution is presumed in [9] and in calculations based on traditional statistical mechanics in general, while we consider here the evolution to the equilibrium state. However, the results (and this is important) match. Internal correlations in Hamiltonian \( H(t) \) can hardly change the situation since the processes that are treated as random can be split into almost independent segments. In principle, we can imagine such a correlation of phenomena in a reservoir with the quantum state of an isolated system, such that the system tends to a "pure" state in the sense of the choice between \( \psi_2 \rightarrow 0 \) and \( \psi_1 \rightarrow 0 \). However, it can be analogously stated that black and white grains contained in a box can be separated and gathered in opposite parts of the box by shaking it if this shaking correlates in some intricate manner with the initial positions of the grains. In both cases, we would have a thermodynamic miracle, which is ruled out by our knowledge of the role of probability in the world [10, 11].

Consequently, we arrive at the conclusion that the necessary condition stating that "wave functions do not permit a superposition according to macroscopic features" cannot be expressed in a linear form. For this reason, any solution of the problem of transition from the microworld to the macroworld includes nonlinearity. However, the considerations formulated by Menski [12] and in the discussion concerning this publication do not provide a correct answer to crucial questions. It would be apparently erroneous to state that each quantum experiment should be completed at the boundary of the macroworld. At present, this appears as archaic in the light of the studies carried out on an intermediate scale without an abrupt termination or a clearly manifested "observer." This suggests that nonlinearity should be treated as an inherent property of the equation describing
the evolution of the wave function in the intermediate region between the micro- and the macroworld [10, 13].

In the approach developed in [13], the main feature, apart from nonlinearity, is the interaction with a certain reservoir of cosmic origin. It is significant, however, that it cannot be referred to as a thermostat in our case since this cosmic reservoir must have two auxiliary functions; i.e., it must be a source of fluctuations and absorb excessive indeterminacy. From the standpoint of physics, this situation resembles the role of solar radiation and open cosmic space in life on the Earth.

The following is also worth noting. It was shown in [13] that the separation of a superposition of states under these assumptions can be carried out, but the role of the cosmic factor turns out to be only auxiliary and it does not carry any a priori information on the result of splitting. An appropriate analog here can be symmetric diffusion of a molecule between two cold walls to one of which the molecule ultimately sticks. In order to achieve the same result in the interaction between a quantum system and a thermostat, the latter must possess miraculous properties in each (!) specific experiment. This constitutes the principal difference between the model with a thermostat described in [8] and the model considered in [13].
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Abstract—The post-post-Newtonian equations of motion for point particles are derived from the Einstein gravitational field equations by using the Einstein–Infeld–Hoffmann method with the help of the energy-momentum tensor proposed by Infeld and Plebanski [5, 6]. The obtained equations of motion coincide with the equations derived by Kopeikin [10] by using the Fock method. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

Einstein, Infeld, and Hoffmann and, independently, Fock developed two methods for deriving the Newtonian and post-Newtonian equations of motion for point particles from the Einstein gravitational field equations. These methods are described in detail in the monograph by Fock [1] (Chapter 6) and in the book by Infeld and Plebanski [2] (Chapter 3).

The main features of the Fock method are as follows: (i) the field equations with the energy-momentum tensor of the continuous medium are used; (ii) the metric tensor is expanded into series in a small parameter, which formally corresponds to the series expansion in the reciprocal velocity of light; (iii) in harmonic coordinates, these expansions reduce the approximate field equations to wave equations; (iv) in the solutions to these wave equations, retardation corrections are taken into account; (v) the equations of motion of point particles are derived from the condition of integrability of the field equations in the form of covariant laws of conservation for the energy-momentum tensor, which follow from the Bianchi identities (in particular, point particles are defined as centers of mass of elastic spherically symmetric non-rotating bodies with sizes smaller than the distances between them); and (vi) the final values of the metric tensor on the world lines of singularities are obtained by using the equations describing the internal structure of the bodies. In pioneering works [3, 4], the equations of motion are derived not from the covariant laws of conservation for the energy-momentum tensor, but from the integrability conditions for the field equations in the form of two-dimensional surface integrals surrounding singularities.

Kopeikin [10], who extended the Fock method, derived from the field equations the post-post-Newtonian equations of motion for point particles with radiation corrections to these equations.

Here, we derive the post-post-Newtonian equations of motion for point particles with the Infeld–Plebanski energy-momentum tensor using the EIH method of successive approximation.

The equations of motion derived by Kopeikin and by us coincide with the equations obtained earlier in [11, 12], in which the Hadamard partie finie method of regularization is employed.

The equations of motion can also be derived using the Arnowitt–Deser–Misner (ADM) method [13, 14]. For example, publications [15, 16] are in line with this approach. Since the harmonic coordinates used by Kopeikin [10] and by us are not admitted in this method, the resultant post-post-Newtonian equations of motion are different.
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We are using the following notation: $k$ is the gravitational constant; $c$ is the velocity of light; Greek indices assume the values of 0, 1, 2, and 3, while Latin indices (unless other values are specified) assume the values of 1, 2, 3; recurring indices indicating the corresponding summation; indices $A$, $B$, and $C$ assume values of 1, 2, ..., $N$, where $N$ is the number of particles; $(\vec{x}) = (x^a)$ and $x^0 = ct$ correspond to spatial and time coordinates of a point in the field, respectively; $(\vec{\xi}_A)$ and $\xi^0_A = x^0$ are the spatial and time coordinates of point particles, respectively;

$$\{x\} = r, \quad \vec{x} - \vec{\xi}_A = r_A, \quad |\vec{x} - \vec{\xi}_A| = r_A,$$

$$\vec{\xi}_A - \vec{\xi}_B = r_{AB}, \quad |\vec{\xi}_A - \vec{\xi}_B| = r_{AB},$$

$$N^a_A = r^{-1}_A(x^a - \xi^a_A), \quad N^a_{AB} = r^{-1}_A(\xi^a_A - \xi^a_B),$$

$$V^a_A = \frac{d\xi^a_A}{dt}, \quad W^a_A = \frac{d^2\xi^a_A}{dt^2},$$

$$\Delta = \partial_0 \partial_\mu; \quad \partial_\mu$$ are the derivatives with respect to coordinates $x^\mu; \quad \partial^A_\mu$$ are the derivatives with respect to coordinates $\xi^a_A; \quad$ the dot on the function indicates the derivative with respect to time $t; \quad$ and the signature of the metric tensor coincides with the signature of the Minkowski tensor, which is equal to $(+, -, -, -)$.

The $\tilde{\delta}$ function introduced by Infeld and Plebanski possesses all properties of the Dirac $\delta$ function as well as the additional property (see Appendix in [2])

$$\int \tilde{\delta}(\vec{r}_A) r^{-p}_A(d\vec{x}) = 0, \quad p = 1, 2, \ldots, L. \quad (2.6)$$

We will also use the following notation:

$$\frac{\overline{A}}{(...) = \int(\ldots)\tilde{\delta}(\vec{r}_A)(d\vec{x}).$$

We will seek the solutions to field equations (2.1) by the EIH method of successive approximations, assuming that

(a) the metric tensor can be expanded into the power series

$$g_{00} = 1 + c^{-2} h_{00}^{(2)} + c^{-4} h_{00}^{(4)} + c^{-6} h_{00}^{(6)} + \ldots,$$

$$g_{0n} = c^{-2} h_{0n}^{(3)} + c^{-4} h_{0n}^{(5)} + \ldots,$$

$$g_{mn} = -\delta_{mn} + c^{-2} h_{mn}^{(2)} + c^{-4} h_{mn}^{(4)} + \ldots; \quad (2.7)$$

(b) the derivative of the expansion coefficients of the metric tensor with respect to time $t$ and with respect to spatial coordinates $x^a$ do not change their order of smallness:

$$h_{\mu\nu}^{(i)} - \frac{\partial}{\partial t} h_{\mu\nu}^{(i)} - \frac{\partial}{\partial x^a} h_{\mu\nu}^{(i)}.$$ \quad (2.8)
Instead of expansion (2.7), we can use a more general expansion,

$$g_{\mu \nu} = g_{\mu \nu}^{(0)} + \sum_{j=1}^{\infty} c_j^{-1} h_{\mu \nu}^{(j)}; \quad (2.9)$$

however, in the harmonic system of coordinates [17, 18], the field equations give

$$g_{\mu \nu}^{(0)} = \eta_{\mu \nu},$$

while the equalities

$$h_{i0} = 0, \quad h_{0i} = 0, \quad h_{mn} = 0, \quad i = 1, 2, \ldots$$

are the propositions used in the EIH method, which takes into account only standing waves [7–9, 19].

In order to reduce the approximate field equations to the Poisson equations with a limited carrier of field sources, we will use the identities

$$\partial_a(fg) \equiv f \partial_a g + g \partial_a f.$$ \hspace{1cm} (2.10)

$$\partial_a \partial_b(fg) 
\equiv f \partial_a \partial_b g + g \partial_a \partial_b f + \partial_a f \partial_b g + \partial_a g \partial_b f.$$ \hspace{1cm} (2.11)

For singular functions $f$ and $g$, these identities define the derivatives of the products of the functions in terms of the product of the derivatives of these functions. We will apply identities (2.10) and (2.11) (see Appendix A) to the singular functions

$$f = r_A^{-1}, r_A^{-2}, \ldots, \quad g = r_B^{-1}, r_B^{-2}, \ldots.$$

3. POST-NEWTONIAN APPROXIMATION

Using formulas (2.3), (2.4), (2.7), and (2.8), we obtain the following equations from field equations (2.1):

$$\Delta h_{i0}^{(2)} = 8\pi k \sum_A m_A \delta(\hat{r}_A),$$

$$\Delta h_{mn}^{(2)} = 8\pi k \sum_A m_A \delta(\hat{r}_A) \delta_{mn}, \quad (3.1)$$

$$\Delta h_{ln}^{(3)} = -16\pi k \sum_A m_A \delta(\hat{r}_A) V^n_A.$$

The solutions to these equations have the form

$$h_{i0}^{(2)} = -2\Phi, \quad h_{mn}^{(2)} = -2\Phi \delta_{mn}, \quad (3.2)$$

$$h_{ln}^{(3)} = 4\Phi_n.$$

where

$$\Phi = k \sum_A m_A r_A^{-1}, \quad \Phi_n = k \sum_A m_A V^n_A r_A^{-1}. \quad (3.3)$$

Using relations (2.3), (2.4), (2.7), and (2.8), as well as solutions (3.2), we obtain from Eqs. (2.1)

$$\Delta h_{i0}^{(4)} + 2\Phi + 4\Phi \Delta \Phi - 4\partial_i \Phi \partial_i \Phi 
= 16\pi k \sum_A m_A \delta(\hat{r}_A) \left(\frac{3}{4} V^2_A - \frac{5}{2} \Phi \right). \quad (3.4)$$

Considering that

$$\Phi = \frac{1}{2} \Delta \hat{x}. \quad \chi = k \sum_A m_A r_A, \quad (3.5)$$

$$\Delta \Phi = -4\pi k \sum_A m_A \delta(\hat{r}_A), \quad (3.6)$$

and taking into account the identity

$$\Delta \Phi^2 \equiv 2\Phi \Delta \Phi + 2\partial_i \Phi \partial_i \Phi,$$

which follows from relations (A.5) and (A.6), we obtain

$$\Delta(h_{i0} + \chi - 2\Phi^2) = 16\pi k \sum_A m_A \delta(\hat{r}_A) \times \left(\frac{3}{4} V^2_A - \frac{1}{2} \Phi \right). \quad (3.7)$$

To solve this equation taking into account the first expression from (3.3), we consider the integral

$$\int \delta(\hat{x} - \hat{x}_A) \Phi |\hat{x} - \hat{x}'|^{-1} (d\hat{x}')$$

$$= km_A \int \delta(\hat{x} - \hat{x}_A) r_A^{-1} |\hat{x} - \hat{x}'|^{-1} (d\hat{x}')$$

$$+ k \sum_{B \neq A} m_B \int \delta(\hat{x} - \hat{x}_B) r_B^{-1} |\hat{x} - \hat{x}'|^{-1} (d\hat{x}'). \quad (3.8)$$

The first integral on the right-hand side gives a nonzero contribution only for $\hat{x} - \hat{x}_A = 0$. To evaluate this integral, we expand $|\hat{x} - \hat{x}'|^{-1}$ into a series in $r_A' = |\hat{x} - \hat{x}_A| = 0$:

$$|\hat{x} - \hat{x}'|^{-1} = \sum_{m=0}^{\infty} P_m(N_A^k N_A^{l}) r_A^{(m+1)} r_A^{sm}, \quad (3.9)$$

where $P_m(N_A^k N_A^{l})$ are the Legendre polynomials. Prop-
ertainty (2.6) of the \( \hat{\delta} \) function leads to the equality

\[
\int \hat{\delta}(\vec{x} - \vec{\xi}_A) r_A^{(2)}(d\vec{x}^\prime) = 0,
\]

where

\[
\frac{A}{\Phi} = k \sum_{B \neq A} m_B r_B^{-1}.
\]

Taking into account relations (3.10) and (3.11) we obtain from Eq. (3.7)

\[
h_{00}^{(4)} = 2 \Phi^2 - \chi + k \sum_{A} m_A (2 \Phi - 3 V_A^2) r_A^{-1}.
\]

Solutions (3.2) and (3.12) are sufficient for deriving the post-Newtonian equations of motion.

From formulas (2.5) and (2.7), in the post-Newtonian approximation, we have

\[
\frac{d^2 \xi_t}{dt^2} = F_A^{\prime \prime}(0) + c^{-2} F_A^{\prime \prime}(2),
\]

where

\[
F_A^{\prime \prime}(0) = -\frac{A}{2} \partial_{n} h_{00}^{(2)},
\]

\[
F_A^{\prime \prime}(2) = -\frac{1}{2} \partial_{n} h_{00}^{(4)} - \frac{A}{2} \partial_{n} h_{00}^{(2)} + \frac{A}{2} h_{00}^{(2)} + \frac{1}{2} \frac{A}{h_{00}^{(2)}} V_A^2 + \frac{A}{2} V_A^2
\]

\[
- \frac{A}{2} \partial_{n} V_A^2 + \frac{A}{2} V_A^2 - \frac{1}{2} \partial_{n} V_A^2 - r_A^n V_A^{\prime \prime}.
\]

Substituting solutions (3.2) and (3.12) into Eq. (3.15), we obtain the following integrals with singular functions, which after integration give

\[
\int \hat{\delta}(\vec{r}_A) r_A^{(2)} N_A^2(\vec{d} \vec{x}) = 0,
\]

\[
\int \hat{\delta}(\vec{r}_A) r_A^{(2)} N_A^2 N_B^2(\vec{d} \vec{x}) = 0,
\]

\[
\int \hat{\delta}(\vec{r}_A) r_A^{(2)} N_A^2 N_B^2(\vec{d} \vec{x}) = \frac{1}{3} \delta_{ab} \int \hat{\delta}(\vec{r}_A) r_A^{(2)}(\vec{d} \vec{x}) = 0,
\]

\[
\int \hat{\delta}(\vec{r}_A) r_A^{(2)} r_B^{-1} N_B^2(\vec{d} \vec{x}) = 0, \quad A \neq B,
\]

\[
\int \hat{\delta}(\vec{r}_A) r_A^{(2)} r_B^{-1} N_B^2(\vec{d} \vec{x}) = 0, \quad A \neq B.
\]

The first two integrals are equal to zero because the integrands are odd functions, while the third integral is equal to zero due to property (2.6) of the \( \hat{\delta} \) function and the evenness of the integrands. The last two integrals can be evaluated using a series expansion of \( r_B^{-1} \) in \( r_A = 0 \):

\[
r_B^{-1} = \sum_{m=0}^{\infty} \frac{1}{2} C_m(N_A^k N_B^k) \frac{F_A^{m}}{r_A^{m+1}},
\]

where \( C_m(N_A^k N_B^k) \) are the Gegenbauer polynomials.

Thus, using solutions (3.2) and (3.12) and taking into account relations (3.13)–(3.15), we obtain

\[
\frac{d^2 \xi_t}{dt^2} = k \sum_{B \neq A} m_A \partial_{n} r_A^{(2)} - k \sum_{B \neq A} m_B \partial_{n} r_B^{(2)}
\]

\[
+ c^{-2} \left[ k \sum_{B \neq A} m_B \left[ \frac{1}{2} V_B V_B^{\prime \prime} \partial_{n}^{(2)} \partial_{n}^{(2)} r_A^{(2)} + (4 V_B^0 V_B^2 V_B^0 - 4 V_B^0 V_B^2 V_B^0 + 3 V_A V_A^2) \partial_{n}^{(2)} r_A^{(2)}
\right.
\]

\[
+ \left. (V_A V_A^2 V_B^{(2)} + \frac{3}{2} V_B^2) \partial_{n}^{(2)} r_A^{(2)} - k(5 m_A + 4 m_B) r_A^{-1} \partial_{n}^{(2)} r_A^{-1} \right]
\]

\[
- \frac{1}{2} k^2 \sum_{B \neq A} m_B m_C (\partial_{n}^{(2)} r_B^{-1} \partial_{n}^{(2)} r_A^{-1} - 8 r_A^{-1} \partial_{n}^{(2)} r_B^{-1}
\]

\[
- 2 r_B^{-1} \partial_{n}^{(2)} r_A^{-1} - 8 r_A^{-1} \partial_{n}^{(2)} r_B^{-1}) \right] r.
\]
For two bodies \((N = 2)\), we obtain from relation (3.17)
\[
\frac{d^2 \xi^m}{dt^2} = km_2 \partial_m r_{12}^{-1} + c^2 \left\{ km_2 \left[ \frac{1}{2} V_2^2 V_2 \partial_n \partial_k \partial_n^2 r_{12}^{-1} + (4 V_2^2 V_1^2 - 4 \bar{V}^2 V_2^2 + 3 V_2^2 V_2^2) \partial_n r_{12}^{-1} + \left( V_1^2 - 4 \bar{V}^2 V_2^2 + \frac{3}{2} \bar{V}^2 \right) \partial_n r_{12}^{-1} \right] - k(5m_1 + 4m_2) r_{12}^{-1} \partial_n r_{12}^{-1} \right\}.
\]

Substituting index 2 for 1 into this equation, we obtain the equation of motion for the second body.
Equations (3.18) were derived for the first time by Einstein, Infeld, and Hoffmann [7] from the field equations in the coordinates defined by the conditions
\[
\partial_m \gamma_{m0} = 0, \quad \partial_m \gamma_{00} = c^{-1} \dot{y}_{00} = 0, \quad (3.19)
\]
where
\[
\gamma_{\mu\nu} = h_{\mu\nu} - \frac{1}{2} \eta^{ab} h_{\alpha\beta} \eta_{\mu\nu}.
\]
and by Petrova [4], who used the Fock method in the harmonic coordinates.

4. SOLUTION OF FIELD EQUATIONS
IN THE POST-NEWTONIAN APPROXIMATION

Taking into account solutions (3.2) and (3.12), as well as formulas (2.3), (2.4), (2.7), and (2.8), we obtain from Eq. (2.1)
\[
\begin{align*}
\Delta h_{\mu\nu} + 4 \Phi \Delta \Phi \delta_{\mu
u} + 4 \delta_{\mu} \partial_{\nu} \Phi \partial_{\nu} \Phi \delta_{\mu
u} - 4 \partial_{\mu} \Phi \partial_{\nu} \Phi + 2 \Phi^2 \delta_{\mu\nu} = 16 \pi k \\
\times \sum_{A} m_A \hat{\delta}(r_A) \left[ V_A^\mu V_A^\nu - \frac{1}{4} V_A^2 \delta_{\mu\nu} - \frac{1}{2} \Phi \delta_{\mu\nu} \right].
\end{align*}
\]

We transform these equations using the formulas
\[
\begin{align*}
\Delta \ln S_{AB} &= r_A^{-1} r_B^{-1}, \quad S_{AB} = r_A + r_B + r_{AB}, \quad (4.2) \\
\Delta \ln r_A &= r_A^{-2}, \quad (4.3) \\
\partial_\alpha \partial_\beta r_A^{-1} &= r_A^{-3} \left[ 3 N_A^a N_B^b - \delta_{ab} \right] - \frac{4}{3} \pi \hat{\delta}(r_A) \delta_{ab}, \quad (4.4)
\end{align*}
\]
as well as the identity following from (A.3) for \(L = 2\),
\[
\partial_\alpha \partial_\beta r_A^{-2} = 2 \partial_\alpha r_A^{-1} \partial_\beta r_A^{-1} + 2 r_A^{-1} \partial_\alpha \partial_\beta r_A^{-1}. \quad (4.5)
\]
Using expressions (4.2)–(4.5) and the first expression from formula (3.3), as well as relation (A.13), we obtain
\[
\begin{align*}
\partial_{\alpha B} \Phi \partial_{\nu A} &- \Delta \left[ k^2 \sum_{A B} m_A m_B \delta_{\mu\nu} \delta_{\alpha B} \ln S_{AB} \right. \\
&+ \frac{1}{8} \sum_{A} m_A^2 (\partial_A \partial_A \ln r_A + r_A^{-2} \delta_{\mu\nu} + 4 \pi k^2 \sum_{A} m_A^2 \hat{\delta}(r_A) r_A^{-1} \delta_{\mu\nu}.
\end{align*}
\]

Using expressions (3.5) and (4.6), we obtain from Eq. (4.1)
\[
\begin{align*}
\Delta \left[ h_{\mu\nu} + \chi \delta_{\mu\nu} + 2 \Phi^2 \delta_{\mu\nu} - 4 \sum_{A} m_A m_B \partial_\mu \partial_\nu \ln S_{AB} \right] \\
- \frac{1}{2} \sum_{A} m_A^2 (\partial_\mu \partial_\nu \ln r_A + r_A^{-2} \delta_{\mu\nu}) \\
= \frac{16}{3} \pi k^2 \sum_{A} m_A^2 \hat{\delta}(r_A) r_A^{-1} \delta_{\mu\nu}.
\end{align*}
\]

Taking into account formula (3.10), we can write the solution to Eq. (4.7) in the form
\[
\begin{align*}
\Delta h_{\mu\nu} &= - \chi \delta_{\mu\nu} - 2 \Phi^2 \delta_{\mu\nu} \\
&+ 4 \pi k^2 \sum_{A} m_A m_B \partial_\mu \partial_\nu \ln S_{AB}. \quad (4.8)
\end{align*}
\]

Using solution (3.2) and formulas (2.3), (2.4), (2.7), and (2.8), we obtain from Eq. (2.1)
\[
\begin{align*}
\Delta h_{\mu\nu} &= - 4 \Phi_n + 16 \partial_\mu \Phi \partial_\nu \Phi_n + 12 \partial_\mu \partial_\nu \Phi - 8 \partial_\mu \Phi \partial_\nu \Phi_n \\
&= 16 \pi k \sum_{A} m_A \hat{\delta}(r_A) \left[ \Phi V_A^\mu + 2 \Phi_n - \frac{1}{2} V_A^\mu \right]. \quad (4.9)
\end{align*}
\]
Analogously to Eq. (4.6), we transform consecutively the third and fourth terms on the left-hand side of Eq. (4.9):

$$\partial_t \Phi_n \Phi_k = \Delta \left[ k^2 \sum_{A \neq B} m_A m_B \partial_k^2 \partial_n^2 \ln S_{AB} V_A^k \right. + \left. \frac{1}{8} k^2 \sum_A m_A^2 (\partial_k \partial_n \ln r_A + r_A^{-2} \delta_{kn}) V_A^k \right]$$

(4.10)

$$\Phi \partial_n \Phi = \Delta \left[ -k^2 \sum_{A \neq B} m_A m_B \partial_k^4 \partial_n^2 \ln S_{AB} V_A^k \right. - \left. \frac{1}{8} k^2 \sum_A m_A^2 (\partial_k \partial_n \ln r_A + r_A^{-2} \delta_{kn}) V_A^k \right]$$

(4.11)

$$- \frac{4}{3} \pi k^2 \sum_A m_A^2 \delta(\hat{r}_A) r_A^{-1} V_A^n.$$ 

In addition, we have

$$\Phi_n = \frac{1}{2} \Delta \chi_n, \quad \chi_n = k \sum_A m_A V_A^n r_A,$$ 

(4.12)

$$\Phi_n = \frac{1}{2} \Delta \chi_n.$$ 

(4.13)

Substituting expressions (4.10), (4.11), and (4.13) into Eq. (4.9), we obtain

$$\Delta \left[ h_{0n}^{(5)} - 2 \chi_n + 4 k^2 \sum_{A \neq B} m_A m_B \partial_k^4 \partial_n^2 \ln S_{AB} (4 V_A^k - 3 V_A^k) \right. + \left. \frac{1}{2} k^2 \sum_A m_A^2 (\partial_k \partial_n \ln r_A + r_A^{-2} \delta_{kn}) V_A^k \right]$$

(4.14)

$$= - \frac{16}{3} \pi k^2 \sum_A m_A^2 \delta(\hat{r}_A) r_A^{-1} V_A^n$$

$$+ 16 \pi k \sum_A m_A \delta(\hat{r}_A) [2 \Phi_n - \Phi V_A^n - \frac{1}{2} V_A^2 V_A^n].$$

Using formula (3.11) and similar formulas for $\Phi_n$, we obtain the solution to Eq. (4.14) in the form

$$h_{0n}^{(5)} = 2 \chi_n + 2 k \sum_A m_A r_A^{-1} V_A^n V_A^m,$$

$$- \frac{1}{2} k^2 \sum_A m_A^2 (\partial_k \partial_n \ln r_A + r_A^{-2} \delta_{kn}) V_A^k$$

(4.15)

$$- 4 k^2 \sum_A m_A m_B \partial_k^4 \partial_n^2 \ln S_{AB} (4 V_B^k - 3 V_A^k)$$

$$- r_A^{-1} r_A^{-1} (V_A^n - 2 V_B^n).$$

It is slightly more difficult to evaluate $h_{0n}$. Taking into account expressions (3.2), (3.12), (4.8), and (4.15), as well as (2.2)–(2.4), (2.7), and (2.8), we obtain from Eq. (2.1)

$$\Delta h_{00}^{(6)} = 12 \Phi \Phi - 16 \partial_k \Phi \partial_k \Phi + 4 \Phi \Phi + 16 \Phi \partial_k \Phi$$

$$- 4 \partial_k \Phi \partial_k \chi + 16 \partial_k \Phi \partial_k \Phi + 8 \Phi \partial_k \Phi \partial_k \Phi + (\chi)''$$

$$- 12 \Phi^2 \Delta \Phi + 2 \chi \Delta \Phi$$

$$+ 8 k \sum_A m_A r_A^{-1} \partial_k \partial_k \Phi V_A^k V_A^l,$$

$$+ 4 k \sum_A m_A (2 \Phi - 3 V_A^k) \partial_k \partial_k r_A^{-1}$$

$$- \left[ k \sum_A m_A (2 \Phi - 3 V_A^k) r_A^{-1} \right] + 4 k^3 \sum_A m_A r_A^{-5}$$

(4.16)

$$- 2 k \sum_A m_A (2 \Phi - 3 V_A^k) \Phi \Delta r_A^{-1}$$

$$- 4 k \sum_A m_A \left( \Phi + \frac{1}{2} V_A^2 \right) r_A^{-1} \Delta \Phi$$

$$- k^3 \sum_A m_A m_B \partial_k \partial_k \partial_k \partial_k \ln r_A$$

$$- 8 k^2 \sum_A m_A m_B \partial_k \partial_k \Phi \partial_k^4 \partial_n^2 \ln S_{AB}.$$
\[
\begin{align*}
&= 16\pi k \sum_A m_A^2 \delta(\hat{r}_A) \left\{ \frac{25}{4} \Phi^2 - \frac{3}{4} \Phi V_A^2 - \frac{5}{4} \chi + 2 \Phi \dot{V}_A^k \right. \\
&\quad + \frac{7}{16} V_A^4 + \frac{1}{2} k \sum_{B \neq A} m_B \left( \Phi - \frac{7}{2} V_B^2 \right) r_B^{-1} \\
&\quad + \frac{1}{2} k m_A \left( \Phi - \frac{7}{2} V_A^2 \right) r_A^{-1} + \frac{1}{4} k^2 \sum_{B \neq A} m_B r_B^{-2} + \frac{1}{2} k^2 m_A r_A^{-2} \\
&\quad + \frac{1}{2} k^2 \sum_{B \neq A} m_B m_C \left( r_B^{-1} r_C^{-1} - r_B^{-1} r_{BC}^{-1} - r_C^{-1} r_{BC}^{-1} \right) \right\}.
\end{align*}
\]

Using formulas (4.2)–(4.4), as well as (A.9) and (A.13), we can transform the expressions on the left-hand side of Eq. (4.16). Indeed, in the increasing numbers of terms on the left-hand side of Eq. (4.16), we obtain

\[
\Phi \Phi = \Delta \left\{ k^2 \sum_{B \neq A} m_A m_B \partial_k \partial_p \ln S_{AB} V_A^k V_B^p \\
+ 1/8 \sum_A m_A^2 (\partial_k \partial_p \ln r_A V_A^k V_A^p + r_A^{-2} V_A^2) \right\}
\]

(4.17)

for the second term,

\[
\frac{1}{2} k m_A \left( \Phi - \frac{7}{2} V_A^2 \right) r_A^{-1} + \frac{1}{4} k^2 \sum_{B \neq A} m_B r_B^{-2} + \frac{1}{2} k^2 m_A r_A^{-2}
\]

for the third term,

\[
\Phi \Phi = \Delta \left\{ k^2 \sum_{B \neq A} m_A m_B \partial_k \partial_p \ln S_{AB} V_A^k V_B^p \\
+ \partial_k \ln S_{AB} W_B^p \right\} + k^2 \sum_A m_A^2 \left\{ \frac{3}{8} \partial_k \partial_p \ln r_A V_A^k V_A^p - \frac{1}{3} r_A^{-2} V_A^2 \right\}
\]

(4.19)

for the fourth term,

\[
\Phi \partial_k \Phi = \Delta \left\{ -k^2 \sum_{B \neq A} m_A m_B \partial_k \partial_p \ln S_{AB} V_A^k V_B^p \\
+ \frac{4}{3} \pi k^2 \sum_A m_A^2 \delta(\hat{r}_A) V_A^2 r_A^{-1} \right\}
\]

for the fifth term, and

\[
k \sum_A m_A r_A^{-1} \partial_k \partial_p \Phi V_A^k V_A^p
\]

(4.20)

for the twelfth term.

\[
\frac{1}{2} k m_A \left( \Phi - \frac{7}{2} V_A^2 \right) r_A^{-1} + \frac{1}{4} k^2 \sum_{B \neq A} m_B r_B^{-2} + \frac{1}{2} k^2 m_A r_A^{-2}
\]

for the sixth, seventh, eighth, and thirteenth terms on the left-hand side of formula (4.16) tak-
ing into account expressions (3.5) and (4.12). In accordance with formulas (A.1)–(A.6), we have

\[ \partial_k \Phi \partial_k \tilde{x} = \frac{1}{2} \Delta(\Phi \tilde{x}) - \frac{1}{2} \tilde{x} \Delta \Phi - \frac{1}{2} \Phi \Delta \tilde{x} \]

\[ = \frac{1}{2} \Delta(\Phi \tilde{x}) - \frac{1}{2} \tilde{x} \Delta \Phi - \Phi \Phi, \]

\[ \partial_k \Phi \partial_k \Phi_s = \frac{1}{2} \Delta \Phi^2 - \Phi_s \Delta \Phi_s, \]

\[ \Phi \partial_k \Phi \partial_k \Phi = \frac{1}{6} \Delta \Phi^3 - \frac{1}{2} \Phi \Delta \Phi, \]

\[ k \sum_A m_A(2 \Phi - 3 V_A^2) \partial_k \Phi \partial_k r_A^{-1} \]

\[ = \frac{1}{2} \Delta \left\{ k \sum_A m_A(2 \Phi - 3 V_A^2) \Phi r_A^{-1} \right\} \]

\[ - \frac{1}{2} k \sum_A m_A(2 \Phi - 3 V_A^2) r_A^{-1} \Delta \Phi \]

\[ - \frac{1}{2} k \sum_A m_A(2 \Phi - 3 V_A^2) \Phi \Delta r_A^{-1}. \]

Using formula (3.5), we obtain the following expression for the fourteenth term on the left-hand side of Eq. (4.16):

\[ \left[ k \sum_A m_A(2 \Phi - 3 V_A^2) r_A^{-1} \right] \]

\[ = \frac{1}{2} \Delta \left[ k \sum_A m_A(2 \Phi - 3 V_A^2) r_A \right]. \]

(4.23)

Taking into account formula (A.13), we can write the ninth and fifteenth terms on the left-hand side of Eq. (4.16) in the form:

\[ (\chi)^{-} = -\frac{1}{12} \Delta k \sum_A m_A(r_A^3)^{-} \]

\[ k^3 \sum_A m_A r_A^{-5} = \frac{1}{6} k^3 \sum_A m_A r_A^{-3} \]

(4.24)

\[ + 2 \pi k^3 \sum_A m_A r_A^2 \delta(\bar{x} - \bar{\xi}_A). \]

To transform the expression (see [12])

\[ \sum \sum m_A^2 m_B \partial_k \partial_{r_B}^{-1} \partial_r \ln r_A, \]

we again take into account identity (A.14) as well as the dependences

\[ D(\tilde{r}_A) \ln r_B = \tilde{D}(\tilde{r}_A) \ln r_{AB}, \quad A \neq B, \]

\[ N_A N_B^k = \frac{1}{2} (r_A^{-1} r_B^{-1} r_A^{-2} r_B^{-1} - r_A^{-1} r_B^{-1}). \]

This gives

\[ \sum \sum m_A^2 m_B \partial_k \partial_{r_B}^{-1} \partial_r \ln r_A \]

\[ = \frac{1}{2} \Delta \left\{ \sum \sum m_A^2 m_B \left[ \partial_k \partial_{r_B}^{-1} \ln r_A - \ln r_{AB} \right] \right\} \]

\[ + 4 \pi \tilde{D}(\tilde{r}_A)^{-1} (r_B^{-2} r_A^{-1} - r_B^{-1} r_A^{-2}). \]

(4.26)

The remaining terms in Eq. (4.16) (except the nineteenth term) contain the \( \tilde{D} \) function in the integrand. Substituting relations (4.17)–(4.24) and (4.26) into Eq. (4.16), we obtain the final equation for \( h_{00} \) in the form

\[ \Delta \left\{ h_{00}^{(b)} + 8 \Phi^2 + \frac{4}{3} \Phi^3 - 2 \Phi \chi + \frac{1}{12} k \sum_A m_A(r_A^3)^{-} \right\} \]

\[ + \frac{2}{3} k^3 \sum_A m_A r_A^{-3} - 4 k^2 \sum_A m_A^2 \partial_k \ln r_A W_A^k \]

\[ - \frac{1}{2} k^2 \sum_A m_A^2 (\partial_k \partial_r \ln r_A V_A^k V_A + r_A^{-2} V_A^2) \]

\[ + 2 k \sum_A m_A^2 (2 \Phi - 3 V_A^2) \Phi r_A^{-1} \]

\[ - \frac{1}{2} k \sum_A m_A^2 (2 \Phi - 3 V_A^2) r_A \]

\[ + 2 \pi k^3 \sum_A m_A^3 r_A^{-2} \delta(\bar{x} - \bar{\xi}_A). \]
To solve this equation, we must carry out regularization of the following integrals containing singular functions:

\[
\int \tilde{\delta}(\hat{r}_A) r_A^{-1} N_A^a N_B^b [\tilde{x} - \tilde{x}']^{-1} (d\tilde{x}'),
\]

\[
\int \tilde{\delta}(\hat{r}_A) r_A^{-1} |[\tilde{x} - \tilde{x}']|^1 (d\tilde{x}'),
\]

\[
\int \tilde{\delta}(\hat{r}_A) r_A^{-2} |[\tilde{x} - \tilde{x}']|^1 (d\tilde{x}').
\]

It follows from expansions (3.9) and (3.16), as well as from property (2.6) of the \( \tilde{\delta} \) function, that integrals (4.28) are equal to zero.

Thus, the solution to Eq. (4.27) can be written in the form

\[
h_{00} = 2 \Phi \chi - 8 \Phi^2 \frac{4}{3} \Phi^3 - \frac{1}{12} \sum_A m_A (r_A^2)^{-1}
\]

\[
- \frac{2}{3} k^3 \sum_A m_A^3 r_A^3 - \frac{7}{4} k \sum_A m_A V_A^3 r_A^1
\]

\[- 2 k \sum_A m_A (2 \Phi - 3 V_A^2) \Phi r_A^{-1} + 4 k^2 \sum_A m_A^2 \partial_a \ln r_A W_A^k
\]

\[+ \frac{1}{2} k^2 \sum_A m_A^2 (\partial_a \partial_b \ln r_A) V^a V^b + r_A^2 V^k_A)
\]

\[+ 8 k \sum_A m_A (\Phi A) V_A^k r_A^{-1} - k \sum_A m_A (\Phi + 9 V_A^2) r_A^{-1}
\]

\[+ \frac{1}{2} \sum_A m_A (2 \Phi - 3 V_A^2) A r_A^{-1} + k \sum_A m_A (\Phi a) A r_A^{-1}
\]

\[- 2 k^2 \sum_A m_A (\Phi B) B A r_A^{-1} - 2 k^3 \sum_A m_A^2 B A r_A^{-1}
\]

\[+ 4 k^3 \sum_A m_A^2 B A r_A^{-1} - 2 k^2 \sum_A m_A^2 B A r_A^{-1}
\]

\[+ 16 k \sum_A m_A (16 V_A^k V_B^k - 12 V_A^k V_B^k) \partial_a \partial_b \ln S_{AB}
\]

\[+ 8 k^2 \sum_A m_A (16 V_A^k V_B^k - 8 V_A^k V_B^k) \partial_a \partial_b \ln S_{AB}
\]

\[- 8 \partial_a \ln S_{AB} W_B^k + \frac{1}{2} k^3 \sum_A m_A^2 B A
\]
\[
\times \left[ \partial_k^2 \partial_k^2 (r_b^1 \ln r_A - r_b^1 \ln r_{AB}) - \frac{1}{2} r_{AB}^{-1} r_A^{-2} + \frac{3}{2} r_{AB}^{-1} + \frac{1}{2} r_{AB}^{-2} r_{AB}^{-2} \right] \\
+ 4k^3 \sum_{A \neq B} \sum_{C \neq A} \sum_{B \neq A} \sum_{C \neq B} m_A m_B m_C c_{ABC} r_{ABC}^{-1} r_{ABC}^{-1} c_{ABC}^{-1} + H,
\]

where \( H \) is the solution to the equation

\[
\Delta H = 8k^5 \sum_{A \neq B} \sum_{B \neq A} m_A m_B \partial_x \Phi \partial_x^2 \Phi \ln S_{AB} . \quad (4.30)
\]

We will carry out subsequent calculations for a system of two bodies \((N = 2)\). In this case, function \( H \) has the form \([12]\)

\[
H = k^3 m_1 m_2 \left\{ 4 \Delta_1 \partial_1^2 \left[ (r_1 + r_{12}) \ln S_{12} \right] \\
+ 8 \partial_1 \ln S_{12} \partial_1^2 (r_1 + r_{12})^{-1} - 4 r_1^{-2} r_{12}^{-2} + 4 r_1^{-2} r_{12}^{-1} - 2 r_1^{-1} r_{12}^{-1} \right\} \quad (4.31)
\]

\[
+ 4 r_1^{-2} r_{12}^{-2} + 6 r_1^{-2} r_{12}^{-1} - 4 r_1^{-1} - 6 r_{12}^{-1} \} \quad (4.31)
\]

The above expression for two bodies was derived taking into account identity \((A.14)\) and formulas \((4.2)\) and \((4.3)\), as well as the expression \( \delta(r_{12}) r_2 = \delta(r_1) r_{12} \) and the dependences

\[
\Delta_1 \ln S_{12} = r_1^{-1} r_{12}^{-1},
\]

\[
S_{12}^{-1} (1 + N_{12}^k) \frac{1}{2} (r_1^{-1} + r_{12}^{-1} - r_1^{-1} r_{12}^{-1} r_{12}^{-1}),
\]

\[
\partial_1^2 \partial_2^2 \ln S_{12} = \frac{1}{2} \left\{ r_1^{-1} r_2^{-1} - r_1^{-1} r_{12}^{-1} - r_2^{-1} r_{12}^{-1} \right\}.
\]

Finally, for the two bodies in question, solutions \((3.2)\), \((3.12)\), \((4.8)\), \((4.15)\), and \((4.30)\) assume the form

\[
h_{00} = -2k m_1 k_1 - 2k m_2 r_2^{-2}, \quad (2)
\]

\[
h_{mm} = -2k m_1 r_1^{-1} \delta_{mm} - 2k m_2 r_2^{-1} \delta_{mm} , \quad (4.32)
\]

\[
h_{0m} = 4k m_1 r_1^{-1} V_1'' + 4k m_2 r_2^{-1} V_2'', \quad (3)
\]

\[
h_{00} = k m_1 r_1^{-1} \left\{ (N_1 V_1)^2 - 4V_1^2 + 2 k_1 m_1 r_1^{-2} + 2k m_1 r_1^{-1} + \frac{1}{2} r_1 r_{12}^{-1} \right\} \quad (4.33)
\]

\[
+ k^2 m_2 \left\{ 2r_1^{-1} r_{12}^{-1} + \frac{1}{2} r_1 r_{12}^{-1} + \frac{5}{2} r_1 r_{12}^{-1} + \frac{1}{2} r_1 r_{12}^{-1} r_{12}^{-1} \right\} + (1 \rightleftharpoons 2),
\]

\[
h_{mn} = km_1 r_1^{-1} (N_1 V_1)^2 \delta_{mn} - 4km_1 r_1^{-1} V_1 V_1'' \quad (4)
\]

\[
- k^2 m_1 r_1^{-1} \left\{ \delta_{mn} + N_1^m N_1^n \right\} + k^2 m_2 \left\{ \left( \frac{1}{2} r_1 r_{12}^{-1} + \frac{5}{2} r_1 r_{12}^{-1} r_{12}^{-1} \right) \right\} \quad (4.34)
\]

\[
- 2 r_1^{-1} r_{12}^{-1} - \frac{1}{2} r_1 r_{12}^{-1} r_{12}^{-1} - 4 r_1 r_{12}^{-1} S_{12} \right\} \delta_{mn} \quad (4.34)
\]

\[
+ 4N_{12}^m N_{12}^n (S_{12}^2 + r_1 r_{12} S_{12}) - 4S_{12}^2 (N_{12}^m N_{12}^n \quad (4.35)
\]

\[
+ N_{12}^m N_{12}^n + 2N_{12}^m N_{12}^n + 2N_{12}^m N_{12}^n \} \quad (1 \rightleftharpoons 2),
\]

\[
h_{0m} = 4k m_1 r_1^{-1} V_1 V_1'' + 2 k^2 m_1 r_1^{-1} [(N_1 V_1)^2 - V_1'' \quad (5)
\]

\[
+ k^2 m_1 m_2 \left\{ 16(N_1 V_1) + 16(N_2 V_1) \right\} \quad (5)
\]

\[
- 12(N_1 V_2) - 12(N_2 V_2) \right\} + N_1^2 V_1 + 16S_{12}^2 (N_1 V_1) \quad (5)
\]

\[
- 12S_{12}^2 (N_1 V_1) - 4S_{12}^2 (N_1 V_2) - 4S_{12}^2 (N_1 V_1) \quad (5)
\]

\[
+ V_1^2 \left\{ r_1 r_{12}^{-1} + 3r_1^{-1} r_{12}^{-1} - 8r_1^{-1} r_{12}^{-1} + 4r_1^{-1} S_{12} \right\} \quad (5)
\]

\[
- k^2 m_1 m_2 \left\{ 6(N_1 V_1)^2 N_{12}^2 + 4r_1^{-1} N_{12}^2 \right\} \quad (5)
\]

\[
+ k^2 m_1 m_2 V_1'' (2r_1 r_{12}^{-3} - 3r_1^{-1} r_{12}^{-1}) \quad (1 \rightleftharpoons 2),
\]

\[
h_{00} = km_1 r_1^{-1} \left\{ \left( 3(N_1 V_1)^2 - 4V_1^2 - \frac{3}{4} (N_1 V_1)^4 \right) \right\} \quad (6)
\]

\[
+ k^2 m_1 r_1^{-1} [V_1^2 - 3(N_1 V_1)^2] \quad (6)
\]

\[
+ k^2 m_1 m_2 \left\{ \left( \begin{array}{c} V_1^2 - 3(N_1 V_1)^2 \end{array} \right) \right\} \quad (6)
\]

\[
+ k^2 m_1 m_2 \left\{ \left( \begin{array}{c} V_1^2 - 3(N_1 V_1)^2 \end{array} \right) \right\} \quad (6)
\]

\[
+ k^2 m_1 m_2 \left\{ \left( \begin{array}{c} V_1^2 - 3(N_1 V_1)^2 \end{array} \right) \right\} \quad (6)
\]
Solutions (4.32)–(4.36) obtained here coincide with the solutions given in [12].

5. POST-POST-NEWTONIAN EQUATIONS OF MOTION

The equations of motion in the post-post-Newtonian approximation can be written in the form

\[
\frac{d^2 z^k}{dt^2} = F^k_i + c^2 F^{(n)}_i \quad (0,2) \\
+ c^{-1} [F^{(n)}_i + F^{(n)}_i + F^{(n)}_i],
\]

where the equalities

\[
F^{(n)}_i = \frac{1}{2} km_a \partial_n \partial_k r^2 W_i, \quad F^{(n)}_i = 4 km_a \frac{1}{2} W_i
\]

follow from the expressions for \( \partial_n h_{00} \) and \( h_{0n} \), respectively, appearing in \( F^i_i \).

For \( F^{(n)}_i \), we obtain from Eqs. (2.5) and (2.7)

\[
F^{(n)}_i = - \frac{1}{2} \partial_n h_{00} \left[ \frac{1}{2} \partial_n h_{00} \hat{h} + h_{0n} \hat{h}_{0n} \right] + \frac{1}{2} \hat{h}_{00} V^1_i V^1_i - \frac{1}{2} \hat{h}_{00} \hat{h}_{0n} \hat{h}_{0n} V^1_i V^1_i
\]

Using formula (3.18) and regularizing the diverging
integrals (see Appendix B), we obtain
\[
F_1^{(a)} = \frac{1}{2} k^2 m_1 m_2 [3 N_1^{(a)}(N_1 V_1)^2 + 4 N_1^{(a)}(N_2 V_2)^2] \\
- 7 N_1^{(a)}(N_1 V_1)(N_2 V_2) + 4 V_1^{(a)}(N_1 V_2) - 4 V_2^{(a)}(N_2 V_2) \\
- 3 V_1^{(a)}(N_1 V_1) + 3 V_2^{(a)}(N_2 V_1)].
\]
\[
F_1^{(b)} = -16k^3 m_1^2 m_2^2 r_1^2 N_1^{(b)} - 20 k^3 m_1^2 m_1 r_1^2 N_1^{(b)} \\
- k^2 m_1 m_2 r_1^2 [-8 N_1^{(b)} V_1^2 - 4 N_1^{(b)} V_2^2 + 16 V_1^{(b)}(V_1 V_2)] \\
+ 6 N_1^{(b)}(N_1 V_1)^2 + 16 V_2^{(b)}(N_1 V_2) - 16 V_1^{(b)}(N_1 V_2) \\
- 12 V_2^{(b)}(N_2 V_1) + 12 V_1^{(b)}(N_1 V_1)].
\]

To evaluate \( F_1^{(a)} \), we will use solutions (4.33)–(4.37) as well as formula (5.3). After regularization (see Appendix B), we have
\[
\frac{1}{2} \partial_t h_0^{(0)} = \frac{k^3 m_1^2 m_2^2 r_1^2 N_1^{(a)} - 7}{4} m_1^2 m_2 r_1^2 N_1^{(a)} \\
+ \frac{23}{2} k^2 m_1 m_2 r_1^2 N_1^{(a)} \\
+ k^2 m_1^2 m_2 r_1^2 [-8 N_1^{(a)} V_1^2 + 6 N_1^{(a)}(N_1 V_2)^2 - 3 V_2^{(a)}(N_1 V_2)] \\
+ k^2 m_1 m_2 r_1^2 [[-8 N_1^{(a)} V_1^2 + 6 N_1^{(a)}(N_1 V_2)^2] \\
- \frac{23}{2} N_1^{(a)}(N_1 V_1)^2 - \frac{37}{2} N_1^{(a)}(N_1 V_2)^2 \\
+ 25 N_1^{(a)}(N_1 V_2)(N_1 V_1) + \frac{31}{4} V_2^{(a)}(N_1 V_2) \\
- \frac{39}{4} V_1^{(a)}(N_1 V_2) - \frac{3}{4} V_2^{(a)}(N_1 V_1) + \frac{31}{4} V_2^{(a)}(N_1 V_1)] \\
+ k m_2 r_1^2 [-8 V_1^{(b)}(N_1 V_1) + 3 V_2^{(b)}(N_1 V_2)] \\
+ 2 N_1^{(b)} V_2^4 + \frac{15}{8} N_1^{(b)}(N_1 V_2)^2 - \frac{3}{2} V_2^{(b)}(N_1 V_2)^3].
\]
\[
\frac{1}{2} \partial_t h_0^{(0)} = k^2 m_1^2 m_2^2 r_1^2 h_0^{(a)} + 2 k^3 m_1^2 m_1 r_1^2 N_1^{(a)} \\
+ k^2 m_1^2 m_2 r_1^2 [3 N_1^{(a)}(N_1 V_2)^2 - 2 V_1^{(b)}(N_1 V_2) - 4 N_1^{(b)} V_2^2] \\
+ k^2 m_1^2 m_2 r_1^2 [N_1^{(b)}(N_1 V_2)^2 - 4 V_2^{(a)}(N_1 V_2)] \\
+ k^2 m_1^2 m_2 r_1^2 [N_1^{(b)}(N_1 V_2)^2 - 4 V_2^{(a)}(N_1 V_2)].
\]

\[
\frac{1}{2} h_{nm}^{(2)} \partial_n h_0^{(a)} = \frac{1}{2} k^3 m_1^2 m_2^2 r_1^2 N_1^{(a)} - 2 k^3 m_1 m_2 r_1^2 N_1^{(a)} \\
+ k^2 m_1^2 m_2 r_1^2 [3 N_1^{(a)}(N_1 V_2)^2 - 2 V_1^{(b)}(N_1 V_2) - 4 N_1^{(b)} V_2^2] \\
+ k^2 m_1^2 m_2 r_1^2 [N_1^{(b)}(N_1 V_2)^2 - 4 V_2^{(a)}(N_1 V_2)].
\]

\[
\frac{1}{2} h_{nn}^{(2)} \partial_n h_0^{(a)} = \frac{1}{2} k^3 m_1^2 m_2^2 r_1^2 N_1^{(a)} - 2 k^3 m_1 m_2 r_1^2 N_1^{(a)} \\
+ k^2 m_1^2 m_2 r_1^2 [3 N_1^{(a)}(N_1 V_2)^2 - 2 V_1^{(b)}(N_1 V_2) - 4 N_1^{(b)} V_2^2] \\
+ k^2 m_1^2 m_2 r_1^2 [N_1^{(b)}(N_1 V_2)^2 - 4 V_2^{(a)}(N_1 V_2)].
\]

\[
\frac{1}{2} h_{nn}^{(2)} \partial_n h_0^{(a)} = \frac{1}{2} k^3 m_1^2 m_2^2 r_1^2 N_1^{(a)} - 2 k^3 m_1 m_2 r_1^2 N_1^{(a)} \\
+ k^2 m_1^2 m_2 r_1^2 [3 N_1^{(a)}(N_1 V_2)^2 - 2 V_1^{(b)}(N_1 V_2) - 4 N_1^{(b)} V_2^2] \\
+ k^2 m_1^2 m_2 r_1^2 [N_1^{(b)}(N_1 V_2)^2 - 4 V_2^{(a)}(N_1 V_2)].
\]

\[
\frac{1}{2} h_{nn}^{(2)} \partial_n h_0^{(a)} = \frac{1}{2} k^3 m_1^2 m_2^2 r_1^2 N_1^{(a)} - 2 k^3 m_1 m_2 r_1^2 N_1^{(a)} \\
+ k^2 m_1^2 m_2 r_1^2 [3 N_1^{(a)}(N_1 V_2)^2 - 2 V_1^{(b)}(N_1 V_2) - 4 N_1^{(b)} V_2^2] \\
+ k^2 m_1^2 m_2 r_1^2 [N_1^{(b)}(N_1 V_2)^2 - 4 V_2^{(a)}(N_1 V_2)].
\]
\[ + k^2 m_1 m_2 r_{12}^{-3} (7 N_{12}^n V_1^2 - 6 N_{12}^n (V_1 V_2) - 7 V_1^n (N_1 V_2)) \\
+ 6 V_1^n (N_1 V_2) \] \\
\[ + 4 k^2 m_2 r_{12}^{-3} V_1^n \]

\[ = \frac{1}{2} \frac{\partial^2}{\partial t^2} [V_1^n (N_1 V_2) V_1^n] \]

\[ = k^2 m_1 m_2 r_{12}^{-3} [-V_1^n (N_1 V_2) + N_1^n V_2^2 + 2 N_1^n (N_1 V_2)^2] \\
+ k^2 m_1 m_2 r_{12}^{-3} [-4 V_1^n (N_1 V_2) V_1^n] \]

\[ + k m_2 r_{12}^{-3} \left[ V_1^n (N_1 V_2) V_1^n \right] \\
- \frac{3}{2} N_{12}^n (N_1 V_2)^2 V_1^n + 2 N_{12}^n (V_1 V_2)^2 \]

\[ = k^2 m_1 m_2 r_{12}^{-3} [-V_1^n (N_1 V_2) + N_1^n V_2^2 - 4 N_1^n (N_1 V_2)^2] \\
+ k^2 m_1 m_2 r_{12}^{-3} [8 N_{12}^n (N_1 V_2)^2 - 3 V_1^n (N_1 V_2) - 3 N_1^n V_2^n] \]

\[ + k m_2 r_{12}^{-3} \left[ 3 V_1^n (N_1 V_2)^2 (N_1 V_2) \right] \\
- 4 V_2^n (N_1 V_2) (V_1 V_2) - 2 V_2^n (V_1 V_2) (N_1 V_2) \]

\[ \frac{1}{2} \frac{\partial^2}{\partial t^2} [V_1^n (N_1 V_2) V_1^n] = -k^2 m_2 r_{12}^{-3} N_{12}^n, \]

\[ \frac{1}{2} \frac{\partial^2}{\partial t^2} [V_1^n (N_1 V_2) V_1^n] = -k^2 m_2 r_{12}^{-3} N_{12}^n, \]

\[ \frac{1}{2} \frac{\partial^2}{\partial t^2} [V_1^n (N_1 V_2) V_1^n] = 4 k^2 m_2 r_{12}^{-3} N_{12}^n, \]

\[ \frac{1}{2} \frac{\partial^2}{\partial t^2} [V_1^n (N_1 V_2) V_1^n] = -k^2 m_2 r_{12}^{-3} N_{12}^n, \]

We have introduced the following notation:

\[ (N_1 V_2) \equiv N_{12}^n, \quad (V_1 V_2) \equiv V_{12}^n. \]

Expressions (3.18), (5.1) and (5.4), (5.5) lead to the post-post-Newtonian equations of motion for two point particles:

\[ \frac{d^2 \xi_n}{dt^2} = -k m_2 r_{12}^{-3} N_{12}^n \]

\[ + c^{-2} \left\{ k m_2 r_{12}^{-3} \left[ 3 N_{12}^n (N_1 V_2)^2 - 2 N_{12}^n V_2^n \right] \right\} \]

\[ + 4 N_{12}^n (V_1 V_2) - N_{12}^n V_2^2 + 3 V_{12}^n (N_1 V_2) - 4 V_{12}^n (N_1 V_2) \]

\[ + 4 V_{12}^n (N_1 V_2) - 3 V_{12}^n (N_1 V_2) \]

\[ + k^2 m_2 (5 m_1 + 4 m_2) r_{12}^{-3} N_{12}^n \]

\[ + c^{-4} \left\{ k m_2 r_{12}^{-3} \left[ 4 N_{12}^n V_{12}^2 (V_1 V_2)^2 - 2 N_{12}^n V_2^n \right] \right\} \]

\[ - 2 N_{12}^n (V_1 V_2)^2 + 3 N_{12}^n V_{12}^2 - 2 N_{12}^n V_2^n \]

\[ - 2 N_{12}^n (V_1 V_2)^2 + 3 N_{12}^n V_{12}^2 + 9 N_{12}^n V_{12}^2 (N_1 V_2)^2 \]

\[ - 6 N_{12}^n V_{12}^2 (N_1 V_2)^2 - \frac{15}{8} N_{12}^n (N_1 V_2)^2 \]

\[ + 5 V_{12}^2 (N_1 V_2) - 3 V_{12}^2 V_{12}^2 (N_1 V_2) + V_{12}^2 V_{12}^2 (N_1 V_2) \]

\[ + 4 V_{12}^2 (N_1 V_2) - 4 V_{12}^2 V_{12}^2 (N_1 V_2) + 5 V_{12}^2 V_{12}^2 (N_1 V_2) \]

\[ - 4 V_{12}^2 (V_1 V_2) (N_1 V_2) + 4 V_{12}^2 (V_1 V_2) (N_1 V_2) \]

\[ + 4 V_{12}^2 (V_1 V_2) (N_1 V_2) - 4 V_{12}^2 (V_1 V_2) (N_1 V_2) \]

\[ + 4 V_{12}^2 (V_1 V_2) (N_1 V_2) - 4 V_{12}^2 (V_1 V_2) (N_1 V_2) \]

\[ + 6 V_{12}^2 (N_1 V_2) (N_1 V_2) - 6 V_{12}^2 (N_1 V_2) (N_1 V_2) \]
\[ + \frac{9}{2} V_i^2(N_{12} V_2)^3 - \frac{9}{2} V_i^3(N_{12} V_2)^3 \]

\[ + k^2 m_1 m_2 r_{12}^3 \left[ - \frac{15}{4} N_{12}^n V_1^2 + \frac{5}{4} N_{12}^n V_2^2 - \frac{5}{2} N_{12}^n V_1 V_2 \right] \]

\[ + \frac{39}{2} N_{12}^n (N_{12} V_1)^2 + \frac{17}{2} N_{12}^n (N_{12} V_2)^2 \]

\[ - 39 N_{12}^n (N_{12} V_2)(N_{12} V_1) - \frac{55}{4} V_i^2(N_{12} V_2) \]

\[ + \frac{55}{4} V_i^2(N_{12} V_2) + \frac{63}{4} V_i^2(N_{12} V_1) - \frac{63}{4} V_i^2(N_{12} V_1) \]

\[ + k^2 m_1^2 m_2 r_{12}^3 \left[ 4 N_{12}^n V_1^2 - 8 N_{12}^n (V_1 V_2) - 6 N_{12}^n (N_{12} V_2)^2 \right] \]

\[ + 2 N_{12}^n (N_{12} V_1)^2 - 4 N_{12}^n (N_{12} V_2)(N_{12} V_1) \]

\[ + 2 V_1^2(N_{12} V_2) - 2 V_1^2(N_{12} V_2) + 2 V_2^2(N_{12} V_1) \]

\[ - 2 V_1^2(N_{12} V_1) \right] - 9 k^3 m_1^2 m_2^3 \]

\[- \frac{69}{2} \frac{k^3 m_1^2 m_2^3 r_{12}^4 N_{12}^n}{2} \right].\]

The equations of motion for the second particle can be obtained by substituting subscript 2 for 1.

6. CONCLUSIONS

Equations of motion (5.6), derived here by the EIH method, coincide with the equations obtained by Kopeikin [10], who used the Fock method. Thus, we have proved that both methods (the EIH method and the Fock method), which can be regarded as classical, give not only identical post-Newtonian, but also post-post-Newtonian equations of motion for point particles in the harmonic coordinates.

It should be noted that the definition of point particles in the Fock method is very clear from the standpoint of physics. In the EIH method, clarity is lost, but mathematical calculations are simplified. We give here almost all calculations (except very simple ones).

If we take retarded waves instead of standing waves in the expansions of metric tensor (2.9), the post-post-Newtonian equations of motion for point particles will not change; a difference will appear only in the next approximations.

APPENDIX A

Derivatives of the Products of Singular Functions

We apply identities (2.10) and (2.11) to singular functions \( r_A^{-L} \), \( r_B^{-M} \), \( L = 1, 2, 3, \ldots \), \( M = 1, 2, 3, \ldots \).

Substituting \( f = r_A^{-1} \) and, successively, \( g = r_A^{-2} \), \( r_A^{-3} \), \ldots into identity (2.10), we obtain

\[ \partial_a r_A^{-L} \equiv L r_A^{-L+1} \partial_a r_A^{-1}. \quad (A.1) \]

Substituting \( r_A^{-L} \) and \( r_B^{-M} \) into identity (2.10) and using (A.1), we obtain

\[ \partial_a (r_A^{-L} r_B^{-M}) \equiv L r_B^{-M} r_A^{-L+1} \partial_a r_A^{-1} + L r_A^{-L+1} \partial_a r_B^{-1}. \quad (A.2) \]

A similar substitution of functions \( f = r_A^{-1} \) and \( g = r_A^{-2} \), \( r_A^{-3} \), \ldots into identity (A.1) gives

\[ \partial_a \partial_b r_A^{-L} \equiv L(L - 1) r_A^{-L+2} \partial_a r_A^{-1} \partial_b r_A^{-1} \]

\[ + L r_A^{-L+1} \partial_a \partial_b r_A^{-1}. \quad (A.3) \]

Using identities (2.11) and (A.1)–(A.3), we obtain the following expressions for \( r_A^{-L} \) and \( r_B^{-M} \):

\[ \partial_a \partial_b (r_A^{-L} r_B^{-M}) \equiv L r_B^{-M} r_A^{-L+1} \partial_a \partial_b r_A^{-1} + M r_A^{-L-M+1} \partial_a r_A^{-1} \partial_b r_A^{-1} \]

\[ + M(L - 1) r_A^{-L-M+2} \partial_a \partial_b r_A^{-1} \]

\[ + L M r_A^{-L+1} r_B^{-M+1} \partial_a r_A^{-1} \partial_b r_B^{-1}. \quad (A.4) \]

In particular, formulas (A.3) and (A.4) give

\[ \Delta r_A^{-L} \equiv L(L - 1) r_A^{-L+2} \partial_a r_A^{-1} \partial_a r_A^{-1} + L r_A^{-L+1} \Delta r_A^{-1}. \quad (A.5) \]

\[ \Delta (r_A^{-L} r_B^{-M}) \equiv L r_B^{-M} r_A^{-L+1} \Delta r_A^{-1} + M r_A^{-L-M+1} \Delta r_B^{-1} \]

\[ + L(L - 1) r_B^{-M} r_A^{-L+2} \partial_a r_A^{-1} \partial_a r_A^{-1} \]

\[ + M(M - 1) r_B^{-M+2} \partial_a r_B^{-1} \partial_a r_A^{-1} \]

\[ + 2 L M r_A^{-L+1} r_B^{-M+1} \partial_a r_A^{-1} \partial_b r_B^{-1}. \quad (A.6) \]

Substituting the formulas

\[ \partial_a r_A^{-1} = -r_A^{-2} n_a, \quad (A.7) \]

\[ \partial_a \partial_b r_A^{-1} = r_A^{-3} [3 N_A N_B - \delta_{ab}] - \frac{4}{3} \pi \delta(r_A) \delta_{ab} \quad (A.8) \]

(whiche are borrowed, as in [10, 16], from the theory of generalized functions [20]) into identities (A.1)–(A.6), we obtain the following formulas defining the deriv-
atives of the products of functions $r^L_A$ and $r^M_B$ in terms of the products of the derivatives of these functions:

$$\partial_{\alpha} r^L_A = -L r^L_{A-1} N^x_A,$$

$$\partial_{\alpha} (r^L_A r^M_B) = -L r^M_B r^L_{A-1} N^x_A - M r^L_A r^M_{B-1} N^x_B,$$

$$\partial_{\alpha} \partial_{\beta} r^L_A = L r^L_{A-2} [(L + 2) N^x_A N^b_B - \delta_{ab}] - 4 \pi L r^L_{A-1} \delta r^L_A \delta_{ab} + \frac{4}{3} \pi L r^M_B r^L_{A-1} \delta(r_A) \delta_{ab},$$

$$\partial_{\alpha} \partial_{\beta} (r^L_A r^M_B) = L M r^L_{A-1} r^M_{B-1} (N^x_A N^b_B + N^b_A N^x_B) + M r^L_A r^M_{B-2} [(M + 2) N^x_A N^b_B - \delta_{ab}] + L r^M_B r^L_{A-2} [(L + 2) N^x_A N^b_B - \delta_{ab}] - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) \delta_{ab} - \frac{4}{3} \pi M r^L_B r^L_{A-1} \delta(r_A) \delta_{ab} - \frac{4}{3} \pi L r^M_B r^L_{A-1} \delta(r_A) \delta_{ab},$$

$$\Delta r^L_A = L(L - 1) r^L_{A-2} - 4 \pi L r^L_{A-1} \delta r^L_A,$$

$$\Delta (r^L_A r^M_B) = L(L - 1) r^M_B r^L_{A-2} + M(M - 1) r^L_{A-1} r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi M r^L_B r^M_{B-1} \delta r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi M r^L_B r^M_{B-1} \delta(r_A) - \frac{4}{3} \pi L r^M_B r^L_{A-1} \delta r^L_A,$$

$$\Delta r^L_A = L(L - 1) r^L_{A-2} - 4 \pi L r^L_{A-1} \delta r^L_A,$$

$$\Delta (r^L_A r^M_B) = L(L - 1) r^M_B r^L_{A-2} + M(M - 1) r^L_{A-1} r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi M r^L_B r^M_{B-1} \delta r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi L r^M_B r^L_{A-1} \delta r^L_A,$$

$$\Delta r^L_A = L(L - 1) r^L_{A-2} - 4 \pi L r^L_{A-1} \delta r^L_A,$$

$$\Delta (r^L_A r^M_B) = L(L - 1) r^M_B r^L_{A-2} + M(M - 1) r^L_{A-1} r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi M r^L_B r^M_{B-1} \delta r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi L r^M_B r^L_{A-1} \delta r^L_A,$$

$$\Delta r^L_A = L(L - 1) r^L_{A-2} - 4 \pi L r^L_{A-1} \delta r^L_A,$$

$$\Delta (r^L_A r^M_B) = L(L - 1) r^M_B r^L_{A-2} + M(M - 1) r^L_{A-1} r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi M r^L_B r^M_{B-1} \delta r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi L r^M_B r^L_{A-1} \delta r^L_A,$$

$$\Delta r^L_A = L(L - 1) r^L_{A-2} - 4 \pi L r^L_{A-1} \delta r^L_A,$$

$$\Delta (r^L_A r^M_B) = L(L - 1) r^M_B r^L_{A-2} + M(M - 1) r^L_{A-1} r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi M r^L_B r^M_{B-1} \delta r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi L r^M_B r^L_{A-1} \delta r^L_A,$$

$$\Delta r^L_A = L(L - 1) r^L_{A-2} - 4 \pi L r^L_{A-1} \delta r^L_A,$$

$$\Delta (r^L_A r^M_B) = L(L - 1) r^M_B r^L_{A-2} + M(M - 1) r^L_{A-1} r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi M r^L_B r^M_{B-1} \delta r^M_B - 4 \pi L r^M_B r^L_{A-1} \delta(r_A) - 4 \pi M r^L_B r^M_{B-1} \delta r^M_B - \frac{4}{3} \pi L r^M_B r^L_{A-1} \delta r^L_A,$$
Using the formulas [1]
\[
\int \delta(\dot{r}_A)(N^k_A N^k_A)^{2p} \, dx = \frac{1}{2p + 1}, \quad p = 1, 2, \ldots,
\]
and property (2.6) of the \( \delta \) function, we obtain the following integral making nonzero contributions to equations of motion (5.6):
\[
\int \delta(\dot{r}_A)N^k_A N^k_A (d\xi) = \frac{2}{15} r^{-3}_{AB} N^b_A N^b_A N^a_B (d\xi)
\]
\[
\int \delta(\dot{r}_A) N^a_B (d\xi) = -\frac{1}{3} r^{-2}_{AB} N^a_B
\]
\[
\int \delta(\dot{r}_A) r^{-3}_{AB} N^a_B (d\xi) = -\frac{1}{5} r^{-2}_{AB} N^a_B
\]
\[
\int \delta(\dot{r}_A) r^{-4}_{AB} N^a_B (d\xi) = \frac{5}{3} r^{-6} N^a_B
\]
\[
\int \delta(\dot{r}_A) \partial_a \partial_b \ln S_{AB} (d\xi) = \left[ \frac{1}{4} \delta_{ab} - \frac{1}{4} N^a_{AB} N^b_{AB} \right] r^{-2}_{AB}
\]
\[
\int \delta(\dot{r}_A) \partial_a \partial_b \hn S_{AB} (d\xi) = \left[ N^a_{AB} N^b_{AB} - \frac{1}{2} \delta_{ab} \right] r^{-2}_{AB}
\]
\[
\int \delta(\dot{r}_A) \partial_a \partial_b \hn S_{AB} (d\xi) = \left[ 2 N^b_{AB} \delta_{ab} + \frac{3}{4} N^b_{AB} \delta_{bn} + \frac{1}{4} N^a_{AB} \delta_{ab} - 3 N^a_{AB} N^b_{AB} \right] r^{-3}_{AB}
\]
\[
\int \delta(\dot{r}_A) \partial_a \partial_b \hn S_{AB} (d\xi) = \left[ -N^b_{AB} \delta_{an} - N^a_{AB} \delta_{ab} - N^a_{AB} N_{AB} + 4 N^a_{AB} N^b_{AB} \right] r^{-3}_{AB}
\]
\[
\int \delta(\dot{r}_A) r^{-2}_{AB} N^a_A \partial_a^b \partial_b^a \ln S_{AB} (d\xi) = \frac{1}{2} r^{-4} N^a_B
\]
\[
\int \delta(\dot{r}_A) r^{-2}_{AB} N^a_A \partial_a^b \partial_b^a \ln S_{AB} (d\xi) = \frac{1}{2} r^{-4} N^a_B
\]
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1. INTRODUCTION

Recent progress in electron-scattering experiments has made it possible to measure various polarization observables in the region of momentum transfers, where they can help to discriminate between different theoretical predictions. Much of this progress has been made possible by modern high-energy electron accelerators with a high duty cycle, such as MAMI or JLAB, and by the development of polarized sources, targets, and polarimeters.

Electron scattering by few-body systems has shown that the two-body terms of the nuclear electromagnetic operators make important contributions to the observables. The deuteron, the only bound two-nucleon system, is one of the fundamental systems of nuclear physics. Accordingly, many studies, both experimental and theoretical, have been devoted to it. Of particular interest today is the degree to which the deuteron can be understood as a system of two nucleons interacting via the known nucleon–nucleon interaction.

When addressing the electromagnetic properties of the deuteron more specifically, the corresponding question concerns the ability to predict the three deuteron form factors starting from the calculated deuteron wavefunction and the nucleon form factors known from the electron–nucleon scattering. At low momentum transfers, predictions and data agree quite well when only one-body terms are taken into account; at higher momentum transfers, two-body contributions are important. Whether it is necessary to make allowance for quark degrees of freedom is still a matter of debate. An up-to-date status of the experimental and theoretical research into the deuteron can be found in reviews [1].

The deuteron electromagnetic form factors most often are studied in order to check our understanding of the two-nucleon system. In parallel, however, the deuteron form factors are also exploited to get a better handle on the neutron form factors. In the past, much of our knowledge on the neutron charge form factor $G_{En}(q^2)$ came from precision studies of the deuteron structure function $A(q^2)$ (see Eq. (16) for the definition). Only very recently have experiments involving both polarized electrons and polarized target/recoil nuclei made it possible to access $G_{En}$ via other observables. At large $q^2$, however, $G_{En}$ is still largely unknown, which represents a serious handicap to quantitative understanding of the deuteron charge form factors.

Elastic electron–deuteron scattering has been investigated in many experiments, and the cross-sectional data today cover a large range of momentum transfers (see review [2]). Some of these data are obviously not very precise; other data, mainly more recent, have reached accuracies that have achieved a level 1%. Over the last few years, it has increasingly become possible to measure not only cross sections, but also spin observables. The knowledge of these spin observables is imperative if one wants to separate the contributions of the different form factors to the $A(q^2)$ structure function. In terms of experiment, good progress has been made. In particular, we now have a reasonably complete set of polarization data for electron–deuteron scattering that allows us to separate the deuteron charge and quadrupole form factors.
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This article was submitted by the authors in English.
Two techniques are basically available to measure such spin observables.

(1) With storage rings, one can use polarized, internal deuteron gas targets from an atomic beam source [3]. The high intensity of the circulating electron beam allows one to achieve acceptable luminosities despite the very low thickness of the gas target.

(2) At facilities with external beams, one can use polarimeters to measure the polarization of the recoil deuteron. High beam intensities are a prerequisite because the measurement of polarization, which requires a second reaction of the deuteron, involves the loss of a few orders of magnitude in the counting rate.

Current experiments at modern accelerators have reached a new level of precision; this requires a new approach to data analysis and inclusion of all possible systematic uncertainties. An important source of such uncertainties is the electromagnetic radiative effects caused by physical processes that occur in higher orders of perturbation theory with respect to electromagnetic interaction. Previously, we calculated the radiative corrections to the polarization observables in deep inelastic scattering (due to a tensor-polarized deuteron target) [4] and in semi-inclusive deep inelastic scattering (due to a tensor-polarized deuteron target) [5].

In the present paper, we calculate the model-independent $O(\alpha)$ QED corrections to the polarization observables in the scattering of the unpolarized or longitudinally polarized electron beam off a vector- or tensor-polarized deuteron target (or production of an arbitrarily polarized final deuteron),

$$e^- (k_1) + D(p_1) \rightarrow e^- (k_2) + D(p_2).$$

The experimental setups also make it possible to measure the tensor polarization observables under scattering off the polarized deuteron target as well as by determination of the recoil deuteron polarizations. Different aspects of respective approaches [6] in JLAB have been discussed recently in [7].

For polarized-target experiments, a scattered electron is usually detected, although the measurement of the recoil deuteron is also possible. In the first case, leptonic variables, and in the second case, hadronic ones are used to calculate radiative corrections. In the leptonic variables, the virtuality of the heavy intermediate photon is not fixed due to the possibility to radiate a photon by the initial or scattered electron. As a result, the corresponding radiative correction involves certain integrals with deuteron form factors over the intermediate photon mass that cannot be computed in a model-independent way (without knowing the form factors). On the contrary, in hadron variables, the heavy photon mass is fixed and the respective radiative correction caused by electromagnetic effects in the lepton part of the interaction can be calculated, in principle, in a model-independent way in any order of perturbation theory.

The measurement of the recoil-deuteron polarization requires the analysis of the second scattering, which, in turn, suggests knowledge of the recoil-deuteron 3-momentum. Therefore, calculation of the radiative correction in this experimental setup requires using the hadronic variables, which we consider in this work. Our approach is based on the covariant parametrization of the polarization state of the deuteron target or recoil deuteron in terms of the 4-momenta of the particles in process (1), used first in [8–10] and recently in [4, 5]. In addition, we use invariant integration of the leptonic tensor to calculate the contribution to the radiative correction caused by the hard-photon radiation. Derived this way, the first-order QED correction is generalized by exponentiation of the most singular terms in the limiting case where the real photon energy is small. Our analytical final results are simple enough and have a physically transparent form.

2. BORN APPROXIMATION

Different polarization observables in the electron–deuteron elastic scattering have been studied in [11–16] and other papers, where the results were expressed in terms of the deuteron electromagnetic form factors. Here, we reproduce most of these results using the method of covariant parametrization of the deuteron polarization state in terms of the particle 4-momenta and demonstrate the advantage of this approach.

We first consider the scattering off the polarized deuteron target. In the one-photon exchange approximation, we define the cross section of process (1) in terms of the contraction of the leptonic $L_{\mu \nu}$ and hadronic $H_{\mu \nu}$ tensors (we neglect the electron mass wherever possible),

$$d\sigma = \frac{\alpha^2}{2V q^4} L_{\mu \nu}^B H_{\mu \nu} \frac{d^3 k_2 d^3 p_z}{E_2} \delta (k_1 + p_1 - k_2 - p_z),$$

where $V = 2k_1 p_1$, $E_2$ and $E_2$ are the respective energies of the scattered electron and the recoil deuteron, and $q = k_1 - k_2 = p_2 - p_1$ is the 4-momentum of the heavy virtual photon that probes the deuteron. For a longitudinally polarized electron beam, the leptonic tensor in the Born approximation is given by

$$L_{\mu \nu}^B = q^2 g_{\mu \nu} + 2 (k_1, k_2, k_3) + 2i\epsilon (\mu \nu \alpha \beta),$$

where $\epsilon$ is the degree of the beam polarization (in what follows, we assume that the electron beam is completely polarized, and, consequently, $\epsilon = 1$).
The hadronic tensor can be expressed via the deuteron electromagnetic current $J_\mu$ describing the transition $\gamma^d \to d$ as

$$H_{\mu\nu} = J_\mu J^*_\nu.$$  \hspace{1cm} (4)

Because the deuteron is a spin-one nucleus, its electromagnetic current is completely described by three form factors. Assuming the P- and C-invariance of the hadron electromagnetic interaction, we can write this current as \cite{17}

$$J_\mu = (p_1 + p_2)_\mu$$

$$\times \left[ - G_1 U_1^* U_2^* + \frac{G_3}{M^2} \left( U_1 q U_2^* q - \frac{q^2}{2} U_1 U_2^* \right) \right]$$

$$+ G_2 (U_{1\mu} U_2^* q - U_{2\mu} U_1 q),$$

where $U_{1\mu}(U_{2\mu})$ is the wavefunction of the initial (recoil) deuteron, $M$ is the deuteron mass, and $G_i$ ($i = 1, 2, 3$) are the deuteron electromagnetic form factors. Due to the current hermiticity, the form factors $G_i(q^2)$ are real functions in the region of spacelike momentum transfer. They can be related to the standard deuteron form factors, $G_C$ (the charge monopole), $G_M$ (the magnetic dipole), and $G_Q$ (the quadrupole), as

$$G_M = -G_2, \quad G_Q = G_1 + G_2 + 2G_3,$$

$$G_C = \frac{p}{6\tau} (G_2 - G_3) + \left(1 + \frac{p}{6\tau}\right) G_1,$$

$$\rho = -\frac{q^2}{V}, \quad \tau = \frac{M^2}{V}.$$  \hspace{1cm} (6)

The standard form factors have the normalizations

$$G_C(0) = 1, \quad G_M(0) = \frac{M}{m_n}\mu_d,$$

$$G_Q(0) = M^2 Q_d,$$  \hspace{1cm} (7)

where $m_n$ is the nucleon mass, $\mu_d(Q_d)$ is deuteron magnetic (quadrupole) moment, and their values are

$$\mu_d = 0.857, \quad Q_d = 0.2859 \text{ fm}^2.$$

In calculating the expression for the hadron tensor $H_{\mu\nu}$ in terms of the deuteron electromagnetic form factors, using the explicit form of electromagnetic current \eqref{5}, one has to use the spin-density matrix of the initial and final deuterons

$$U_{1\alpha} U_{1\beta}^* = -\frac{1}{3} (g_{\alpha\beta} - \frac{p_{1\alpha} p_{1\beta}}{M^2}) - \frac{i}{2M} (\alpha\beta W p_1) + Q_{\alpha\beta},$$

$$U_{2\alpha} U_{2\beta}^* = \left( g_{\alpha\beta} - \frac{p_{2\alpha} p_{2\beta}}{M^2} \right)$$

if the deuteron target is polarized and the polarization of the recoil deuteron is not measured. Here, $W_\alpha$ and $Q_{\alpha\beta}$ are the target-deuteron polarization 4-vector and the quadrupole tensor, respectively.

Taking Eqs. (4), (5), and (8) into account, we can write the hadronic tensor in the general case as

$$H_{\mu\nu} = H_{\mu\nu}(0) + H_{\mu\nu}(V) + H_{\mu\nu}(T),$$  \hspace{1cm} (9)

where $H_{\mu\nu}(0)$ corresponds to the unpolarized case and $H_{\mu\nu}(V)$ ($H_{\mu\nu}(T)$) corresponds to the case of the vector (tensor) polarization of the deuteron target. The $H_{\mu\nu}(0)$ term has the form

$$H_{\mu\nu}(0) = -W_1 \tilde{g}_{\mu\nu} + \frac{W_2}{M^2} \tilde{p}_{1\mu} \tilde{p}_{1\nu},$$

$$\tilde{g}_{\mu\nu} = g_{\mu\nu} - \frac{q_{\mu} q_{\nu}}{q^2}, \quad \tilde{p}_{1\mu} = p_{1\mu} - \frac{p_1 q_{\mu}}{q^2} q_{\mu},$$

$$W_1 = -\frac{2q^2}{3} \left( 1 + \frac{p}{4\tau}\right) G^2,$$

$$W_2 = 4M^2 \left( \frac{p}{6\tau} G^2_M + G^2_C + \frac{q^2}{18\tau^2} G^2_Q \right).$$  \hspace{1cm} (10)

In the case under consideration, the term $H_{\mu\nu}(V)$, responsible for the vector polarization of the deuteron target, can be written as

$$H_{\mu\nu}(V) = \frac{iG_M}{2M} \left( (G_M - G)(W p_2)(\mu\nu q p_1) \right. $$

$$\times \left. + 2M^2 \left( 1 + \frac{p}{4\tau}\right) G(\mu\nu q W) \right],$$

$$G = 2G_C + \frac{p}{6\tau} G_Q,$$  \hspace{1cm} (11)

where the 4-vector of the target deuteron polarization satisfies the conditions

$$W^2 = -1, \quad W p_1 = 0.$$

For the tensor-polarized deuteron target, $H_{\mu\nu}(T)$ can be written in terms of the electromagnetic form factors as

$$H_{\mu\nu}(T) = -\tilde{Q} G^2_M \tilde{g}_{\mu\nu} + \frac{\tilde{Q}}{M^2}$$

$$\times \left[ (G^2_M + 4(1 + \eta)^{-1} G_C + \eta G_Q + \eta G_M) \right]$$

$$\times \tilde{p}_{1\mu} \tilde{p}_{1\nu} - 2\eta G_M(G_M + 2G_Q)(\tilde{p}_{1\mu} \tilde{Q}_{\nu} + \tilde{p}_{1\nu} \tilde{Q}_{\mu}) - q^2 (1 + \eta) G^2_Q \tilde{Q}_{\mu\nu},$$

$$\tilde{Q} = Q_{\alpha\beta}.\tilde{p}_{1\alpha},$$
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The calculation of the radiative corrections, in terms of the invariant variables suitable for the expression for the unpolarized differential cross section (3) and hadronic (9) tensors, we can easily derive in a more familiar form.

In the laboratory system, this expression can be written as [5]

\[ \frac{d\sigma^{\mu\nu}}{dQ^2} = \frac{\pi \alpha^2}{Q^2} \left\{ \frac{[2\rho W_1 + W_2]}{\sqrt{1 - \rho(1 + \tau)}} \right\}, \]

where \( Q^2 = -q^2 = 2k_1 k_2 \).

Using the definitions of cross section (2) and leptonic (3) and hadronic (9) tensors, we can easily derive the expression for the unpolarized differential cross section in terms of the invariant variables suitable for the calculation of the radiative corrections,

\[ \frac{d\sigma^{\mu\nu}}{dQ^2} = \sigma_{NS} \left\{ A(Q^2) + B(Q^2) \tan^2 \frac{\theta}{2} \right\}, \]

where \( \theta_x \) is the electron scattering angle, \( \sigma_{NS} \) is the Mott cross section multiplied by the deuteron recoil factor

\[ \left( 1 + 2(\varepsilon/M) \sin^2 \frac{\theta_x}{2} \right)^{-1}, \]

and \( \varepsilon \) is the electron beam energy. The two structure functions \( A(Q^2) \) and \( B(Q^2) \) are quadratic combinations of the three electromagnetic form factors describing the deuteron structure,

\[ A(Q^2) = G_1^2(Q^2) + \frac{8}{9} \eta^2 G_0^2(Q^2) + \frac{2}{3} \eta G_M^2(Q^2), \]

\[ B(Q^2) = \frac{4}{9} \eta (1 + \eta) G_M^2(Q^2), \quad \eta = \frac{Q^2}{4M^2}. \]

Before writing similar distributions for the scattering of polarized particles, we note that, in this case, there may exist, in general, an azimuthal correlation between the reaction plane and the plane (p2, W) if the recoil deuteron is detected (here, W is 3-vector of the deuteron polarization). However, in the Born approximation, with the \( P \)-invariance of the electromagnetic interaction taken into account, such a correlation is absent. In what follows, we consider the situation where the vector W belongs to the reaction plane and the corresponding azimuthal angle equals to zero. Therefore, there exist only two independent components of \( W \), which we call the longitudinal and transverse ones. It is convenient to use the covariant parametrization of the deuteron polarization 4-vector in terms of the 4-momenta of the particles in the reaction. This parametrization is ambiguous and depends on the directions along which the longitudinal and transverse components of the deuteron polarization in its rest frame are defined.

As mentioned above, we have to define the longitudinal \( W^L \) and transverse \( W^T \) 4-vectors. In our case, it is natural to choose the longitudinal direction in the laboratory system along the 3-momentum \( q \) and the transverse direction perpendicular to the longitudinal one in the reaction plane. The corresponding 4-vectors can be written as [5]

\[ W^{(L)}_\mu = \frac{2\tau q_\mu - \rho p_{1\mu}}{M\sqrt{(4\tau + \rho)}}, \]

\[ W^{(T)}_\mu = \left( \frac{4\tau + \rho) k_{1\mu} - (1 + 2\tau) q_\mu - (2 - \rho) p_{1\mu}}{\sqrt{(4\tau + \rho)(1 - \rho - \rho \tau)}} \right). \]

This leads to simple expressions for the corresponding part of the hadronic tensor,

\[ H^{L}_{\mu
\nu}(V) = \frac{\rho G_M^2}{4\tau}(\mu\nu q p_1), \]

\[ H^{T}_{\mu
\nu}(V) = \frac{\rho G_M G}{4\tau}[(4\tau + \rho)(\mu\nu q k_1) - (2 - \rho)(\mu\nu Q p_1)] \]

\[ -\frac{(4\tau + \rho)}{\eta \tau (1 - \rho - \rho \tau)}. \]

The polarization-dependent parts of the cross section, due to the vector polarization of the deuteron target, are given by

\[ \frac{d\sigma^{L}_{\mu}}{dQ^2} = \frac{\pi \alpha^2}{4\tau V^2} \rho \sqrt{(4\tau + \rho) G_M^2}, \]

\[ \frac{d\sigma^{T}_{\mu}}{dQ^2} = \frac{\pi \alpha^2}{V Q^2} \frac{(4\tau + \rho)(1 - \rho - \rho \tau)}{\eta} G_M G, \]

where we assumed that \( \lambda \) in Eq. (3) is equal to one and the deuteron-target polarization degree (longitudinal or transverse) is 100%.
In the laboratory system, these parts of the cross section can be written as

$$
\frac{d\sigma_b^L}{dQ^2} = \frac{\pi}{\varepsilon_2^2} \eta_{NS} \frac{(1 + \eta)(1 + \eta \sin^2 \frac{\theta}{2})}{\tan \frac{\theta}{2}} \frac{G^2_M}{2},
$$

(21)

$$
\frac{d\sigma_b^T}{dQ^2} = 2 \frac{\pi}{\varepsilon_2^2} \eta_{NS} \frac{(1 + \eta)(1 + \eta \sin^2 \frac{\theta}{2})}{\tan \frac{\theta}{2}} \frac{G^2_M}{2},
$$

(22)

where $\varepsilon_2$ is the scattered electron energy.

It is worth noting that the ratio of the longitudinal polarization asymmetry $A^L = d\sigma_b^L/d\sigma_b$ to the transverse one, $A^T = d\sigma_b^T/d\sigma_b$,

$$
\frac{A^L}{A^T} = \frac{2 - \rho}{4} \frac{\rho}{\sqrt{1 - \rho - \rho \tau}} \frac{G^2_M}{G},
$$

(23)

is expressed in terms of the deuteron form factors $G_M$ and $G$ in the same way as the corresponding ratio in the case of elastic electron–proton scattering is expressed via the proton electromagnetic form factors $G_p$ and $G_{Ep}$ [17, 18]. This is a direct consequence of the relation between the proton $H_{\mu\nu}^p(V)$ and deuteron $H_{\mu\nu}^d(V)$ hadronic tensors, which depend on the proton and deuteron vector polarization, respectively,

$$
H_{\mu\nu}(V)(G_M, G) = \frac{4\pi + \rho}{8\tau} H_{\mu\nu}^p(V)(G_M, G_{Ep}).
$$

(24)

We now consider the tensor-polarized deuteron target. For completeness, we introduce the 4-vector

$$
W_{\mu}^{(N)} = \frac{2\varepsilon_{\mu\lambda\rho\sigma} P_{1\lambda} k_{1\sigma} k_{2\rho}}{V\sqrt{V\rho(1 - \rho - \rho \tau)}},
$$

(25)

which is orthogonal to the reaction plane. It can then be verified that the set of the 4-vectors $W_{\mu}^{(l)}, l = L, T, N$, satisfies the conditions

$$
W_{\mu}^{(a)} W_{\mu}^{(b)} = -\delta_{ab}, \quad W_{\mu}^{(a)} P_{1\mu} = 0, \quad \alpha, \beta = L, T, N.
$$

If one more 4-vector $W_{\mu}^{(0)} = P_{1\mu}/M$ is added to the set of the 4-vectors defined by Eqs. (17) and (25), we obtain the complete set of orthogonal 4-vectors with the properties

$$
W_{\mu}^{(m)} W_{\nu}^{(m)} = g_{\mu\nu}, \quad W_{\mu}^{(m)} W_{\mu}^{(n)} = g_{mn},
$$

(26)

$$
m, n = 0, L, T, N.
$$

This allows us to express the deuteron quadrupole polarization tensor in the general case as

$$
Q_{\mu\nu} = W_{\mu}^{(m)} W_{\nu}^{(n)} R_{mn} \equiv W_{\mu}^{(a)} W_{\nu}^{(b)} R_{ab},
$$

(27)

$$
R_{ab} = R_{ba}, \quad R_{aa} = 0,
$$

because the components $R_{00}$, $R_{0\alpha}$, and $R_{\alpha\alpha}$ are identically equal to zero due to the condition $Q_{\mu\nu} p_{\mu\nu} = 0$. The quantities $R_{ab}$ are in fact the degrees of the tensor polarization of the deuteron target. In the Born approximation, the components $R_{NL}$ and $R_{NT}$ do not contribute and expansion (27) can be rewritten in the standard form

$$
Q_{\mu\nu} = \left[W_{\mu}^{(L)} W_{\nu}^{(L)} - \frac{1}{2} W_{\mu}^{(T)} W_{\nu}^{(T)} \right] R_{LL} + \frac{1}{2} \left[W_{\mu}^{(L)} W_{\nu}^{(T)} R_{TT} - R_{NN} \right] + \left(W_{\mu}^{(L)} W_{\nu}^{(T)} + W_{\mu}^{(T)} W_{\nu}^{(L)} \right) R_{LT},
$$

(28)

where we took into account that

$$
R_{LL} + R_{TT} + R_{NN} = 0.
$$

The part of the cross section that depends on the tensor polarization of the deuteron target can be written as

$$
\frac{d\sigma_b^Q}{dQ^2} = \frac{d\sigma_b^{LL}}{dQ^2} R_{LL} + \frac{d\sigma_b^{TT}}{dQ^2} (R_{TT} - R_{NN}) + \frac{d\sigma_b^{LT}}{dQ^2} R_{LT},
$$

(29)

where

$$
\frac{d\sigma_b^{LL}}{dQ^2} = \frac{\pi \alpha^2}{Q^2} 2(1 - \rho - \tau \rho),
$$

(30)

$$
\frac{d\sigma_b^{TT}}{dQ^2} = \frac{\pi \alpha^2}{Q^2} 2(1 - \rho - \tau \rho) G^2_M,
$$

(31)

$$
\frac{d\sigma_b^{LT}}{dQ^2} = \frac{\beta \alpha^2}{Q^2} 4(1 - \rho - \tau \rho) G^2_M G_{M}.
$$

(32)

In the laboratory frame, this part of the cross section can be written as

$$
\frac{d\sigma_b^Q}{dQ^2} = \frac{\pi}{\varepsilon_2^2} \eta_{NS} \left[S_{LL} R_{LL} + S_{TT} (R_{TT} - R_{NN}) + S_{LT} R_{LT} \right],
$$

(33)
where

\[
S_{LL} = \frac{1}{2} \left\{ 8 \eta G_e G_Q + \frac{8}{3} \eta^2 G_Q^2 \\
+ \eta \left[ 1 + 2(1 + \eta) \tan^2 \frac{\theta}{2} \right] G_M^2 \right\},
\]

\[
S_{TT} = \frac{1}{2} \eta G_M^2,
\]

\[
S_{LT} = -4 \eta \sqrt{\eta + \eta^2 \sin^2 \frac{\theta}{2} \sec \frac{\theta}{2} G_Q G_M}.
\]

If the longitudinal direction is determined by the recoil deuteron 3-momentum, relations (18) and (21) are not affected by hard photon radiation in the lepton part of the interaction (this corresponds to the use of the so-called hadronic variables, see below) because

\[
q = p_2 - p_1.
\]

However, when this direction is reconstructed using the 3-momentum of the scattered electron (lepton variables), these relations break down because

\[
q \neq k_1 - k_2.
\]

in this case. This means that, in the leptonic variables, parametrization (17) is unstable and radiation of a hard photon by the electron leads to a mixture of the longitudinal and transverse polarizations.

This mixture can be eliminated by taking the longitudinal direction along the 3-momentum of the initial electron. The corresponding parametrization of the 4-vector polarizations is [19]

\[
W^{(I)}_{\mu} = \frac{2 \tau k_{1\mu} - p_{1\mu}}{M},
\]

\[
W^{(I)}_{\mu} = \frac{k_{2\mu} - (1 - \rho - 2 \rho \tau) k_{1\mu} - \rho p_{1\mu}}{\sqrt{\rho(1 - \rho - \rho \tau)}.}
\]

The hadronic tensors \( H_{\mu\nu}^{L,T} \) then have the form

\[
H_{\mu\nu}^L = -i \frac{4 \tau + \rho}{4 \tau}
\]

\[
\times \left\{ G \left[ -2 \tau (\mu \nu q_{k_1}) + \frac{2 \tau (2 - \rho)}{4 \tau + \rho} (\mu \nu q_{p_1}) \right] \right\} G_M.
\]

\[
H_{\mu\nu}^T = -i \frac{4 \tau + \rho}{4 \tau}
\]

\[
\times \left\{ G \left[ -2 \tau (\mu \nu q_{k_1}) + \frac{2 \tau (2 - \rho)}{4 \tau + \rho} (\mu \nu q_{p_1}) \right] \right\} G_M.
\]

\[
\times \left\{ G \left[ -2 \tau (\mu \nu q_{k_1}) + \frac{2 \tau (2 - \rho)}{4 \tau + \rho} (\mu \nu q_{p_1}) \right] \right\} G_M.
\]

In the case of scattering off a polarized target, the tensors \( H_{\mu\nu}^{L,T} \) and \( H_{\mu\nu}^{L,T} \) are connected by the trivial relations

\[
H_{\mu\nu}^L = \cos \theta H_{\mu\nu}^T + \sin \theta H_{\mu\nu}^T,
\]

\[
H_{\mu\nu}^T = -\sin \theta H_{\mu\nu}^L + \cos \theta H_{\mu\nu}^L.
\]

Using these relations, we can write the polarization-dependent parts of the Born cross section, which correspond to parametrization (37), as

\[
d\sigma_b^L = \cos \theta \frac{d\sigma_b^L}{dQ^2} - \sin \theta \frac{d\sigma_b^T}{dQ^2},
\]

\[
d\sigma_b^T = \sin \theta \frac{d\sigma_b^L}{dQ^2} + \cos \theta \frac{d\sigma_b^T}{dQ^2},
\]

where \( d\sigma_b^L/dQ^2 \) and \( d\sigma_b^T/dQ^2 \) are defined by Eqs. (19) and (20). Therefore, we can write

\[
\frac{d\sigma_b^J}{dQ^2} = \frac{\pi \alpha^2}{V^2}
\]

\[
\times \left[ \frac{1 + \frac{2 \tau (2 - \rho)}{4 \tau}}{2 \rho} G_M + \frac{\tau (1 - \rho - \rho \tau)}{\tau} \right] G_M.
\]

\[
\frac{d\sigma_b^J}{dQ^2} = \frac{\pi \alpha^2}{V^2} \frac{\rho(1 - \rho - \rho \tau)}{\tau}
\]

\[
\times \left[ -\frac{1}{2} (2 - \rho) G_M + (1 + 2 \tau) G_M \right] G_M.
\]

In the case of the tensor polarization, the relations that represent an analog of Eq. (41) become

\[
\frac{d\sigma_b^J}{dQ^2} = X_{IJ} \frac{d\sigma_b^J}{dQ^2}, \quad I, J = L, T,
\]

where the partial cross sections \( d\sigma_b^J/dQ^2 \) are defined by Eq. (29) as the coefficients in front of the respective
quantities \( R_{LL}, R_{TT} - R_{NN}, \) and \( R_{LN}, \) and the entries of the matrix \( X_{ij} \) are
\[
X_{LL} = \frac{1}{4} (1 + 3 \cos 2\theta) R_{ij} + \frac{1}{4} (1 - \cos 2\theta) (R_{ii} - R_{nn}) + \sin 2\theta R_{ij},
\]
\[
X_{TT} = \frac{3}{4} (1 - \cos 2\theta) R_{ij} + \frac{1}{4} (3 + \cos 2\theta) (R_{ii} - R_{nn}) - \sin 2\theta R_{ij},
\]
\[
X_{ij} = -\frac{1}{4} \sin 2\theta [3 R_{ii} - (R_{ii} - R_{nn})] + 2\cos 2\theta R_{ij}.
\]

As we can see, the polarization-dependent part of the cross section is now expressed in terms of the new polarization parameters \( R_{ij}, R_{ii} - R_{nn}, \) and \( R_{b} \) defined in accordance with the directions given by Eq. (37), and the coefficients in front of these quantities in the right-hand side of Eq. (44) determine the corresponding partial cross sections \( d\sigma_{ij}^{(s)} / dQ^2. \)

We now consider the scattering off the unpolarized target in the case where the recoil deuteron polarization is measured. In this case, we can obtain both the vector and tensor polarizations of the recoil deuteron using the results given above. For this, we note that the longitudinal and transverse 4-vectors \( S^{(L)} \) and \( S^{(T)} \), which satisfy the relations \( S^{(L)} = -1 \) and \( (S^{(T)} = 0, 0, 0, 0) \), are
\[
S^{(L)} = \frac{2\tau q_{\mu} + p_{\mu}}{M \sqrt{p(4\tau + \rho)}}, \quad S^{(T)} = W^{(T)}.
\]

The part \( H_{\mu \nu}(V) \) of the hadronic tensor can be derived from Eq. (11) by the substitution \( W \to S, p_1 \to -p_2 \). This actually means that we have to replace \( (Wp_2) \) in the right-hand side of Eq. (11) with \( (Sp_2) \). The vector polarization of the recoil deuteron (longitudinal \( P^L \) or transverse \( P^T \) ) is defined as the ratio of the polarization-dependent part of the cross section to the unpolarized part. Taking into account that \( (S^{(T)} p_1) = -(W^2 p_2) \), we conclude that
\[
P^L = -A^L, \quad P^T = A^T,
\]
where \( A^L \) and \( A^T \) are the respective asymmetries for the scattering off the 100%-polarized deuteron target.

Here, we want to draw the reader’s attention to the fact that determination of \( G_{d}(G_{M} + 2G_{Q}) \) by measuring the ratio \( A^L / A^T \) in the scattering off a polarized deuteron target is more attractive than by measuring the ratio \( P^L / P^T \) in the polarization transfer process because the second scattering is necessary in the latter case. This decreases the corresponding event number by about two orders [20], substantially increasing the statistical error. The problem with the depolarization effect that appears in the scattering of a high-intensity electron beam on the polarized solid target can be avoided using the polarized gas deuteron target [3].

By analogy, the components of the tensor polarization of the recoil deuteron are defined by the ratios of the corresponding partial cross sections to the unpolarized one,
\[
\tilde{R}_{LL} = \frac{d\sigma_{LL}^{(s)}}{d\sigma_{LL}^{(u)}}, \quad \tilde{R}_{LT} = \frac{d\sigma_{LT}^{(s)}}{d\sigma_{LT}^{(u)}}, \quad \tilde{R}_{TT} = \frac{d\sigma_{TT}^{(s)}}{d\sigma_{TT}^{(u)}}.
\]

Part \( H_{\mu \nu}(T) \) of the hadronic tensor can be derived from Eq. (12) by changing the sign in the term proportional to \( G_{d}(G_{M} + 2G_{Q}) \). Straightforward calculations using this updated tensor and parametrization (46) lead to the following results. First, both diagonal partial cross sections in the right-hand side of Eq. (48) are the same as defined by Eq. (29) for the scattering off the polarized target, and second, the partial cross section \( d\sigma_{LT}^{(s)} / dQ^2 \) changes sign compared with the cross section in Eq. (29).

3. RADIATIVE CORRECTIONS

The total radiative correction can be divided into model-independent and model-dependent contributions. The model-independent radiative correction includes all QED corrections to the lepton part of the interaction and insertion of the vacuum polarization into the exchange photon propagator. The model-dependent radiative correction involves additional couplings of the photon with the off-mass-shell hadron and comes from box-type diagrams, hadronic vertex functions, hadron contribution to vacuum polarization, etc. It can be analyzed at the level allowed by the current knowledge of the hadronic structure; as a rule, the corresponding contribution is added to the systematic error.

The standard practice of data analysis in \( ep \) and \( ed \) scatterings is that the model-independent radiative correction is taken into account with the accuracy allowed by theoretical calculations. The reason is that it makes the main contribution due to the smallness of the electron mass and can be calculated without any additional assumptions. Therefore, the model-independent radiative correction is calculated theoretically and simply subtracted from the observed quantities, or Monte Carlo generators constructed on the basis of these calculations are implemented into the codes of the data analysis. In this paper, we calculate only the model-independent radiative correction; we bear this in mind in what follows.
There exist two sources of radiative corrections when the corrections of order $\alpha$ are taken into account. The first is caused by virtual and soft photon emission that cannot affect the kinematics of process (1). The second arises due to the radiation of a hard photon,

$$e^+(k_1) + D(p_1) \rightarrow e^+(k_2) + \gamma(k) + D(p_2),$$  \hspace{0.5cm} (49)

because cuts on the event selection used in the current experiments allow photons to be radiated with an energy of about 100 MeV or even more [6, 20]. Such photons cannot be interpreted as “soft.” The form of the radiative correction caused by the contribution due to the hard photon emission depends strongly on the choice of variables used to describe process (49) [21].

The hadronic variables were used formerly to compute the radiative correction in the elastic and deep-inelastic polarized electron–proton scattering [21, 22]. As noted in [21], the form and value of the radiative correction in the hadronic variables differ substantially from the radiative correction calculated in the leptonic variables. We want to point out that the results in [22] can be used for the elastic $ep$ scattering and relations (10) and (22) can be used to calculate the radiative correction in the elastic unpolarized and polarized $ed$ scattering in the case of the deuteron vector polarization. Here, we also calculate the radiative correction in the case of the deuteron tensor polarization, which is absent in [22] because the proton has spin 1/2. Our goal is to obtain physically transparent formulas for the radiatively corrected cross sections, which are absent in [22], and to generalize them with the higher orders of the coupling constant $\alpha$ taken into account by simple exponentiation of the leading contributions.

In contrast to [22], we assume at the very beginning that, in reaction (49), the recoil deuteron is detected and the 4-momentum

$$q = p_2 - p_1 = k_1 - k_2 - k$$

is fixed. Because neither the scattered electron nor the hard photon is detected, the complete integration over the 3-momenta of these undetected particles must be performed.

In calculating the radiative correction using the hadronic variables, it is very convenient to use the method of invariant integration. In this method, integration of the leptonic tensor $L^\gamma_{\mu\nu}$ (with the emission of an additional photon taken into account) over the variables of the scattered electron and the emitted additional photon is performed before the contraction of the leptonic and hadronic tensors. At the beginning, we use the overall 4-dimension $\delta$-function to eliminate the $k_2$ momentum and then perform analytic integration with respect to the photon 3-momentum in the special system where

$$k_1 + p_1 - p_2 = 0.$$  

It is convenient to introduce the dimensionless hadronic variables

$$x = \frac{q^2}{2k_1q}, \quad y = \frac{2k_1q}{V}, \quad xy = \rho,$$  \hspace{0.5cm} (50)

which characterize inelasticity due to the hard-photon emission in the lepton block; if the photon is not radiated, then $x = 1$ and $y = \rho$. The quantity $1 - x$ actually represents the energy fraction of the collinear photon radiated by the initial-state electron. It is easy to verify this statement because

$$q = xk_1 - k_2, \quad k_2^2 = k_1^2 = 0$$

in this case.

The use of these variables in the framework of our approach allows us to bypass the complication that comes from the Gram determinant and appears in the standard method developed in [23] and used later in [22, 24]. This makes it possible to simplify the calculations and write physically transparent expressions for both polarized and unpolarized cross sections.

Using the above strategy, we start from the following expression for the cross section of process (49) in the hadronic variables:

$$d\sigma = \frac{\alpha^2}{VQ^4}L^\gamma_{\mu\nu}H_{\mu\nu} \frac{d^3p_2}{E_2} \frac{d^3k}{4\pi^2} \delta(k_2^2 - m^2).$$  \hspace{0.5cm} (51)

Here, $\omega$ is the photon energy and $m$ is the electron mass. The leptonic tensor corresponding to the hard-photon radiation is well known [25, 26]. It can be written as

$$L^\gamma_{\mu\nu} = L^{un}_{\mu\nu} + L^p_{\mu\nu}.$$  

Its unpolarized symmetric part is

$$L^{un}_{\mu\nu} = 2\left[ \frac{(q^2 - t)^2}{s t} + \frac{(q^2 - s)^2}{s t} - 2m^2q^2\left(\frac{1}{s^2} + \frac{1}{t^2}\right) \right] \delta_{\mu\nu}$$

$$+ 8 \left( \frac{q^2}{s t} - \frac{2m^2}{s^2} \right) k_{1\mu}k_{1\nu} + 8 \left( \frac{q^2}{s t} - 2m^2 t^2 \right) k_{2\mu}k_{2\nu},$$  \hspace{0.5cm} (52)

and the antisymmetric part, arising due to the longitudinal beam polarization, is

$$L^p_{\mu\nu} = 4i(\mu\nu q \rho) \left[ k_{1\mu} \left( \frac{q^2 - s}{s t} - 2m^2 \left(\frac{1}{s^2} + \frac{1}{t^2}\right) \right) \right]$$

$$+ k_{2\mu} \left( \frac{q^2 - t}{s t} - \frac{2m^2 s}{(q^2 - s)t} \right),$$  \hspace{0.5cm} (53)

$$t = -2kk_1, \quad s = 2kk_2 = -Q^2 + Vy,$$

$$a_\mu = a_\mu - \frac{aq}{q^2} q_\mu.$$  

After removing the overall $\delta$-function, it is necessary to
calculate the quantity
\[
L_{\mu \nu}^i = \int L_{\mu \nu}^i \frac{d^3 k}{\omega} \delta(k_2^2 - m^2).
\]
We calculate it using the method of invariant integration. We first consider the case of the unpolarized electron beam. With the \(P\)-invariance of the electromagnetic interaction and gauge invariance of the quantity \(L_{\mu \nu}^i\) taken into account, we can represent this quantity in the general form as
\[
L_{\mu \nu}^{\text{inn}} = A \tilde{g}_{\mu \nu} + B \tilde{k}_{1 \mu} \tilde{k}_{1 \nu}.
\]
Next, we must integrate over the photon phase space in the integrals \(I_1\) and \(I_2\). Because the quantity \(\delta(k_2^2 - m^2)\) that enters the integrands in \(I_1\) and \(I_2\) is Lorentz invariant, we can take any coordinate system to do this integration. The most convenient one is the coordinate system where
\[
k_1 + p_1 - p_2 = 0.
\]
In fact, this is the center-of-mass system for the radiated photon and the scattered electron, and, therefore, the polar \((\hat{\theta})\) and azimuthal \((\phi)\) angles of the radiated photon cover the entire phase space. We therefore have
\[
\frac{d^3 k}{\omega} \delta(k_2^2 - m^2) = \frac{1 - \frac{x}{R_x}}{4R_x} d\phi d\cos \hat{\theta},
\]
\[
0 < \phi < 2\pi,
\]
\[
-1 < \cos \hat{\theta} < 1, \quad R_x = 1 - x + \frac{m^2}{Q^2},
\]
where the \(z\) axis is chosen along the direction of the initial electron 3-momentum. In writing the quantity \(R_x\), we set \(x = 1\) in the coefficient in front of \(m^2/Q^2\).

The energies of all particles and the polar angle of the initial deuteron in this system can be expressed in terms of the invariant variables as
\[
\omega = \frac{V_y(1 - x)}{2\sqrt{R}}, \quad \varepsilon_1 = \frac{V_y + 2m^2}{2\sqrt{R}}.
\]
\[
\varepsilon_2 = \frac{V_y(1 - x) + 2m^2}{2\sqrt{R}}, \quad E_1 = \frac{V(1 - \rho)}{2\sqrt{R}}, \quad E_2 = \frac{V(1 - \rho + \rho)}{2\sqrt{R}}, \quad \cos \theta_1 = \frac{2E_1 \varepsilon_1 - V}{2|p_1||k_1|},
\]
\[
R = V_y R_x,
\]
where \(\varepsilon_1\) and \(E_1\) (\(\varepsilon_2\) and \(E_2\)) are the respective energies of the initial (final) electron and deuteron.

The necessary angular integrals are given by
\[
\int_{-1}^{1} \frac{1}{t} = \frac{2R_x}{V_y(1 - x)} L, \quad \int_{-1}^{1} \frac{2\chi}{t} = \frac{2V(1 - x)}{y} R_x - R \left[ R_x(L - 3) + \frac{(1 - \rho)^2}{2R_x} + \frac{1 - \rho - y\tau}{2} \right],
\]
\[
\int_{-1}^{1} \frac{4\chi^2}{t} = \frac{2V(1 - x)}{y} R_x, \quad \int_{-1}^{1} \frac{2m^2}{t^2} = \frac{4R_x}{V_y(1 - x)^2}, \quad \chi = kp_1,
\]
where we use the short notation for definite integral and the quantity \(L\),
\[
\int \frac{2\pi}{0} \int_0^1 \frac{1}{2\pi} d\phi d\cos \hat{\theta}, \quad L = \ln \frac{Q^2}{m^2 x R_x},
\]
and neglect the terms of order \((m^2/Q^2)\) whenever possible.

Calculating the integrals \(I_1\) and \(I_2\) as described above and solving the system of two equations (55), we find...
that the functions $A$ and $B$ are given by

$$A = -2\pi \left[ F^\rho(x, Q^2/m^2) + 3(1 - x) \right],$$

$$B = 8\pi \frac{x^2}{Q^2} \left[ F^\rho(x, Q^2/m^2) + 3 + x \right],$$

$$F^\rho(x, Q^2/m^2) = \frac{1 + x^2}{1 - x} \ln \frac{Q^2}{m^2 x R_s} - \frac{4}{1 - x} + \frac{1}{2R_s} - \frac{m^2}{2Q^2 R_s^2} + 1 + 4x.$$  \hspace{1cm} (59)

The contraction of the unpolarized parts of the leptonic tensor (integrated over the photon phase space) and the hadronic tensor for radiative process (49) is given by

$$I_{\mu\nu}^{un} H_{\mu\nu}(0) = - \left( 3A + \frac{V_y^2}{4\rho} B \right) W_1$$

$$+ \left[ (1 + \eta)A + \frac{V(2 - y)^2}{16\tau} B \right] W_2.$$  \hspace{1cm} (60)

To write the respective contractions in the polarized case, we have to take into account that the parametrization of the polarization 4-vectors $S^{L,T}$ in the radiative process differs somewhat from the Born expressions given by Eq. (46) (we here consider the polarized recoil deuteron for definiteness). Formally, they can be derived by the substitution

$$\rho \rightarrow y, \quad k_1 \rightarrow xk_1, \quad \tau \rightarrow \tau/x, \quad V \rightarrow xV$$  \hspace{1cm} (61)

in Eq. (46).

The contraction of the unpolarized part of the leptonic tensor (integrated over the photon phase space) and the hadronic $H_{\mu\nu}(T)$ tensor for radiative process (49) is given by

$$I_{\mu\nu}^{un} H_{\mu\nu}(T) = \left\{ - A\bar{Q} + VB \left[ \frac{(1 - y)^2}{4\tau} \right] \bar{Q} \right.$$  

$$+ (2\eta(1 - \eta) - y)Q_1 + \rho(1 + \eta)Q_{11} \right\} G_m^2$$

$$+ (2 - y)VB \left[ 2\eta Q_1 - \frac{y - 2\eta(1 - y)}{4\tau + \rho} \right] G_m G_Q$$

$$+ \bar{Q} \left[ 4A + \frac{(2 - y)^2}{4\tau + \rho} VB \right] G_Q,$$  \hspace{1cm} (62)

where

$$Q_1 = Q_{\mu\nu} q_{\mu} k_{1\nu}, \quad Q_{11} = Q_{\mu\nu} k_{1\mu} k_{1\nu}.$$  

Taking into account the relation

$$\frac{d^3 p_2}{E_2} = \pi \rho dQ_2 \frac{dx}{x^2},$$

which holds for the recoil-deuteron phase space, after some algebra, we derive the following representation for unpolarized cross section of reaction (49):

$$d\sigma_H^{un}(k_1) = \frac{\alpha}{2\pi} \int \frac{d\sigma_b^{un}(xk_1) F^{un}(x, Q^2/m^2)}{dQ^2} dx,$$

$$+ \frac{\pi\alpha^2 W_1}{Q^4 M^2} f(x, \rho, \tau) dx,$$  \hspace{1cm} (63)

$$F^{un}(x, Q^2/m^2) = F^T(x, Q^2/m^2) + 3 - 4x,$$

$$f(x, \rho, \tau) = 3(x - \rho) + \rho \left( \frac{\rho}{\tau} - \tau \right).$$

Here, $\Delta$ is the minimum-energy fraction of the hard photon and $x_m$ depends on the experimental cuts for the photon energy.

For the partial cross sections in the case of tensor polarization of the recoil deuteron in radiative process (49), we obtain the expressions

$$d\sigma_H^{LL}(k_1) = \frac{\alpha^3}{V^2} \ln x_m (G_m^2 - 2G_Q^2)$$

$$+ \frac{\alpha}{2\pi} \int \frac{d\sigma_b^{LL}(xk_1) F^T(x, Q^2/m^2)}{dQ^2} dx,$$  \hspace{1cm} (64)

$$d\sigma_H^{TT}(k_1) = \frac{\alpha}{2\pi} \int \frac{d\sigma_b^{TT}(xk_1) F^T(x, Q^2/m^2)}{dQ^2} dx,$$

$$d\sigma_H^{TT}(k_1) = \frac{\alpha}{2\pi} \int \frac{d\sigma_b^{TT}(xk_1) F^T(x, Q^2/m^2)}{dQ^2} dx,$$

where

$$F^T(x, Q^2/m^2) = F^T(x, Q^2/m^2) + 3 - x.$$
Radiative corrections to polarization observables

5tron–deuteron scattering:
The unknown function $C$ can be obtained by contracting the left- and right-hand sides of this equation with the tensor $(\mu \nu q k_1)$. As a result, we obtain the following expression for $C$:

$$i \left( q^2 - s \right) C = \int L^p_{\mu \nu}(\mu \nu q k_1) \frac{d^3 k}{(2 \pi)^3} \delta(k^2 - m^2).$$

(66)

Calculating this integral as explained above, we obtain

$$C = \frac{2\pi}{Q^2} F^\rho(x, Q^2/m^2).$$

The contraction of the polarized part of the leptonic tensor (integrated over the photon phase space) and the hadronic $H_{\mu \nu}(V)$ tensor for radiative process (49) is given by

$$L^\mu_{\nu}H^\rho_{\lambda} = \frac{1}{2}(2 - y)\eta V^2 C \sqrt{p(4\tau + p)} G_M^2,$$

(67)

$$L^\mu_{\nu}H^\rho_{\lambda} = \frac{1}{4} V^2 C[2p(1 - y) + y^2(p + 2\tau)]$$

$$\times \sqrt{\frac{x(4\tau + p)}{2\pi(x - p - y\tau)}} G_M^2.$$

(68)

After some algebra, we derive the following representation for the parts of the cross section that depend on the vector polarization of the recoil deuteron:

$$\frac{d\sigma_{\mu \nu}^{L_{\mu \nu}}}{dQ^2}(k_1) = \frac{\alpha}{2\pi} \int_{1-x}^{1-\Delta} \frac{d\sigma^T_{H_{\mu \nu}}}{dQ^2}(x, Q^2/m^2) dx.$$

(69)

The infrared auxiliary parameter $\Delta \ll 1$ is related to the minimal energy of the hard photon in the chosen coordinate system, and the lower integration limit is defined by its maximum value, which depends on the experimental cuts on the event selection in the experimental measurement of the observables in elastic electron–deuteron scattering:

$$\Delta = \frac{\omega_{\min}}{\epsilon_1}, \quad x_m = 1 - \frac{\omega_{\max}}{\epsilon_1}.$$

For example, if the lost invariant mass $M_{\max}$ (of the scattered electron and the undetected additional hard photon) is allowed,

$$(k_1 + p_1 - p_2)^2 \leq M_{\max}^2,$$

then

$$x_m = \frac{Q^2}{Q^2 + M_{\max}^2}.$$

On the other hand, the quantity $x_m$ cannot be arbitrary (but must, of course, be smaller than unity) even if no experimental constraints on the event selection are used. The restriction on $x_m$ follows from the inequality

$$x^2 - xp - \rho \tau > 0,$$

which reflects the obvious relation

$$-q^2 \leq q_{\max}^2 = \frac{x^2 V^2}{x V + M^2}$$

for radiative process (49). In any case, we therefore have

$$x_m \geq \frac{\rho}{x} \left[ 1 + \sqrt{1 + \frac{4\tau}{\rho}} \right].$$

We note one interesting point regarding formula (69). It looks very similar to the corresponding result in the quasireal electron approximation [27] for the description of the collinear photon radiation ($\theta_\gamma < \theta_\theta, \theta_\theta \ll 1$) by the longitudinally polarized electron, which is suitable for the leptonic variables,

$$d\sigma(k_1, k) = \frac{\alpha}{2\pi} \int (d\sigma_{\beta}(x k_1) P(x, L_0)) dx,$$

$$k = (1 - x) k_1,$$

(70)

$$P(x, L_0) = \frac{1 + x}{1 - x} L_0 - \frac{2(1 + x^2)}{1 - x}, \quad L_0 = \ln \frac{\epsilon_1^2 \omega_{\max}^2}{m^2},$$

where $d\sigma_{\beta}$ is the cross section of the radiationless process. It is not surprising that the function $F^\rho$ differs from $P$ in Eq. (70) because it also has to contain traces from the final electron radiation.

Formulas (63), (64), and (69) describe the distribution over the momentum transfer squared in reaction (49) and define the respective radiative correction due to the hard photon emission. To compute the total radiative correction, we must also add the contribution due to emission of the virtual photon and the real soft photon (with the energy less than $\Delta E$). This contribution is the same for polarized and unpolarized scattering,

$$\frac{d\sigma^{\delta + \delta^s}}{dQ^2} = \frac{d\sigma_{\beta}}{dQ^2} \frac{\alpha}{2\pi} (\delta^V + \delta^S).$$

(71)

The virtual correction is standard [28],

$$\delta^V = 4(L_{Q - 1}) \ln \frac{\lambda}{m} - L_{Q - 1} + 3L_{Q + 1} + \frac{\pi^2}{3} - 4,$$

(72)

$$L_{Q} = \ln \frac{Q^2}{m^2},$$
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where \( \lambda \) is the “photon mass,” while the soft-photon correction has some specification in the hadronic variables

\[
\delta^s = 4(L_Q - 1) \ln \frac{m^2}{\lambda} + 2L_Q^2 - 2L_Q - \frac{\pi^2}{3} + 2. \tag{73}
\]

It can be seen that the terms proportional to \( L_0^2 \) do not vanish in the sum \( \delta^s + \delta^v \) (as they do for the leptonic variables) and the contribution of the hard photon emission has to be taken into account to cancel them (due to the terms with \( \ln R_x(1 - x) \) in the functions \( F^p, F^T \), and \( F^{un} \)).

The observed cross sections, which take the total radiative correction into account, do not depend on the auxiliary infrared parameter \( \Delta \) and can be written in the form suitable for numerical integration as

\[
\frac{d\sigma_{kn}}{Q^2}(k_1) = \frac{d\sigma_{kn}}{Q^2}(k_1) \left( 1 + \frac{\alpha}{2\pi} \delta \right) + \frac{\alpha}{2\pi} \left[ \frac{d\Delta\sigma_{kn}}{dx} + \frac{d\sigma_{kn}}{dx} \right] dx,
\]

\[d\sigma_{LT}^T(k_1) = \frac{d\sigma_{LT}^T(k_1)}{Q^2}(1 + \frac{\alpha}{2\pi} \delta) + \frac{\alpha}{2\pi} \left[ \frac{d\Delta\sigma_{LT}^T}{dx} + \frac{d\sigma_{LT}^T}{dx} \right] dx. \tag{75}
\]

The partial cross sections in the case of the tensor polarization of the recoil deuteron are defined by the formula

\[
\frac{d\sigma_{LT}^T}{Q^2}(k_1) = \frac{d\sigma_{LT}^T}{Q^2}(k_1) \left( 1 + \frac{\alpha}{2\pi} \delta \right) + \frac{\alpha}{2\pi} \left[ \frac{d\Delta\sigma_{LT}^T}{dx} + \frac{d\sigma_{LT}^T}{dx} \right] dx. \tag{76}
\]

for both polarized and unpolarized cases and

\[
\delta = \left( \frac{3}{2} + 2 \ln(1 - x_m) \right) L_Q - \frac{7}{2} \ln(1 - x_m) - \ln^2(1 - x_m) - \frac{5}{2} - \frac{\pi^2}{3},
\]

\[
f_\lambda = 2L_Q - 2 \ln(1 - x) - \frac{7}{2},
\]

\[
\tilde{F}^\rho = - (1 + x)L_Q - \frac{1 + x^2}{1 - x} \ln x \tag{77}
\]

\[
+ (1 + x) \ln(1 - x) + 1 + 4x, \quad \tilde{F}^{un} = \tilde{F}^\rho + 3 - 4x, \quad \tilde{F}^T = \tilde{F}^\rho + 3 - x.
\]

The singularity at \( x = 1 \) in the integrands of Eqs. (74)–(76) cancels by the corresponding quantity \( d\Delta\sigma/dQ^2 \). For example, in the simplest unpolarized case, we have

\[
\frac{d\Delta\sigma_{kn}}{dx} = \frac{\pi\alpha^2}{Q^2V^2} \left[ 2(1 + x)W_1 - \frac{W_2}{\tau}(x + \tau(1 + x)) \right](1 - x).
\]

It is well known that the leading logarithmic contributions to the radiative correction of order \((\alpha L_Q)^n, n = 1, 2, \ldots\) are controlled by the electron structure function \( D(x, L_Q) \),

\[
\frac{d\sigma_{\text{had}}}{dQ^2} = \int \frac{d\sigma}{dx} dx, \tag{78}
\]

\[
D(x, L_Q) = \delta(1 - x) + \frac{\alpha L_Q}{2\pi} P_1(x) + \frac{1}{2} \left( \frac{\alpha L_Q}{2\pi} \right)^2 P_2(x) + \ldots.
\]

It can be verified that the leading part of the first-order correction defined by Eqs. (74)–(76) can be derived using representation (78) at

\[
D(x, L_Q) = \frac{\alpha L_Q}{2\pi} P_1(x),
\]

\[
P_1(x) = \frac{1 + x^2}{1 - x} \Theta(1 - x - \Delta) + \delta(1 - x) \left[ 2 \ln \Delta + \frac{3}{2} \right].
\]

Thus, we can improve our result by insertion of the higher order leading contributions using Eq. (78) and the known expressions for the functions \( P_n(x) [29] \). This improvement results in modification of the quantities \( \delta \).
that absorbs the purely Born cross section and a part of the radiative corrections. For example, partial cross sections (76) become

$$
\frac{d\sigma_{ij}^U}{dQ^2}(k_1) = \int_{x_{\text{w}}}^{1} \frac{d\sigma_{ij}^U(xk_1)}{dQ^2} \frac{\beta(1-x)^{\beta-1}}{\Gamma(1+\beta)} \exp \left[ \frac{3}{4} - C \right] dx
$$

$$
+ \frac{\alpha}{2\pi} \tilde{F}^{r}_1 + \frac{\alpha}{2\pi} d\sigma_{ij}^b f_{ij}^{\exp} \frac{d\alpha}{dQ^2} \left( 1 - x \right) dx + \frac{\alpha}{2\pi} \delta^{\exp} d\sigma_{ij}^b \left( k_1 \right)
$$

$$
+ \frac{\alpha^3}{V^2} (1 + \eta) \ln x_m(G_M^2 - 2G_QG)\delta_{II,\delta_{II}}
$$

4. NUMERICAL ESTIMATIONS

There are different approaches to the analysis of polarization observables. If the experimental information is extracted directly from the spin-dependent part of the cross section (see [31] for the corresponding experimental method), the radiative correction can be large due to the contribution of factored virtual and soft corrections. The nonfactored contribution to the radiative correction, caused by the hard photon emission, cannot be large in elastic scattering because the phase space of such a photon is strongly suppressed by restrictions on the event selection. The effect of the radiative correction in this case is demonstrated in Figs. 1–4 for the ratios

$$
\delta_u = \frac{d\sigma_{ij}^{un}}{d\sigma_{ij}^b} - 1, \quad \delta_{LT} = \frac{d\sigma_{ij}^{LT}}{d\sigma_{ij}^b} - 1,
$$

$$
\delta_R = \frac{d\sigma_{ij}^{LT}}{p_{ij}^{LT} p_b^{LT}} - 1
$$

in the unpolarized case and for vector polarization of the recoil deuteron, and for the ratios

$$
\delta_{II} = \frac{d\sigma_{ij}^{II}}{d\sigma_{ij}^{un}} d\sigma_{ij}^{un} - 1, \quad \delta_{RQ} = \frac{d\sigma_{ij}^{RQ}}{d\sigma_{ij}^{un}} d\sigma_{ij}^{un} - 1
$$

in the case of tensor polarization. We note that, if the radiative correction is ignored, all the quantities defined by Eqs. (82) and (83) are equal to zero. The quantities $\delta_R$ and $\delta_{RQ}$ are very important physical values because they can be used for an independent determination of the ratios of form factors such as $G_M/G$ and $G_Q/G$ (see Eqs. (19), (20), (31), (32), and (48)).

The observed cross sections in Eqs. (82) and (83) are defined by Eqs. (74)–(76) or their exponential modification (as in Eq. (81)). We consider two different
parametrizations of the deuteron electromagnetic form factors given in [32] and label them I and II.

As can be seen from Fig. 1, the radiative corrections to the unpolarized cross section depends strongly on the value $x_m$ that is connected with the energy of the hard photon in process (49). If $x_m$ is close to unity ($x_m \approx 1$), the total radiative correction, being negative, can reach 10% or even more. As $x_m$ decreases, the total radiative correction becomes much smaller. Such behavior of the radiative correction has a simple physical interpretation. If $x_m = 1$, the energy of the photon in process (49) is sufficiently small and the positive contribution into the radiative correction due to the hard photon emission cannot compensate the factored negative contribution caused by virtual and soft photon corrections that accompany process (1). As the hard-photon energy increases, such compensation occurs and the absolute value of the total radiative correction decreases. The same behavior is also exhibited by polarization-dependent parts of the cross section in the case of vector polarization of the recoil deuteron and by partial cross sections in the case of tensor polarization.

However, the effect of the radiative corrections is precisely the opposite for the ratios defined by Eqs. (82) and (83). At $x_m = 1$, the total radiative correction is defined mainly by its factored part, which is the same for the polarization-dependent and unpolarized cross sections. Therefore, the radiative correction in fact cancels in this region for such ratios. On the contrary, at smaller values of $x_m$, the nonfactored part of the radiative correction becomes significant and the total radiative correction increases. An unexpected fact is that the ratios $\delta_{\mu\nu}$ in (83) are approximately one order smaller than $\delta_{L, T}$ in (82).

As our calculations show, the sensitivity of the radiative correction to two different parametrizations of the
deuteron electromagnetic form factors [32] at relevant values of energies and momentum transfers is practically negligible. In fact, the respective curves coincide in the entire range of $x_m$ (see Fig. 3).

The influence of the higher order corrections, calculated by summing the leading contributions by the exponentiation procedure, is demonstrated in Fig. 4 for the tensor polarization ratios. The corresponding curves...
Fig. 4. Comparison of the total radiative corrections in the case of tensor polarization calculated by Eq. (76) (solid curve) and Eq. (81) (dashed curve) at $V = 8$ GeV$^2$ and $Q^2 = 1$ GeV$^2$.

for the vector ones are very similar. We see that the effect is small and cannot even exhibit itself at small $x_m$, where the nonfactored radiative correction contributes. As usual, the large correction factor caused by exponentiation of the higher order leading radiative corrections at $x_m \approx 1$ to the unpolarized and polarized parts of the cross section cancels in their ratios.
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Abstract—Topological features of the self-intersection of wave surfaces near singular optical axes of an absorbing crystal are investigated. Distributions of complex polarization fields in the neighborhood of singular directions are obtained. It is shown that, when the wave normal \( \mathbf{m} \) circumvents an optical axis, the corresponding rotation of polarization ellipses is characterized by the Poincaré index \( n = 1/4 \). Using the example of an orthorhombic crystal, a wedge refraction of electromagnetic waves on the intersection line of the sheets of the surface of refractive indices is predicted and theoretically investigated. It is shown that the directions of the mean energy fluxes \( \mathbf{P}_\pm \) are close to the direction of normals \( \mathbf{n}_\pm \) to the refraction surface only in the central region of a wedge, i.e., only in the domain where the polarization is almost linear and the group velocity of waves is well defined. When \( \mathbf{m} \) moves to singular axes, the ellipticity of the polarization increases at the ends of the edge of the wedge and the orientations of the vectors \( \mathbf{P}_\pm \) and \( \mathbf{n}_\pm \) gradually diverge, yet remain in the same plane that is orthogonal to the edge. The angle between \( \mathbf{P}_+ \) and \( \mathbf{P}_- \) monotonically decreases, and \( \mathbf{P}_+ \parallel \mathbf{P}_- \) for the propagation along singular axes; in this case, the angle between \( \mathbf{n}_+ \) and \( \mathbf{n}_- \) increases, and they have a plane-fan-type orientational singularity along the optical axes. When \( \mathbf{m} \) is scanned along the edge of the wedge, the unaveraged vectors \( \mathbf{P}_\pm \) describe per period the same conical surface that coincides with the refraction cone of a transparent crystal, while the endpoints of the vectors \( \mathbf{P}_\pm \) run over elliptic orbits whose shape and slope depend on \( \mathbf{m} \). The possibilities of observing a wedge refraction are analyzed. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

The conical refraction of electromagnetic waves in transparent crystals is a well-known phenomenon [1–3]. It arises in biaxial crystals when waves propagate along any of the two existing optical axes; henceforth, the directions of these axes will be denoted by \( \mathbf{m}^{(1)} \) and \( \mathbf{m}^{(2)} \). When the wave normal \( \mathbf{m} \) coincides with the directions \( \mathbf{m}^{(1, 2)} \), the phase velocities \( \mathbf{v} = \nu \mathbf{m} \) of the waves of independent polarizations degenerate (here, \( \nu = c/n \), where \( n \) is the refractive index and \( c \) is the speed of light in vacuum). In this case, allowed orientations of polarization vectors form a whole continuum along the optical axis. Each polarization corresponds to its own energy-flux vector \( \mathbf{P} \), the Poynting vector, oriented along an appropriate generator of the refraction cone. Therefore, for example, a circularly polarized wave directed along \( \mathbf{m}^{(j)} \) \((j = 1, 2)\) should distribute energy over the cone. It is well known that the vector \( \mathbf{P} \) in transparent crystals is collinear to the group velocity \( \mathbf{u} = \mathbf{n} \nu \). Here, \( \mathbf{n} \) is a unit normal to the surface of refractive indices \( n(\mathbf{m}) \). This surface has a conical singularity at the point \( \mathbf{m} = \mathbf{m}^{(j)} \). The normals \( \mathbf{n} \) defined in the immediate vicinity of the direction \( \mathbf{m}^{(j)} \) coincide with the directions \( \mathbf{P} \) and form a classical refraction cone in the limit; geometrically, this cone is exactly the same as the cone formed by the vectors \( \mathbf{P} \). Such cones were experimentally observed as early as the 19th century [2].

A similar phenomenon exists in crystal acoustics, where the conical refraction was experimentally and theoretically studied much later [2]. Interestingly, there is another type of refraction in crystal acoustics, the so-called wedge refraction, which was theoretically predicted in [4] and experimentally observed in [5]. This phenomenon is observed in hexagonal crystals in which two slowness surfaces of acoustic waves intersect. Near the intersection lines of the sheets of the slowness surface, the normals to these surfaces form a specific wedge of directions of group velocities.

In contrast to acoustics, where the wedge refraction occurs even in the absence of absorption, the wedge refraction in the optics of transparent crystals is impossible. However, in absorbing crystals, the situation changes. When the absorption is “switched on,” each optical axis of a transparent biaxial crystal splits into two axes, \( \mathbf{m}^{(j)} \longrightarrow \mathbf{m}^{(j)} \), which are called singular axes [1, 6]. The crystal becomes optically tetraaxial. The sheets of the double-sheeted surface of refractive indices intersect along the lines that connect the directions of split axes. The surface of refractive indices has wedge-like singularities at which the intersection line of
the sheets represents the edge of the wedge. It can naturally be expected that the switching on of absorption modifies the classical conical refraction of a transparent crystal, turning it into a qualitatively new phenomenon, a wedge refraction.

The present paper is devoted to the analysis of this very problem. We will thoroughly investigate the complex geometry of the self-intersection of the surface of refractive indices and analyze the distribution of energy fluxes of eigenwaves in the self-intersection region. We will study the behavior of the Poynting vectors on the intersection line of sheets and the behavior of geometric normals to the surface of refractive indices, which determine the directions of group velocities in transparent crystals. We will see that these two vector characteristics, $P(m)$ and $n(m)$, exhibit radically different types of behavior near the singular axes. This fact is associated with the strong ellipticity of the wave fields in this region and makes the introduction of such a characteristic of wave fields as the group velocity impossible [7].

On the other hand, there always exists a line between singular axes on the unit sphere of directions $m_n \cdot m = 1$ on which the ellipticity is equal to zero and the group velocity is rigorously defined. We will see below that the directions of the energy-flux $P$ and the normal $n$ naturally coincide on this line, and the character of wedge refraction near this line is similar to the related phenomenon in the acoustics of nonabsorbing crystals. When moving away from this region along the edge of the wedge, the ellipticity of polarization increases, while the energy flux $P(m)$ rotates along different sections of the universal cone, which coincides with the refraction cone of a transparent crystal. At the ends of the wedge, these rotations occur in opposite directions along circular sections of the same cone. Thus, the behavior of the energy flux along singular axes actually coincides with the conical refraction in a transparent crystal for a circularly polarized wave. Below, we will show that these absorption-induced features, which are characterized by a smooth transition from one refraction cone to another at the ends of the wedge through a narrow area of pure wedge refraction, permit experimental observation even in the case of small absorption.

Analysis of topological anomalies in the distribution of complex vector fields of polarization in the neighborhood of the singular axes presents a separate nontrivial problem. According to [8], these features can be characterized by "topological charge," the Poincaré index $n = 1/4$. This important result, a brief account of which was earlier published by one of the authors of this paper in a nearly inaccessible publication [8], has unfortunately been overlooked by specialists in the field. Therefore, we also touch upon this problem below.

2. STATEMENT OF THE PROBLEM
AND THE BASIC EQUATIONS

First, we consider a transparent triclinic crystal characterized by a real permittivity tensor $\varepsilon$ or by its inverse $\eta = \varepsilon^{-1}$. If we assume, for definiteness, that $\varepsilon_1 < \varepsilon_2 < \varepsilon_3$, then, in a standard crystallophysical system of coordinates in which the tensors $\varepsilon$ and $\eta$ are diagonal, the optical axes will lie in the plane $xz$. In each singular direction $m^{(j)}$, the sheets of the surface of refractive indices $n_{\pm}(m)$ have a conical contact point at $m^{(1,2)}$; $n_-(m^{(j)}) = n_-(m^{(j)})$. Here, the subscripts $(\pm)$ denote two different sheets of the surface of refractive indices, the external (+) and the internal (−) sheets, which correspond to independent isonormal electromagnetic waves. The orientations of the directions $m^{(j)}$ are defined by the angle $\theta_0$ (Fig. 1a), which is easily determined when one considers the cross section of the surface of refractive indices by the $xz$ plane:

$$\tan\theta_0 = \sqrt{d_{12}/d_{23}}, \quad d_{ij} = \eta_i - \eta_j.$$  (1)

Thus, in the chosen crystallophysical system of coordinates $\{x, y, z\}$, the orientations of optical axes are defined by the directions

$$m^{(1,2)} = (\pm \sin\theta_0, \cos\theta_0).$$  (2)

When the absorption is switched on, the material tensors $\varepsilon$ and $\eta$ are formally complemented by imaginary components: $\varepsilon \rightarrow \varepsilon + i\varepsilon'$ and $\eta \rightarrow \eta - i\eta'$. Accordingly, it is convenient to combine refractive indices $n_\pm$ and absorption indices $n'_\pm$ by introducing
complex refractive indices \( N_\pm = n_\pm + i n'_\pm \). In terms of these indices, isonormal electromagnetic waves of frequency \( \omega \) are expressed in a form similar to the case of a transparent crystal:

\[
\begin{align*}
E_\pm (\mathbf{r}, t) &= \left( E_\pm^0 \right) \exp \left[ i \omega \left( N_\pm \mathbf{m} \cdot \mathbf{r} - t \right) \right], \\
\mathbf{H}_\pm (\mathbf{r}, t) &= \left( \mathbf{H}_\pm^0 \right) \exp \left[ i \omega \left( N_\pm \mathbf{m} \cdot \mathbf{r} - t \right) \right].
\end{align*}
\] (3)

The relation between the wave fields (3) and the complex refractive indices \( N_\pm \), on the one hand, and the direction \( \mathbf{m} \) and the material constants, on the other, is well known [1–3, 6]. As applied to our problem, it is convenient to make use of the Fedorov invariant equations [6], which explicitly depend on \( \mathbf{m} \):

\[
\mathbf{E}_\pm = (\eta - i\eta') [\mathbf{H}_\pm \times \mathbf{m}],
\] (4)

\[
\mathbf{H}_\pm \parallel \mathbf{p}_1 \times \mathbf{p}_2 \cdot \mathbf{p}_2 \mp \mathbf{p}_1 \cdot \mathbf{p}_1,
\]

\[
N_\pm = \{ a + b[\mathbf{p}_1 \cdot \mathbf{p}_2 \pm \sqrt{(\mathbf{p}_1 \cdot \mathbf{p}_1)(\mathbf{p}_2 \cdot \mathbf{p}_2})] \}^{-1/2},
\] (5)

where \( \mathbf{p}_i = \mathbf{m} \times \mathbf{e}^{(i)} \) and the parameters \( a, b, \) and \( \mathbf{e}^{(i)} \) define a dyadic form of the complex tensor

\[
\eta - i\eta' = a\mathbf{I} + b(\mathbf{c}^{(1)} \otimes \mathbf{c}^{(2)} + \mathbf{c}^{(2)} \otimes \mathbf{c}^{(1)}).
\] (6)

Note that the transition from \( \mathbf{H}_\pm \) to \( \mathbf{H}_\mp \) and from \( N_\pm = n_\pm + i n'_\pm \) to \( N_\pm = n_\mp + i n'_\mp \) in (4), (5) requires additional sorting of sheets into external and internal ones. In (6), \( \mathbf{I} \) is the identity tensor. A specific relation between the parameters \( a, b, \) and \( \mathbf{e}^{(i)} \) entering in (6) and the components of the usual matrix form of the tensor \( \eta - i\eta' \) in the crystallographical systems of coordinates was considered in [9]. Here, we present these parameters in the explicit form only for a particular case of crystals of orthorhombic symmetry, which guarantees the diagonalization of the real and imaginary parts of the tensors \( \mathbf{e} + i\mathbf{e}' \) and \( \eta - i\eta' \) in the same system of coordinates. In the latter case,

\[
a = \eta_1 - i\eta'_1, \quad b = -d_{13} + id'_{13}, \quad \mathbf{c}^{(1)} = (c_1, 0, c_3), \quad \mathbf{c}^{(2)} = (-c_1, 0, c_3),
\] (7)

where, by analogy with (1), we denoted \( d'_{ij} = \eta_j' - \eta_j' \) and introduced the parameters

\[
c_1 = \frac{d_{12} - id'_{12}}{\sqrt{d_{13} - id'_{13}}}, \quad c_3 = \frac{d_{23} - id'_{23}}{\sqrt{d_{13} - id'_{13}}},
\] (8)

The condition under which the complex refractive indices coincide, \( N_+ = N_- = N_0 \), corresponds to the directions of optical axes and is satisfied when \( \mathbf{p}_1 \cdot \mathbf{p}_1 = 0 \) and \( \mathbf{p}_2 \cdot \mathbf{p}_2 = 0 \). Each of these two complex equations determines a pair of singular directions, so that, in general, there exist four optical (singular) axes in absorbing crystals [1, 6].

Here, we should make one important remark. Although no special restrictions are imposed on the absorption level in the above formulas, in the class of problems under consideration, we will focus on a sufficiently low level of absorption such that an electromagnetic wave preserves its wave structure as it propagates over distances much greater than the wavelength. We are dealing with the cases when each optical axis of a transparent biaxial crystal splits, under the influence of weak anisotropic absorption, into two new axes: \( \mathbf{m}^{(i)} \longrightarrow \mathbf{m}_1^{(i)} = \mathbf{m}_2^{(i)} = \Delta \mathbf{m}_0^{(i)} \). Of course, under weak absorption, such splitting must be small.\(^1\) For example, for an orthorhombic crystal, the equations \( \mathbf{p}_1 \cdot \mathbf{p}_1 = 0 \) and \( \mathbf{p}_2 \cdot \mathbf{p}_2 = 0 \) with regard to (7) and (8) yield \( \mathbf{m}_0^{(i)} \parallel \text{Re}(\mathbf{c}^{(j)}) \), which, as can easily be verified, corresponds to (2), and

\[
\Delta \mathbf{m}_0^{(j)} \equiv \Delta \mathbf{m}_0 = (0, \pm \chi_0, 0),
\] (9)

This symmetric splitting, shown in Fig. 1b, is quite natural because the original axes \( \mathbf{m}^{(1,2)} \) lie in the \( zw \) plane, which is a symmetry plane.

According to (4), the complex polarization vectors of isonormal waves of magnetic field are orthogonal: \( \mathbf{H}_+ \cdot \mathbf{H}_- = 0 \). This means that the corresponding polarization ellipses are orthogonal and the directions of their circumvention are identical. The eccentricities of isonormal ellipses are also identical. Let \( d_{13} \) and \( b_3 \) be the lengths of the semiaxes of the polarization ellipses of isonormal waves. The orientations of these semiaxes are given by the formula

\[
\mathbf{a}_0 + ib_0 \| \mathbf{H}_0 / \sqrt{\mathbf{H}_0 \cdot \mathbf{H}_0}.
\] (10)

When a wave propagates along singular axes, when \( \mathbf{p}_1 \cdot \mathbf{p}_1 = 0 \) or \( \mathbf{p}_2 \cdot \mathbf{p}_2 = 0 \) and, accordingly, the fields \( \mathbf{H}_\pm \) are parallel to \( \mathbf{p}_1 \) and \( \mathbf{p}_2 \) (up to a complex scalar factor, see (4)), the eccentricity of the polarization ellipses of the wave of magnetic field vanishes, i.e., the polarization is circular. Therefore, singular axes are sometimes called circular axes. However, according to (4), the electric component of the wave in this case remains elliptic.

3. WAVE CHARACTERISTICS
IN THE NEIGHBORHOOD OF A SINGULAR AXIS

Consider in greater detail the wave characteristics near a singular optical axis in a crystal with arbitrary anisotropy. Choose any of the four axes \( \mathbf{m}_2^{(1,2)} \) and denote its direction by \( \mathbf{m}_0 \) for short. Assume, for definiteness, that \( \mathbf{m}_0 \) is a solution to the equation \( \mathbf{p}_1 \cdot \mathbf{p}_1 =

\[\text{---}\]

\(^1\) However, as is shown in [10, 11], under a small anisotropy comparable to the absorption level, the splitting is determined by the ratio of small parameters and may not be small. Below, we will not consider such special cases.
It can easily be shown that the vector $c^{(1)}$ in this case can be represented as $c^{(1)} = J + g m_0$, where $J$ is a circular vector orthogonal to $m_0$, $J \cdot m = 0$ and $J \times m_0 = 0$. In a local system of coordinates $\{x_1, x_2, x_3\}$ with the axis $x_3$ directed along $m_0$, the vector $J$ has the following components: $J = (1, i, 0)$. By an appropriate choice of the parameter $b$ in (6), one can reduce the vector $c^{(2)}$ to the form $c^{(2)} = (1, \tilde{c}_2, \tilde{c}_3)$. Since the vectors $c^{(1)}$ and $c^{(2)}$ are fully determined by the material tensor $\mathbf{n} - \mathbf{i} \mathbf{n}$ (6), the parameters $g$, $\tilde{c}_2$, and $\tilde{c}_3$ can be considered known. In this notation, the complex refractive index for the singular direction $m_0$ is given by

$$N_0 = n_0 + i n_0' = \left[a + b(1 + i \tilde{c}_2)\right]^{1/2}.$$  \hspace{1cm} (11)

Our primary interest, however, lies in the behavior of the wave characteristics in the neighborhood of a singular direction where

$$m = m_0 + \theta (\cos \varphi, \sin \varphi, 0), \hspace{0.5cm} 0 \leq \theta \ll 1.$$  \hspace{1cm} (12)

Here, $\theta$ is the angle of deviation of the wave normal from the singular axis, and the polar angle $\varphi$ is measured from the axis $x_1$. Calculations based on general expression (5) yield the following expressions:

$$n_{(\pm)} = n_0 \pm \sqrt{\theta} |P| \cos \frac{\varphi - \varphi_0}{2},$$  \hspace{1cm} (13)

$$n'_{(\pm)} = n'_0 \pm \sqrt{\theta} |P| \sin \frac{\varphi - \varphi_0}{2},$$

where $|P|$ and $\varphi_0$ are given by

$$P = |P| \exp \left(-i \frac{\varphi_0}{2}\right) = i b \left(\frac{1 + \tilde{c}^2}{2}\right)^{1/2} N_0^3.$$  \hspace{1cm} (14)

In a similar way, applying (4), we obtain the following expressions for the complex amplitudes of the magnetic component of the wave:

$$\mathbf{H}_0'\pm = C_\pm [\mathbf{J} \pm \sqrt{\theta} \mathbf{R} \exp (i \varphi/2)],$$  \hspace{1cm} (15)

$$\mathbf{R} = A(-\tilde{c}_2, 1, 0), \hspace{0.5cm} A = \sqrt{2g/(1 + \tilde{c}^2)}.$$  \hspace{1cm} (16)

In (15), $C_\pm$ are amplitude coefficients. As is clear from (15), when the propagation direction deviates from the singular axis ($\theta \neq 0$), the wave polarization ceases to be circular; ellipses arise whose eccentricities are the smaller, the smaller $\theta$ is,

$$e^2 = 1 - b^2/\alpha^2 = \sqrt{\theta} |Q|,$$  \hspace{1cm} (17)

and with the orientations of the semiaxes given by (10),

$$a_{(\pm)} \parallel \left(\cos \frac{1}{4} (\varphi - \varphi_0), \sin \frac{1}{4} (\varphi - \varphi_0), 0\right),$$  \hspace{1cm} (18)

$$a_{(-)} \parallel \left(-\sin \frac{1}{4} (\varphi - \varphi_0), \cos \frac{1}{4} (\varphi - \varphi_0), 0\right).$$

In these formulas, $|Q|$ and $\varphi_0$ are defined by

$$Q = |Q| \exp (-i \varphi_0/2) = 2A(i - \tilde{c}_2).$$  \hspace{1cm} (19)

Formulas (13) completely describe the wave surfaces $n(m)$ and $n'(m)$ in the neighborhood of a singular axis. Locally, these surfaces are completely similar and differ only in the scale and the rotation through angle $\pi$ around $m_0$. Indeed, the difference $n_{(\pm)} - n_0'$ coincides with $n_{(\pm)} - n_0'$ when $\varphi$ is replaced by $\varphi + \pi$. Each of the surfaces $n(m)$ and $n'(m)$ has a self-intersection line that emanates from a singular axis. The refractive indices degenerate on the line $\varphi = \varphi_0 + \pi (n_+ = n_-)$, while the absorption indices degenerate on the line $\varphi = \varphi_0$ ($n'_+ = n'_-$) (see Fig. 2). On the other hand, a full rotation around $m_0$, i.e., the replacement of $\varphi$ by $\varphi + 2\pi$, reverses the signs $\pm$ in (13), which means a simultaneous change of the branches: $n_+ + in'_+ \longleftrightarrow n_- + in'_-$. (see the relevant contours in Fig. 2). In this case, the physical equivalence of the position rotated through $2\pi$ is guaranteed by the fact that, according to (18), the polarization ellipses of isonormal waves also change places, $a_{(\pm)} \leftrightarrow a_{(-)}$, so that the mutually orthogonal pairs of ellipses coincide after the rotation.
As a result, after a full rotation around $m_0$, the above pairs rotate in the same direction through a resulting angle of $\pi/2$, which corresponds to the Poincaré index $1/4$ mentioned in the Introduction (see Fig. 3).

In [12], we showed that a similar topological scenario takes place in the description of the propagation of elastic waves in absorbing crystals. However, in this case, the Poincaré index of the appropriate distributions of polarization fields may be of either sign: $n = -1/4$.

4. GEOMETRY OF THE SURFACE OF REFRACTIVE INDICES IN ORTHORHOMBIC CRYSTALS

Now, we proceed to the description of wedge refraction in the neighborhood of the self-intersection line of the surface of refractive indices. The general configuration of the surface $n_\pm(m)$ in this neighborhood follows from the previous description and is shown in Fig. 4. However, further analysis requires more detailed information about the geometry of this surface. This analysis is beyond the applicability of formula (13), which is only valid near one of the split axes. However, for small absorption and, accordingly, small splitting, one can describe at once the whole neighborhood of the pair of axes $m^{(1)}$. Below, we do so for the neighborhood of the pair $m^{(1)}$ in an orthorhombic crystal.

Arrange the Cartesian system of coordinates $\{x_1, x_2, x_3\}$ introduced above so that $x_3 || m^{(1)}$, and assume that the $x_2$ axis is parallel to the $y$ axis of the original crystallophysical system of coordinates, as is shown in Fig. 1b. In other words, we choose the vectors $p$, $q$, and $m^{(1)}$ as unit vectors of the system $\{x_1, x_2, x_3\}$; in the original system of coordinates, these vectors are given by

\[
p = (\cos \theta_0, 0, -\sin \theta_0),
\]

\[
q = (0, 1, 0),
\]

\[
m^{(1)} = (\sin \theta_0, 0, \cos \theta_0).
\]

It is convenient to represent the wave normal $m$ in the new system of coordinates as

\[
m = m^{(1)} + \Delta m, \quad \Delta m = (m_1, m_2, 0),
\]

\[
m_1^2, m_2^2 \ll 1.
\]

Combining (5) and (7) and taking into account that the absorption is weak, after rather tedious calculations we obtain

\[
n_{(\pm)} = n_0 \pm D \sqrt{\epsilon_2} \text{Re} r, \quad n_0 = \sqrt{\epsilon_2} (1 + D m_1),
\]

\[
n_{(\pm)}' = n_0' \pm (1 + \text{Im} r) D \sqrt{\epsilon_2},
\]

\[
n_0' = (\eta_1/2 \eta_2 + \chi_1 D) \sqrt{\epsilon_2}.
\]

Here,

\[
D = \sqrt{d_2^2 d_3^2 / 2 \eta_2},
\]

\[
r = \sqrt{m_1^2 + m_2^2 - \chi_1^2 + 2i \chi_1 m_1}.
\]

In (22) and (23), $\chi_1$ is defined by (9) in which the sign of modulus should be changed by mere brackets. The condition $\text{Re} r = 0$, which reduces to the relations

\[
m_1 = 0, \quad -\chi_0 \leq m_2 \leq \chi_0,
\]

determines the self-intersection line of the surface $n_\pm(m)$ on which $n_\pm = n$. (Fig. 4). On the other hand, the condition $\text{Im} r = 0$ yields the two relations

\[
m_1 = 0, \quad m_2 \leq -\chi_0 \text{ and } m_1 = 0, \quad m_2 \geq \chi_0,
\]

which determine two self-intersection lines of the sur-
face $n'_\pm (\mathbf{m})$ such that $n'_+ = n'_-$. On the unit sphere of directions $\mathbf{m} \cdot \mathbf{m} = 1$, the lines (25) continue the line (24). At the endpoints of the segment (24) (at the points $m_2 = \pm \chi_0$), both the refractive indices and the absorption indices coincide. These points define the directions of singular axes. The absorption splits the optical axis $\mathbf{m}^{(1)}$ of a transparent crystal, thus giving rise to a pair of singular axes $\mathbf{m}^{(1)}_+$ and $\mathbf{m}^{(1)}_-$ that make an angle of $2\chi_0$ (in radians) (see (9) and Fig. 1b). The system of coordinates used in this work has proved to be convenient for describing the local geometry of the contact of sheets because the $x_2$ axis is parallel to the self-intersection lines.

The line (24) represents a wedge singularity of the surface of refractive indices of absorbing crystals. The geometric normals $\mathbf{n}_\pm$ can be defined for each sheet $n_\pm (\mathbf{m})$:

$$\mathbf{n}_\pm \parallel \frac{\partial n_\pm}{\partial \mathbf{m}}. \quad (26)$$

We will focus on the orientation of $\mathbf{n}_\pm$ in the immediate vicinity of the self-intersection lines. When speaking of such normals on the line (24), we will mean that they are defined in the limit of infinitely close vicinity of this line. Here, it is obvious that $\mathbf{n}_m (m_1 > 0) \parallel \mathbf{n}_m (m_1 < 0)$; therefore, a single isonormal pair $\mathbf{n}_m$ characterizes both faces of the wedge surface, on the upper (+) and the lower (–) sheets. Assume, for definiteness, that $\mathbf{n}_x = \mathbf{n}_y (m_1 > 0)$.

In a particular case of transparent crystals ($\chi_0 = 0$), when the line (24) shrinks to a point $m_1 = m_2 = 0$, we obtain the following expressions for the refractive indices $n_\pm$ near this point and the cone of normals $\mathbf{n}^0 (\mathbf{m})$ to the surface:

$$n_\pm = \sqrt{\varepsilon_2} [1 + \chi D (\cos \psi \pm 1)],$$

$$\mathbf{n}^0 \parallel D (\cos \psi - 1) \mathbf{p} + q D \sin \psi + \mathbf{m}^{(1)}. \quad (27)$$

Here, we used the polar coordinates ($\chi$, $\psi$): $m_1 = \chi \cos \psi$ and $m_2 = \chi \sin \psi$. It is this cone of normals $\mathbf{n}^0 (\psi)$ that is shown in Fig. 5. In the case of zero absorption considered here, this cone is simultaneously a cone of group velocities and Poynting vectors; i.e., it represents a refraction cone. In the plane $x_1 x_2$ perpendicular to the direction of $\mathbf{m}^{(1)}$, this cone has a circular cross section. The angular dimensions $\alpha_0$ and $\beta_0$ of this cone in two perpendicular cross sections passing through its geometric axis (see Fig. 5) are given by

$$\tan \alpha_0 = 2 D, \quad \tan \frac{\beta_0}{2} = \sqrt{\frac{1}{2}} \frac{\tan \frac{\alpha_0}{2}}{\tan \alpha_0}, \quad (28)$$

where $D$ is defined by (23). It is obvious that $\beta_0 > \alpha_0$ always; i.e., the cone is not circular. However, the less $D$ is, the closer the cone is to a circular cone with small opening: $\beta_0 = \alpha_0 = 2D \ll 1$. In practice, the latter condition is usually fulfilled because, as a rule, $2D$ in most crystals is no greater than 0.1; therefore, the opening of the refraction cone is very small even for record-breaking crystals. For instance, $\alpha_0 = 4^\circ 51'$ in ammonium oxalate and $\alpha_0 = 3^\circ 18'$ in iodide acid [3].

In absorbing crystals near the line (24), when $|m_1| \ll 1$, the relief of the surface of refractive indices (22) and the field of geometric normals are given by

$$n_\pm = \sqrt{\varepsilon_2} \left\{ \begin{array}{ll} 1 + \gamma_\pm m_1, & m_1 > 0, \\ 1 + \gamma_\pm m_1, & m_1 < 0, \end{array} \right. \quad (29)$$

$$\mathbf{n}_\pm \parallel \mathbf{m}^{(1)} - D \gamma_\pm \mathbf{p}. \quad (30)$$

Here, the following parameters are introduced:

$$\gamma_\pm = 1 \pm 1/\sqrt{1 - m_2^2/\chi_0^2}. \quad (30)$$

When deriving these formulas, we assumed that $|m_1| \ll (\chi_0^2 - m_2^2)/2\chi_0$. When $m_1$ changes its sign, a transition $n_+ \rightarrow n_-$ occurs, which means that there is a kink of the surface $n_\pm (\mathbf{m})$ on the line (24); in this case, the vectors $\mathbf{n}_\pm$ change their direction stepwise, thus forming...
a wedge of orientations (see Fig. 6a). The opening angle \( \alpha \) of this wedge is defined by

\[
\tan \alpha = \frac{D(\gamma_+ - \gamma_-)}{1 + D^2 \gamma_+ \gamma_-} = \frac{2D \sqrt{1 - m_2^2/\chi_0^2}}{1 - (1 + D^2)m_2^2/\chi_0^2} \tag{31}
\]
as a function of the coordinate. At the center of the intersection line of the sheets, where \( m_2 = 0 \), the angle \( \alpha \) (31) coincides with \( \alpha_0 \) (28) and proves to be the minimal opening angle of the wedge of geometric normals (see Fig. 6a). Away from the center, the angle between the normals increases, while the kink of the sheets \( n_\pm(m) \) becomes still sharper. When \( m_2^2/\chi_0^2 \ll 1 \), we have

\[
|n_\pm| \approx \begin{cases} D \left( -2 - \frac{m_2^2}{2\chi_0^2} \right) p + m^{(1)}, \\ \frac{m_2^2}{2\chi_0^2} Dp + m^{(1)}. \end{cases} \tag{32}
\]

Below, we will see that, under a small deviation from the center of the intersection line of the sheets, the wave polarization is slightly different from a linear polarization; therefore, formulas (32) for \( n_\pm \) approximately characterize the direction of group velocities \( u_\pm \) as well.

A sufficiently smooth increase in angle \( \alpha \) with \( m_2 \) at the center of the wedge changes into a sharp increase in the vicinity of the direction \( m^{(1)}_+ \). Let us evaluate the region of the anomalous growth of \( \alpha \). The angle \( \alpha \) increases by a factor of two from \( \alpha_0 \) to \( 2\alpha_0 \) for \( m_2/\chi_0 \approx \sqrt{3}/2 \approx 0.86 \). In this region, \( \chi_0 - m_2 \ll \chi_0 \), and it is convenient to use the notation \( m_2 = \chi_0 - \mu, 0 \leq \mu \ll \chi_0 \).

Then, \( \alpha = \pi/2 \) for \( \mu/\chi_0 = \alpha_0^2/8 \). For \( \alpha_0 = 0.1 \), this equality holds at \( \mu/\chi_0 \sim 10^{-3} \). A further decrease in \( \mu/\chi_0 \) to zero leads to a still sharper increase in \( \alpha \) from \( \pi/2 \) to \( \pi \).

A neighborhood of a specific direction of the singular axis requires a separate consideration. Here, it is convenient to introduce polar coordinates \( \mu, \psi \) with the origin corresponding to the direction \( m^{(1)}_+ : m_2 = \chi_0 + \mu \cos \psi, m_1 = \mu \sin \psi \). In this case, we obtain the following expressions from (22) and (26):

\[
n_\pm \approx \sqrt{\varepsilon_2 \pm \delta \cos \frac{\psi}{2}}, \quad \delta = (2\mu \chi_0 \varepsilon_2)^{1/2} D, \tag{33}
\]

\[
n_+ \approx n_- \approx n_0 = p \sin \frac{\psi}{2} + q \cos \frac{\psi}{2}.
\]

Expression (33) shows that, for \( m_2 = \chi_0 \) (propagation along the singular axis \( m^{(1)}_+ \)) the surface \( n_\pm(m) \) has a pointed-tip-type singularity (see Fig. 6a). In this case, in contrast to the pronounced asymmetry at the center of the edge, the shape of the wedge at the ends of the edge proves to be symmetric with respect to the plane \( x_2x_3 \) that passes through the edge of the wedge and...
locally coincides with both faces of the wedge at the singular points \( m_1 = 0 \) and \( m_2 = \pm \chi \). Accordingly, the geometric normals at the ends of the edge of the wedge have a fan-type singularity that is parallel to the \( x_1x_2 \) plane and symmetric with respect to the \( x_2x_3 \) plane (Fig. 6a).

5. WEDGE REFRACTION OF ELECTROMAGNETIC WAVES ON THE SELF-INTERSECTION LINE OF THE SURFACE \( n_\pm(m) \)

Below, we will see that the polarization of waves near the self-intersection line of the surface \( n_\pm(m) \) is linear only on the central \( x_1x_3 \) plane, whereas, in other places, it is elliptic. Therefore, the group velocity of the waves can be defined only in a relatively narrow area surrounding the \( x_1x_3 \) plane. Hence, it is clear that the field of normals \( \mathbf{n}_\pm(m) \) determined above can hardly serve as a characteristic of the wedge refraction of waves considered here. To describe the latter, one has to determine a field of Poynting vectors

\[
\mathbf{P}_\pm = \text{Re} \mathbf{E}_\pm \times \text{Re} \mathbf{H}_\pm.
\]  

(34)

For complex vector amplitudes of electric and magnetic fields near the intersection line of the sheets \( \mathbf{n}_\pm(m) \), we obtain the following expressions from (4) and (7), which complement formulas (22):

\[
\begin{align*}
\mathbf{E}_\pm^0 & \parallel m_2 \mathbf{q} + (m_1 + i \chi \pm r) \mathbf{G}, \\
\mathbf{H}_\pm^0 & \parallel m_2 \mathbf{p} - (m_1 + i \chi \pm r) \mathbf{q}.
\end{align*}
\]

(35)

Here, \( \mathbf{G} = \mathbf{p} + 2D \mathbf{m} \). On the intersection line of the sheets (24), when \( m_1 = 0 \), we have the following expressions for ac electric and magnetic fields:

\[
\begin{align*}
\text{Re} \mathbf{E}_\pm & \parallel g_\pm \mathbf{G} \sin \varphi_\pm - \frac{m_2}{\chi_1} \mathbf{q} \cos \varphi_\pm, \\
\text{Re} \mathbf{H}_\pm & \parallel g_\pm \mathbf{q} \sin \varphi_\pm + \frac{m_2}{\chi_1} \mathbf{p} \cos \varphi_\pm.
\end{align*}
\]

(36)

Here,

\[
g_\pm = 1 \pm \sqrt{1 - (m_2/\chi_0)^2},
\]

(37)

\( \varphi_\pm \) is a phase that depends on time \( t \) and the coordinate \( r \): \( \varphi_\pm = \varphi - \frac{m_2}{\chi_0} r \). The reference point of the phase. Formulas (36) describe an elliptic polarization of isonormal waves; in the present case, they have identical phase velocities but different absorption indices. The coefficients of \( \sin \varphi_\pm \) and \( \cos \varphi_\pm \) in (36) define the vectors \( \mathbf{a}_\pm \) and \( \mathbf{b}_\pm \) of semiaxes of appropriate ellipses.

Near the midpoint of the intersection line of the sheets, when \( |m_2| \ll \chi_0 = |\chi| \), from (36) and (37) we obtain

\[
\begin{align*}
\text{Re} \mathbf{E}_\pm & \parallel 2 \mathbf{G} \sin \varphi_\pm - \frac{m_2}{\chi_1} \mathbf{q} \cos \varphi_\pm, \\
\text{Re} \mathbf{H}_\pm & \parallel 2 \mathbf{q} \sin \varphi_\pm + \frac{m_2}{\chi_1} \mathbf{p} \cos \varphi_\pm,
\end{align*}
\]

(38)

These formulas show that, at the center of the wedge, where \( m_2 = 0 \), the wave polarization is linear, whereas, a little ways from the center, weak ellipticity arises. Finally, when a wave propagates strictly along a singular axis, the electric and magnetic fields are polarized elliptically and circularly, respectively:

\[
\begin{align*}
\text{Re} \mathbf{E}_\pm & \parallel \mathbf{G} \sin \varphi_\pm - \mathbf{q} \text{sgn} \chi_1 \cos \varphi_\pm, \\
\text{Re} \mathbf{H}_\pm & \parallel \mathbf{q} \sin \varphi_\pm + \mathbf{p} \text{sgn} \chi_1 \cos \varphi_\pm.
\end{align*}
\]

(39)

The Poynting vector \( \mathbf{P}_\pm (34) \) can be represented as a sum of time-independent (averaged over a period) energy flux \( \overline{\mathbf{P}}_\pm \) and a time-dependent flux \( \mathbf{P}_\pm' \):

\[
\mathbf{P}_\pm = \mathbf{P}_\pm + \mathbf{P}_\pm'.
\]

(40)

Here, \( \mathbf{c}_\pm \) and \( \mathbf{d}_\pm \) are the semiaxes of the corresponding ellipses. According to (34) and (36), on the intersection line of the sheets (24), these vectors are defined by

\[
\begin{align*}
\mathbf{P}_\pm & \parallel -2 D g_\pm^2 \mathbf{p} + \left( \frac{m_2^2}{\chi_0^2} + g_\pm^2 \right) \mathbf{m}^{(1)}, \\
\mathbf{c}_\pm & \parallel 2 D g_\pm^2 \mathbf{p} + \frac{m_2^2}{\chi_0^2} \mathbf{m}^{(1)}, \\
\mathbf{d}_\pm & \parallel 2 D g_\pm \left( \frac{m_2}{\chi_0} \right) \mathbf{q}.
\end{align*}
\]

(41)

We omitted identical factors in the expressions for \( \mathbf{P}_\pm \) and \( \mathbf{P}_\pm' \). One can see from (41) that the two time-averaged middle vectors \( \mathbf{P}_\pm \) and \( \mathbf{P}_\pm' \), whose orientations can also be represented as

\[
\mathbf{P}_\pm \parallel \mathbf{m}^{(1)} - D g_\pm \mathbf{p},
\]

(42)
always lie in the plane $x_1x_3$, which is orthogonal to the edge of the wedge, while the orientations of these vectors smoothly vary as the coordinate $m_2$ is varied, making an angle of $\gamma$ (Fig. 6b):

$$\tan \gamma = \frac{D(g_x - g_z)}{1 + D^2 g_y g_z} = \frac{2D}{1 + D^2 m_2^2/\chi_0^2}. \quad (43)$$

It is interesting to note that expressions (42) and (43) are similar to (29) and (31).

The ends of the vectors $\mathbf{P}_\pm$ correspond to the centers of elliptic trajectories described by the ends of the vectors $\mathbf{P}_-$ and $\mathbf{P}_+$. The minor semi-axes of the ellipses are parallel to the edge of the wedge, $\mathbf{d}_\perp \parallel \mathbf{q}$, while their eccentricity monotonically decreases from unity to zero as $m_2$ increases from 0 to $\chi_0$. Simultaneously, the slope of the major semi-axes $\mathbf{c}_\parallel$ with respect to the horizontal plane decreases to zero: for $m_2 = \chi_0$, we have $\mathbf{c}_\parallel \parallel \mathbf{p}$. A rather tedious analysis leads to a very interesting picture: all elliptic orbits can be represented as lines that arise in the plane sections of a universal cone that coincides with the cone of refraction of a transparent crystal (see formulas (28) and Fig. 5). A variation in $m_2$ changes only the orientations of the secant planes, which remain parallel to the edge of the wedge, i.e., to the vector $\mathbf{q}$. In this case, the full energy-flux vectors $\mathbf{P}_\pm$ traverse all the generators of the universal cone, running over the corresponding elliptic orbits (see Fig. 7).

Consider the behavior of the characteristics of interest near the midpoint and at the ends of the intersection line of the sheets in greater detail. When $|m_2| \ll \chi_0$, the energy fluxes of isonormal waves are given by the relations

\[
\begin{align*}
\mathbf{P}_+ &\parallel D\left(-2 + \frac{m_2^2}{2\chi_0}\right)\mathbf{p} + (m_2)\mathbf{m}^{(1)}, \\
\mathbf{c}_+ &\parallel D\left(2 - \frac{m_2^2}{2\chi_0}\right)\mathbf{p} + \left(1 - \frac{m_2^2}{2\chi_0^2}\right)\mathbf{m}^{(1)}, \quad (44) \\
\mathbf{d}_+ &\parallel \left(\frac{m_2}{\chi_0}\right)D\mathbf{q}; \\
\mathbf{P}_- &\parallel -\left(\frac{m_2^2}{2\chi_0^2}\right)D\mathbf{p} + \mathbf{m}^{(1)}, \\
\mathbf{c}_- &\parallel -\left(\frac{m_2^2}{2\chi_0^2}\right)D\mathbf{p} + \left(1 - \frac{m_2^4}{4\chi_0^4}\right)\mathbf{m}^{(1)}, \quad (45) \\
\mathbf{d}_- &\parallel \left(\frac{m_2}{\chi_0}\right)D\mathbf{q}.
\end{align*}
\]
These formulas show that the time-averaged vectors $\mathbf{P}_+$ and $\mathbf{P}_-$ of two isonormal waves start to converge as they move away from the wedge center. Moreover, as we expected, the initial orientations of these vectors for $m_2 = 0$ coincide with the corresponding directions of the normals $\mathbf{n}_\pm$ (see (32)); however, the latter, unlike the fluxes $\mathbf{P}_\pm$, diverge as $m_2$ increases, rather than converge (Fig. 6).

Near the singular axis, when $m_2 = \chi_0 - \mu$, $0 \leq \mu \ll \chi_0$, the energy fluxes are characterized by the expressions

$$
\mathbf{P}_\pm \parallel \mathbf{P}_0 + \frac{2\mu}{\sqrt{\chi_0}} (-2D\mathbf{p} + \mathbf{m}^{(1)}),
$$

$$
\mathbf{P}_0 = -D\mathbf{p} + \mathbf{m}^{(1)},
$$

$$
\mathbf{d}_\pm \parallel D(1 + \frac{2\mu}{\sqrt{\chi_0}})\mathbf{q},
$$

(46)

These relations show that, for a wave propagating strictly along a singular axis, when $\mu = 0$, the directions of the mean fluxes of isonormal waves coincide, $\mathbf{P}_+ \parallel \mathbf{P}_- \parallel \mathbf{P}_0$, while their endpoints represent the centers of appropriate circles that the vectors $\mathbf{P}_+$ and $\mathbf{P}_-$ describe in the $x_1x_2$ plane (Fig. 7c). The full vectors $\mathbf{P} = \mathbf{P}_+ + \mathbf{P}_-$ behave in exactly the same way as the flux vectors in transparent crystals when a circularly polarized wave propagates along the optical axis (Fig. 5). Formulas (46) show that the average flux vector $\mathbf{P}_0$ retains its asymmetric orientation in the $x_1x_2$ plane.

Away from the singular axis, when the waves lose their circular polarization, the vectors $\mathbf{P}_+$ and $\mathbf{P}_-$ diverge more and more as $\mu$ increases (Fig. 6b). In this case, the circles described by the vectors $\mathbf{P}_+$ and $\mathbf{P}_-$ for $\mu = 0$ turn into gradually elongating ellipses. The angle $\gamma$ (43) between the vectors $\mathbf{P}_+$ and $\mathbf{P}_-$ smoothly increases when moving toward the wedge center: it attains its maximum equal to $\alpha_0$ at the center; i.e., as we have already pointed out above, it coincides with the angle between the normals $\mathbf{n}_\pm$ (see Fig. 6).

6. DISCUSSION

Thus, absorption gives rise to quite nontrivial topological features both in the geometry of a contact between degenerate wave surfaces (Figs. 2 and 4) and in the distribution of complex vector polarization fields that are characterized by the Poincaré index $n = 1/4$ in the vicinity of singular axes (Fig. 3). In the propagation directions that are close to the self-intersection lines of the surfaces of refractive indices, internal wedge refraction is predicted. Analysis has shown that the character of refraction is analogous to a similar phenomenon in the acoustics of nonabsorbing crystals only in the central region of a wedge, where the polarization is close to a linear polarization. Away from this region, the ellipticity of polarization increases, while the direction of the Poynting vector averaged over a period, $\mathbf{P}_\pm$, deviates more and more from the corresponding normal $\mathbf{n}_\pm$ toward the surface of refractive indices. In this case, the nonaveraged Poynting vectors $\mathbf{P}_\pm$ on the entire edge of the wedge rotate along the same cone of directions, which coincides with the refraction cone of a transparent crystal, whereas the endpoints of these vectors run over different plane (elliptic) sections of the cone that depend on the position of the wave normal on the edge of the wedge. Along singular axes (at the ends of the edge of the wedge), these sections become circular, while the refraction pattern fully reproduces the conical refraction of circularly polarized waves in a transparent crystal (Fig. 5).

In the last sections of this paper, when analyzing the geometry of the self-intersection of the surface of refractive indices and discussing the specific features of the wedge refraction of electromagnetic waves, we restricted ourselves to the analysis of orthorhombic crystals. In this case, the $x_1x_3$ plane passing through the center of the wedge represents a symmetry plane, and the pictures on either side of this plane are equivalent. The center of the wedge corresponds to a linear polarization of waves, which is preserved on the whole this plane, while the signs of rotation of elliptically polarized waves on different sides of the symmetry plane are opposite. Obviously, the signs of rotation of circularly polarized waves that propagate along the crystallographically equivalent singular axes $\mathbf{m}_i^{(j)}$ and $\mathbf{m}_j^{(i)}$ are also opposite in this case. Naturally, in monoclinic and triclinic crystals that have no such symmetry plane connecting the singular directions, these directions are not equivalent, and the general picture is somewhat distorted. Nevertheless, according to analysis, all the main features of the phenomenon are qualitatively the same even in the absence of symmetry. In particular, a triclinic perturbation of symmetry does not remove the line of orientations for the propagation of linearly polarized waves on the unit sphere of directions $\mathbf{m} \cdot \mathbf{m} = 1$ but distorts it. Such lines are well known in absorbing crystals of arbitrary anisotropy [13, 14] and do not disappear even under the additional switching on of optical activity [15].

Let us touch upon the possibility of experimental observation of wedge refraction in absorbing crystals. In the experiment, the physical parameter with which one should compare the splitting angle of optical axes is the divergence of the optical beam. In particular,
when a light beam is transmitted along the direction \( m^{(1)} \) (or \( m^{(2)} \)) with the divergence \( \Delta \theta \) much greater than the angular splitting \( 2\chi_0 \) of optical axes, the pattern observed differs only slightly from the ordinary conical refraction: the fine details associated with the absorption do not manifest themselves. However, if we choose a laser beam with a divergence much less than the angular splitting of axes, then it becomes possible to observe a wedge refraction as well as the anomalies described above near new positions of optical axes. Since the divergence of a laser beam may be very small, \( \Delta \theta \approx 1' \), the corresponding estimate of admissible relations between the material parameters, \( 2\chi_0 \gg \Delta \theta \), yields the inequality \( \eta / d \gg 3 \times 10^{-4} \), which leads to inessential restrictions on the choice of the objects of investigation.

Let us dwell on an interesting topological aspect of the problem. It is well known that, in optically uniaxial crystals, the degeneracy corresponding to the tangency of the wave sheets and characterized by the Poincaré index \( n = 1 \) (Fig. 8a) is unstable with respect to any real perturbation \( \delta \varepsilon \) of the “uniaxial” symmetry of the tensor \( \varepsilon \). Any such perturbation (due to external actions on a crystal or a phase transformation) splits the tangent degeneracy into two conical ones each of which has topological “charge” \( n = 1/2 \), so that the total Poincaré index remains equal to the original one (Fig. 8b). Conical degeneracies are stable with respect to the variations of anisotropy, which only shift the degeneracy points but do not change their index \( n \). However, as we have seen, this stability does not apply to imaginary perturbations \( \delta \varepsilon = i\delta \varepsilon \), which correspond to absorption. According to the results obtained above, the switching on of absorption also splits conical degeneracies into two pairs of singular points with indices \( n = 1/4 \) (Fig. 8c), so that the conservation of the original index again holds: \( 1/4 \times 4 = 1 \). It is this fact that guarantees a continual switching off of the two types of perturbation considered above; as a result, the regions with split axes shown in Figs. 8b and 8c (in the circles drawn by dotted lines) shrink to points, and we return to the original pattern of a transparent biaxial, and then also uniaxial, crystal.
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Abstract—Bound states of a particle in the field of two pointlike δ centers are considered in the 3D problem. The exact solution to the Schrödinger equation is obtained for a system of scattered centers. © 2004 MAIK “Nauka/Interperiodica”.

Point (zero-range) potentials were used for the first time by Fermi [1] in the 1D problem to study the shift of spectral lines. The application of the δ function as the potential in the Schrödinger equation makes it possible to obtain a compact analytic solution. This facilitated subsequent wide application of point potentials. In addition, actual forces (e.g., nuclear forces or the forces emerging during the screening of the Coulomb potential) can often be treated as short-range forces.

The method of zero-range potential has been successfully used in various branches of physics. In nuclear physics, this method was employed for studying the scattering of particles (including that by two stationary centers). Point interactions were used for solving three-body problems and for studying nucleon tunneling. The method is also extensively used in atomic physics. It was employed for describing molecular systems, in the theory of atomic collisions (e.g., in studying charge exchange and neutralization of atomic particles), and in solid-state theory.

Extensive literature on this problem is presently available. Steady-state solvable point models were considered in monograph [2] in 1D, 2D, and 3D cases. One-dimensional steady-state equations with δ and δ' potentials were studied in [3]. A number of questions associated with 3D point potentials were studied in detail in monographs [4, 5].

The models with pointlike interactions are distinguished, among other things, by their applicability for constructing exact solutions of nonstationary problems. Breit [6] was apparently the first to study nucleon tunneling with the help of a nonstationary 1D model. Nucleon tunneling was also analyzed in [7, 8].

An analogous nonstationary model equation with scattered δ potentials was studied in [9–15]. The exact solution describing a “bound” state (i.e., the state described by a rapidly (exponentially) decreasing function of coordinates in the case of identical constants characterizing the depth of the levels of pointlike centers) was obtained for the first time in [9]. In addition, an important feature of the problem on scattering of pointlike centers with a constant velocity was also considered in [9]. If the Schrödinger equation is used in integral form, an equation with a difference kernel appears under a certain substitution of variables. This makes it possible to obtain exact solutions for a wide class of problems. A relation for the charge-exchange probability was obtained in [10] for an arbitrary relation between the relative velocity v and parameter α characterizing the level depth. A compact expression for the recharging probability amplitude for δ wells characterized by different depths α and β is given in [11]. This expression is valid for any relation between quantities α, β, and v. A solution with an oscillatory asymptotic form was obtained (i.e., “free” states were determined) in [12] for scattering of identical wells. The Cauchy problem for different wells and for scattering of δ centers from different points was also solved in [12]. The “bound” state of dispersing centers characterized by different depths of a single bound level was determined in [13]. In [14], the propagator in the field of two dispersing centers of various depths was determined for the first time. The same problem was solved later in [15].

This communication is devoted to analysis of pointlike 3D systems. In Section 1, the form of the potential operator for a moving 3D well is determined. In Sections 2 and 3, the bound states for two stationary wells (including those with different depths) are determined. The exact solution to the Schrödinger equation for identical dispersing wells is obtained in Sections 4 and 5, where the “bound” state (i.e., the state described by a rapidly decreasing ψ function of coordinates) is determined. The solution in the case of dispersal from different points is also obtained. The results are discussed in Section 6.

1. In the spherically symmetric case, the bound state of a δ center resting at the origin can be described by the Schrödinger equation of the form

\[
\frac{i \partial \psi}{\partial t} + \frac{1}{2} \Delta \psi = \frac{2\pi}{\kappa} \delta(\mathbf{r})(\psi + \mathbf{r} \nabla \psi),
\]

(1)
where $\psi(r, t)$ is the psi function; in the system of units used here, $\hbar = m = e = 1$, $\hbar$ is Planck’s constant, $m$ is the mass, and $e$ is the charge.

The solution to Eq. (1) describing a bound state has the form

$$\psi = \frac{\text{const}}{r} \exp \left( -\kappa r + \frac{i\kappa^2}{2} \right).$$

The validity of relation (2) can be verified, for example, by substituting this solution into Eq. (1) written in integral form:

$$\psi = \frac{2\pi}{\kappa} \int_0^t dt' G^{(+)}(r - r', t - t') \times \delta(r') \{ \psi(r', t') + r' \nabla \psi(r', t') \},$$

where $G^{(+)}$ is the retarded Green function (see [4, 5]),

$$G^{(+)} = -\frac{i\sigma(t - t')}{[2\pi i(t - t')]^{3/2}} \exp \left[ \frac{i(r - r')^2}{2(t - t')} \right].$$

Here, $\sigma(x) = 0$ if $x < 0$ and $\sigma(x) = 1$ for $x \geq 0$.

If we have a $\delta$ center moving with velocity $v$, we must modify the right-hand side of Eq. (1) and write the equation as follows:

$$i \frac{\partial \psi}{\partial t} + \frac{1}{2} \Delta \psi = \frac{2\pi}{\kappa} \delta(r - vt) \{ \psi[1 - iv(r - vt)] + (r - vt) \nabla \psi \}.$$

This equation has the solution

$$\psi = \frac{\text{const}}{|r - vt|} \times \exp \left\{ -\kappa |r - vt| + \frac{it^2}{2} \kappa^2 + iv(r - vt) + \frac{iv^2 t}{2} \right\}.$$

2. Let us consider the case of two stationary centers located at points $r = r_0$ and $r = -r_0$. The corresponding Schrödinger equation has the form

$$i \frac{\partial \psi}{\partial t} + \frac{1}{2} \Delta \psi = \frac{2\pi}{\kappa} \delta(r - r_0)(\psi + (r - r_0) \nabla \psi)$$

$$+ \delta(r + r_0)(\psi + (r + r_0) \nabla \psi).$$

Here, the quantities $\kappa$ and $r_0$ determine the energy level $\kappa_0$. Representing the equation in integral form with the help of the retarded Green function, we obtain

$$\psi = \frac{1}{(2\pi i)^{1/2}} \int_{-\infty}^t dt' \kappa_0 C(t')$$

$$\times \left\{ \exp \left[ \frac{i(r - r_0)^2}{2(t - t')} \right] + \exp \left[ \frac{i(r + r_0)^2}{2(t - t')} \right] \right\}.$$

While deriving this equation, we took into account the boundary condition

$$[\psi + (r - r_0) \nabla \psi]_{r \to r_0} = [\psi + (r + r_0) \nabla \psi]_{r \to r_0} = -\kappa_0 C(t).$$

Applying the operator $[\psi + (r - r_0) \nabla \psi]_{r \to r_0}$ to expression (8), we obtain the following equation for $C(t)$:

$$-\kappa_0 C(t) = \frac{1}{\kappa\sqrt{2\pi i}} \int_{-\infty}^t dt' C(t')$$

$$\times \left\{ \exp \left[ \frac{i(r - r_0)^2}{2(t - t')} \right] \left( 1 + \frac{i(r - r_0)}{t - t'} \right) \right\}$$

$$+ \frac{1}{\kappa\sqrt{2\pi i}} \int_{-\infty}^t dt' C(t') \kappa_0 \exp \left( \frac{2ir_0^2}{t - t'} \right).$$

Before we set $r = r_0$ in the first term, we must carry out integration by parts, assuming that the substitution

$$C(t') \exp \left[ \frac{i(r - r_0)^2}{2(t - t')} \right] \Bigg|_{t' = t}$$

$$\sqrt{t - t'}$$

is equal to zero. For $t' \to t$, this equality can be ensured by the presence of the exponential factor. Representing the exponent $i(r - r_0)^2/(2(t - t'))$ in dimensional variables, we obtain $\text{im}(r - r_0)^2/2\hbar(t - t')$ (see [5]). In our calculation, we must carry out the substitution $\hbar \to (1 - i\epsilon)$, where the positive quantity $\epsilon \to 0$; before proceeding to the limit $\epsilon \to 0$, we must ensure that $t' \to t$. Quantity $\epsilon$ does not appear subsequently in the final expressions. This operation is essentially similar to the operation “subtraction of diverging terms” proposed in [4]. For $C(t)$, we have the equation

$$C(t) = \frac{2}{\kappa\sqrt{2\pi i}} \int_{-\infty}^t dt' \frac{2i \epsilon r_0^2}{(t - t')^{3/2}}$$

$$- \frac{1}{\kappa\sqrt{2\pi i}} \int_{-\infty}^t dt' \epsilon C(t') \exp \left( \frac{2ir_0^2}{t - t'} \right).$$
If we set in this equation
\[ C(t) = \exp\left(\frac{i\kappa^2 t}{2}\right), \]
we obtain the relation
\[ \kappa = \kappa_0 - \exp(-2\kappa_0 r_0) \frac{r_0}{2r_0}. \] (10)

The depth of the bound level \( \kappa_0 \) depends not only on \( \kappa \), but also on the distance \( 2r_0 \) between the centers. For \( r_0 \rightarrow 0 \), a smooth transition of solution (7) to the solution for a single \( \delta \) center does not exist. This distinguishes the problem considered here from the 1D case, in which such a smooth transition is possible (see [15]). Solution (8) has the form
\[ \psi = \text{const} \left\{ \exp\left(-\kappa_0|\mathbf{r} - \mathbf{r}_0|\right) + \exp\left(-\kappa_0|\mathbf{r} + \mathbf{r}_0|\right) \right\} \times \exp\left(i\kappa^2 t/2\right). \] (11)

If we seek the solution to Eq. (7) in form (11), we can readily obtain relation (10) also.

3. In the case of two stationary \( \delta \) centers, bound states with two different values of parameters \( \kappa_1 \) and \( \kappa_2 \) characterizing the level depth can exist.

We assume that the solution for the \( \psi \) function has the form of the sum of four terms:
\[ \psi = \alpha_1 \frac{\exp\left(i\kappa_1^2 t - \kappa_1|\mathbf{r} - \mathbf{r}_0|\right)}{|\mathbf{r} - \mathbf{r}_0|} + \alpha_2 \frac{\exp\left(i\kappa_2^2 t - \kappa_2|\mathbf{r} - \mathbf{r}_0|\right)}{|\mathbf{r} - \mathbf{r}_0|} + \beta_1 \frac{\exp\left(i\kappa_1^2 t - \kappa_1|\mathbf{r} + \mathbf{r}_0|\right)}{|\mathbf{r} + \mathbf{r}_0|} + \beta_2 \frac{\exp\left(i\kappa_2^2 t - \kappa_2|\mathbf{r} + \mathbf{r}_0|\right)}{|\mathbf{r} + \mathbf{r}_0|}. \] (12)

This gives
\[ i\frac{\partial \psi}{\partial t} + \frac{1}{2} \Delta \psi = -2\pi \left\{ \alpha_1 \exp\left(i\kappa_1^2 t/2\right) + \alpha_2 \exp\left(i\kappa_2^2 t/2\right) \right\} \delta(\mathbf{r} - \mathbf{r}_0) + \left[ \beta_1 \exp\left(i\kappa_1^2 t/2\right) + \beta_2 \exp\left(i\kappa_2^2 t/2\right) \right] \delta(\mathbf{r} + \mathbf{r}_0). \]

The right-hand side of this equation can be written in the form
\[ C_1 \delta(\mathbf{r} - \mathbf{r}_0) \left[ \psi + (\mathbf{r} - \mathbf{r}_0) \cdot \frac{\partial \psi}{\partial \mathbf{r}} \right] \]
\[ + C_2 \delta(\mathbf{r} + \mathbf{r}_0) \left[ \psi + (\mathbf{r} + \mathbf{r}_0) \cdot \frac{\partial \psi}{\partial \mathbf{r}} \right]. \]

The substitution of expression (12) into this relation ultimately leads to the system of four equations,
\[ -2\pi\alpha_1 = \left( -\kappa_1\alpha_1 + \beta_1 \exp\left(-2\kappa_1 r_0\right)/2r_0 \right) C_1, \]
\[ -2\pi\alpha_2 = \left( -\kappa_2\alpha_2 + \beta_2 \exp\left(-2\kappa_2 r_0\right)/2r_0 \right) C_1, \]
\[ -2\pi\beta_1 = \left( -\kappa_1\beta_1 + \alpha_1 \exp\left(-2\kappa_1 r_0\right)/2r_0 \right) C_2, \]
\[ -2\pi\beta_2 = \left( -\kappa_2\beta_2 + \alpha_2 \exp\left(-2\kappa_2 r_0\right)/2r_0 \right) C_2. \] (13)

From the condition of existence of nonzero solution of system (13), we can find two equations for determining constants \( C_1 \) and \( C_2 \):
\[ \left(1 - \frac{\kappa_1 C_1}{2\pi}\right) \left(1 - \frac{\kappa_2 C_2}{2\pi}\right) = C_1 C_2 \exp\left(-4\kappa_1 r_0/4r_0\right), \] (14)
\[ \left(1 - \frac{i\kappa_1 C_1}{2\pi}\right) \left(1 - \frac{i\kappa_2 C_2}{2\pi}\right) = C_1 C_2 \exp\left(-4\kappa_2 r_0/4r_0\right). \] (15)

These equations define the values of \( C_1 \) and \( C_2 \) in terms of \( \kappa_1, \kappa_2, \) and \( r_0 \). It should be noted that the equality \( C_1 = C_2 \) is possible only for \( \kappa_1 = \kappa_2 \).

4. Let us now consider a more complex case of moving \( \delta \) centers. We assume that the centers are scattered from point \( \mathbf{r} = 0 \) with equal and opposite velocities. The Schrödinger equation can be written in the form
\[ i\frac{\partial \psi}{\partial t} + \frac{1}{2} \Delta \psi = \frac{2\pi}{\kappa} \left\{ \delta(\mathbf{r} - \mathbf{v} t) \left[ \psi(1 + i\mathbf{v} \cdot (\mathbf{r} - \mathbf{v} t)) + (\mathbf{r} - \mathbf{v} t) \nabla \psi \right] \right\} \times \left\{ \psi(1 + i\mathbf{v} \cdot (\mathbf{r} + \mathbf{v} t)) + (\mathbf{r} + \mathbf{v} t) \nabla \psi \right\}. \]

Using the advanced Green function
\[ G^{(-)} = -\frac{i\sigma(t' - t)}{(2\pi i(t' - t))^{3/2}} \exp\left[-\frac{i(\mathbf{r} - \mathbf{r}')^2}{2(t' - t)}\right] \]
we can obtain from Eq. (19)
\[ \kappa H(p) = \frac{i}{\sqrt{2\pi i Np}} \left[ H(p) + 2p \frac{dH}{dp} \right] \]
(20)

If we set \( p = q^2/2t \), we can obtain from expression (20) the solution for \( H \) in the form
\[ H(q) = \frac{\text{const}}{a(q)} \exp \left\{ i\kappa \int_0^q \frac{dq'}{a(q')} \right\}, \]
(21)

where
\[ a(q) = q - \frac{\exp(-2\nu q)}{2\nu}. \]

For \( g(t) \), we obtain the following expression:
\[ g(t) = \frac{\text{const}}{\sqrt{t}} \int_L q dq H(q) \exp \left\{ -i \frac{q^2}{2t} \right\}. \]
(22)

Path \( L \) may have the form of two rays located in the second and fourth quadrants of complex plane \( q \) and will be defined more exactly below. Since
\[ C(t) = g(t) \exp \left( \frac{i \nu^2 t}{2} \right), \]

the solution to the Schrödinger equation is given by
\[ \psi(r, t) = \text{const} \int \frac{dt'}{\sqrt{t-t'}} \exp \left( \frac{i \nu^2 t'}{2} \right) \]
\[ \times \int_L q dq \exp \left( -i \frac{q^2}{2t} \right) \frac{1}{a(q)} \exp \left\{ i\kappa \int_0^q \frac{dq'}{a(q')} \right\} \]
\[ \times \exp \left\{ i\frac{(r - vt)^2}{2(t-t')} \right\} + \exp \left\{ i\frac{(r + vt)^2}{2(t-t')} \right\} \]
\[ = \text{const} \{ \Psi_- + \Psi_+ \}. \]
(23)

The integrals defining \( \Psi_\pm \) can be transformed to the simpler integrals
\[ \Psi_\pm = \frac{\exp \left( i \frac{\nu^2 t}{2} \pm i \nu \cdot r_\pm \right)}{r_\pm \sqrt{t}} \]
(24)

This equation can be solved using the Laplace transformation in the same way as in the case of the 1D nonstationary problem (see [9, 11, 12]). Assuming that
\[ H(p) = \int_0^\infty h(\tau) \exp(-p\tau) d\tau, \]

we have
\[ h(\tau) = \frac{\text{const}}{\sqrt{\tau-t}} \exp \left( i \frac{\nu^2 (\tau-t)}{2} \right) \]
\[ \times \exp \left\{ i\frac{(r - vt)^2}{2(t-t')} \right\} + \exp \left\{ i\frac{(r + vt)^2}{2(t-t')} \right\} \]
\[ = \text{const} \{ \Psi_- + \Psi_+ \}. \]
Here, \( r_\pm = r \pm vr, \quad r_\mp = |r_\pm|, \) and

\[
a(q) = q - \frac{\exp(-2\nu q)}{2\nu}.
\]

The sum \( \Psi_+ + \Psi_- \) satisfies the initial equation (16); this can be verified by direct substitution.

Let us now determine more exactly the path of integration \( L \). Let us suppose that \( q = q_1 + iq_2 \), where \( q_1 \) and \( q_2 \) are real numbers. Path \( L \) consists of the imaginary axis \((q_1 = 0)\), where \( q_2 \) varies from \( -\infty \) to 0, and the real axis \((q_2 = 0)\), where \( q_1 \) varies from 0 to \( \infty \). On the imaginary axis, the integrand function has no singularities and exponentially decreases for \( q_2 \to \infty \); on the real axis, a pole exists for \( 2\nu q_1 = \exp(-2\nu q_1) \) and we assume that contour \( L \) bypasses this pole from above. The integrand function in expression (24) decreases exponentially for \( q_1 \to \infty \) on the real axis as well. It is important for the next section to note that contour \( L \) for \( q_1 \to \infty \) can be displaced to region \( q_2 < 0 \), which ensures the convergence of the integral.

5. After certain modifications, relations (23) and (24) give the solution of a more complex problem, viz., scattering from different points. We assume that the \( \delta \) centers are located at points \( r = \pm r_0 \) at \( t = 0 \). The velocities of the centers are directed along \( +vr_0 \) and \( -vr_0 \), respectively. In this case, we must replace \( r - vr \) by \( r - vr - r_0 = r_\mp \) and \( r + vr \) by \( r + vr + r_0 = r_\pm \) in Eq. (16). We denote

\[
Q_\pm^z(r, t) = \exp\left(\frac{iv^2}{2}t + iv \cdot r_\pm\right) \frac{\exp(-i(q - ir_\pm)^2)}{|r_\pm|^2} \exp\left(-\frac{i(q - ir_\pm)^2}{2(t + r_\mp/v)}\right).
\]

This gives

\[
\frac{\partial Q^z}{\partial t} + \frac{1}{2}DQ^z = -2\pi \delta(r_\pm)
\]

\[
\times \exp\left(\frac{iv^2}{2}t - \frac{iqv^2}{2(t + r_0/v)}\right) \frac{1}{|t + r_0/v|^2} \frac{1}{t + r_0/v}.
\]

We represent the \( \Psi \) function in the form

\[
\Psi = \int (Q_+^z + Q_-^z)S(q)dq.
\]

Substituting this expression into Eq. (16) modified with the above arguments, we obtain the following equation for \( S(q) \):

\[
\left\{ dq\exp\left(-\frac{iqv^2}{2(t + r_0/v)}\right) \frac{1}{\kappa(t + r_0/v)} \right\} S(q) = \frac{1}{\kappa(t + r_0/v)}
\]

\[
\times \int dq\exp\left(-\frac{iqv^2}{2(t + r_0/v)}\right) a(q)S(q).
\]

This equation has the solution

\[
S(q) = \frac{q}{\kappa} C_{\pm} \exp\left[i\kappa \frac{d}{d(q)}\right].
\]

Substitution of expression (28) into Eq. (27) and integration of the right-hand side of the resultant equation by parts lead to an identity. The form of Eqs. (26), (27), and (28) implies that relations (23) and (24) give the solution of the problem of \( \delta \) centers scattered from different points \((r = \pm r_0)\) if we carry out the following substitution in these relations:

\[
t \to t + \frac{r_0}{v}, \quad r_\pm \to |r \pm (vr + r_0)|.
\]

Constant \( C_{\pm} \) depends on \( v, \kappa, \) and \( r_0 \), the complex form of the dependence complicating the passage to the steady-state limit \( v \to 0 \). To determine the solution for \( v \to 0 \), we will seek \( S(q) \) in the form \( S(q) = \exp(i\kappa q\partial q) \). In this case, we can obtain from Eq. (27)

\[
\exp\left[i\kappa \frac{d}{d(q)}\right] = \kappa \exp\left[i\kappa \frac{(r_0 + 2ivq)^2}{2(t + r_0/v)}\right] - \kappa \frac{d}{d(q)} \exp\left[i\kappa \frac{(r_0 + 2ivq)^2}{2(t + r_0/v)}\right].
\]

Proceeding to the limit \( v \to 0 \), we obtain the equality

\[
\kappa = \kappa_0 - \frac{\exp(-2\kappa_0 r_0)}{2r_0},
\]

coinciding with relation (10). In accordance with this equality, the steady-state solution is defined by formula (11). It should be noted, however, that the form of function \( S(q) \) used here does not provide a solution for \( v \neq 0 \).

6. Solution (23), (24) is basically analogous to the solution obtained in [9] for the bound state of scattered centers in the 1D problem. In both cases, the solution is the sum of two expressions corresponding to the direction of motion of the center and affecting each other. However, the 3D problem exhibits a number of pecu-
Liabilities. The bound state in this case cannot be represented in the form of a discrete series of “metastable” decaying levels. In the case of scattering from the same point in the 1D problem, in the limit \( v \to 0 \), the state continuously transforms into the state of a single \( \delta \) center, while no such transition can be made in the 3D problem. This is due to the fact that there is no continuous transition to the state of one center in the steady-state two-point problem upon a limiting transition to zero of the separation between the centers. In monograph [4], the existence of relative motion is simulated by the presence of bound levels with a time-dependent depth. Apparently, it is possible to construct more realistic solvable models of various nonstationary quantum-mechanical processes such as, for example, the tunneling of nucleons or charge exchange of atomic particles. In this connection, nonstationary problems with 3D pointlike \( \delta \) centers are of special significance.

REFERENCES

Translated by N. Wadhwa
Three-Dimensional Rectification of a Gradient Force in a Strong Nonmonochromatic Field

I. V. Krasnov

Institute of Computational Modeling, Siberian Division, Russian Academy of Sciences, Krasnoyarsk, 660036 Russia
e-mail: krasn@icm.krasn.ru
Received October 24, 2003

Abstract—A new three-dimensional scheme for rectifying a gradient force is proposed and analyzed. The scheme is based on the use of a strong, partially coherent optical field involving a component with a fluctuating phase. It is shown that the rectification of a gradient force acting on atoms with a nondegenerate ground state is a second-order effect with respect to field strength in this scheme, whereas an analogous effect is third-order in coherent bichromatic fields. Conditions for three-dimensional confinement of atoms are obtained by using the velocity dependence of the rectified radiative force. For a large class of atoms, such as even-even isotopes of ytterbium and alkaline-earth elements, these conditions can be implemented at a relatively high effective temperature (of the particle ensemble) of about 10 K. This finding can be used to widen substantially the range of energies of atoms amenable to effective three-dimensional optical manipulation. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

Resonant atoms placed in a strong nonmonochromatic nonuniform optical field (as a standing wave) are subjected to a strong rectified gradient force (RGF) [1–5]. Its sign remains invariant over a distance much larger than the optical wavelength \( \lambda \). The force does not saturate with increasing field intensity (in contrast to spontaneous radiation pressure).

Various theoretical aspects and implementation schemes for rectifying radiative forces were considered in numerous studies (e.g., see [6–11] and references cited therein). In particular, their results suggest that RGF can be used to create extremely deep potential wells [12] and provide dissipative optical traps for confining relatively “hot” atoms with energies well above typical lower limits for laser cooling. Their practical implementation can substantially widen the range of energies of atoms amenable to effective three-dimensional optical manipulation. However, optimization of necessary physical conditions must rely on an analysis of three-dimensional models of rectification that allow for polarization phenomena in mechanical effects of light [4].

In this paper, we propose and analyze a new three-dimensional scheme for rectifying a gradient force in a strong nonmonochromatic field involving a component with a fluctuating phase. The analysis is performed for atoms with \( J = 0 \rightarrow J = 1 \) transitions (as even–even Yb and alkaline-earth isotopes), which are deemed promising for new experiments on laser cooling (e.g., see 13–16] and references cited therein). In this scheme, the effects due to the RGF and the delayed gradient force (radiative friction) are only of sixth order (!) in the amplitude of the acting field in the limit case of weakly saturated population of excited levels when a coherent field is used [1–4]. For this reason, analysis is complicated and the radiative force has to be modified. The scheme differs from those with atoms with degenerate ground states [8, 17].

We show that rectification of a gradient force in a strong, partially coherent field is a fourth-order effect with respect to field amplitude (i.e., a second-order one in intensity). We derive expressions for RGF and delayed gradient force (DGF) in a 3D nonmonochromatic field and use them to determine conditions for stable 3D confinement of resonant particles with an effective temperature \( T \) of at least several kelvins (much higher than the known lower limits for laser cooling in similar problems).

We note that the opposite limit case of weak coherent bichromatic field and particles with \( T \ll 1 \) K was considered in previous studies [18, 19] (also devoted to three-dimensional rectification of radiative forces for atoms with strong singlet–singlet transitions and weak \( J = 0 \rightarrow J = 1 \) transitions).

2. MODEL

Consider an atom of mass \( m \) moving with velocity \( v \) in an electromagnetic field

\[ E(\mathbf{r}, t)e^{-i\omega_0 t} + \text{c.c.} \]

with carrier frequency \( \omega_0 \) tuned to resonance with the \( |J_e = 0, M_e = 0 \rangle \rightarrow |J_e = 1, M_e = 0, \pm 1 \rangle \) atomic transi-
tion, where $J_\alpha$ is the total angular moment and $M_\alpha$ denotes its projections in the ground ($\alpha = g$) and excited ($\alpha = e$) states.

The field is the superposition of coherent quasi-resonant components with three different frequencies polarized in mutually perpendicular directions and a partially coherent (fluctuating) resonant field $E'$ with a bandwidth $\Gamma$:

$$E(r, t) = \sum_{j=x, y, z} E_j(t) \mathbf{e}_j \exp[-i\Delta_j t] + E'(r, t), \quad (2.1)$$

where $\mathbf{e}_j$ denotes the unit basis vectors of a Cartesian coordinate system and $\Delta_j$ is the detuning from the resonant frequency $\omega_0$.

In accordance with the original concept of gradient-force rectification [1], assume the following hierarchy of characteristic frequencies:

$$|\Delta_j|, |\Delta_j - \Delta_i| \gg |V_{ji}|, \quad \Gamma \gg |U_j|, \frac{|V_{ji}|^2}{\Delta_j}, |\delta|, \quad (2.2)$$

$$|V_{ji}|^2 \gg \gamma, k\nu, \frac{|U_j|^2}{\Gamma}, \quad (2.3)$$

where $l \neq j$ denote indices $x, y$, or $z$; $V_{ji}(r)$ and $U_j(r, t)$ are the Rabi frequencies defined as

$$V_{ji} = \frac{dE_{ji}}{\hbar}, \quad U_j = \frac{d(\mathbf{e}_j E'(r, t))}{\hbar},$$

with $d = ||d||/\sqrt{3}$ ($||d||$ is the reduced dipole transition matrix element); $k = \omega_0/c$ is the wave number; $\gamma$ is the decay rate for the excited state; and $\delta$ is the fluctuating-component detuning from the resonant frequency. Inequality (2.2) implies that the coherent components of $E_i$ are “quasi-resonant,” i.e., give rise to a spatially nonuniform Stark shift, and the fluctuating component is “resonant,” i.e., ensures excitation of the atom. Condition (2.3) means that the coherent field $E_i$ is sufficiently strong to ensure that the light-induced Stark shifts exceed the optical resonance width. The opposite limit of a weak coherent bichromatic field was considered in [18, 19]. Note that superposition (2.1) a fortiori admits a 3D acting-field configuration (cf. [1–3]).

An atom placed in field (2.1) is driven by the force [4, 20]

$$F = \hbar \sum_j (\rho_j \nabla \hat{V}_j^* + \text{c.c.}), \quad (2.4)$$

where

$$\hat{V}_j(r, t) = V_{ji} \exp(-i\Delta_j t) + U_j,$$

and $\rho_j$ denotes the projections of the induced dipole moment measured in $d$, which are determined by solving the optical Bloch equations written for a prescribed unperturbed classical trajectory $r = vt$. In the “Cartesian” representation adapted to the present problem [4, 19, 21], these equations and the expression for the force are averaged over oscillations of frequency $\Delta_j$ (cf. [22]) to obtain (using the same notation for averaged quantities)

$$i\left(\frac{d}{dt} + \gamma - i\hat{\Delta}_i(r)\right)\rho_i = \sum_j q_{ij} U_j, \quad j, i = x, y, z, \quad (2.5)$$

$$i\left(\frac{d}{dt} + \gamma - i\hat{\Delta}_0(r)\right)q_{ij} = -i\gamma \delta_{ij} + (\rho_i U_j^* - U_j \rho_j^*) - \delta_{ij} \sum_l (\rho_l^* U_j - \text{c.c.}),$$

$$F = \hbar \sum_j (\rho_j \nabla U_j^* + \text{c.c.}) + \hbar \sum_j q_{ji} \nabla V_{ji}^2 \Delta_j^{-1}, \quad (2.6)$$

where $q_{ij}$ is the population difference between the excited and ground states, $q_{ij}$ (with $i \neq j$) characterize the coherence of excited atomic states,

$$\hat{\Delta}_i(r) = \frac{2|V_{ji}(r)|^2}{\Delta_j} + \sum_{j \neq i} \frac{|V_{ji}(r)|^2}{\Delta_j}$$

are the effective spatially nonuniform detunings due to light-induced Stark shifts, and

$$\hat{\Delta}_0(r) = \hat{\Delta}_i(r) - \hat{\Delta}_j(r).$$

Next, Eqs. (2.5) and (2.6) are averaged over fluctuations of $\hat{E}_i$. 2 Bloch equations (2.5) constitute a system of multiplicative linear equations, and the averaging over the ensemble of random processes $U_j$ conditioned on the right-hand inequality in (2.2) can be performed by using the expansions of their solution in terms of $\zeta \ll 1$, which is proportional to the autocorrelation time $\tau_c \sim \Gamma^{-1} [25]$:

$$|U_j| \tau_c, \quad |\Delta_j| \tau_c, \quad k\nu \tau_c, \quad \gamma \tau_c \leq \zeta \ll 1.$$

By assuming that $\langle \langle U_j \rangle \rangle = 0$ and the $E'$ components with different polarizations fluctuate independently, i.e.,

$$\langle \langle U_j(r, t) U_i(r, t + \tau) \rangle \rangle = \langle \langle U_j(r, t) U_i^*(r, t + \tau) \rangle \rangle = 0,$$

In the theory of resonant radiation pressure, radiative forces due to fluctuating fields with finite bandwidths were originally considered in [23, 24].

---

1 In the scheme considered in [1], this is achieved by using a “controlling” coherent field component with a small detuning.

2 In the theory of resonant radiation pressure, radiative forces due to fluctuating fields with finite bandwidths were originally considered in [23, 24].
Eqs. (2.5) and (2.6) are reduced to
\[
\mathbf{F} = \langle \langle \mathbf{F} \rangle \rangle = \mathbf{F}_g + \mathbf{F}_s,
\]
\[
\mathbf{F}_g = \sum_i \frac{\nabla [V_{ji}(r)]^2}{\Delta_i} Q_i,
\]
\[
\mathbf{F}_s = -\hbar \mathbf{i}
\]
\[
\times \sum_i Q_i \left[ \int_0^\infty d\tau \langle \langle \nabla U^*_{ji}(r, t) U_j(r, t + \tau) \rangle \rangle - \text{c.c.} \right],
\]
\[
\left[ \frac{d}{dt} + \gamma + 2 R_i(r) \right] Q_i + \sum_{j \neq i} R_j(r) Q_j = -\gamma.
\]
where \( Q_i = \langle \langle q_{ji} \rangle \rangle \) and the rate constants for transitions between the ground and excited atomic states induced by the field \( \mathbf{E}' \) are determined by the correlators
\[
R_j(r) = 2\text{Re} \int \langle \langle U_j(r, t) U^*_{ji}(r, t + \tau) \rangle \rangle dt.
\]
Note also that \( U_j \) is treated as a stationary random process and only first-order terms in \( \zeta \ll 1 \) are retained in the reduced equations.

Equations (2.7)–(2.9) show that, under condition (2.3) of strong quasi-resonant field,
\[
\left[ V_{ji}^2 / \Delta_i \right] \gg \left| U_{ji} \right|^2 / \Gamma,
\]
the radiative force \( \mathbf{F}_s \) exerted on the atom by the fluctuating field is weak as compared to the gradient force \( \mathbf{F}_g \), which is proportional to the sum of the population differences multiplied by the gradients of \( E_{ji} \) components:
\[
\left| \mathbf{F}_s \right| \ll \left| \mathbf{F}_g \right|.
\]
Accordingly, Eqs. (2.7)–(2.9) expose the roles played by the fields \( \mathbf{E}'_i \) and \( \mathbf{E}' \) in the present model. The fluctuating field \( \mathbf{E}' \) is responsible for incoherent mixing of atomic states, and the quasi-resonant coherent field \( \mathbf{E}'_i \) induces the effective potentials that determine the motion of the atom: the excited atom moves in the field with
\[
\left| V_{ji}^2 / \Delta_i \right|, \quad i = x, y, z;
\]
the unexcited one, in the field with
\[
-\sum_i \left| V_{ji}(r) \right|^2 / \Delta_i, \quad i = x, y, z.
\]

An analogous model (in the basis of adiabatic states) describes a two-level atom moving in a coherent bichromatic field [3, 22]. It is obvious that a rectified force
\[
\mathbf{F}_R = \langle \langle \mathbf{F}_g \rangle \rangle = \sum_i \left( Q_i \frac{\nabla [V_{ji}(r)]^2}{\Delta_i} \right) \neq 0
\]
exists when \( R_j = R_j(r) \) (transition rates are spatially modulated), which is possible only if the coherent field has mutually interfering components. (Hereinafter, angle brackets denote averaging over oscillations with periods comparable to the optical wavelength.)

Finally, note that Eqs. (2.9), where the effect of \( \mathbf{E}_i \) on transition saturation is ignored, are derived under conditions (2.2) and (2.3) supplemented with a refined quasi-resonance condition for \( \mathbf{E}_i \):
\[
\left| V_{ji}^2 / \Delta_i \right| \sim \gamma / g_j \ll R_j / \gamma.
\]
This makes it possible to restrict analysis to the first approximation (i.e., Eqs. (2.5)) in averaging the original Bloch equations over oscillations with frequencies comparable to \( \Delta_i \) (higher order approximations for a related problem were discussed in [22]).

3. RECTIFIED GRADIENT FORCE
AND THREE-DIMENSIONAL CONFINEMENT
To obtain expressions for the RGF, we specify the fields \( \mathbf{E} \) and \( \mathbf{E}_i \) as superpositions of plane waves (\( j = x, y, z \)):
\[
U_j(r, t) = \frac{U}{2} \left\{ \exp(i\phi_j(t)) \left[ \exp(i k_{j1} \cdot r) + \exp(-i k_{j2} \cdot r) \right] \right. \\
+ \exp(i \psi_j(t)) \left[ \exp(-i k_{j1} \cdot r) + \exp(-i k_{j2} \cdot r) \right]\}
\]
\[
V_{ji}(r) = \frac{V_j}{2} \left\{ \exp(i(q_{j1} \cdot r) + \eta_{ji}) \right. \\
+ \exp(i(q_{j2} \cdot r + \eta_{ji}))\},
\]
where \( V_j \) and \( \eta_{ji} \) are the amplitudes and initial phases of the coherent field components, and \( \phi_j(t) \) and \( \psi_j(t) \) are independent fluctuating phases (with delta-correlated zero-mean derivatives), which determine the correlators of \( \mathbf{E}' \) components by the relations
\[
\langle \langle \exp[i\phi_j(t) - \phi_j(t + \tau)] \rangle \rangle = \langle \langle \exp[i\psi_j(t) - \psi_j(t + \tau)] \rangle \rangle = \exp(-\Gamma |\tau|),
\]
\[
\langle \langle \exp[i\phi_j(t) - \phi_j(t + \tau)] \rangle \rangle = \langle \langle \exp[i\psi_j(t) - \phi_j(t + \tau)] \rangle \rangle = 0
\]
in a model of radiation with phase diffusion [23, 26].

Thus, each Cartesian component of \( \mathbf{E}' \) consists of two independent fluctuating components. Their structure implies that \( \mathbf{F}_s = 0 \) (in approximation (2.8)), and the field \( \mathbf{E}' \) has a Lorentzian spectral profile with bandwidth \( \Gamma \):
\[
I(\omega) \propto \frac{2\Gamma}{(\omega - \omega_0)^2 + \Gamma^2}.
\]
Note that representation (3.1) in the region occupied
by atoms is valid only if the coherence length
\[ l_c = c \tau_c = c/\Gamma \]
is much greater than the diameter of the region:
\[ l_c \gg b \]
(see [23]). Moreover, if correlated light beams with wave vectors \( \mathbf{k}_{1j} \) and \( \mathbf{k}_{2j} \) are obtained from the same source by using an appropriate optical system, then the optical path difference between them must also be much smaller than \( l_c \).

The vectors \( \mathbf{k}_{1j} \) and \( \mathbf{q}_{1j} \) in (3.1) and (3.2), with the magnitudes
\[ |\mathbf{k}_{1j}| = k = \omega_0/c, \quad |\mathbf{q}_{1j}| = q_j = |\omega_0 + \Delta_j|/c \]
lie in the planes perpendicular to the corresponding basis vectors of the Cartesian coordinate system:
\[ \mathbf{k}_{1j} \cdot \mathbf{e}_j = \mathbf{q}_{1j} \cdot \mathbf{e}_j = 0. \]

To be specific, suppose that
\[ \Delta \mathbf{q}_i = \Delta q \mathbf{e}_i, \quad \Delta \mathbf{q}_j = \Delta q \mathbf{e}_j, \quad \Delta \mathbf{q}_z = \Delta q \mathbf{e}_z, \]
\[ \Delta \mathbf{k}_x = \Delta k \mathbf{e}_x, \quad \Delta \mathbf{k}_y = \Delta k \mathbf{e}_y, \quad \Delta \mathbf{k}_z = \Delta k \mathbf{e}_z, \]
\[ |\Delta \mathbf{k}| \ll |\Delta \mathbf{q}|, \quad |\Delta p|, \quad |\Delta q|, \]
where
\[ \Delta k = \Delta q - \Delta k, \quad \Delta q_j = [\mathbf{q}_{1j} - \mathbf{q}_{1j}]/2, \]
\[ \Delta \mathbf{k}_x = [\mathbf{k}_{2j} - \mathbf{k}_{1j}]/2, \]
and the values of \( \Delta q, \Delta k, \) and \( \delta k \) are determined by prescribing the angles \( \beta \) and \( \beta_j \) between the wave propagation directions in (3.1) and (3.2), i.e., between the pairs \( \{ \mathbf{k}_{1j}, \mathbf{k}_{1j} \} \) and \( \{ \mathbf{q}_{1j}, \mathbf{q}_{1j} \} \):
\[ \Delta k = k \sin(\beta/2), \quad \Delta q_j = q_j \sin(\beta_j/2). \]

Consequently, the “microscopic” and “macroscopic” length scales, \( \lambda_M \) and \( \Lambda (\lambda_M \ll \Lambda, \text{ see [3, 22]}), \) are estimated as \( \lambda_M = \pi/\Delta q - \lambda \) and \( \Lambda = \pi/\delta k \) in this problem and are parameters that can be adjusted by choosing values \( \beta \) and \( \beta_j \). The optical field configuration is schematized in the figure.

Expressions for the transition rates \( R_j(\mathbf{r}) \) and the effective potentials \( |V_j(\mathbf{r})|^2/\Delta_j \) are obtained by combining (2.10), (3.1), and (3.2):
\[ R_j(\mathbf{r}) = R \cos^2(\Delta \mathbf{k}_j \cdot \mathbf{r}), \quad R = 4|U|^2/\Gamma, \]
\[ |V_j(\mathbf{r})|^2 = |V_j|^2 \cos^2(\Delta \mathbf{q}_j \cdot \mathbf{r} + \xi_j), \quad \xi_j = [\eta_j - \eta_{j1}]/2. \]

When the transition is not saturated, i.e.,
\[ 4R/\gamma < 1, \]
the steady-state solution to Eqs. (2.9) (at \( t > \gamma^{-1} \)) can be represented as a convergent series in powers of the \( \mathbf{E} \) wave intensity:
\[ Q_j = \sum_{j=0}^{\infty} Q_j^{(n)}, \quad Q_j^{(0)} = -1, \quad (3.7) \]
where \( Q_j^{(n)}(\mathbf{r}) \) are defined by the recursive relations
\[ Q_j^{(n)}(\mathbf{r}) = -\int Q_j^{(n-1)}(\mathbf{r} + \mathbf{v} \tau) e^{2\gamma \tau} d\tau. \]

In the linear approximation with respect to the \( \mathbf{E} \) wave intensity, (3.7) and (3.8) yield an expression for the population difference,
\[ Q_j(\mathbf{r}) = \frac{\gamma^2 R}{(\gamma^2 + 4(\Delta \mathbf{k}_j \cdot \mathbf{v})^2)} \times \left[ \frac{1}{\gamma} \cos(2\Delta \mathbf{k}_j \cdot \mathbf{r}) + \frac{2\Delta \mathbf{k}_j \cdot \mathbf{v}}{\gamma^2} \sin(2\Delta \mathbf{k}_j \cdot \mathbf{r}) \right] \]
\[ + \sum_{l \neq j} \frac{\gamma^2 R}{2(\gamma^2 + 4(\Delta \mathbf{k}_j \cdot \mathbf{v})^2)} \times \left[ \frac{1}{\gamma} \cos(2\Delta \mathbf{k}_j \cdot \mathbf{r}) + \frac{2\Delta \mathbf{k}_j \cdot \mathbf{v}}{\gamma^2} \sin(2\Delta \mathbf{k}_j \cdot \mathbf{r}) \right], \]
which can be combined with (2.7), (3.4), and (3.5) to find the rectified radiative force (after averaging \( \vec{F} \) over spatial oscillations of period \( \lambda_M \)):
\[ F_R = \langle \mathbf{F} \rangle = \sum_i (F_{0i} + F_{1i}) \mathbf{e}_i, \]
\[ F_{0i} = -\frac{\hbar \Delta \mathbf{k}_j R}{1 + (\nu \mathbf{v}, \nu \mathbf{r})^2} 2\gamma^3 g_j \sin \Phi_i, \]
\[ \Phi_i = 2\delta k r_i + 2\xi_j, \quad (3.9) \]
\[ F_{1i} = -\frac{m \nu v_i \mathbf{v}}{1 + (\nu \mathbf{v}, \nu \mathbf{r})^2}, \quad \chi_i = \kappa_i \cos \Phi_i, \]
\[ \kappa_i = \frac{\hbar \Delta \mathbf{k}_j g_j R \Delta_j}{m \gamma^2}. \]

In accordance with (3.4), the pairs of indices \( (i, j) \) are
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\( J_0 \) is the rectified gradient force, and \( J_1 \) is the delayed gradient force (radiative friction) (by the terminology of [4]). It is clear from (3.9) that both RGF and DGF are second-order quantities with respect to field strength here, whereas third-order analogous quantities are obtained in coherent bichromatic fields [3, 4]. The velocity dependence of RGF has a Lorentzian profile

\[
g_j = \frac{|V_j/\Delta_j|^2}{r_i \cdot e_i}, \quad r_x = x, \quad r_y = y, \quad r_z = z,
\]

\[
J_i = e_i \cdot \mathbf{v}, \quad v_c = \gamma/2\Delta k,
\]

\( F_0 \) is the rectified gradient force, and \( F_1 \) is the delayed gradient force (radiative friction) (by the terminology of [4]).

It is clear from (3.9) that both RGF and DGF are second-order quantities with respect to field strength here, whereas third-order analogous quantities are obtained in coherent bichromatic fields [3, 4]. The velocity dependence of RGF has a Lorentzian profile with a width determined by the “microscopic” length scale:

\[
v_c = \gamma\lambda_M/2\pi.
\]

When \( v_i \gg v_c \), the RGF scales with the inverse square of particle velocity; when \( v_i \ll v_c \), it is virtually independent of the velocity. In the latter case, macroscopic potential wells are created, with depths greater than the characteristic depth \( \hbar|V_j|^2/\Delta_j \) of microscopic potential wells. Note also that the DGF is a nonlinear function of both velocity and coordinate of the atom.

It is remarkable that the “macroscopic” motions of particles along the axes of the Cartesian coordinate system induced by RGF and DGF are mutually independent. When

\[
mv_i^2/2 = T_i \gg \hbar|V_j|^2/\Delta_j,
\]
they are governed by the equations
\[
m \left[1 + \frac{v_i^2}{v_i^2} \right] \frac{d v_i}{d t} + \frac{\partial \Pi(r_i)}{\partial r_i} - m \kappa v_i \cos \Phi_i = 0,
\]
i.e., when
\[r_i \in (r_m - \pi/4 \Delta k, r_m + \pi/4 \Delta k).
\]
Define the generalized energy
\[
\mathcal{E}(r_i, v_i) = T_i(1 + T_i/2 T_c) + \Pi(r_i)
\]
(i.e., when \(r \in \Omega_m\)), \(\mathcal{E}\) is interpreted as the Lyapunov function of system (3.10) in the phase-space domain \(N_m\) bounded by the closed contour \(\Pi(\mathcal{E}(r_i, v_i) = \Pi_0\) encompassing the attractor \(A_m\). Indeed, (3.10) implies that its derivative along the trajectory \(r_i = r_i(t), v_i = v_i(t)\) almost everywhere in \(N_m\) (except for \(A_m\)) satisfies the differential inequality
\[
\frac{d \mathcal{E}(r_i, v_i)}{d t} = -2\kappa T_i \cos \Phi_i < 0,
\]
because the condition for particle confinement inside \(N_m\),
\[
\mathcal{E}(r_i, v_i) < \Pi_0,
\]
entails (3.11) and, therefore, \(r \in \Omega_m\). Note that the function \(\mathcal{E}\) is positive definite everywhere in \(N_m\) except for \(A_m\) (where \(\mathcal{E} = 0\)).

Thus, every trajectory passing through \(N_m\) asymptotically approaches the point \(A_m\) as \(t \rightarrow \infty\), crossing the closed contours of constant \(\mathcal{E}\) inwards, and inequality (3.14) is a sufficient condition for confinement of atoms at the nodes of RGF. Note that, even though \(N_m \in G_m\) (i.e., \(N_m\) is just a subregion of the region of attraction of \(A_m\), as shown numerically), the availability of analytical representation (3.14) facilitates analysis of the confinement conditions.

Condition (3.14) entails a constraint on the kinetic energy of particles and an estimate for \(T_i\):
\[
T_i < T_M = \frac{2\Pi_0}{1 + \sqrt{1 + 2\Pi_0/T_c}} < T_k.
\]

This means that an atom that passes through the RGF node located at \(r_m\) and has an energy not higher than \(T_M\) will be trapped in its vicinity. On the other hand, an atom with energy \(T_i < T_M\) confined in a small neighborhood of an RGF node cannot be released from the region of attraction by a sudden perturbation (e.g., by a single collision with a “hot” particle) if the resulting increase in its energy is not greater than \(T_M\).

Since
\[
\Pi_0 \approx \Delta k/k, \quad \Pi_0/T_c \approx (\Delta k/k)^3,
\]
the quantity \(T_M = T_M(\Delta k)\) as a function of the parameter \(\Delta k = \pi/\lambda_M\) reaches a maximum value \(T_M^*\), which can be
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expressed in a form suitable for estimation:

$$\max T_M = T'_M = \frac{T_0}{3.2} \left[ \frac{\hbar \omega_0 R g}{2 \pi T_0^c} \right]^{2/3} \left[ \frac{1}{T_s} \left( \frac{\Delta \omega}{\omega_0} \right)^2 \right]^{1/3},$$  \hspace{1cm} (3.15)

where $T_0 = m T^2 / 2 k^2$.

The maximum is reached when

$$\Delta k / k = \sqrt{T_s / 2 T'_M} < 1$$

and is associated with a specific relation between the profile width of the RGF as a function of velocity and its magnitude:

$$\Pi_0 = 4 T_c.$$

By solving Eq. (3.10) numerically, a simple relation is found:

$$T_s / T'_M = \eta = 2.07.$$

Note that the value of $T_s$ is lower than $\max \Pi(\tau_c) = 2 \Pi_0$ approximately by half in the optimal regime considered here.

Thus, under an optimal choice of the field configuration, the RGF can be used to confine particles in three-dimensional traps of size smaller than $\Lambda$ if their effective temperature satisfies the condition

$$T_{\text{eff}} < T = 2 \eta T'_M / k_B,$$

where $k_B$ is the Boltzmann constant, $T'_M$ is defined by (3.15), and $\eta \approx 2$.

It is important that $T$ increases with the coherent-field intensity even when both $g$ and $R / \gamma$ are held constant. As an example consider a ytterbium atom with the $^1S_0 - ^1P_1$ singlet–singlet transition ($\lambda = 398.8 \text{ nm, } \gamma = 1.8 \times 10^4 \text{ s}^{-1}$). If $R / \gamma = 0.2$ and $g^2 = 0.05$ are taken as estimated values, then (3.15) yields a simple expression for the limit temperature (in kelvins) for atoms confined by means of the RGF:

$$T \approx 2 \left[ \frac{I \Delta^2}{T_s} \right]^{2/3},$$

where $I$ and $I_s$ are measured in W/cm$^2$ and $\Lambda$ in centimeters. In particular, if $\Lambda = 0.5 \text{ cm, } III = 10^3$, and $\Delta^2 I = 25 \text{ W},$ then $T = 12 \text{ K}.$ In this case, $\Delta k / k \approx 0.38, \Delta \approx 2 \times 10^{10} \text{ s}^{-1},$ and all starting conditions of the problem are satisfied if the fluctuating-field intensity is $I' = 5 I_s$ and its bandwidth is $\Gamma = 5 \times 10^8 \text{ s}^{-1}.$ For comparison, note that $T_0 \approx 1.5 \text{ K}$ in the example considered here, whereas the lower temperature limit for confined atoms corresponding to quantum fluctuations of radiative forces does not exceed

$$T_1 = \frac{h |V_{\psi}| \gamma}{\Delta \gamma} = 0.01 \text{ K}.$$

4. CONCLUSIONS

The scheme of the ponderomotive effect of a strong, partially coherent field on atoms with a $J = 0 \rightarrow J = 1$ transition analyzed here is remarkable in two respects. First, both rectified gradient force and friction force are second-order quantities with respect to the field intensity. Second, the light-induced motion of a particle is (on a macroscopic scale) a superposition of independent one-dimensional motions along three mutually orthogonal axes. Each of these motions is controlled only by field components having a certain polarization in the plane perpendicular to the direction of motion. This finding can be used to simplify optical control of three-dimensional particle motion by independently varying the parameters and geometry of field components with mutually orthogonal polarizations.

In principle, the proposed scheme for rectifying the gradient force makes it possible to implement three-dimensional confinement of relatively "hot" particles with temperatures as high as several kelvins under an optimal choice of the optical field geometry and parameters. In particular, deep traps of this kind may help to solve the challenging problem of optical trapping of an ultracold electron–ion plasma with ions in resonance with laser light, because its electron subsystem may have a relatively high temperature of 1 to 10 K (even when its density is low) [27].
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3 This behavior has never been observed in coherent bichromatic fields [18, 19].
THREE-DIMENSIONAL RECTIFICATION OF A GRADIENT FORCE


Translated by A. Betev
1. INTRODUCTION

Photorefractive beam coupling has been the subject of intensive theoretical and experimental studies over the last twenty years [1–3]. This is explained by the diversity and strength of photorefractive nonlinear effects and by their potential applicability in various optical devices [2, 4].

Photorefractive nonlinearity is caused by photoinduced charge separation and change in optical permittivity due to the linear electro-optic effect [3]. Gain saturation (at $10^{11}$–$10^{12}$ cm$^{-1}$) is frequently observed even for intensities of about a milliwatt, when the photoinduced contribution begins to play a dominant role in conductivity. The nonlinear response time decreases with increasing intensity, varying between $10^2$ and $10^{-3}$ s in experiments with continuous radiation.

The most widely known photorefractive nonlinear effects include optical gain [5], phase conjugation [6], optical emission [7, 8], soliton propagation [9], recording and fixing of volume gratings [10], and nonlinear scattering [11]. In recent years, particular interest is taken in combined effects of optical and material nonlinearities, including spatial subharmonic generation [12], critical enhancement of nonlinear response [13], and space-charge singularities [14].

Control of nonlinear optical properties by means of electronic feedback has also become increasingly important in the past few years [15–20]. A basic experiment is schematized in Fig. 1. The phase $\phi_s$ of the input signal wave is coupled to the corresponding output intensity by a certain relation (see details below). This leads to a drastic change in characteristics of two-beam coupling.

The historical background is as follows. Initially, feedback was introduced to eliminate effects due to fluctuations of input phase difference, i.e., fluctuations of the optical interference pattern in a nonlinear medium. However, experiments demonstrated that feedback effects by far exceed all expectations. In particular, feedback resulted in 100% diffraction efficiency of the light-induced refractive-index grating and a drastic change in the energy exchange between the beams [15–17]. The first attempts to explain the observed effects by assuming that the induced refractive-index
grating is spatially uniform have failed. However, these attempts involved the correct conjecture that feedback tends to induce a phase shift of ±π/2 between the diffracted and transmitted components of the output signal (S) wave.

Equations that adequately describe beam coupling controlled by ±π/2 feedback, including nonlocal boundary conditions, were formulated in [18], where a direct numerical simulation was also reported. It was found that the perfect ±π/2 feedback did produce a clear-cut maximizing effect. Under reasonable assumptions about the parameters of a nonlinear crystal, the feedback induced a refractive-index grating characterized by either 100% or zero diffraction efficiency. However, perfect feedback is not beneficial when these extreme states are obtained. In other words, the formulated ideal model remained correct only for a limited time interval beyond which the formulated equations failed to describe a continuously operating real device.

Subsequently, it was established that feedback delay is responsible for continuous operation and is substantial only near extreme states [19]. Numerical simulations showed that, because of feedback delay, a nonlinear system reaches a periodic state (attractor) in which the phase Φ(t) of the input signal wave exhibits fast large-amplitude oscillations combined with a slow drift [19, 20]. This behavior carries over to output beam characteristics. Moreover, numerical simulations revealed that variations of crystal thickness and input-wave intensity ratio induce transitions between periodic states with different characteristics and periods of Φ(t) oscillations. Specially designed experiments confirmed that multiple periodic states exist [19].

It should be noted that, while the nonlinear effects discussed here are obviously of importance for experiment and applications, they present a nontrivial problem. As far as we know, no close analogy can be found in nonlinear physics. This is special because nonlinear evolution equations for waves inside a crystal are supplemented with a nonlocal nonlinear feedback condition. The results of direct numerical simulations stimulate theoretical analysis rather than provide alternative solutions.

In this paper, we develop an analytical method to describe beam coupling controlled by ±π/2 feedback and demonstrate that it can be effectively used to obtain various results. The key point in the theory is the averaging over fast phase oscillations [21]. This procedure makes use of the only available small parameter, viz., the ratio of the feedback response time to the nonlinear response time, and some general symmetries of the nonlinear wave equations.

The theory developed here is restricted to an analysis of local nonlinear response, which is both easiest to examine and most important for experiment. However, this restriction is not essential. The results obtained can be extended to other photorefractive nonlinearities of practical interest (e.g., see [1–3]). From a more general perspective, these results are of interest for analysis of media characterized by nonlinear response times, such as liquid crystals [22]. Owing to nonlinear response, feedback loops can be used to perform various optical functions. Maximization and minimization of diffraction efficiency of spatial gratings can be viewed as examples of such functions.

2. BASIC RELATIONS

2.1. Two-Beam Coupling Equations

The starting system of equations for the wave amplitudes S and R and the amplitude E of the field generated by space charge (see Fig. 1) is written in dimensionless form as

\[ R_x = iE S, \]
\[ S_x = iE^* R, \]
\[ E_t + E = RS^*. \]

The subscripts x and t denote derivatives with respect to dimensionless coordinate and time, respectively. The coordinate x is normalized to the nonlinearity length scale (independent of light intensity), and t is normalized to the nonlinear response time (inversely proportional to the total wave intensity).

Equations (1) and (2) are derived from Maxwell’s equations to describe Bragg diffraction of the R- and S-waves by a refractive-index grating. They do not contain time derivatives because of slow nonlinear response (light intensity is fully controlled by variation of \( \Phi(t) \)). The total wave intensity is conserved: \(|S|^2 + |R|^2\) = 0. Since the input intensities (at \( x = 0 \)) are independent of time in the problem considered here, the total intensity is independent of both \( x \) and \( t \). Therefore, \( R \) and \( S \) can be normalized so that

\[ |R(x, t)|^2 + |S(x, t)|^2 = 1. \]

Equation (3) describes the slow development of a light-induced grating and reflects the material properties of the crystal. The absolute value of the product \( RS^* \) on the right-hand side of (3) is equal to half the contrast of the interference pattern. Note that the material equation used here is obtained in various microscopic models of photorefractive response [3, 18].

According to (3), \( E = RS^* \) under steady-state conditions; i.e., the maxima of the static refractive-index grating coincide with the maxima of the interference pattern. This property is the locality of nonlinear response assumed here. In the general case, these periodic distributions differ by a shift in space [3]. However, the theory becomes too cumbersome when it is taken into account, and allowance for the shift is not essential for actual experiments.
2.2. Fundamental Solutions

The spatial distributions of the amplitudes $R$ and $S$ are determined by their input values $R(0, t)$ and $S(0, t)$ and by the grating-amplitude profile $E(x, t)$. These factors characterize readout and recording conditions, respectively. In other words, the same grating recorded by an instant $t$ can be read by different methods when the input values are rapidly varied. This property reflects the structure of Eqs. (1)–(3): the first two equations contain time as a parameter in $E(x, t)$, and the last one ensures weak variation of $E$ over $t \ll 1$.

It is important for further analysis that the recording and readout processes are separated as much as possible. To do this, we first consider Eqs. (1) and (2). These equations are linear and homogeneous in $R$ and $S$. Their common solution (for prescribed $E(x)$) can be represented as a linear combination of two independent particular solutions constituting a basis.

One of the basis vectors is defined as the pair $R_F(x)$, $S_F(x)$ corresponding to the input amplitudes $R_F(0) = 1$ and $S_F(0) = 0$. This fundamental solution corresponds to the process of reading the grating with an $R$-beam of unit amplitude. Since the grating amplitude varies with time, the fundamental amplitudes are parameterized by $t$. Next, it is readily verified that the pair $R = -S_F^*(x)$, $S = R_F^*(x)$ also solves Eqs. (1) and (2). The latter particular solution corresponds to the process of reading the grating with an $S$-beam of unit amplitude. It is linearly independent of the former one and can be chosen as the second basis vector. The existence of a basis consisting of only two fundamental amplitudes, $R_F(x)$ and $S_F(x)$, reflects the symmetry properties of system (1), (2).

Thus, the solution $R(x, t)$, $S(x, t)$ subject to the input conditions $R_0(t)$, $S_0(t)$ can be represented as

$$ R(x, t) = R_F(x, t)R_0(t) - S_F^*(x, t)S_0(t), $$

$$ S(x, t) = S_F(x, t)R_0(t) + R_F^*(x, t)S_0(t). $$

The fundamental amplitudes $R_F(x, t)$ and $S_F(x, t)$ completely characterize the diffraction properties of the grating. Equations (4) can be solved algebraically for $R_F$ and $S_F$. In other words, the fundamental solutions can easily be calculated when the amplitudes $R_F(x, t)$ and $S_F(x, t)$ corresponding to a readout process are known and it is kept in mind that $|R_F(x, t)|^2 + |S_F(x, t)|^2 = 1$.

A necessary step in formulating feedback conditions is the expansion of $R$ and $S$ into transmitted (T) and diffracted (D) components. According to Eqs. (4) (see also Fig. 1), the contribution $R_FR_0$ to the amplitude $R$ is precisely the transmitted part of the input $R$-beam, while $-S_F^*S_0$ is the diffracted part of the input $S$-beam. Similarly, $S_FR_0$ and $R_F^*S_0$ are the D and T components of $S(x, t)$.

Finally, we note that

$$ \eta = |S_F(x_0, t)|^2 \equiv 1 - |R_F(x_0, t)|^2 $$

is an important observable characteristic (diffraction efficiency) of a grating. It can be determined experimentally by shutting off either $R$- or $S$-beam momentarily and calculating the ratio $|R(x_0, t)|^2/|S(0, t)|^2$ or $|S(x_0, t)|^2/|R(0, t)|^2$, respectively.

2.3. Feedback Conditions

Hereinafter, we assume that the input $R$-wave amplitude is constant and represent the input $S$-wave amplitude as $S(0, t) = S_0 \exp(i\phi_0)$, where $S_0 = \text{const}$ and $\phi_0 = \phi_s(t)$ is the feedback-controlled phase. The time dependence of this phase determines the observed properties of the system. The dimensionless crystal thickness $x_0$ and the input intensity ratio $r_0 = |R_0|^2/|S_0|^2$ are used as adjustable parameters.

The phase shift between the diffracted and transmitted components of $S$, $S_F(x_0)R_0$ and $R_F^*(x_0)S_0 \exp(i\phi_0)$, at the output end of the crystal is

$$ \phi_s = \arg \left[ R_0 \overline{S_0^*} R_F(x_0) S_F(x_0) \exp(-i\phi_0) \right]. $$

The conditions $\phi_s = \pm \pi/2$ are called perfect feedback conditions. They can be satisfied by an appropriate choice of the input phase $\phi_s$. Since the fundamental amplitudes $R_F(x_0)$ and $S_F(x_0)$ can be expressed as algebraic functions of $R(x_0)$ and $S(x_0)$, the conditions $\phi_s = \pm \pi/2$ can be interpreted as a nonlinear relation between $\phi_0$ and the output amplitudes of recording waves. The quantity $\phi_s$ is well defined only if $\eta \neq 0, 1$ ($|S_F(x_0)R_F(x_0)| \equiv \sqrt{\eta(1 - \eta)}$ does not vanish).

In experiments, the feedback is implemented by using a fast and weak input-phase modulation $\delta \phi = \psi_d \sin(\omega t)$, where $\psi_d \ll 1$ and $\omega \gg 1$. Such oscillations of $\phi_s$ do not affect the recording process and serve as a marker of the T component of the signal wave. Owing to interference of the D and T components, the output intensity $|S(x_0)|^2$ has a component that oscillates with double frequency as $\cos(2\omega t)$ and amplitude

$$ I_{2\omega} = \frac{1}{2} |R_0 S_0| \sqrt{\eta(1 - \eta)} \psi_d^2 \cos \phi_s. $$

Using $\pm I_{2\omega}$ as an error signal, one can adjust the input phase so that $\phi_s = \pm \pi/2$. This method is effective so long as the product $\eta(1 - \eta)$ is not too close to zero. It is important that the present characterization of the feedback relies only on general properties of the fundamental amplitudes $R_F$ and $S_F$, while the refractive-index grating may be spatially nonuniform.

It was shown experimentally that the $+\pi/2$ feedback can be used (under certain constraints on $x_0$ and $r_0$) to
attain $\eta$ as high as $\eta \approx 1$ and hold it at this level [15]. When the feedback sign is reversed, the diffraction efficiency falls to zero. On the other hand, a numerical analysis showed [18] that the diffraction efficiency reaches a value of 1 or 0 in a time $t = 1$. After that, the use of the conditions $\Phi_s = \pm \pi/2$ is not beneficial. Thus, the perfect feedback conditions should be applied to describe the initial evolution of the system and should be modified when its continuous operation is to be described.

It was supposed in [19] that inertia of the feedback loop ensures continuous operation of the system. To make use of the inertia, the perfect conditions $\Phi_s = \pm \pi/2$ were replaced with the time-dependent relation

$$\Phi_s = \mp t_1^{-1} |R_0 S_0| \sqrt{\eta (1 - \eta)} \cos \Phi_s,$$  \hspace{1cm} (6)

where $t_1 \approx 1$ is the feedback-loop response time and a dot denotes an ordinary time derivative. This relation admits a simple interpretation. As long as the coefficient of $\cos \Phi_s$ is large as compared to unity, i.e., $\eta (1 - \eta)$ is not too close to zero, the input phase $\varphi_s$ rapidly approaches a value ensuring that $\Phi_s = \text{const} - \varphi_s = \pm \pi/2$, and relation (6) is almost equivalent to the perfect feedback conditions. As the value of $\eta (1 - \eta)$ approaches zero, inertia plays an increasingly important role and the value of $\Phi_s$ may deviate substantially from $\pm \pi/2$.

According to numerical simulations [19, 20], the use of (6) instead of the perfect conditions $\Phi_s = \pm \pi/2$ ensures continuous operation of the system. After an extremal is reached, the diffraction efficiency oscillates about either unity or zero, while the phase factor $\exp(i\varphi_s)$ exhibits a fast periodic variation superimposed on a linear drift,

$$\varphi_s = \Omega t + \varphi_p(t).$$  \hspace{1cm} (7)

The part of $\Omega$ that is a multiple of $2\pi/T$ can be subsumed under the phase factor $\exp(i\varphi_s)$. The corresponding oscillation periodic oscillation is not small nor harmonic, and its period $T$ decreases with $t_1$. Furthermore, computations showed that the periodic state (attractor) changes qualitatively as $x_0$ and $r_0$ are varied. The qualitative changes are observed in detuning $\Omega$, period $T$, and shape of the “periodic” component $\varphi_p(t)$.

The most important theoretical predictions were confirmed in special experiments conducted to measure $\varphi_p(t)$ [19]. It was also shown that the frequency response of the feedback is in good agreement with Eq. (6) [20]. Thus, substantial evidence was obtained in favor of the inertial feedback condition. The feedback-loop response time was estimated as $t_1 \sim 10^{-3}$.

3. ANALYTICAL METHOD

The presence of fast oscillations (with period $T \ll 1$) makes it possible to develop a perturbation theory by using an averaging method. In view of expression (7) for the input phase $\varphi_s$, we write

$$R_F(x, t) = \tilde{R}_F(x) + \tilde{R}_F(x, t),$$  \hspace{1cm} (8)

$$S_F(x, t) = \exp(i\Omega t)[\tilde{S}_F(x) + \tilde{S}_F(x, t)],$$  \hspace{1cm} (9)

$$E(x, t) = \exp(-i\Omega t)[\tilde{E}(x) + \tilde{E}(x, t)],$$  \hspace{1cm} (10)

where the amplitudes $\tilde{R}_F$, $\tilde{S}_F$, and $\tilde{E}$ are independent of time and $\tilde{E}$, $\tilde{R}$, and $\tilde{S}$ are $T$-periodic functions of time. The recording-wave amplitudes $R$ and $S$ can be represented in similar form. The frequency shift should be attributed to slow variations ($|\Omega| \approx 1$).

Because of the recording inertia, the fast component of the grating amplitude is small: $\tilde{E} \ll \tilde{E}$. Since the fundamental amplitudes $\tilde{R}_F$ and $\tilde{S}_F$ characterize instantaneous diffraction by the grating, it also holds that $\tilde{R}_F \ll \tilde{R}_F$ and $\tilde{S}_F \ll \tilde{S}_F$. However, the fast components of the recording waves, $\tilde{R}$ and $\tilde{S}$, are not small as compared to the slow ones, $\tilde{R}$ and $\tilde{S}$, because fast oscillations of the input amplitude $S(0, t) = S_0 \exp[i\varphi_p(t)]$ are instantly transferred into the crystal by diffraction on a static (or quasistatic) grating. These fast components contribute substantially to $\tilde{E}$, because the product $\tilde{R}\tilde{S}^*$ appearing on the right-hand side of (3) has a constant component that is not small.

As a first step in developing a perturbation theory, we derive a closed system of equations for the slow amplitudes. Using (4) to express the amplitudes $\tilde{E}$ with $\tilde{R}$ and $\tilde{S}$, we can solve simultaneously with (11) for the input phase $\varphi_p$, write

$$W_0 |\tilde{R}_F| \tilde{S}_F^* + \epsilon |\tilde{R}_F| \tilde{S}_F + 1 = \epsilon |\tilde{R}_F| \tilde{S}_F + r_0 - 1$$

$$|\tilde{R}_F|^2 - |\tilde{S}_F|^2 = \frac{r_0 - 1}{r_0 + 1},$$

where $W_0 = |\tilde{R}_F|^2 - |\tilde{S}_F|^2$ is the input intensity difference and $\epsilon = \langle \exp(i\varphi_p(t)) \rangle$ is obtained by averaging over $T$. Since $\varphi_p$ is defined up to a constant, we can choose a suitable value of arg. Let us choose $\epsilon = |\epsilon|$. The admissible values of the modulation parameter $\epsilon$ lie between zero and unity. Its lowest value corresponds to an extremely strong effect of periodic phase modulation; the highest one, to the absence of modulation.

The differential equations for $\tilde{R}_F$ and $\tilde{S}_F$ differ from Eqs. (1) and (2) for $R$ and $S$ only by the replacement of $E$ with $\tilde{E}$. They can be solved simultaneously with (11) (see next section). As a result, we obtain expressions for
respect to \( E \), \( R_F \), and \( S_F \) as functions of \( x \) parameterized by arbitrary \( x_0 \), \( r_0 \), \( \Omega \), and \( \epsilon \). The limit case of \( \epsilon = 1 \) corresponds to time-independent beam coupling in the absence of periodic modulation and in the presence of detuning \( \Omega \).

The importance of relations for averaged amplitudes is explained as follows. The parameters \( \Omega \) and \( \epsilon \) can be adjusted to satisfy the complex relation \( R_F(x_0) = 0 \) or \( S_F(x_0) = 0 \), i.e., to implement a periodic state with \( \eta = 1 \) or \( 0 \), respectively. This cannot be done without periodic modulation. Thus, the first-order perturbation theory can be used to find the required averaged feedback characteristics, but it does not provide a complete description of periodic states. This can be done in the next order of perturbation theory. It is also important that the slow amplitude \( E \) corresponding to \( \eta = 1 \) or \( 0 \) strongly depends on \( x \). This property rules out the use of a spatially uniform model of the grating and plays an important role in substantiating the theory.

We schematically describe the calculations performed in second-order perturbation theory. Equations (3) and (8)–(10) are used to derive an equation for the fast grating amplitude:

\[
\tilde{E}_i = [R_0S_0](\tilde{R}_F - \tilde{S}_F^2)(\cos \varphi_p - \epsilon) - i \sin \varphi_p (\tilde{R}_F^2 + \tilde{S}_F^2). \tag{12}
\]

Here, we neglect the terms that are small with respect to \( T \) and make use of \( \langle \cos \varphi_p \rangle = \epsilon \) and \( \langle \sin \varphi_p \rangle = 0 \). On the right-hand side of (12) (which is interpreted as a fast-oscillating driving force), the space- and time-dependent functions are completely uncoupled, and this equation is easily solved.

The fast components of the fundamental amplitudes obey an inhomogeneous linear system of equations, which is derived from (1) and (2) and solved by variation of constants. As a result, we have

\[
\tilde{R}_F(x, t) = A(x, t)\tilde{R}_F(x) - B(x, t)\tilde{S}_F(x), \tag{13}
\]

\[
\tilde{S}_F(x, t) = A(x, t)\tilde{S}_F(x) + B(x, t)\tilde{R}_F(x),
\]

where

\[
A(x, t) = 2i \int_0^x \Re \{\tilde{E}(x', t)\tilde{R}_F(x')\tilde{S}_F(x')\} dx',
\]

\[
B(x, t) = i \int_0^x [\tilde{E}_i(x', t)\tilde{R}_F(x')] dx' - \tilde{E}(x, t)\tilde{S}_F(x'). \tag{14}
\]

When the output \( \tilde{R}_F(x_0, t) \) and \( \tilde{S}_F(x_0, t) \) are known, the feedback conditions can be used to find the function \( \varphi_p(t) \) (see Section 5). Thus, the theory of periodic states is made self-consistent. It is important that either \( R_F(x_0) \) or \( S_F(x_0) \) vanishes, depending on the feedback sign.

4. CHARACTERIZATION OF SLOW MOTIONS

4.1. Fundamental Amplitudes \( R_F \) and \( S_F \)

According to the foregoing analysis, the amplitudes \( R_F(x) \) and \( S_F(x) \) obey system (1), (2) (with \( E \) replaced by \( \tilde{E} \)) and satisfy the boundary conditions \( R_F(0) = 1 \) and \( S_F(0) = 0 \). The grating amplitude \( \tilde{E} \) is given by (11) as a quadratic form of \( R_F \) and \( S_F^* \).

To find \( R_F \) and \( S_F \), we use the fact that the system is invariant under the linear unitary transformation

\[
\tilde{R}_F = Q_+ \tilde{R}_1 + Q_+^* \tilde{S}_1^*, \tag{15}
\]

\[
\tilde{S}_F^* = -Q_+ \tilde{R}_1 + Q_+^* \tilde{S}_1^*,
\]

to new amplitudes \( \tilde{R}_1 \) and \( \tilde{S}_1 \), where the complex parameters \( Q_+ \) satisfy the condition \( |Q_+|^2 + |Q_-|^2 = 1 \). In physical terms, the invariance means that a variety of wave pairs (corresponding to various boundary conditions), rather than one, can be coupled by diffraction on the same grating. It is important for the present study that the quadratic form \( E(\tilde{R}_F, \tilde{S}_F^*) \) can be transformed by (15) into \( \tilde{E} \propto \tilde{R}_1 \tilde{S}_1^* \) under an appropriate choice of \( Q_+ \). The differential equations for \( \tilde{R}_1 \) and \( \tilde{S}_1 \) thus obtained are easily solved, because they are formally identical to those describing the two-beam coupling due to photorefractive nonlinearity [2, 3]. The inverse transformation is used to obtain the required expressions for the fundamental amplitudes.

For present purposes, we can write

\[
Q_+ = \frac{1}{\sqrt{2}} \left( \frac{1 + W_0}{g} \right)^{1/2}, \tag{16}
\]

where, again, \( W_0 = |R_0|^2 - |S_0|^2 \) and

\[
g = \sqrt{W_0^2 + \epsilon^2(1 - W_0^2)} \tag{17}
\]

is a positive parameter. It is obvious that \( g \geq |W_0| \), where \( g = 1 \) in the absence of phase modulation.

In the new representation, we have \( \tilde{E} = i\gamma \tilde{R}_1 \tilde{S}_1^* \), where

\[
\gamma = g(i + \Omega)^{-1} \tag{18}
\]

is interpreted as the complex optical gain exponent. The corresponding input amplitudes are \( \tilde{R}_1(0) = Q_- \) and
\( \bar{S}_1(0) = Q_s, \) and \( \bar{R}_1 \) and \( \bar{S}_1 \) as functions of \( x \) are expressed as

\[
\bar{R}_1 = Q_s \left[ Q_s^2 + Q_s^2 \exp(2 \gamma x) \right]^{\gamma/2},
\]

\[
\bar{S}_1^* = Q_s \left[ Q_s^2 + Q_s^2 \exp(-2 \gamma x) \right]^{\gamma/2}.
\]

Hence, the required expressions for \( \bar{R}_F \) and \( \bar{S}_F \) are

\[
\bar{R}_F = \left[ Q_s^2 \exp \left( -\frac{\gamma x}{2} \right) + Q_s^2 \exp \left( \frac{\gamma x}{2} \right) \right]
\times \left[ Q_s^2 \exp(-\gamma x) + Q_s^2 \exp(\gamma x) \right]^{(j-\Omega)/2\Omega},
\]

\[
\bar{S}_F^* = 2Q_s Q_s \sinh \frac{\gamma x}{2}
\times \left[ Q_s^2 \exp(\gamma x) + Q_s^2 \exp(-\gamma x) \right]^{(j-\Omega)/2\Omega}.
\]

In the general case, both \( \bar{R}_F \) and \( \bar{S}_F \) are complex quantities, and it can be shown that the sum of their squared magnitudes is unity. When \( \varepsilon = 1 \), expressions (20) and (21) correspond to the fundamental amplitudes in the absence of phase modulation and in the presence of a frequency shift \( \Omega \) between the input waves.

### 4.2. Conditions for 100% and Zero Diffraction Efficiency

The values \( \eta = |S_F(x_0)|^2 \) and \( 1 - \eta = |R_F(x_0)|^2 \) quantify the diffraction efficiency and transmittance of a grating. 100% diffraction efficiency (i.e., zero transmission) is ensured by the condition \( R_F(x_0) = 0 \), whereas the condition for zero diffraction efficiency (100% transmission) is \( S_F(x_0) = 0 \). Since expressions (20) and (21) for \( \bar{R}_F \) and \( \bar{S}_F^* \) contain two feedback-controlled parameters, \( \Omega \) and \( \varepsilon \), both \( \eta = 1 \) and \( \eta = 0 \) can be attained in the leading order of perturbation theory.

Using (20), one can readily show that the condition \( \bar{R}_F(x_0) = 0 \) (\( \eta = 1 \)) is equivalent to

\[
x_0 = \frac{\pi^2 j^2 + L^2}{g\pi j}, \quad \Omega = \frac{L}{\pi j},
\]

where

\[
L = \ln \frac{g - W_0}{g + W_0}
\]

and \( j = 1, 3, … \) is a positive odd number. Since \( g = g(\varepsilon, W_0) \), the first relation in (22) defines a sequence of branches of the function \( \varepsilon(x_0, W_0) \), while the second one determines the frequency detuning as a function of \( x_0 \) and \( W_0 \) for the \( j \)th branch. Here, \( \varepsilon \) and \( \Omega \) are even and odd functions of \( W_0 \), respectively. Figure 2a shows \( \varepsilon \) versus the input intensity ratio \( r_0 = (1 + W_0)/(1 - W_0) \) (which is better suited for representation) for the branch with \( j = 1 \) and several values of \( x_0 \). Finally, note that the actual values of \( |\Omega| \) do not exceed 1.5.

Since \( \varepsilon \leq 1 \), the admissible values of \( x_0 \) and \( |\ln r_0| \) are bounded from below and above, respectively. Setting \( \varepsilon = 1 \) in (17) and (22), we obtain

\[
x_0 = \pi j + \frac{\ln^2 r_0}{\pi j}.
\]

This relation determines the boundary of the domain of \( x_0 \) and \( r_0 \) where \( \eta = 1 \). The minimal admissible crystal thickness, \( x_0^{\text{min}} = \pi \), corresponds to \( r_0 = 1 \) and the branch with \( j = 1 \). For this branch, \( |\ln r_0|_{\text{max}} = \sqrt{\pi(x_0 - \pi)} \); i.e., the range of admissible input intensity ratios rapidly increases with \( x_0 \). Figure 3 shows the function \( x_0(r_0) \) for \( j = 1, 3, \) and 5. This demonstrates that the branch with \( j = 1 \) is the lowest in a wide range of parameters, \( \pi \leq x_0 \leq 12.5 \) and \( |\ln r_0| \leq 2 \). This branch is of primary interest.
According to (21), it implies that obtained above. Figure 2b shows the decreases not only with increasing is characterized by some new properties. The value of 0 . Setting are substantially simplified. For waves, and expressions (20) and (21) for  and correspond to = 2, 4, …. These relations are equivalent to

\[
\varepsilon^2 = \left( \frac{\pi j / x_0}{2} - W_0 \right)^2 / \left( 1 - W_0 \right), \quad \Omega = 0. \tag{24}
\]

The minimal admissible thickness, \( x_0^{\text{min}} = 2\pi \), corresponds to \( j' = 2 \) and \( W_0 = 0 \) \( (r_0 = 1) \), twice as large as that obtained above. Figure 2b shows the \( \varepsilon (r_0) \) for \( j' = 2 \) and several values of \( x_0 \). Also being an even function, it is characterized by some new properties. The value of \( \varepsilon \) decreases not only with increasing \( x_0 \), but also with increasing \( |\log r_0| \). This means that the range of admissible values of \( r_0 \) is reduced by increasing the thickness \( x_0 \). Setting \( \varepsilon = 0 \), we obtain \( |W_0| \leq 2\pi / x_0 \) for this interval.

Finally, we note that the condition \( \tilde{S}_F (x_0) = 0 \) is always satisfied when \( \varepsilon = 0 \) (the grating amplitude vanishes). Outside the interval indicated above, this trivial result is the only possible one.

When the growth exponent is an imaginary number \( (\gamma' = 0) \), there is no energy exchange between light waves, and expressions (20) and (21) for \( \tilde{R}_F \) and \( \tilde{S}_F^* \) are substantially simplified. For \( j' = 2 \), they reduce to

\[
\tilde{R}_F = \left( \cos \frac{\pi x}{x_0} + i \frac{W_0 x_0}{2\pi} \sin \frac{\pi x}{x_0} \right) \exp \left( -\frac{i W_0 x}{2} \right).
\]

\[
\tilde{S}_F^* = \left[ i \left( 1 - \frac{W_0^2 x_0^2}{4\pi^2} \right)^{1/2} \sin \frac{\pi x}{x_0} \right] \exp \left( -\frac{i W_0 x}{2} \right).
\]

4.3. Spatial Distribution of the Grating Amplitude

Using (11), (20), and (21), one can easily find

\[
\tilde{E} = \frac{\varepsilon R_0 S_0}{1 - i\Omega} \left( \frac{\cosh \alpha}{\cosh (\gamma' x - \alpha)} \right)^{1 - i\Omega}. \tag{25}
\]

The parameter \( \alpha \) is defined by the relation \( W_0 = g \tanh \alpha \). It can be positive or negative, depending on \( W_0 \) and \( x_0 \). The use of \( \alpha \) is dictated by convenience considerations. The coefficient that multiplies the brackets is \( \tilde{E} (0) \).

Conditions (22) or (24) set the feedback parameters \( \Omega \) and \( \varepsilon \) (and hence \( \alpha \) ) and make the distribution \( \tilde{E} (x) \) dependent only on \( W_0 \) (or \( r_0 \) ) and \( x_0 \) for each \( j \)th or \( j' \)th branch. We restrict our analysis to the most important branches, \( j = 1 \) and \( j' = 2 \). Note also that the real functions \( |\tilde{E} (x)| \) and arg \( \tilde{E} (x) \) are important quantitative and qualitative characteristics of the system describing the grating amplitude and the corresponding fringe distribution, respectively.

When \( \eta = 1 \), (22) yields the following simplifying relations: \( \gamma' x_0 = -L = 2\alpha \) and \( \Omega = 2\alpha / \pi \). Then, (25) reduces to

\[
\left| \frac{\tilde{E} (x)}{\tilde{E} (0)} \right| = \frac{\cosh \alpha}{\cosh \{2 \eta (2\pi x_0 - 1)\}}, \tag{26}
\]

\[
\arg \tilde{E} (x) - \arg \tilde{E} (0) = -\frac{\pi}{2\alpha} \ln \left| \frac{\tilde{E} (x)}{\tilde{E} (0)} \right|, \tag{27}
\]

where the input parameters are expressed as

\[
\left| \tilde{E} (0) \right| = \frac{\varepsilon |R_0 S_0|}{\sqrt{1 + (2\alpha / \pi)^2}}, \quad \arg \tilde{E} (0) = \arctan \frac{2\alpha}{\pi}. \tag{28}
\]

According to (26), the profile \( |\tilde{E} (x)| \) is symmetric about the center of the crystal and \( |\tilde{E} (x_0)|/|\tilde{E} (0)| \) increases from 1 to \( \cosh \alpha \) from the boundaries \( (x = 0, x_0) \) toward the center \( (x = x_0 / 2) \). Thus, \( \cosh \alpha \) can be interpreted as the degree of spatial nonuniformity of the grating profile. The spatial distribution of the grating phase is also symmetric about the center of the crystal. The corresponding degree of spatial nonuniformity is quantified by \( \pi / \alpha \) \( \ln (\cosh \alpha) \). Note that, by the definition of \( \alpha \), it vanishes when \( W_0 = 0 \), i.e., when the input intensities are equal. In this special case, the grating is spatially uniform.

Figure 4 shows \( |\tilde{E} (x_0 / 2)|/|\tilde{E} (0)| \) and arg \( [\tilde{E} (x_0 / 2)/\tilde{E} (0)] \) as functions of \( r_0 \) for several values of crystal thickness. It demonstrates that the effects due to nonuniformity, including fringe modulation and curvature, increase substantially with \( |\log r_0| \).
The input parameter \( |E(0)| \) is an even function of \( \log r_0 \) with a maximum at \( \log r_0 = 0 \). As \( x_0 \) increases from 4 to 10, the maximum values decreases from 0.19 to 0.075. The parameter \( \arg \bar{E}(0) \) is an odd function of \( \log r_0 \) close to \( -\arg \bar{E}(x_0/2)/\bar{E}(0) \).

When \( \eta = 0 \) (\( \eta' = \Omega = 0 \)), the grating is spatially uniform and stationary for every admissible \( W_0 \) and \( x_0 \). According to (25), its amplitude (for \( j' = 2 \)) is

\[
E = \exp(-iW_0x) \left( x_0 \right)^{1/2} - \left( \frac{W_0}{2} \right)^{1/2}.
\] (29)

This case is much simpler than the preceding one.

At first glance, the combination of a nonzero grating amplitude with zero diffraction efficiency is a paradox. However, it is consistent with general principles and is explained by energy exchange between the \( R- \) and \( S- \) waves. In contrast to the well-known Kogelnik formula \( \eta = \sin^2(|\Delta| x_0) \), which is valid for a grating with a constant amplitude \( E = \text{const} \), the relations obtained here demonstrate the feasibility of gratings with \( \eta = 0 \) in a wide range of \( x_0 \) and \( r_0 \).

5. PERIODIC STATES

To derive closed equations for the “fast periodic” phase \( \phi(t) \), one must calculate the product

\[
S_0R_0R_F(x_0, t)S_F(x_0, t) \exp(-i\Omega t),
\]

which is contained in feedback condition (6) by virtue of (5). Using (8), (9), (13), (14), and the fact that either \( \tilde{R}_F(x_0) \) or \( \tilde{S}_F(x_0) \) vanishes for the periodic states controlled by the \( \pm \pi/2 \) feedback, we have

\[
R_F(x_0)S_F(x_0) \exp(-i\Omega t) = 1B(x_0).\] (30)

The fast amplitude \( \tilde{E} \) contained in the expression for \( B \) in (14) is determined from (12):

\[
\tilde{E} = |R_0S_0| \left( \tilde{R}_F^2 - \tilde{S}_F^2 \right) u - i(\tilde{R}_F^2 + \tilde{S}_F^2) \nu \] (31)

The known amplitudes \( \tilde{R}_F \) and \( \tilde{S}_F \) depend on \( x \), and the periodic functions \( u \) and \( \nu \) of time are related to \( \phi_0(t) \) by the equations

\[
\dot{u} = -\cos \phi_0 + \epsilon, \quad \dot{v} = \sin \phi_0.
\] (32)

Substituting (31) into (14), we obtain

\[
|R_0S_0|B(x_0, t) = -c_+\nu + ic_-u,
\] (33)

where the coefficients

\[
c_\pm = |R_0S_0|^2 \int_0^{x_0} \left( 1 \pm 2\tilde{R}_F^2\tilde{S}_F^2 - 2|\tilde{R}_F\tilde{S}_F|^2 \right) dx
\] (34)

depend only on \( x_0 \) and \( r_0 \). The amplitudes \( \tilde{R}_F(x) \) and \( \tilde{S}_F(x) \) contained in the integrand are such that either \( \eta = 1 \) or \( \eta = 0 \). It is important that the coefficients \( c_\pm \) are real. To demonstrate this and calculate some integrals, we recall the results obtained in the preceding section.

Using (20)–(22) and (24), one can readily show that

\[
\tilde{R}_F\tilde{S}_F = \left\{ \sinh \left[ \frac{2x}{x_0} - 1 \right] \right\}
\] (35)

+ \sinh \cos \frac{\pi x}{x_0} + \cosh \sin \frac{\pi x}{x_0}

\times 2 \cosh \cos \left[ \frac{2x}{x_0} - 1 \right]^{-1}

\]

Fig. 4. Amplitude and phase distortion characteristics \( |\bar{E}(x_0/2)/\bar{E}(0)| \) (a) and \( \arg(\bar{E}(x_0/2)/\bar{E}(0)) \) (b) versus input intensity ratio for \( x = 4 \) (1), 6 (2), 8 (3), and 10 (4) in the case of \( +\pi/2 \) feedback.
It is independent of the feedback sign. Proportional variation of \( c_c \) and \( c_s \) is equivalent to renormalization of \( t_t \). Ordinary differential equations (32) and (37) make up a closed system for the periodic functions \( \phi_p, u, \) and \( \nu \). This system is essentially nonlinear.

Note that \( \tilde{R}_f(x_0) = -i \) and \( R_f(x_0, t) = -iB(x_0, t) \) in the case of \( +\pi/2 \) feedback. The periodic function of time

\[
-iB = \frac{c_u + ic_s \nu}{|R_0 S_0|}
\]

defines a closed trajectory on the complex plane in the neighborhood of the origin. This trajectory provides a convenient representation of the system’s dynamics (related to experiment). In the case of \( -\pi/2 \) feedback, the trajectory of the system is described by the periodic function

\[
S_f(x_0, t) = -B(x_0, t) = \frac{-ic_u + c_s \nu}{|R_0 S_0|}
\]

close to zero.

It is understood that both period \( T \) and maximal deviation \( \delta \eta_{\text{max}} \) of diffraction efficiency from 1 or 0 depend on the feedback response time \( t_t \). The equations of motion obtained here can easily be used to determine these dependences. By normalizing \( t \) and the variables \( u \) and \( \nu \) to \( \sqrt{t_t} \) (i.e., by changing to intrinsic reference values), the small parameter \( t_t \) is eliminated from the equation of motion. Hence, we have the scaling relations

\[
T \propto \sqrt{t_t}, \quad \delta \eta_{\text{max}} \propto t_t.
\]

They are consistent with results obtained by direct numerical simulation [19, 20]. The proportionality coefficients in (38) depend on the type of periodic state.

Finally, we describe some useful symmetry properties of system (32), (37). If it is solved by \( \phi_p(t), u(t), \) \( \nu(t) \), then the combination of \(-\phi_p(t), u(t),\) \( \nu(t) \) provides another solution. Furthermore, time inversion is equivalent to sign reversal in \( u \) and \( \nu \).

Since the system under analysis is autonomous, its order can be reduced. Setting \( u(t) = u(\phi_p(t)) \) and \( \nu(t) = \nu(\phi_p(t)) \), we obtain

\[
\begin{align*}
1 & \frac{du}{t_t d\phi_p} = \frac{\cos \phi_p - v}{c_u \sin \phi_p - c_s \nu \cos \phi_p}, \\
1 & \frac{d\nu}{t_t d\phi_p} = \frac{\cos \phi_p}{c_u \sin \phi_p - c_s \nu \cos \phi_p}.
\end{align*}
\]

Next, we note that periodic conditions can be classified by the condition \( \phi_p(t + T) - \phi_p(t) = 2\pi N \), where \( N = 0, \pm 1, \ldots \) is an integer. Accordingly, the period of \( u(\phi_p) \) and \( \nu(\phi_p) \) is \( 2\pi N \). When \( \phi_p(t) \) is not a monotonic function (e.g., when \( N = 0 \)), the functions \( u(\phi_p) \) and \( \nu(\phi_p) \) are two-valued. Since solutions with nonzero \( N \) and \( -N \)
are subject to the symmetry conditions indicated above, it is sufficient to consider the cases with \( N \geq 0 \). If the periodic functions \( u(\varphi_p) \) and \( v(\varphi_p) \) are known, then \( \varphi_p(t) \) can be found by solving Eq. (37).

Nonlinear equations (39) cannot be integrated analytically. However, this can easily done numerically, e.g., by using the standard Mathematica system. Numerical integration is virtually equivalent to complete analysis of solutions.

Figure 6a shows the closed contour of \( R_F(x_0, t)/\sqrt{t_f} \) in the complex plane calculated for \( \eta = 1 \), \( x_0 = 6.6 \), \( r_0 = 1 \), and \( N = 3 \). Over the period \( T \approx 30.7 \sqrt{t_f} \), the phase \( \varphi_p \) changes by \( 6\pi \). Here, value of \( \delta \eta_{\text{max}} = |R_F(x_0, t)|_{\text{max}}^{1/2} \) is approximately equal to \( \approx 64.5t_f \). The corresponding time-dependent input phase \( \varphi_s \) is shown in Fig. 7a. Since \( \Omega = 0 \), it is similar to \( \varphi_p(t) \). The phase exhibits three pronounced jumps within a period. These results are in good agreement with the results of direct numerical simulations and experimental measurements [19, 20]. Analogous behavior of \( S_F(x_0, t) \) and \( \varphi_p(t) \) is predicted for \( \eta = 0 \).

Figure 6b shows the contour calculated for \( \eta = 1 \), \( x_0 = 6.6 \), \( r_0 = 6 \), and \( N = 0 \). Here, the phase \( \varphi_p \) is periodic with period \( T \approx 10.5 \sqrt{t_f} \), and \( \delta \eta_{\text{max}} = 3.2t_f \). The frequency detuning \( \Omega \) is approximately 0.85 in this case. Owing to the detuning, the periodic oscillation of the input phase \( \varphi_s \) is superimposed on a linear growth (see

---

**Figure 6.** Closed contours in the complex plane illustrating the time dependence of \( R_F(x_0) \) for \( x_0 = 6.6 \) in the case of \( +\pi/2 \) feedback: \( N = 3 \) (a), 0 (b), and 1 (c); \( r_0 = 1 \) (a), 6 (b), and 1 (c).

**Figure 7.** Time dependence of input phase \( \varphi_s \) for the periodic states illustrated by Fig. 6.
Fig. 7b). These trends are also consistent with numerical and experimental results.

Our calculations show that, generally, there exist periodic states with $N = 0, 1, 2, \ldots$ corresponding to the same values of $x_0$ and $r_0$. In other words, periodic solutions to system (32), (37) are not unique. Figures 6c and 7c show, respectively, the closed contour and $\Phi(t)$ corresponding to $N = 1$, $x_0 = 6.6$, and $r_0 = 1$. The contour has a single-loped shape, the phase exhibits one jump over the period $T = 8.0 / f_1$, and $\Delta \eta = 17.5 f_1$.

The number of solutions increases with distance from the threshold, i.e., from the boundary of the domain of periodic states (see Fig. 3). For simplicity, let us consider the case of $\eta = 1$ and $r_0 = 1$, when $x_0 - \pi = \pi(\varepsilon^{-1} - 1)$ is an intrinsic supercriticality parameter. In the near-threshold interval $\pi < x_0 \leq 4.2$, where $\varepsilon$ varies from 1 to approximately 0.74, the periodic state with $N = 0$ is unique. As the threshold is approached, the amplitude of phase oscillation goes to zero as $(x_0 - \pi)^{1/2}$, while the period $T$ decreases insignificantly. The absence of solutions with $N \neq 0$ in the near-threshold region should be expected, because the effects due to phase modulations would be eliminated via abrupt changes in $\Phi$, (by multiples of $2\pi$) and the system’s inertia would preclude such jumps.

When $x_0 \geq 4.2$, there exists a solution with $N = 1$ (in addition to one with $N = 0$). As $x_0$ approaches the lower boundary of the interval, it does not exhibit any threshold singularity and disappears via loss of stability. When $x_0 \geq 5.7$ ($\varepsilon \approx 0.54$), there exists a periodic state with $N = 3$. As $x_0$ increases, it softly splits off from the state with $N = 1$ via period tripling (see also Figs. 6 and 7). When $x_0 \approx 6.7$, a state with $N = 2$ splits off from the one with $N = 1$ via period doubling.

Analogous behavior is exhibited by the system when the distance from the separatrix is increased with decreasing $|\log r_0|$. The trends described above provide a basis for understanding the results of numerical and physical experiments presented in [19]. For thick crystals with $x_0 \approx 12.5$, additional manifestations of threshold singularity can be expected as the branches with $j = 1$ and 2 are crossed (see Fig. 3) if the input intensity ratio is sufficiently large ($|\log r_0| \approx 2.1$).

6. CONCLUSIONS

We have developed an efficient method for analyzing a new highly nonlinear model of feedback-controlled beam coupling and recording of gratings. The method makes use of the symmetries of time-dependent diffraction equations and fast response of the feedback. No close analogy can be found in the physics of nonlinear distributed systems. The method relies on a number of new concepts.

The new method is used to analyze the spatial structure of the refractive-index gratings corresponding to $\eta = 1$ and 0. Scaling relations are obtained for the oscillation period $T$ and the oscillation amplitude $\Delta \eta_{\text{max}}$. Some observable properties of various periodic states are described. A close relationship between the regimes with $\eta = 1$ and $\eta = 0$ is established. The scenario of the elimination of periodic states observed as the separatrix is approached is elucidated. These results supplement those obtained by direct numerical simulation.

It is remarkable that periodic states may not be unique. When the distance from the threshold is sufficiently large, there exist several periodic solutions characterized by different manifestations for the same input parameters. This finding suggests that stability of the periodic states should be examined. Moreover, we cannot rule out the possibility that memory effects are essential for implementation of a particular regime.

The local nonlinear response considered here is most pronounced in LiNbO$_3$ crystals, where photovoltaic charge transport plays a dominant role in grating formation [23]. This material is utilized in development of various devices based on diffraction effects and in most experiments on optical feedback. The typical dimensionless thickness of the crystals does not exceed 10, which corresponds to an actual thickness of several millimeters. Therefore, the branches with $j = 1$ and $j' = 0$ and 2 are most relevant, which justifies certain restrictions imposed in the course of our theoretical analysis.

Theoretical considerations suggest that experiments on LiNbO$_3$:Fe crystals of variable thickness with constant concentrations of Fe$^{2+}$ and Fe$^{3+}$ ions should be conducted to verify the predicted successive onset of new periodic states with increasing supercriticality parameter. The scaling relations for $T$ and $\Delta \eta_{\text{max}}$ should also be relatively easy to verify experimentally by varying the electronic circuit parameters that determine the feedback response time.

Nonlocal photorefractive response is associated with diffusive transport and is described by Eq. (3) with imaginary unit on the right-hand side. It is of particular interest for enhancement of optical gain. In systems based on this phenomenon, periodic states with $\eta = 1$ can be implemented under more stringent requirements for crystal parameters and experimental conditions. Analysis of these states must rely on a refined theory.

We believe that the systems with maximized and minimized diffraction efficiency examined above exemplify a more general class of optical devices, in which electronic feedback loops are responsible for implementation of useful functions. Development of an appropriate theory is a challenging task of great practical importance.
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Abstract—Solutions to the Gross–Pitaevskii equations are obtained in the hydrodynamic approximation for a repulsive Bose gas that expands after a quasi-one-dimensional or quasi-two-dimensional trap is removed. The results are expressed in terms of measurable parameters, such as the initial condensate size and the oscillation frequencies of trapped particles. Three-dimensional effects are calculated by a variational method. The analytical results are in good agreement with available experimental data. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

The properties of a Bose–Einstein condensate in which particle motion is “frozen” or reduced to zero-point oscillations in one or two directions are the subject of intensive studies [1–14]. In experiments, cigar-shaped quasi-one-dimensional condensates are created by using optical dipole traps [1]. A quasi-two-dimensional condensate was created in an array of disc-shaped traps provided by the periodic potential of a laser beam [2]. When the traps are sufficiently deep, the motion along the array is frozen and the condensate splits into several independent condensates confined in separate potential wells.

Important experimental information about the properties of a Bose–Einstein condensate confined in a three-dimensional trap can be extracted by measuring the time-dependent density of the expanding atomic cloud after the trapping potential is switched off. In the mean-field approximation, the dynamics of a dilute condensate is described by the Gross–Pitaevskii equation [14]

\[ i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \psi + V_{\text{ext}}(r) \psi + g|\psi|^2 \psi, \]

(1)

where

\[ V_{\text{ext}}(r) = \frac{1}{2} m (\omega_x^2 x^2 + \omega_y^2 y^2 + \omega_z^2 z^2) \]

is the trapping potential,

\[ g = 4\pi \hbar^2 a_s / m \]

(2)

is the nonlinear coupling constant associated with an atom–atom scattering length \( a_s \), and the condensate wave function \( \psi \) is normalized to the number of atoms

\[ \int |\psi|^2 \, dx = N. \]

(3)

If the number of atoms is sufficiently large, then the Gross–Pitaevskii equation can be transformed into hydrodynamic equations that admit simple self-similar solutions describing both oscillations of a gas in a parabolic trapping potential and its free three-dimensional expansion after the potential is switched off [15–18]. This theory is perfectly consistent with experiment.

A different situation arises when some degrees of freedom of the expanding condensate remain frozen. Recently, condensate expansion was investigated in quasi-one-dimensional waveguides [1] and in systems of two-dimensional discs [2]. This promising line of research was pursued in several studies. In [19], quasi-one-dimensional condensate expansion was analyzed without taking into account the transverse “quantum pressure.” In [20], the effects due to quantum pressure were taken into account for steady states, in which case only the two transverse modes contribute to the pressure. In [13], the ground states of condensates confined in cigar- and disc-shaped traps were calculated by a variational method, but no analysis of the dynamics of condensate expansion was presented.

In this paper, an analytical study of quasi-one-dimensional and quasi-two-dimensional condensate expansion is presented. Conditions are formulated under which the three-dimensional Gross–Pitaevskii equation can be reduced to analogous equations in fewer coordinates. These equations are solved in the hydrodynamic approximation under initial conditions corresponding to a trapped condensate in equilibrium before the trap is switched off. The condensate expands either along the axis of a quasi-one-dimensional waveguide or in the plane of a quasi-two-dimensional trap. However, if the conditions for reduction to Gross–Pitaevskii equations of lower dimension are violated, then the gas flow is three-dimensional. Three-dimensional effects in the flow are calculated by a variational
method. Finally, it is shown that the theoretical results agree with experiment.

2. QUASI-ONE-DIMENSIONAL AND QUASI-TWO-DIMENSIONAL CONDENSATE EXPANSION WITHOUT THREE-DIMENSIONAL EFFECTS

It is well known that the Gross–Pitaevskii equation can be formulated as a principle of least action with the action functional

\[ S = \int L dt, \quad L = \int \mathcal{L} dr, \]  

where the Lagrangian density is

\[ \mathcal{L} = \frac{i\hbar}{2} (\Psi^* \Psi - \Psi \Psi^*) + \frac{\hbar^2}{2m} |\nabla \Psi|^2 \]

+ \[ V_{\text{ext}} |\Psi|^2 + \frac{1}{2} g |\Psi|^4. \]  

In the case of a cigar- or disc-shaped trap, one can readily find conditions under which the tightly restrained degrees of freedom are frozen and the Gross–Pitaevskii equation reduces to a one- or two-dimensional equation, respectively. Even though this problem has been considered more than once, we briefly review here the basic points of the derivation in order to identify the essential parameters of the theory and formulate conditions for its applicability.

2.1. One-Dimensional Expansion

If the longitudinal frequency \( \omega_z \) for an axially symmetric trap is much less than the transverse trap frequency \( \omega_z \),

\[ \lambda = \frac{\omega_z}{\omega_z} \ll 1, \]  

and the transverse zero-point energy is much higher than the nonlinear interaction energy per atom, then the transverse motion reduces to the ground state of particle oscillation, with the amplitude

\[ a_z = (\hbar/m \omega_z)^{\frac{1}{2}}. \]

Denoting by \( Z_0 \) the characteristic size of the condensate along the axis of a cigar-shaped trap, one can use the estimate

\[ N \sim |\Psi|^2 a_z Z_0 \]

(see (3)) to write the corresponding condition as follows (e.g., see [11]):

\[ Na_z / Z_0 \ll 1. \]  

If this condition is satisfied, then the condensate wave function can be factorized:

\[ \psi(r, t) = \phi(x, y) \Psi(z, t), \]  

where

\[ \phi(x, y) = \frac{1}{\sqrt{\pi a_\perp}} \exp \left( -\frac{x^2 + y^2}{2a_\perp^2} \right) \]  

is the wave function of the ground state of transverse motion. Substituting (8) and (9) into (4) and (5) and integrating the result over the condensate’s cross section, one obtains the action expressed in terms of the one-dimensional Lagrangian density

\[ \mathcal{L}_{1D} = \frac{i\hbar}{2} \left( \Psi^* \Psi - \Psi \Psi^* \right) + \frac{\hbar^2}{2m} |\Psi|^2 \]

+ \[ \frac{1}{2} m \omega_z^2 |\Psi|^2 + \frac{g}{4\pi a_\perp^4} |\Psi|^4. \]

Then, the evolution of \( \Psi(z, t) \) obeys the one-dimensional Gross–Pitaevskii equation

\[ i\hbar \frac{\partial}{\partial t} \Psi = -\frac{\hbar^2}{2m} \nabla_z^2 \Psi + \frac{1}{2} m \omega_z^2 \Psi + g_{1D} |\Psi|^2 \Psi, \]  

where

\[ g_{1D} = \frac{g}{2\pi a_\perp^4} = \frac{2\hbar^2 a_z}{ma_\perp^2} \]

is an effective coupling constant and \( \Psi \) is normalized as

\[ \int |\Psi|^2 dz = N. \]  

Equation (11) determines the longitudinal dynamics of a condensate in a cigar-shaped trap.

By the well-known substitution

\[ \Psi(z, t) = \sqrt{\rho(z, t)} \exp \left( \frac{i m}{\hbar} \int \nu(z', t) dz' \right), \]  

Eq. (11) is transformed into the system

\[ \rho_z + \left( \rho \nu \right)_z = 0, \]

\[ \nu_z + \frac{g_{1D}}{m} \rho_z + \omega_z^2 \]

+ \[ \frac{\hbar^2}{2m} \left( \frac{\rho_z^2}{4\rho^2} \frac{\rho_{zz}}{2\rho} \right) = 0. \]  

In Eq. (16), the last term (“quantum pressure”) can be neglected if it is much smaller than the nonlinear term, i.e., if

\[ \frac{a_z}{Z_0} \ll \frac{Na_z}{a_\perp}. \]

Then, Eq. (16) reduces to

\[ \nu_z + \nu \nu_z + \frac{g_{1D}}{m} \rho_z + \omega_z^2 = 0. \]
Combined with Eq. (15), it constitutes the hydrodynamic approximation describing the evolution of a condensate.

The time-independent solution of the hydrodynamic equations is the well-known Thomas–Fermi distribution of a one-dimensional condensate:

$$\rho(z) = \frac{3N}{4Z_0}\left(1 - \frac{\vec{z}^2}{Z_0^2}\right), \quad \nu = 0,$$  \hspace{1cm} (19)

where the integration constant $Z_0$ (longitudinal half-length of the condensate) can be expressed in terms of the number of atoms $N$ as

$$Z_0 = (3Na_0a_\perp^2\lambda^2)^{1/3}.$$ \hspace{1cm} (20)

Applicability conditions (7) and (17) for the one-dimensional hydrodynamic approximation can be rewritten by substituting (20) as follows (see [11]):

$$\sqrt{\lambda} \ll Na_0a_\perp \ll 1/\lambda.$$ \hspace{1cm} (21)

Now, assume that the longitudinal trapping potential is switched off and the condensate can freely expand along the longitudinal axis. At the same time, it remains transversely confined, and its transverse motion remains frozen in ground state (9). Accordingly, the expansion can be described by hydrodynamic equations (15) and (18) subject to initial conditions (19). An analogous problem in nonlinear optics was solved long ago [22], with a “pressure” $\rho_z$ in (18) having the opposite sign, and its solution was recently applied to describe three-dimensional condensate expansion [15–18]. This approach is used here to analyze the case when the condensate expands into a “waveguide.” A solution to Eqs. (15) and (18) is sought in the form

$$\rho(z, t) = \frac{3N}{4Z_0b_z(t)}\left(1 - \frac{z^2}{Z_0^2b_z(t)^2}\right),$$ \hspace{1cm} (22)

$$v(z, t) = \frac{z}{b_z(t)}\alpha_z(t),$$

where $b_z(t)$ and $\alpha_z(t)$ satisfy the conditions

$$b_z(0) = 1, \quad \alpha_z(0) = 0.$$ \hspace{1cm} (23)

Substituting (22) into (15) and (18) yields

$$a_z(t) = \frac{\dot{b}_z(t)}{b_z(t)},$$ \hspace{1cm} (24)

and the equation

$$\dot{b}_z = \frac{\alpha_z^2}{b_z^2}.$$ \hspace{1cm} (25)

for $b_z(t)$. The latter equation can easily be integrated to obtain an implicit formula for $b_z$ as a function of $t$:

$$\frac{\sqrt{1}}{2}b_z(t) = \frac{\sqrt{1}}{2}\left[b_z(0) - 1\right] + \frac{1}{2}\ln\left[2b_z - 1 + 2\sqrt{b_z^2(0) - 1}\right].$$ \hspace{1cm} (26)

The leading edge of the density distribution moves as

$$z_{\text{max}}(t) = Z_0b_z(t)$$ \hspace{1cm} (28)

with the maximum velocity

$$v_{\text{max}}(t) = \frac{dz_{\text{max}}}{dt} = \frac{\sqrt{Z_0}}{2}\sqrt{1 - \frac{1}{b_z(t)}}.$$ \hspace{1cm} (29)

At $t \gg \omega_z^{-1}$,

$$b_z(t) = \frac{\sqrt{Z_0}}{2}\omega_z, \quad t \gg \omega_z^{-1},$$ \hspace{1cm} (30)

the density and velocity distributions simplify to

$$\rho(z, t) = \frac{3N}{4v_{\text{max}}^2}\left(1 - \frac{z^2}{v_{\text{max}}^2}\right),$$ \hspace{1cm} (31)

and the maximum velocity tends to the constant value

$$v_{\text{max}} = \frac{\sqrt{Z_0}}{2}\omega_z, \quad t \gg \omega_z^{-1}.$$ \hspace{1cm} (32)

These formulas describe inertial motion when the density is so small that the nonlinear pressure does not accelerate the gas any longer. Formula (32) is suitable for comparison with experiment, because the asymptotic value of the maximum velocity is expressed in terms of measurable parameters: the longitudinal trap frequency $\omega_z$ and the initial half-width $Z_0$ of the longitudinal Thomas–Fermi profile.

Expression (31) yields the asymptotic velocity distribution

$$\rho(v)dv = \frac{3N}{4v_{\text{max}}^2}\left(1 - \frac{v^2}{v_{\text{max}}^2}\right)dv, \quad |v| \leq v_{\text{max}}.$$ \hspace{1cm} (33)

The mean kinetic energy is

$$E = \frac{m}{2N}\int v^2\rho(v)dv = \frac{1}{5}E_{\text{max}},$$ \hspace{1cm} (34)

$$E_{\text{max}} = \frac{1}{2}mv_{\text{max}}^2.$$ \hspace{1cm} (35)

2.2. Two-Dimensional Expansion

Two-dimensional condensate dynamics are observed when the longitudinal trap frequency $\omega_z$ is
much higher than the radial trap frequency $\omega_r$, i.e., when inequality (6) is replaced with the reverse one:

$$\lambda = \omega_z/\omega_r \gg 1.$$  \hfill (35)

Now, assume that the motion along the $z$ axis is frozen, i.e., the zero-point energy associated with the oscillation amplitude $a_z = (\hbar/ma_z)^{1/2}$ is much higher than the nonlinear energy. By virtue of the estimate

$$N = |\psi|^2 R_0^2 a_z,$$

where $R_0$ is the radius of the density distribution in the plane $(x, y)$ of the trap, this condition leads to the inequality

$$Na_z/a_z \ll \left(\frac{R_0}{a_z}\right)^2.$$  \hfill (36)

If it holds, the condensate wave function can again be factorized:

$$\psi(r, t) = \phi(z)\Psi(x, y, t),$$  \hfill (37)

where

$$\phi(z) = \frac{1}{\pi^{1/4} a_z^{1/2}} \exp\left(-\frac{z^2}{2a_z^2}\right)$$  \hfill (38)

is the longitudinal ground-state wave function. By substituting (37) and (38) into (4) and (5) and integrating the result over the longitudinal coordinate, the action is expressed in terms of the effective two-dimensional Lagrangian density

$$\mathcal{L}_{\text{2D}} = \frac{i\hbar}{2} (\Psi^\dagger \Psi_t - \Psi_t \Psi^\dagger) + \frac{\hbar^2}{4m} (|\Psi_x|^2 + |\Psi_y|^2)$$

$$+ \frac{1}{2} m \omega_{\text{2D}}^2 (x^2 + y^2) |\Psi|^2 + \frac{g}{2\sqrt{2\pi} a_z} |\Psi|^4.$$  \hfill (39)

The corresponding Euler–Lagrange equation is the two-dimensional Gross–Pitaevskii equation

$$i\hbar \Psi_t = -\frac{\hbar^2}{2m} \Delta_{\text{2D}} \Psi$$

$$+ \frac{1}{2} m \omega_{\text{2D}}^2 (x^2 + y^2) \Psi + \frac{g_{\text{2D}}}{2} |\Psi|^2 \Psi,$$  \hfill (40)

where $\Delta_{\text{2D}} = \partial_x^2 + \partial_y^2$ is the transverse Laplace operator, $g_{\text{2D}}$ is an effective coupling constant expressed as

$$g_{\text{2D}} = \frac{\hbar}{\sqrt{2\pi} a_z} = \frac{\sqrt{2\pi} \hbar^2 a_z}{ma_z},$$  \hfill (41)

and $\Psi$ is normalized as

$$\int |\Psi|^2 dx dy = N.$$  \hfill (42)

Equation (40) describes the two-dimensional transverse dynamics of a condensate in a disc-shaped trap.

By the substitution

$$\Psi(r, t) = \sqrt{\rho(r, t)} \exp\left(\frac{im}{\hbar} \int \Psi(r', t) dr' \right),$$  \hfill (43)

where $r = (x, y)$ and $v = (v_x, v_y)$, Eq. (40) is transformed into the system

$$\rho_t + \nabla \cdot (\rho v) = 0,$$   \hfill (44)

$$v_t + (v \nabla) v + \frac{g_{\text{2D}}}{m} \nabla \rho + \omega_{\text{2D}}^2 r = 0.$$  \hfill (45)

The quantum pressure can be neglected if it is much lower than the nonlinear pressure, i.e.,

$$1 \ll Na_z/a_z.$$  \hfill (46)

Then, Eq. (45) reduces to the hydrodynamic equation

$$v_t + (v \nabla) v + \frac{g_{\text{2D}}}{m} \nabla \rho = 0.$$  \hfill (47)

The time-independent solution of the hydrodynamic equations is the Thomas–Fermi profile

$$\rho(r) = \frac{2N}{\pi R_0^2} \left(1 - \frac{r^2}{R_0^2}\right), \quad v = 0,$$  \hfill (48)

where $r^2 = x^2 + y^2$ and the radius $R_0$ of the density distribution is determined by the number of atoms $N$:

$$R_0 = \left(\frac{16}{\sqrt{2\pi}} Na_z a_z^2 \lambda_z^2\right)^{1/4}.\hfill (49)$$

This inequality can be used to rewrite inequality (36) in a more convenient form, and the applicability condition for the two-dimensional Thomas–Fermi approximation becomes

$$1 \ll Na_z/a_z \ll \lambda_z^2.$$ \hfill (50)

After the transverse trapping potential is switched off, the condensate begins to expand radially, remaining bounded longitudinally. The radial expansion is described by hydrodynamic equations (44) and (47) subject to initial conditions (48). Now, the solution is sought in the form

$$\rho(r, t) = \frac{2N}{\pi R_0^2 b_{\text{2D}}^2(t)} \left(1 - \frac{r^2}{R_0^2 b_{\text{2D}}^2(t)}\right),$$

$$v(r, t) = r \alpha_{\text{rad}}(t),$$

where $v$ is the radial velocity component, and $b_{\text{2D}}(t)$ and
\[ \alpha_\perp(t) \text{ satisfy the initial conditions} \]
\[ b_\perp(0) = 1, \quad \alpha_\perp(0) = 0. \quad (52) \]

The substitution of (51) into (44) and (47) yields an equation relating \( b_\perp(t) \) to \( \alpha_\perp(t) \),
\[ \alpha_\perp = \dot{b}_\perp/b_\perp, \]
and a differential equation for \( b_\perp(t) \),
\[ \dot{b}_\perp = \omega_\perp^2/b_\perp. \quad (53) \]

The last equation is solved under the initial conditions
\[ b_\perp(0) = 1, \quad \dot{b}_\perp(0) = b_\perp(0)\alpha_\perp(0) = 0 \]
to obtain
\[ b_\perp(t) = \sqrt{1 + \omega_\perp^2 t^2}, \quad (54) \]
and hence
\[ \alpha_\perp(t) = \dot{b}_\perp/b_\perp = \omega_\perp^2 t/(1 + \omega_\perp^2 t^2). \]

Thus, simple expressions are obtained for the radial density and velocity distributions:
\[ \rho(r, t) = \frac{2N}{\pi R_0^2} \frac{1}{1 + \omega_\perp^2 t^2} \left( 1 - \frac{r^2}{R_0^2 (1 + \omega_\perp^2 t^2)} \right), \]
\[ \nu(r, t) = \frac{\omega_\perp^2 r t}{1 + \omega_\perp^2 t^2}. \quad (55) \]

The leading edge of the radial density distribution moves as
\[ r_{\text{max}}(t) = R_0 \sqrt{1 + \omega_\perp^2 t^2} \quad (56) \]
with the maximum velocity
\[ v_{\text{max}}(t) = \frac{dr_{\text{max}}}{dt} = \frac{R_0 \omega_\perp^2 t}{\sqrt{1 + \omega_\perp^2 t^2}}. \quad (57) \]

At \( t \gg \omega_\perp^{-1} \),
\[ \rho(r, t) = \frac{2N}{\pi v_{\text{max}}^2 t^2} \left( 1 - \frac{r^2}{(v_{\text{max}} t)^2} \right), \]
\[ \nu(r, t) \approx \frac{r}{t}, \quad (58) \]
where
\[ v_{\text{max}} = R_0 \omega_\perp, \quad t \gg \omega_\perp^{-1}. \quad (59) \]

As in the one-dimensional case, these formulas describe inertial motion. Again, the maximum velocity is expressed in terms of measurable parameters, the radial frequency \( \omega_\perp \) of the trap before it was switched off and the initial Thomas–Fermi radius \( R_0 \).

The asymptotic velocity distribution is
\[ \rho(v) dv = \frac{4N}{v_{\text{max}}^2} \left( 1 - \frac{v^2}{v_{\text{max}}^2} \right) v dv, \quad (60) \]
and the mean energy is
\[ \bar{E} = \frac{1}{3} E_{\text{max}}, \quad E_{\text{max}} = \frac{1}{2} m v_{\text{max}}^2. \quad (61) \]

3. THREE-DIMENSIONAL EFFECTS: A VARIATIONAL APPROACH

If condition (7) or (36) is violated, then motion along the smaller dimension of the condensate is not frozen and must be taken into account. As shown in [24], this can be done by applying a simple variational method. However, when the trap is highly anisotropic and the number of atoms in the condensate is sufficiently large, the trial distribution along the larger dimension should be the equilibrium Thomas–Fermi distribution, which differs substantially from the Gaussian distribution assumed in [24]. This method was applied to calculate the ground states of condensates in [13]. Here, it is applied to condensate dynamics.

3.1. Cigar-Shaped Trap

In the case of a cigar-shaped trap with Thomas–Fermi axial density distribution, the variational condensate wave function has the form
\[ \psi = A \exp \left( \frac{-r^2}{2 w_{\perp}^2} \right) \left[ 1 - \frac{z^2}{w_z^2} \right] \times \exp \left[ \frac{i}{2} \left( \alpha_\perp r^2 - \alpha_z z^2 \right) \right], \quad (62) \]
where the parameters \( A, w_\perp, w_z, \alpha_\perp, \) and \( \alpha_z \) are functions of time. It is assumed that \( Na/Z_0 \sim 1 \), i.e., the Thomas–Fermi limit radial profile is not reached and the radial wave function can be well approximated by a Gaussian distribution. The parameter \( A \) is related to the widths \( w_\perp \) and \( w_z \) by normalization condition (3), which yields
\[ A = \left( \frac{3N}{4 \pi w_{\perp}^2 w_z} \right)^{1/2}. \quad (63) \]

Substituting (62) into (4) and (5) and integrating the result, one obtains the averaged Lagrangian
\[ \frac{L}{N} = \left[ \frac{\hbar^2}{2} \frac{d^2 \alpha_\perp}{dt^2} + \frac{\hbar^2}{2 m} \left( \frac{1}{w_{\perp}^2} + \alpha_\perp^2 \right) + \frac{1}{2} m \omega_\perp^2 \right] w_\perp^2 \]
\[ + \left( \frac{\hbar^2}{2} \frac{d^2 \alpha_z}{dt^2} + \frac{\hbar^2}{2 m} \alpha_z^2 + \frac{1}{2} m \omega_z^2 \right) w_z^2 \]
\[ + \frac{3 Na \hbar^2}{5 m} \frac{1}{w_\perp^2 w_z}. \quad (64) \]
where the $1/w_z^4$ term is neglected. Indeed, this term is much less than $\alpha_z^2$, because the estimates

$$w_z = Z_0, \quad \alpha_z = (m/\hbar)w_z/m\omega_z/\hbar - \lambda/a_z^2$$

imply that the condition $1/w_z^2 \ll \alpha_z$ is equivalent to the condition $\lambda^{1/2} \ll Na_s/a_z$ for the applicability of the Thomas–Fermi approximation in the longitudinal direction (see (21)).

Lagrangian (64) entails the well-known expressions

$$\alpha_z = \frac{m}{\hbar} \frac{1}{w_z} \frac{d}{dt}, \quad \alpha_z = \frac{m}{\hbar} \frac{1}{w_z} \frac{d}{dt} (65)$$

and the equations of motion for the widths

$$\dot{w}_z + \omega_z^2 w_z = \frac{\hbar^2}{m w_z^3} + \frac{6Na_0^2}{5m^2 w_z^3 w_z^2}, \quad (66)$$

$$\ddot{w}_z + \lambda \omega_z^2 w_z^2 = \frac{3Na_0^2}{m^2 w_z^2 w_z^2}. \quad (67)$$

These equations differ from those derived in [24] by numerical factors and by the absence of the term corresponding to longitudinal quantum pressure (it would be incorrect to retain this term in the approximation employed here). In the dimensionless variables

$$b_\perp = w_\perp/a_\perp, \quad b_z = w_z Z_0, \quad \tau = \omega_z t \quad (68)$$

Eqs. (66) and (67) are rewritten as

$$\frac{d^2b_\perp}{d\tau^2} + b_\perp = \frac{1}{b_\perp^3} + \frac{2q}{5} \frac{1}{b_\perp^2 b_z}, \quad (69)$$

$$\frac{d^2b_z}{d\tau^2} + \lambda^2 b_z = \frac{\lambda^2}{b_\perp^2 b_z^2}. \quad (70)$$

where the parameter

$$q = (\lambda Z_0/a_\perp)^2 \quad (71)$$

characterizes the radial nonlinear pressure. If $q \ll 1$, then the second term on the right-hand side of (69) can be neglected to obtain the time-independent solution $b_{\perp,0} = b_{z,0} = 1$, which corresponds to the one-dimensional approximation (see Section 2). In this case, Eq. (70) describing free longitudinal expansion obviously reduces to Eq. (25).

The equilibrium values of $b_\perp$ and $b_z$ are determined by the equations

$$b_{\perp,0} = b_{z,0}^{3/2}, \quad \frac{1}{b_{z,0}^2} = 1 + \frac{2q}{5} \frac{1}{b_{z,0}^2}. \quad (72)$$

which differ from analogous equations obtained in [21] only by notation. They describe the state of the condensate before expansion.

The condensate expansion that follows after the longitudinal potential is switched off is described by the equations

$$\frac{d^2b_\perp}{d\tau^2} + b_\perp = \frac{1}{b_\perp^3} + \frac{2q}{5} \frac{1}{b_\perp^2 b_z}, \quad \frac{d^2b_z}{d\tau^2} = \frac{\lambda^2}{b_\perp^2 b_z^2}. \quad (73)$$

They can readily be solved numerically under the initial conditions

$$b_\perp(0) = b_{\perp,0}, \quad \dot{b_\perp}(0) = 0, \quad b_z(0) = b_{z,0}, \quad \dot{b}_z(0) = 0. \quad (74)$$

where $b_{\perp,0}$ and $b_{z,0}$ are determined by (72). Figure 1 shows the functions of time

$$b_\perp = w_\perp/a_\perp, \quad z_{\text{max}} = Z_0 b_z(t) = Z b_z(t)/b_{z,0},$$

where $Z = Z_0 b_{z,0}$ is the initial half-width of the condensate, for several values of $N$. When

$$\sqrt[\lambda]{a_\perp/a_s} \ll N \ll a_\perp/\lambda a_s,$$

we have the analytical solution obtained in Section 2. If

$$N > a_\perp/\lambda a_s,$$

then the expansion starts from a radius larger than the zero-point oscillation amplitude $a_\perp$, and $b_\perp \to 1$ as $\tau \to \infty$. At $\tau \gg 1$, the longitudinal expansion approaches an inertial motion characterized by constant velocities of atoms. The maximum velocity is readily found by using the conservation law corresponding to Eq. (73):

$$\frac{1}{2} \left( \frac{db_z}{d\tau} \right)^2 + \frac{5\lambda}{2q} \left( \frac{db_z}{d\tau} \right)^2 + b_z^2 + \frac{1}{b_z^2} \quad (75)$$

$$+ \frac{\lambda^2}{b_z^2} = \text{const.}$$

At $\tau = 0$, it yields the initial values in (74). As $\tau \to \infty$,

$$db_z/d\tau \to b_{z,\text{max}}, \quad b_\perp \to 1, \quad b_z \to \infty,$$

and therefore

$$b_{z,\text{max}} = \lambda \frac{2}{b_{z,0}^2 b_{z,0}^2} + \frac{5}{q} \left( b_{z,0} - \frac{1}{b_{z,0}^2} \right)^2. \quad (76)$$

Then, Eqs. (72) are used to find

$$v_{\text{max}} = \left. \frac{dz_{\text{max}}}{dt} \right|_{\tau \to \infty} = \frac{2Z\omega_z b_{z,0}}{\sqrt{1 + b_{z,0}^2}}. \quad (77)$$

When $q \ll 1$, i.e., $b_{z,0} = 1$ and $Z = Z_0$, this expression
yields the one-dimensional velocity given by (32). When \( q \gg 1 \), i.e., \( b_{1,0} \gg 1 \), it reduces to
\[
\nu_{\text{max}} = 2 \omega_z Z.
\]
Thus, not only the longitudinal condensate size increases, but also the ratio of \( \nu_{\text{max}} \) to \( \omega_z R \) increases from \( \sqrt{2} \) to 2 as the number of atoms in the condensate increases.

Both asymptotic velocity distribution and expression for the mean energy retain their form given by (33) and (34), respectively, where \( \nu_{\text{max}} \) is now given by (77).

Figure 2 illustrates the dependence of the mean energy on \( N \).

3.2. Disc-Shaped Trap

In the case of a disc-shaped trap with Thomas–Fermi radial density distribution, the variational wave function has the form
\[
\psi = A \left[ \frac{r^2}{\eta} \exp \left( -\frac{z^2}{2w_z^2} \right) \right] \times \exp \left[ \frac{i}{2} \left( \alpha_{\perp} \eta^2 + \alpha_z z^2 \right) \right],
\]
where the time-dependent parameters \( A, w_{\perp}, w_z, \alpha_{\perp}, \) and \( \alpha_z \) are related by normalization condition (3):
\[
A = \left( \frac{2N}{\pi^{3/2} w_{\perp}^2 w_z} \right)^{1/2}.
\]
Substituting (78) into (4) and (5) and integrating the result, one obtains the Lagrangian
\[
\frac{L}{N} = \left( \frac{\hbar^2}{2} \frac{d\alpha_{\perp}}{dt} + \frac{\hbar^2}{2m} \frac{\alpha_{\perp}^2}{\omega_{\perp}^2} + \frac{1}{2} m \omega_z^2 \right) \frac{w_{\perp}^2}{2} \left[ 1 + \frac{8}{3} \frac{N\hbar^2}{\pi m} \frac{1}{w_{\perp}^2 w_z} \right]
\]
\[
+ \frac{\hbar^2}{2} \frac{d\alpha_z}{dt} + \frac{\hbar^2}{2m} \left( \frac{1}{w_z^2} + \alpha_z^2 \right) + \frac{1}{2} m \omega_z^2 \alpha_z^2 \frac{w_z^2}{2}
\]
where the \( 1/w_{\perp}^4 \) term is neglected, because this term is

![Fig. 1. Radius \( b_\perp = w_\perp/a_\perp \) (a) and longitudinal size \( z_{\text{max}} \) (b) vs. time \( \tau = \tau \omega_z \) for a one-dimensional expanding condensate in a cigar-shaped trap at \( a_\perp = 5 \mu m, a_z = 5 \text{ nm} \), and \( \lambda = 0.05 \). Curves 1, 2, and 3 correspond to \( N = 10^3, 10^4, \) and \( 10^5 \), respectively.](image1)

![Fig. 2. Mean energy of atoms in a condensate (measured in energy quanta \( \hbar \omega_z \) of longitudinal oscillations) after one-dimensional expansion in a cigar-shaped trap vs. number of atoms.](image2)
much less than \( \alpha_0^2 \) by virtue of the applicability condition \( Na_s/a_s \gg 1 \) for the radial Thomas–Fermi approximation.

Lagrangian (80) entails expressions (65) and the equations of motion for the widths

\[
\ddot{w}_\perp + \omega^2 w_\perp = \frac{16}{\sqrt{2\pi}} \frac{Na_s h^2}{m^2} \frac{1}{w^3 w}, \tag{81}
\]

\[
\ddot{w}_\parallel + \omega^2 w_\parallel = \frac{\hbar^2}{m^2 w^3} + \frac{16}{\sqrt{2\pi}} \frac{Na_s h^2}{m^2} \frac{1}{w^3 w}, \tag{82}
\]

which are rewritten in the dimensionless variables

\[
b_\perp = w_\perp/R_0, \quad b_\parallel = w_\parallel/a_s, \quad \tau = \omega_0 t, \tag{83}
\]

where \( a_s = a_s/\sqrt{\lambda} \), as

\[
\frac{d^2 b_\perp}{d\tau^2} + b_\perp = \frac{1}{b^3_\perp b_\parallel}, \quad \frac{d^2 b_\parallel}{d\tau^2} + \lambda^2 b_\parallel = \frac{\lambda^2}{b^3_\parallel b^2_\perp} + \frac{\lambda^2 q}{3 b^2_\perp b^2_\parallel}. \tag{84}
\]

The parameter

\[
q = (R_0/\lambda a_s)^2 \tag{86}
\]

characterizes the longitudinal nonlinear pressure. If \( q \ll 1 \), then the second term on the right-hand side of (85) can be neglected to obtain the time-independent solution

\[
b_\perp = b_\parallel = 1,
\]

which corresponds to the two-dimensional approximation considered in Section 2. In this case, Eq. (84) obviously reduces to (53).

The equilibrium values of \( b_\parallel \) and \( b_\parallel \) are determined by the equations

\[
b_\perp = b_{\perp0}^4, \quad \frac{1}{b_{\perp0}^6} = 1 + \frac{q}{3 b_{\perp0}^6}. \tag{87}
\]

which again are identical to the equations obtained in [21], except for notation. They describe the state of the condensate before expansion. The expansion in the plane of the trap is described by the equations

\[
\frac{d^2 b_\perp}{d\tau^2} = \frac{1}{b^3_\perp b_\parallel}, \quad \frac{d^2 b_\parallel}{d\tau^2} + \lambda^2 b_\parallel = \frac{\lambda^2}{b^3_\parallel b^2_\perp} + \frac{\lambda^2 q}{3 b^2_\perp b^2_\parallel}. \tag{88}
\]

They can readily be solved numerically under initial conditions (74), where \( b_{\perp0} \) and \( b_{\parallel0} \) are determined by (87). Figure 3 shows the functions of time

\[
R_{\text{max}} = R b_{\perp0}(t)/b_{\perp0}, \quad b_\parallel = w_\parallel/a_s,
\]

where \( R = R_0 b_{\perp0} \) is the initial radius of the condensate, for several values of \( N \). When

\[
a_s/a_s \ll N \ll a_s \lambda^2/a_s,
\]

we have the analytical solution obtained in Section 2. If

\[
N > a_s \lambda^2/a_s
\]

then the expansion starts from a longitudinal size \( w_\parallel0 \) larger than the zero-point oscillation amplitude \( a_s \) (i.e., \( b_{\parallel0} > 1 \)), and \( b_\parallel \rightarrow 1 \) as \( \tau \rightarrow \infty \). At \( \tau \gg 1 \), the radial expansion approaches an inertial motion characterized by constant velocities of atoms. The maximum velocity
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4. DISCUSSION

Let us compare the theoretical results with available experimental data.

An experimental study of condensate expansion in a quasi-one-dimensional trap was reported in [1], where the longitudinal half-length of the condensate was \( Z \approx 100 \, \mu m \) and the time of transition to inertial motion was approximately 20 ms, which corresponds to the trap frequency \( \omega_z \approx 50 \, s^{-1} \). Under these conditions, expression (32) yields

\[
\nu_{\text{max}} \approx \sqrt{2} Z \omega_z \approx 7 \, \text{mm/s}.
\]

In view of the assumptions made, good agreement between this estimate and the experimental value \( \nu_{\text{max}} \approx 5.9 \, \text{mm/s} \) is achieved without introducing any adjustable parameters.

Expansion of a Bose–Einstein condensate in a system of two-dimensional disc-shaped traps was investigated in [2]. The results of that study showed that no longitudinal expansion took place, and the condensate was effectively divided into separate condensate “pancakes” confined in separate potential wells. Therefore, the two-dimensional theory can be applied to describe the radial expansion of each particular condensate. According to [2], the maximum radial velocity was \( \nu_{\text{max}} \approx 1.5–1.7 \, \text{mm/s} \) when the initial radius was \( R \approx 13 \, \mu m \) and the radial trap frequency was \( \omega_\perp \approx 132 \, s^{-1} \).

Expression (59) predicts

\[
\nu_{\text{max}} \approx R \omega_\perp \approx 1.7 \, \text{mm/s},
\]

which is in good agreement with the experimental value. Thus, the mean-field theory provides a good description of condensate expansion in fewer coordinates as well. Deviations from the theoretical predictions would point to the existence of a condensate that could not be described by the mean-field theory.
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\[\begin{align*}
\frac{\nu}{\nu_{\text{max}}} & = \frac{dR_{\text{max}}}{dt} \\
& = \omega_\perp R \frac{1 + 3b_{\perp 0}}{2(1 + b_{\perp 0})}.
\end{align*}\]
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Abstract—We study the cross sections $\sigma_{i,i-1}$, $\sigma_{i,i-2}$, and $\sigma_{i,i-3}$ of capture of one, two, and three electrons by boron ions with charges $i = 1–5$ and velocities $V = (1.83–5.50)V_0$ in gaseous media with atomic numbers $Z_i$ varying from 1 to 54. The oscillatory form of the $Z_i$ dependence of electron capture cross section by boron ions, which has been established for lighter ions, is confirmed.

1. INTRODUCTION

Theoretical estimates of electron capture cross sections $\sigma_{i,i-1}$ by various ions of light elements, based on the Thomas–Fermi statistical model, proved that the cross sections increase monotonically with the nuclear charge $Z_i$ of atoms in the medium [1, 2]. Analysis of experimental data in the range of relatively low velocities $V = (1–2)V_0$ ($V_0 = 2.19 \times 10^5$ cm/s), for which the electron capture cross sections attain their maximal value, also indicates that cross sections $\sigma_{i,i-1}$ on the average increase monotonically in proportion to $Z_i^{2/3}$ [2]. However, subsequent experimental studies revealed certain deviations from this type of dependence of $\sigma_{i,i-1}$ on $Z_i$. The cross sections of electron capture by boron ions with velocity $V = 1.83V_0$ in neon, determined from experimental data, are smaller than the corresponding values in nitrogen by a factor of $1.5–2$ [3]. Analogous deviations are also observed for higher velocities of ions. Analysis of the electron capture cross section by nitrogen and neon ions for $V = 3.65V_0$ indicates that the corresponding cross sections in neon are considerably higher than in nitrogen and argon [4, 5].

Investigations of electron capture cross sections by hydrogen and helium ions in various media in a wide range of ion velocities proved that the variation of the value of cross sections $\sigma_{i,i-1}$ upon an increase in $Z_i$ has the form of oscillations [6, 7]. Thus, we can assume that the actual $Z_i$ dependence of the electron capture cross section by light ions in the velocity range $V > 2V_0$ substantially differs from a monotonic dependence, which is apparently due to the shell structure of atoms of the medium.

In this study, we investigate the effect of structural features of atoms of the medium on the electron capture cross sections $\sigma_{i,i-1}$ measured for boron ions with charges $i = 1–5$ for velocities $V = (1.83–5.50)V_0$ in gases $\text{H}_2$, He, $\text{N}_2$, Ne, Ar, Kr, and Xe; we also calculate theoretically the electron capture cross sections by the same ions in media with $Z_i = 1–54$. This work continues our experiments with boron ions reported in [3]. The ion velocities $V$ will be given in atomic units of $V_0$.

2. EXPERIMENTAL TECHNIQUE

Experiments with boron ions were carried out on the setup described in [3, 8]. Boron ions $^{11}\text{B}$ with charges $i = 1, 2,$ and $3$ and velocities $V = 1.83, 2.74, 3.65,$ and $5.50$ were extracted from an accelerator and directed to the collision chamber after their passage through a recharging device, where the primary ions were transformed into beams of boron atoms $^{11}\text{B}^+$ with charges $i = 1–5$. The charge distribution of boron ions after their passage through the collision chamber was measured with the help of a detection system consisting of a magnetic analyzer and a block of identical counters. The capture cross sections $\sigma_{i,i-m}$ for one, two, and three electrons, where $m = 1, 2, 3$, were determined from the obtained charge distributions using the method described in [9]. The errors in determining the cross sections were mainly determined by the errors in estimating the gas layer thickness in the collision chamber ($\sim10\%$) and by the statistical spread in the results of several sets of measurements, which amounted on average to $10–15\%$ in the capture cross sections for one electron, $20–30\%$ in the capture cross sections for two electrons, and $50–70\%$ in the capture cross section for three electrons. The cross sections of electron capture by boron ions for all above-mentioned velocities in atomic and molecular hydrogen [10] and in He, $\text{N}_2$, Ar, as well as Kr, were measured earlier [9, 11]. All cross sections $\sigma_{i,i-m}$ for boron ions in Ne and Xe were determined for the first time in this study. The values of cross sections $\sigma_{i,i-m}$ for ion velocities $V = 2.74, 3.65,$ and $5.50$ are given in the table. Since the values of cross sections obtained in the present study and in [9, 11] coincided in the range of $V = 1.83–5.50$, we present the values for $V = 1.83$ and $2.74$ only.
CROSS SECTIONS OF ELECTRON CAPTURE BY BORON IONS IN GASEOUS MEDIA

Cross sections $\sigma_{i,i-m}$ of electron capture (in units of $10^{-16}$ cm$^2$/at)

<table>
<thead>
<tr>
<th>$i, i-m$</th>
<th>H$_2$</th>
<th>He</th>
<th>N$_2$</th>
<th>Ne</th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>V = 2.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1, 0</td>
<td>0.018</td>
<td>0.09</td>
<td>0.04</td>
<td>0.19</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2, 1</td>
<td>0.08</td>
<td>0.36</td>
<td>0.43</td>
<td>0.85</td>
<td>0.63</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>2, 0</td>
<td>0.29</td>
<td>0.8</td>
<td>1.0</td>
<td>1.60</td>
<td>1.7</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>3, 1</td>
<td>0.0017</td>
<td>0.04</td>
<td>0.04</td>
<td>0.07</td>
<td>0.05</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>3, 2</td>
<td>0.54</td>
<td>2.0</td>
<td>2.1</td>
<td>3.6</td>
<td>4.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4, 3</td>
<td>0.05</td>
<td>0.1</td>
<td>0.24</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4, 2</td>
<td>0.02</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V = 3.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1, 0</td>
<td></td>
<td></td>
<td>0.012</td>
<td></td>
<td></td>
<td></td>
<td>0.03</td>
</tr>
<tr>
<td>2, 1</td>
<td>0.008</td>
<td>0.05</td>
<td>0.09</td>
<td>0.18</td>
<td>0.10</td>
<td>0.13</td>
<td>0.16</td>
</tr>
<tr>
<td>2, 0</td>
<td></td>
<td></td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td>3, 2</td>
<td>0.016</td>
<td>0.12</td>
<td>0.24</td>
<td>0.5</td>
<td>0.35</td>
<td>0.50</td>
<td>0.80</td>
</tr>
<tr>
<td>3, 1</td>
<td>0.003</td>
<td>0.012</td>
<td>0.007</td>
<td></td>
<td>0.015</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>4, 3</td>
<td>0.05</td>
<td>0.40</td>
<td>0.80</td>
<td>1.9</td>
<td>1.0</td>
<td>1.60</td>
<td>2.4</td>
</tr>
<tr>
<td>4, 2</td>
<td>0.03</td>
<td>0.03</td>
<td>0.09</td>
<td>0.063</td>
<td>0.14</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>4, 1</td>
<td>0.005</td>
<td>0.01</td>
<td></td>
<td></td>
<td>0.03</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>5, 4</td>
<td>0.12</td>
<td>0.70</td>
<td>1.4</td>
<td>3.0</td>
<td>1.80</td>
<td>2.1</td>
<td>3.0</td>
</tr>
<tr>
<td>5, 3</td>
<td>0.2</td>
<td>0.16</td>
<td>0.35</td>
<td>0.30</td>
<td>0.60</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>5, 2</td>
<td>0.03</td>
<td>0.04</td>
<td></td>
<td></td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>V = 5.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3, 2</td>
<td>0.002</td>
<td>0.008</td>
<td>0.03</td>
<td>0.13</td>
<td>0.035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3, 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4, 3</td>
<td>0.0043</td>
<td>0.03</td>
<td>0.13</td>
<td>0.30</td>
<td>0.35</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>4, 2</td>
<td>0.0002</td>
<td>0.0035</td>
<td>0.004</td>
<td>0.016</td>
<td>0.027</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5, 4</td>
<td>0.009</td>
<td>0.07</td>
<td>0.25</td>
<td>0.70</td>
<td>0.50</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>5, 3</td>
<td>0.0006</td>
<td>0.0012</td>
<td>0.045</td>
<td>0.055</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5, 2</td>
<td>0.0008</td>
<td>0.0006</td>
<td>0.006</td>
<td>0.014</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Cided to within 20–30%, the table contains the averaged values of cross sections.

3. THEORETICAL MODELS FOR CALCULATING ELECTRON CAPTURE CROSS SECTIONS

In accordance with the analysis carried out in [3], the total cross section of electron capture by an ion with charge $i$ and velocity $V \sim 1–2$ is proportional to the number of vacancies $p_{i-1}(n)$ in the unfilled electron shell closest to the nucleus and characterized by the principal quantum number $n$:

$$\sigma_{i,i-1} = p_{i-1}(n)\pi a_0^2 I_{i-1}^{1/3} V^{-3},$$

(1)

where $I_{i-1}$ is the binding energy of the electron being captured, $I_0 = 13.6$ eV, and $a_0 = 5.29 \times 10^{-9}$ cm.

For boron ions, the values of $p_{i-1}(n)$ decrease from $p_2(2) = 8$ for B$^{3+}$ ions to $p_0(2) = 6$ for B$^+$ ions. As the ion velocity subsequently increases to $V \sim 3–5$, the values...
of cross sections $\sigma_{i, i-1}$ can be estimated from the Bohr formula for the cross sections of electron capture by light ions in media with $Z_t \geq 2$ [1, 2, 12]:

$$\sigma_{i, i-1} = 4\pi a_0^2 Z_i^{1/3} V^{-5}. \quad (2)$$

In the case of electron capture by a fast ion from the filled shell $n_i$ of an atom of the medium to the ion shell $n_f$, the partial cross section $\sigma_{i, i-1}(n_i \rightarrow n_f)$ can be calculated in the Oppenheimer–Brinkman–Kramers (OBK) approximation [13, 14]. The values of $\sigma_{i, i-1}^{\text{OBK}}$ were calculated for the cross sections of electron capture by boron ions with charges $i = 1–5$ and velocities $V = 1.83, 2.74, 3.65,$ and $5.50$ in media with $Z_t = 1–54$. The method for calculating cross sections is analogous to that proposed in [6] for helium ions.

The main drawback in the OBK approximation is that it gives exaggerated values of calculated electron capture cross sections as compared to the experimental values. For this reason, the calculated values of cross sections were normalized to the experimental data obtained for boron ions for the above velocities in nitrogen. The normalization coefficient

$$R(V, Z) = \frac{\sigma_{i, i-1}^{\exp}}{\sigma_{i, i-1}^{\text{OBK}}}$$

for velocities $V = 1.83, 2.74, 3.65,$ and $5.50$ for boron ions is $R(V, 5) = 0.03, 0.06, 0.09$, and $0.15$, respectively. It is known from previous studies that the value of $R(V, 1)$ for hydrogen ($Z = 1$) varies from $0.13$ for $V = 3.65$ to $0.18$ for $V = 5.50$ [6]. For helium ions ($Z = 2$), the value of $R(V, 2)$ increases from $0.04$ for $V = 1.2$ to $0.18$ for $V = 3.65–10$ [7]. These data have made it possible to represent the normalization coefficient in the form of the empirical expression

$$R(V, Z) = 0.295 [(0.54 V/Z)^{-1.6} + 1]^{-1}. \quad (3)$$

The values of $R(V, Z)$ determined using formula (3) are in accordance with the most of the above values of $R(V, Z)$ to within $\pm 30\%$. Formula (3) is a modification of the analogous expression from [14].

4. ANALYSIS OF OBTAINED RESULTS

Figure 1 shows the values of the electron capture cross sections $\sigma_{i, i-1}$ as a function of $Z_t$, obtained in experiments and calculated using various approximations. For velocity $V = 1.83$, cross sections $\sigma_{2, 1}$ for boron ions with charges $i = 2, 3$ increase with $Z_t$ in proportion to $Z_t^{1/3}$. The values of cross sections determined on the basis of formula (1) are in satisfactory agreement with the experimental data. A noticeable discrepancy is observed only for cross sections of electron capture by $B^{2+}$ ions in nitrogen and neon. The calculations of the electron capture cross sections carried out in the OBK approximation lead to a qualitatively different dependence, which is not monotonic, but has the form of alternating maxima and minima with the general increase in the value of $\sigma_{2, 1}$ with $Z_t$ in proportion to $Z_t^{1/3}$. Calculations carried out in the OBK approximation make it possible to describe the deviation of the electron capture cross section from those calculated by formula (1) for nitrogen and neon (see Fig. 1a). As the ion velocity increases, the dependence of the electron capture cross section on $Z_t$ becomes essentially non-monotonic. The deviation of the experimental data from the results calculated by formula (2) for an ion velocity of $V = 3.65$ increases, especially upon an increase in the ion charge. The applicability of the OBK approximation is more justified for increasing ion velocity [6]; Figs. 1b and 1c clearly demonstrate the improvement in matching calculated electron capture cross sections with experimental data for $V = 5.5$.

The results of this study show that maxima are formed due to the shell structure of atoms of the medium and the resonant nature of the dependence of total cross sections $\sigma_{i, i-1}$ on $Z_t$. Each of these maxima corresponds to the maximal contribution of partial electron capture cross sections from individual atomic shells $K$, $L$, and $M$ of the medium. The results presented in Fig. 1 confirm this conclusion for boron ions. In the framework of the OBK approximation, it is also possible to explain the shift of the maxima towards high values of $Z_t$ with increasing ion velocity. Indeed, the OBK cross sections attain their maximal values when the electron binding energy in one of the atomic shells of the medium becomes equal to $I_t = (I_V + 2I_{\text{ion}})/3$, where $I_t$ and $I_{\text{ion}}$ are the electron binding energy in the target atom and the fast ion, respectively, and $I_V = \mu V^2/2$ is the energy transferred by an electron [6, 7]. With increasing ion velocity, the value of $I_t$ for which the electron capture cross section is maximal increases, leading to the corresponding increase in the value of $Z_t$ at which the given maximum is observed.

The emergence of oscillations in the dependence of the electron capture cross section on $Z_t$ is mainly due to the enhancement of the effect of internal and external screening on the average orbital velocity of electrons from outer shells of atoms in the medium upon an increase in the principal quantum number $n$. This leads to an increase in the relative difference between the cross sections for states with adjacent values of $n$. Incomplete filling of outer electron shells deepens the minima in the dependence of cross sections $\sigma_{i, i-1}$ on $Z_t$. It can be seen from the above results that the largest amplitude of oscillations (i.e., the difference between the maximal and minimal values of cross sections) for boron ions in the range of $Z_t = 7–18$ (N, Ne, Ar) is observed for an ion velocity of $V = 3.65$. In this case,
the amplitude of oscillations decreases with increasing boron ion charge and attains its lowest value for nuclei of B$^{5+}$ (Figs. 1 and 2). With a further increase in the velocity of ions, the oscillatory dependence of the cross sections on $Z_t$ is gradually weakened and becomes virtually monotonic again for $V > 20$ [6].

Figure 2 shows for comparison the available experimental and theoretical values of cross sections $\sigma_{Z, Z-1}$ of electron capture by hydrogen H$^+$ [6], helium He$^{2+}$ [7], boron B$^{5+}$, and nitrogen N$^{7+}$ [5] for a velocity of $V = 3.65$ in various media. In the range of $Z_t = 2–54$, the values of $\sigma_{Z, Z-1}$ increase on average in proportion to $Z_t^{1/3}$, approximately in accordance with the results of calculations based on the Bohr formula (2). However, the figure shows the deviation of the experimental data from this dependence. For example, for $Z_t = 1$, the values of cross sections $\sigma_{Z, Z-1}$ for the nuclei in question differ from those calculated by formula (2) approximately by an order of magnitude. In contrast to the model of independent electrons, the calculations carried out in the OBK approximation are in qualitative agreement with the experimental dependence of cross sections $\sigma_{Z, Z-1}$ on $Z_t$ (including the case of $Z_t = 1$). The above results show that the dependence of the electron capture cross sections on $Z_t$ for the nuclei in question...
calculated the ratio for boron ions with velocities of electrons was also carried out using the experimental data for velocity \( V = 3.65 \). Experiment: ( ) \( \text{H}^+ [4] \), ( ) \( \text{He}^{2+} [3] \), ( ) \( \text{B}^{3+} \), our results, and ( ) \( \text{N}^{7+} [5] \). Solid curves correspond to the results of normalized calculations in the OBK approximation; dashed straight lines correspond to calculations based on formula (2).

exhibits oscillations with the amplitude decreasing with increasing the nuclear charge of the ion.

An analysis of capture cross sections of two electrons was also carried out using the experimental data for boron ions with velocities of \( V = 1.19 \) and 1.82. We calculated the ratio \( \eta_2 = \sigma_{i, 1-2} / \sigma_{i, 1-1} \) of cross section of capture of two electrons to the cross sections of capture of one electron by boron ions. Within the experimental error, these ratios remain constant for the electron capture cross sections in all gaseous media studied, except krypton and xenon. This enabled us to average \( \eta_2 \) over various media; as a result, the minimal value of \( \eta_2 = 0.004 \pm 0.001 \) was obtained for capture of two electrons by \( \text{B}^+ \) ions with the formation of negative \( \text{B}^- \) ions. For boron ions with charges \( i = 2-5 \), ratio \( \eta_2 \) is 0.09 ± 0.05.

The cross section \( \sigma_{i, 1-3} \) of capture of three electrons is 3–5 times smaller than the cross section \( \sigma_{i, 1-2} \) for capture of two electrons. The ratios \( \eta_3 = \sigma_{i, 1-3} / \sigma_{i, 1-1} \) for capture of three electrons were obtained only for boron ion velocities of \( V = 3.65 \) and 5.50 and were approximately equal to 0.02 ± 0.01.

5. CONCLUSIONS

It has been established that the values of cross sections \( \sigma_{i, 1-1} \) obtained from the experimental data increase on the average with \( Z_i \) in proportion to \( Z_i^{1/3} \) and can be successfully described by the model of independent electrons in the low-velocity range. However, the analysis of experimental data revealed deviations from the monotonic dependence of \( \sigma_{i, 1-1} \) on \( Z_i \); in the range of low velocities, the cross sections in neon are smaller than the corresponding values in nitrogen and argon by a factor of 2–3. As the ion velocity increases, the dependence of the electron capture cross section on \( Z_i \) becomes essentially nonmonotonic.

The calculations carried out in the OBK approximation successfully describe the oscillations observed in the dependence of cross sections \( \sigma_{i, 1-1} \) on \( Z_i \). We proposed a unified empirical formula for various ions of light elements to normalize the electron capture cross sections \( \sigma_{i, 1-1} \) calculated in the OBK approximation.

The results of our calculations make it possible to analyze the variation of oscillations in the cross section upon a change in the ion charge and velocity. With increasing \( V \), the position of the extrema in the dependence of cross sections \( \sigma_{i, 1-1} \) on \( Z_i \) is shifted towards higher values of \( Z_i \). The amplitude of oscillation depends both on the ion charge \( i \) and on the nuclear charge of the ion. An increase in the ion charge reduces the amplitude of oscillations, which attains its minimal value for nuclei. With increasing nuclear charge of the ion, the amplitude of oscillations also decreases if we consider the cross sections of electron capture by the nuclei of the elements; in this case, for electron capture by ions, the dependence of cross sections on \( Z \) is more complicated. Analysis of the dependence of the oscillation amplitude on velocity \( V \) makes it possible to determine the velocity range in which oscillations must be taken into account in the dependence of \( \sigma_{i, 1-1} \) on \( Z_i \).

Thus, it has been established that the cross sections of electron capture by light ions (\( Z = 1–7 \)) with velocities \( V = 2–10 \) as a function of \( Z_i \) exhibit oscillations due to peculiarities of the shell structure of atoms of the medium.
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Processes in Condensed Inert Gases
Involving Excess Electrons

E. B. Gordon and B. M. Smirnov

Abstract—Drift of an excess electron in dense and condensed inert gases in external electric field and excitation of atoms by electron impact in these systems are analyzed. The effective potential energy surface for an excess electron at a given electric field strength consists of wells and hills, and the actions of neighboring atoms are therefore separated by saddles of the potential energy. At such atomic densities that the difference of interaction potentials for an excess electron between neighboring wells and hills of the potential energy surface becomes small, the electron mobility is large. This is realized for heavy inert gases (Ar, Kr, Xe) with a negative scattering length of an electron on individual atoms. In these cases, the average potential energy of the electron interaction with atoms corresponds to attraction at low atomic densities and to repulsion at high densities. The transition from attraction to repulsion at moderate atomic densities leads to a maximum of the electron mobility. A gas model for electron drift in condensed inert gases is constructed on the basis of this character of interaction. Due to high electron mobility, condensed inert gases provide high efficiency of transformation of the electric field energy into the energy of emitting photons through drifting electrons. It is shown that, although the role of formation of autodetaching states in the course of electron drift is more important for condensed inert gases than for rare gases, this effect acts weakly on exciton production at optimal atomic densities. The parameters of a self-maintained electric discharge in condensed inert gases as a source of ultraviolet radiation are discussed from the standpoint of electron drift processes. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

The mobility \( K \) and drift velocity \( w \) of a free electron in gases is inversely proportional to the number density \( N \) of atoms, i.e., the quantities \( KN \) and \( wN \) in a gas are independent of its density. At high densities, this law is violated because of two reasons. First, electron scattering proceeds simultaneously on several atoms, and second, the interaction between atoms changes the atomic system, which affects the character of the electron interaction in this system. For inert gases, where atoms conserve their individuality in a condensed system, the behavior of an excess electron injected in a condensed gas is different depending on its sort. In light inert gases, He and Ne, an excess electron compels to displace the surrounding atoms. This structure change moves together with the electron, and, therefore, the electron effective mass is on the order of the atomic mass, and, hence, the reduced electron mobility \( KN \) in these condensed gases (He and Ne) is substantially lower than in gases.

As follows from experiments [1–15], different behavior of the reduced electron mobility occurs in heavy inert gases, Ar, Kr, and Xe. The electron effective mass in condensed heavy inert gases is on the order of the free electron mass, and as the atomic number density increases, the reduced mobility has a tendency to decrease; it experiences a sharp jump in a narrow range of the atomic number densities (see Fig. 1 for the case of xenon [7, 11]). Table 1 [16] demonstrates this behavior of the mobility of the excess electron. In Table 1, \( K_{\text{gas}} \) is the electron zero-field mobility in gases at room temperature, \( K_{\text{tr}} \) is the electron zero-field mobility at the triple point, and \( K_{\text{max}} \) is the maximum electron zero-

<table>
<thead>
<tr>
<th>Gases</th>
<th>( T_{\text{max}} ) (K)</th>
<th>( N_{\text{max}} ) (10^{22} \text{ cm}^{-3})</th>
<th>( K_{\text{max}} N_{\text{max}} ) (10^{24} \text{ cm} V s)^{-1} ([14])</th>
<th>( T_{\text{tr}} ) (K)</th>
<th>( N_{\text{liq}} ) (10^{22} \text{ cm}^{-3})</th>
<th>( K_{\text{gas}} N_{\text{liq}} ) (10^{24} \text{ cm} V s)^{-1} ([1–6, 8, 10, 14])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>155</td>
<td>1.2</td>
<td>22</td>
<td>85</td>
<td>2.1</td>
<td>10 ± 1</td>
</tr>
<tr>
<td>Kr</td>
<td>170</td>
<td>1.4</td>
<td>64</td>
<td>117</td>
<td>1.8</td>
<td>29 ± 5</td>
</tr>
<tr>
<td>Xe</td>
<td>223</td>
<td>1.2</td>
<td>72</td>
<td>163</td>
<td>1.4</td>
<td>28 ± 10</td>
</tr>
</tbody>
</table>

Table 1. Parameters of drift of an excess electron in rare gases

---
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field mobility for the liquid state. This table also contains the temperatures $T_{\text{max}}$ of the maximum electron mobility, the triple point temperatures $T_{\text{tr}}$, and the number densities of atoms $N_{\text{max}}, N_{\text{liq}}$ corresponding to these temperatures. We note that the difference in the electron mobilities for solid and liquid inert gases is not significant; i.e., high mobility of an excess electron cannot be explained by the order distribution of atoms. The quantity $V_0$ in Table 1 is the maximum difference of the electric potentials acting on the electron located inside and outside a condensed inert gas. It is energetically profitable for an excess electron to be located inside the inert gas, and the minimum of $V_0$ corresponds to the atomic number densities that are related to the maximum of the electron mobility. In addition, high mobility of an excess electron is observed only in a narrow range of atomic number densities, to be considered below. As follows from the data in Table 1, the maximum reduced mobilities of the excess electrons in inert gases, as well as the reduced mobilities at the triple point, significantly exceed those at gaseous densities. This difference is especially high for xenon, which is the main object of our consideration. In addition, the maximum reduced electron mobilities in inert gases exceed those in metals of high conductivity. Indeed, the reduced electron mobility $K_e N_a$ is equal to 2.9 and 3.1 in the units $10^{24}$ (cm V s)$^{-1}$ for copper and silver, respectively. We note that, because electrons are degenerate in these metals, a typical electron velocity near the Fermi surface is much greater than the thermal velocity of a free electron. Therefore, although the specific mobilities of an excess electron in condensed inert gases significantly exceed those in metals, the ratios of the electron free mean path to the distance between nearest atoms (or the lattice constant) have the same order of magnitude for both condensed inert gases and metals.

Some theories [17–21] explain the high mobility of an excess electron by the Ramsauer effect in electron scattering on an individual atom, but such approaches are just models because they are correct only for gases. Of course, the gaseous approach for the electron scattering is the simplest one, but it does not allow us to describe the electron behavior in a wide range of atomic number densities with a small number of fitting parameters. The high mobility of an excess electron in condensed inert gases has a fundamental meaning because it is evidence of a weak interaction between the electron and this matter at such densities. In what follows, we consider just this range of the atom number densities corresponding to high values of the electron mobility, and our task is to explain the nature of this phenomenon. Analyzing the properties of the total potential energy that acts on the electron from a condensed inert gas, we show that it varies, on average, from attraction to repulsion as the atomic number density increases. The maximum electron mobility corresponds to the transition from attraction to repulsion, and in what follows, we analyze the problem of drift of an excess electron in condensed inert gases from this standpoint.

The high mobility of excess electrons corresponds to a low resistance of condensed inert gases at such atom number densities if the excess electrons propagate in this matter under the action of an external electric field. When the electron energy reaches the threshold of atom excitation, it is consumed in the formation of excitons; in this range of atom number densities, formation of excitons by electron impact is an effective process. But formation of autodetachment states may affect the efficiency and rate of exciton formation in condensed inert gases. These autodetachment states are bound states of excited and excess electrons with a binding energy of about 0.4 eV [22]. Formation of autodetachment states of inert gas atoms impedes excitation of atoms, and we consider this problem below.

The high electron mobility in condensed inert gases has fundamental meaning and can be applied to transform the energy of an external electric field into the energy of photons in the vacuum ultraviolet (VUV) spectral range through excess electrons moving in condensed inert gases. This method, which requires the creation of a self-maintaining electric discharge in condensed inert gases, was suggested in [23, 24] and was then experimentally proved for xenon [25–27]. Because the excited inert gas atoms are characterized by a high excitation energy, such a method makes it possible to effectively convert the electric energy into...
radiation because elastic scattering of electrons is weak. This problem of energy conversion is analyzed in this paper in the context of the behavior of excess electrons in condensed inert gases.

2. INTERACTION OF AN EXCESS ELECTRON IN CONDENSED INERT GASES

A feature of condensed inert gases is the small binding energy between atoms in comparison with typical atomic energies. This implies that the interaction between neighboring atoms in solid and liquid inert gases is relatively small and allows us to use the similarity law for various parameters of dense and condensed inert gases [28]. The reason for this is that the parameters of inert gases are governed by pairwise interactions of atoms, and the pair interaction potentials are known for inert gas atoms with a high (several percent) accuracy [29–32]. The pair character of atom interaction makes it possible to express certain parameters of inert gases via the parameters of the interaction potential of two atoms and ensures validity of the scaling laws for various parameters of bulk inert gases. Representing the pair interaction potential of two atoms in the form of a potential well, we use two interaction parameters, the depth $D$ of this potential well and the equilibrium interatomic distance $R_e$ that corresponds to the minimum of the interaction potential. Table 2 gives some reduced parameters of heavy inert gases [28] and confirms the validity of the similarity law for them. Here, $a$ is the lattice constant, and all the inert gases have the face-centered cubic lattice; $T_r$ is the triple point temperature; $V_{liq}$ and $V_{sol}$ are the specific volumes per atom for the liquid and solid states, respectively, at the triple point; $\varepsilon_{sub}$ is the sublimation energy per atom for the crystal at the triple point; $\Delta H_{fus}$ is the fusion energy (the energy consumed in melting) per atom; $\Delta S_{fus}$ is the entropy jump per atom at melting; and $r_w$ is the Wigner–Seitz radius for the liquid state. As follows from Table 2, the reduced parameters are the same for different rare gases within the accuracy of several percent. Hence, the bound systems of inert gas atoms have a simple nature and can be treated as systems of classical bound atoms. We use this in the subsequent analysis.

Although scaling is not valid for an electron in condensed inert gases, it is convenient to express the reduced parameters of an excess electron, which allows us to compare the electron parameters with those for the interaction of atoms. The number densities $N_{sol}$ and $N_{liq}$ (where $N_{sol} = 1/V_{sol}$ and $N_{liq} = 1/V_{liq}$) in Table 3 correspond to the solid and liquid states of inert gases at the triple point, $N_{max}$ is the number density in Table 1 at which the zero-field electron mobility has a maximum, $N_0 = R_e^{-3}$, and $N_\ast = \sqrt[3]{2/(2\pi \bar{r})^3}$, where $\bar{r}$ is the mean radius of the valence electron in a given atom and the values of these radii are taken from [33–35]. Hence, $N_\ast$ is the number density of balls of radius $\bar{r}$ if these balls form a close-packed crystal lattice. In accordance with the Pauli exchange interaction, an excess electron cannot be located inside atoms, and, as follows from the data in Table 3, the excluded volume for the location of an excess electron is comparable to the total volume inside condensed inert gases at the triple point. As can be seen, the similarity law is not valid for $N_{sol}/N_0$. In addition, the ratio $N_{liq}/N_\ast$ grows as we transfer from Ar to Xe; this ratio expresses a typical part of space inside a liquid inert gas where an excess electron may not be located.

We now consider the problem of interaction of an excess electron inside a liquid inert gas from another standpoint, analyzing the behavior of the potential energy surface for this electron as the atom density.

### Table 2. Parameters of the interaction potential of two identical atoms of inert gases ($R_e$, $D$) and reduced parameters of condensed inert gases near the triple point [28]

<table>
<thead>
<tr>
<th></th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_e$, Å</td>
<td>3.76</td>
<td>4.01</td>
<td>4.36</td>
<td>–</td>
</tr>
<tr>
<td>$D$, K</td>
<td>143</td>
<td>200</td>
<td>278</td>
<td>–</td>
</tr>
<tr>
<td>$a$, Å</td>
<td>3.755</td>
<td>3.992</td>
<td>4.335</td>
<td>–</td>
</tr>
<tr>
<td>$a/R_e$</td>
<td>1.00</td>
<td>0.99</td>
<td>1.01</td>
<td>1.005 ± 0.013</td>
</tr>
<tr>
<td>$N_0 = R_e^{-3}$, $10^{22}$ cm$^{-3}$</td>
<td>1.88</td>
<td>1.55</td>
<td>1.21</td>
<td>–</td>
</tr>
<tr>
<td>$T_r/D$</td>
<td>0.587</td>
<td>0.578</td>
<td>0.570</td>
<td>0.579 ± 0.007</td>
</tr>
<tr>
<td>$p_eR_e^2/D$, $10^{-3}$</td>
<td>1.9</td>
<td>1.7</td>
<td>1.7</td>
<td>1.9 ± 0.2</td>
</tr>
<tr>
<td>$V_{liq}/R_e^3$</td>
<td>0.879</td>
<td>0.884</td>
<td>0.855</td>
<td>0.88 ± 0.02</td>
</tr>
<tr>
<td>$V_{sol}/R_e^3$</td>
<td>0.77</td>
<td>0.76</td>
<td>0.74</td>
<td>0.76 ± 0.01</td>
</tr>
<tr>
<td>$\varepsilon_{sub}/D$</td>
<td>6.5</td>
<td>6.7</td>
<td>6.7</td>
<td>6.5 ± 0.3</td>
</tr>
<tr>
<td>$\Delta H_{fus}/D$</td>
<td>0.990</td>
<td>0.980</td>
<td>0.977</td>
<td>0.98 ± 0.02</td>
</tr>
<tr>
<td>$\Delta S_{fus}$</td>
<td>1.69</td>
<td>1.70</td>
<td>1.71</td>
<td>1.68 ± 0.03</td>
</tr>
<tr>
<td>$r_w/R_e$</td>
<td>0.639</td>
<td>0.641</td>
<td>0.627</td>
<td>0.64 ± 0.01</td>
</tr>
</tbody>
</table>

### Table 3. Reduced parameters of an excess electron in condensed inert gases

<table>
<thead>
<tr>
<th></th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{sol}/N_0$</td>
<td>1.30</td>
<td>1.31</td>
<td>1.34</td>
</tr>
<tr>
<td>$N_{liq}/N_0$</td>
<td>1.13</td>
<td>1.13</td>
<td>1.17</td>
</tr>
<tr>
<td>$N_{max}/N_0$</td>
<td>0.68</td>
<td>0.90</td>
<td>0.99</td>
</tr>
<tr>
<td>$N_0/N_0$</td>
<td>2.05</td>
<td>1.54</td>
<td>1.38</td>
</tr>
<tr>
<td>$eV_d/\varepsilon_{sub}$</td>
<td>–3.8</td>
<td>–4.3</td>
<td>–4.9</td>
</tr>
</tbody>
</table>
increases starting from low values. At low atomic densities, when an electron is located in a gas, it interacts with individual atoms independently. In regions between atoms far from them, the interaction potential is zero and nonzero interaction occurs only near regions occupied by atoms. On the basis of the Fermi formula [36], the interaction potential between the electron and atoms can be represented as

\[ U(r) = \sum_i \frac{2\pi \hbar^2}{m_e} L \delta(r - R_i), \]

where, \( r \) is the electron coordinate, \( R_i \) is the coordinate of the \( i \)th atom, and \( L \) is the electron–atom scattering length. Because the scattering length is negative for Ar, Kr, and Xe, this interaction potential corresponds to attraction in regions where atoms are located. Therefore, the potential energy surface consists of regions inside atoms with a sharp electron repulsion, regions near each atom with electron attraction, and regions between atoms with zero interaction potential. The region between atoms with zero interaction potential shrinks as the number density of atoms increases, and when the distance between nearest neighbors is comparable with the electron orbit size, the potential energy surface takes the form of wells and saddles, which separate regions of individual atoms. This potential energy surface resembles that describing interaction of bound atoms in clusters [37, 38]. In reality, attraction corresponds only to an average interaction of an electron of zero energy with an individual atom in a gas, and it leads to a redshift of spectral lines emitted by excited atoms located in inert gases [39]. The exchange interaction of a test electron with electrons of the inert gas atoms is accompanied by repulsion if this electron penetrates an internal atom region occupied by other electrons. The volume of repulsion near each atom is approximately \( 1/N_s \), where the values of \( N_s \) are given in Table 3, and this implies that high electron mobility is absent at high gas pressures.

The interaction potential between a test electron and an individual inert gas atom can therefore be repulsion at small distances from the atom and attraction at longer distances, which are of the order of the electron scattering length. Correspondingly, the attraction in the region of location of individual atoms dominates in the interaction potential of a test electron with the system of inert gas atoms at low densities of atoms. Evidently, as the number density of atoms increases, the attraction part of the interaction potential disappears, and, therefore, there is an atomic density when an average interaction potential becomes zero. This atomic density corresponds to the transition from attraction to repulsion for the total interaction potential, and the mobility of slow electrons obtains a maximum, because a typical energy difference between wells or hills in the potential energy becomes minimal at such an atomic density.

This electron behavior is expected, however, if the electron scattering length on an individual atom is negative, i.e., for Ar, Kr, and Xe.

Thus, there is a strong repulsion of an excess electron in heavy inert gases near each core due to the exchange interaction with internal atomic electrons, and a test electron does not penetrate the atom because of the Pauli exclusion principle. Average electron interaction with an individual atom corresponds to attraction because of the negative electron–atom scattering length. At intermediate atomic densities, these interactions compensate each other, on average, and the electron mobility has a maximum at such densities. We are guided by the liquid state of condensed inert gases, because the order distribution of atoms is not important for the nature of this high electron mobility. Therefore, the electron mobilities for the solid and liquid states do not differ, in principle, but this mechanism of high electron mobility corresponds to a narrow density range, while high mobility of a solid inert gas can be observed in a wide range of atomic densities.

3. DRIFT AND MOBILITY OF AN EXCESS ELECTRON IN HEAVY INERT GASES

Guided by a range of high mobilities of an excess electron in condensed inert gases where the interaction of this electron with the environment is weak, we use a gas approach for electron scattering. Keeping in mind that the potential energy surface for an individual electron consists of wells and hills, and that hills separate the action of an individual core, we use the gaseous approach for electron scattering where each core is a scattering center for an excess electron. If the cross section for scattering on an individual core is small compared to the square atom size, we reduce the problem of electron motion inside a condensed inert gas to scattering on individual cores, as takes place in gases. We note that this model is valid only in the case of high electron mobility in a condensed system if the electron interaction with this system is weak.

In the case of electron motion in a gas, when a test electron is scattered subsequently on individual atoms, the zero-field electron mobility \( K_e \) is given by [40, 41]

\[ K_e = \frac{e}{3m_e} \left( \frac{d}{\nu^2 \frac{d\nu}{d\nu}} \right), \]

where \( m_e \) is the electron mass; \( \nu \) is the electron velocity; averaging is taken over the distribution of electrons with respect to velocities; \( \nu = N\sigma^* \) is the rate of the electron–atom scattering, with \( N \) being the atom number density; and \( \sigma^* \) is the diffusion cross section of the electron–atom elastic scattering. For simplicity, we consider below the case where the cross section is inde-
duce the critical number density of atoms $N_{\text{max}} = 1.2\times 10^{-15}\text{ cm}^2$ for liquid xenon). According to formula (4), the critical number density of the maximum electron mobility is

$$N_{\text{cr}} = \frac{3\sqrt{\pi}}{4(^*\sigma)^{3/2}},$$

and it is equal to $N_{\text{cr}} = 4\times 10^{21}\text{ cm}^{-3}$ for xenon. This is the transient gas–liquid number density for xenon.

We treat the density range of the maximum electron mobility in xenon on the basis of the gas model. Taking the maximum zero-field electron mobility from Table 1 ($K_e = 7.2\times 10^{23}\text{ (cm V s)}^{-1}$ at the atom number density $N_{\text{max}} = 1.2\times 10^{22}\text{ cm}^{-3}$), we obtain on the basis of formula (4) $\sigma^* = 1.4\times 10^{-18}\text{ cm}^2$, which is small in comparison with $\pi r_W^2 = 2.3\times 10^{-15}\text{ cm}^2$, and, hence, the gas model is applicable in this case. Thus, composing electron scattering in a condensed inert gas at the atomic density of the maximum electron mobility as a result of the electron interaction with small independent scatterers located on atom cores, we use formula (4) to find the diffusion cross sections for electron scattering $\sigma_{\text{max}}$ and $\sigma_{\text{tr}}$ that correspond to the atom number densities $N_{\text{max}}$ and $N_{\text{tr}}$ (see Table 1). These cross sections are given in Table 4 [16], where $a_a$ and $a_{\text{max}}$ are the distances between nearest neighbors at these atomic densities, and $\lambda_{\text{max}}$ and $\lambda_{\text{tr}}$ are the electron mean free paths for these densities. As can be seen, the gas approach is valid because the effective cross sections are relatively small, whereas the mean free paths for electrons are relatively large.

We consider the data in Table 1 from another standpoint, composing the potential energy surface for an excess electron in the form of wells and hills near each core if the well depth is relatively small. We take the interaction potential of the electron with each atomic center in the form

$$U(r) = -U_0\exp\left(-\frac{r^2}{a^2}\right), a \leq r_w,$$

where $r$ is the distance from the atom’s center, $a$ is the range of atomic forces, and $r_w$ is the Wigner–Seitz radius for the condensed system. The electron scattering on an individual center is weak if $U_0 \ll \varepsilon$, where $\varepsilon$ is the electron energy. We can then use perturbation theory for electron scattering (the Born approximation), and the differential cross section of the electron scattering on an individual center in the Born approximation for the interaction electron–core potential is [42]

$$d\sigma = \frac{\pi a^2}{4\left(\frac{m_e U_0 a^2}{h^2}\right)^2}\exp\left(-\frac{K^2 a^2}{2}\right)d\Omega,$$

where

$$K = 2q\sin(\theta/2)$$

is the variation of the electron wave vector as a result of scattering, $\theta$ is the scattering angle, $q$ is the initial electron wave vector, and

$$d\Omega = \pi d\cos\theta$$

is the solid angle element. From this, we have the diffusion cross section of elastic scattering on each scattered center, given by

$$\sigma^* = \pi^2 a^2 \frac{U_0^2}{16}\left(\frac{U_0}{\varepsilon}\right)^2.$$

This consideration is valid for $U_0 \ll \varepsilon$, i.e., in the range of parameters where the electron mobility is high in a condensed system. In the case of xenon at the atomic density of the maximum electron mobility, we obtain $U_0/\varepsilon = 0.05$ if $a = r_w$ in the interaction potential (6). Thus, from different standpoints, we find that the interaction of an excess electron with the environment is relatively weak at atomic densities where the electron

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\text{tr}}/\pi a_a^2$</td>
<td>0.012</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>$\sigma_{\text{max}}/\pi a_{\text{max}}^2$</td>
<td>0.004</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>$\lambda_{\text{tr}}/a_a$</td>
<td>65</td>
<td>150</td>
<td>170</td>
</tr>
<tr>
<td>$\lambda_{\text{max}}/a_{\text{max}}$</td>
<td>200</td>
<td>450</td>
<td>480</td>
</tr>
</tbody>
</table>
mobility has a maximum and the diffusion cross section of the electron at each core is also relatively small.

As follows from the above analysis, the gas model can be valid for the mobility of an excess electron in condensed inert gases in some range of atomic densities. This means that, in the case where we compose the potential energy surface for an individual electron inside a condensed inert gas in the form of wells and hills, the amplitude of the electron scattering on an individual well or hill is less than the distance between the nearest neighboring atoms. We can also use another criterion of the gas model validity: when the electron mean free path in a condensed inert gas is large compared to the distance between neighboring atoms. This allows us to use the gas model for electron scattering, according to which an electron is scattered independently on neighboring nonuniformities of the potential energy surface. This leads to the classical theory of electron kinetics in gases in an external electric field in this case of an excess electron in condensed inert gases. This theory was elaborated for kinetics of electrons in semiconductors and gases [44–50].

Although the criterion for the weakness of the interaction of an excess electron in condensed inert gases at high electron mobilities is fulfilled, as well as the criterion for the gas approach for propagation of an excess electron, the character of electron motion is in reality more complex. Indeed, due to the exchange interaction of an excess electron with atomic electrons, an excess electron cannot penetrate the atoms. Hence, if we consider electron scattering at atomic cores to be independent, the cross section of scattering at each core is on the order of the atomic radius squared, which significantly exceeds the values in Table 4 that follow from the mobility data. Therefore, a large mean free path for electrons inside liquid inert gases may be explained by collective effects in simultaneous electron scattering on several cores, and the above gas model has a qualitative character. Nevertheless, because of its simplicity, we use the above gas model for the electron scattering in liquid inert gases as a result of the interaction with independent scatterers.

4. EXCITATIONS IN CONDENSED INERT GASES INVOLVING EXCESS ELECTRONS

BY ELECTRONS DRIFTING IN AN EXTERNAL ELECTRIC FIELD

In analyzing the electron behavior in a gas of independent scatterers, we use the classical theory [44–50] of electron motion in gases under the action of an external electric field. The basis of this theory is the small change in electron energy when there is a significant change in the electron momentum as a result of elastic electron–atom scattering due to the small ratio of the electron and atomic masses. This allows us to expand the velocity distribution function of the electron \( f(v) \) over the spherical harmonics, and this distribution function has the form

\[
f(v) = f_0(v) + v_x f_1(v),
\]

where \( v_x \) is the electron velocity component along the electric field and \( v f_1(v) \ll f_0(v) \) according to the basic concept. Although the antisymmetric part of the distribution function \( f_1(v) \) is small, it is of importance because the electric field acts on electrons via this component of the distribution function. The set of equations for the distribution function in the case of only the elastic electron–atom scattering and in neglecting inelastic processes has the form (see, e.g., [51])

\[
a \frac{df_0}{dv} = -v f_1, \quad a \frac{d}{v^2} (v^3 f_1) = I_{ea}(f_0)
\]

in the stationary case, where \( a = eE/m_e, E \) is the electric field strength, \( v = N v \sigma(v) \) is the rate of electron collisions with atoms, and \( I_{ea}(f) \) is the electron–atom collision integral. This implies a general expression (2) for the electron mobility, where an average is taken over the spherical component \( f_0 \) of the distribution function.

We consider the simplest case where \( \sigma(v) \sim 1/v \) and the rate \( v \) is independent of \( v \). We then obtain the expressions

\[
f_0(v) \sim \exp\left(-\frac{\xi}{T_e}\right), \quad w = \frac{a E}{m_e v},
\]

\[
T_e = T + \frac{M a^2}{3 v^2},
\]

where \( \xi \) is the electron energy (which is to be used along with the electron velocity) and \( T \) is the gas temperature. We note that we ignore collisions between electrons and that the parameter \( T_e \) does not correspond to the definition of the electron temperature, but coincides with it in the expression for distribution function \((11)\). The drift velocity is proportional to the electric field strength, and this dependence is related to liquid xenon as long as inelastic collisions are weak [53]. Hence, this simple dependence \( \nu(v) \) describes the electron behavior in liquid xenon. On the contrary, the electron behavior in gaseous xenon is more complex because of a nonmonotonic velocity dependence for the electron–atom cross section due to the Ramsauer effect. Such a dependence leads to the maximum of the electron mobility as a function of the electric field strength [7], which also follows from detailed calculations [54] for gaseous xenon. Below, we use the simplest dependence \( \sigma(v) \sim 1/v \) for the analysis of electron kinetics in liquid xenon.

Also, taking into consideration excitation of atoms by electron impact and assuming that, above the excitation threshold \( \Delta \xi \), the electron loses the energy by atom excitation, we find that the distribution function is zero at the excitation threshold \( f_0(\Delta \xi) = 0 \). This gives the energy
distribution function \( f_0(\varepsilon) \) of an excess electron [55] in the form

\[
f_0(\varepsilon) = \begin{cases} 
C(\varphi_0(\varepsilon) - \varphi_0(\Delta\varepsilon)) & \varepsilon \leq \Delta\varepsilon, \\
0 & \varepsilon \geq \Delta\varepsilon,
\end{cases}
\]

where \( C \) is the normalization constant and \( \varphi_0(\varepsilon) \) is given by formula (11),

\[
\varphi_0(\varepsilon) = \exp\left(-\frac{\varepsilon}{T_e}\right).
\]

In the regime under consideration, the drift velocity is proportional to the electric field strength \( E \) even at high fields and the parameter \( T_e \sim E^2 \) at high fields, while the average electron energy is restricted by the value \((3/7)\Delta\varepsilon\) in the limit of high electric fields. In this regime, electrons acquire energy from the external field and lose it in elastic collisions with atoms. When an electron reaches the excitation energy \( \Delta\varepsilon \), a forming excited atom emits a photon. The electron energy becomes zero after atom excitation, and the process of the increase of the electron energy repeats. Therefore, the rate of atom excitation is determined by the flux in the energy space, and, on the basis of the indicated energy balance, we have the rate of atom excitation given by [16]

\[
\frac{dN_\#}{dt} = \frac{4}{3\sqrt{\pi} T_e} \frac{\Delta\varepsilon}{T_e} N_e \frac{m_e}{M} \nu \exp\left(-\frac{\Delta\varepsilon}{T_e}\right),
\]

where \( \nu \) is the typical excitation rate of atoms in collisions with a test electron. To obtain a more specific criterion, we analyze the other limiting case of slow atom excitation. The energy distribution function then has the form

\[
f_0(\varepsilon) = C\varphi_0(\varepsilon)
\]

and differs from that in formula (9) by the absence of decay of fast electrons in the excitation process. Correspondingly, the rate of the atom excitation is equal to [16, 41]

\[
\frac{dN_\#}{dt} = N_e N_\# k_q g_0 g_\# \exp\left(-\frac{\Delta\varepsilon}{T_e}\right),
\]

where \( k_q \) is the rate constant of quenching resonantly excited atoms by a slow electron, and \( g_0 \) and \( g_\# \) are the statistical weights of the ground and excited atomic states. We have used the principle of detailed balance between the excitation and inverse quenching processes [51, 56], which is convenient because the quenching rate constant is independent of the electron energy for a slow electron \((T_e \ll \Delta\varepsilon)\). The values of the quenching rate constants for resonantly excited atoms are the number density of excited atoms, \( N_\# \) is the number density of excess electrons, and \( \Delta\varepsilon \) is the excitation energy.

We now find the portion \( \gamma \) of the power acquired by the electrons from the external electric field and lost to atom excitation. We assume that the power acquired from the field is transformed below the excitation threshold mostly into the atom thermal energy as a result of elastic collisions between electrons and atoms, and this power per one electron is \( eEw \), where \( w \) is the electron drift velocity. From formula (14), we then have

\[
\gamma = \frac{\Delta\varepsilon}{eEw} \frac{\Delta\varepsilon}{N_e} \frac{m_e}{M} \nu \exp\left(-\frac{\Delta\varepsilon}{T_e}\right),
\]

where

\[
T_e = \frac{M^2}{3\nu^2} = \frac{Mw^2}{3}
\]

is the effective electron temperature. Figure 2 gives the dependence of the efficiency of atom excitation \( \gamma \) on the electron energy \( \varepsilon = 3T_e/2 \) under these conditions [16]. Formally, this expression has a maximum at \( T_e = 2\Delta\varepsilon/5 \), where \( \xi = 0.61 \), but because \( \varepsilon \leq 3\Delta\varepsilon/7 \), the above consideration is valid below this limit. It follows from (15) that the transformation efficiency \( \gamma \) is significant even at low values of \( T_e/\Delta\varepsilon \).

In this consideration, we implicitly use the criterion

\[
\nu_x > \frac{m_e}{M} \nu,
\]

where \( \nu_x \) is a typical excitation rate of atoms in collisions with a test electron. To obtain a more specific criterion, we analyze the other limiting case of slow atom excitation. The energy distribution function then has the form

\[
f_0(\varepsilon) = C\varphi_0(\varepsilon)
\]

and differs from that in formula (9) by the absence of decay of fast electrons in the excitation process. Correspondingly, the rate of the atom excitation is equal to [16, 41]

\[
\frac{dN_\#}{dt} = N_e N_\# k_q g_0 g_\# \exp\left(-\frac{\Delta\varepsilon}{T_e}\right),
\]

where

\[
T_e = \frac{M^2}{3\nu^2} = \frac{Mw^2}{3}
\]

is the effective electron temperature. Figure 2 gives the dependence of the efficiency of atom excitation \( \gamma \) on the electron energy \( \varepsilon = 3T_e/2 \) under these conditions [16]. Formally, this expression has a maximum at \( T_e = 2\Delta\varepsilon/5 \), where \( \xi = 0.61 \), but because \( \varepsilon \leq 3\Delta\varepsilon/7 \), the above consideration is valid below this limit. It follows from (15) that the transformation efficiency \( \gamma \) is significant even at low values of \( T_e/\Delta\varepsilon \).

In this consideration, we implicitly use the criterion

\[
\nu_x > \frac{m_e}{M} \nu,
\]

where \( \nu_x \) is a typical excitation rate of atoms in collisions with a test electron. To obtain a more specific criterion, we analyze the other limiting case of slow atom excitation. The energy distribution function then has the form

\[
f_0(\varepsilon) = C\varphi_0(\varepsilon)
\]

and differs from that in formula (9) by the absence of decay of fast electrons in the excitation process. Correspondingly, the rate of the atom excitation is equal to [16, 41]

\[
\frac{dN_\#}{dt} = N_e N_\# k_q g_0 g_\# \exp\left(-\frac{\Delta\varepsilon}{T_e}\right),
\]

where

\[
T_e = \frac{M^2}{3\nu^2} = \frac{Mw^2}{3}
\]
of inert gases are given in Table 5. We there give the values of $k_{el}$ for thermal collisions on the basis of the electron mobilities in gases according to the data in Table 1.

Comparing the excitation rates according to formulas (13) and (16), we find them to be simultaneously valid if the criterion

$$k_q > \frac{m_e (\Delta\epsilon)}{M T_e}^{3/2} k_{el}$$

is satisfied, where the rate constant of the elastic electron–atom scattering is introduced as $k_{el} = \nu / N_a$. Using the gas model for elastic scattering of electrons on atoms, we take the quenching rate constants for electron–atom collisions and radiative times of excited atoms in a condensed inert gas to be close to those in a gas, whereas the rate constants for the elastic electron scattering are much less in condensed state. This means that criterion (17) is even more valid for condensed inert gases than for their gaseous phase. In addition, this leads to a high efficiency of transformation of the electric field energy into excitations in electronic excitation for condensed inert gases.

We note [57] that, in spite of the simplicity of condensed inert gases as a system of bound atoms in the ground state (see Table 2), elementary excitations in this system—excitons—have a complex structure. One more peculiarity of excitons in condensed inert gases in comparison with excitations in a gaseous system is due to the interaction of an excited atom with the environment. In gases, excited atoms are formed as a result of the electron impact, and these excited atoms emit radiation. In condensed inert gases, an excited atom is transformed very fast into a diatomic excimer molecule and lives in such a form. Therefore, radiation of a condensed inert gas is characterized by a broad band for a quasimolecular exciton, and luminescence is redshifted in comparison with the spectral line of atom emission, and one can expect the luminescence quantum yield to be close to unity.

There are two types of quasimolecular excitons depending on the total spin of an excited electron and the core. Because the electron spin is zero for the ground state, the radiative time of an exciton with the total spin one is much greater than the radiative time of an exciton with zero total spin [58]. This fact is taken into account in the analysis of exciton kinetics.

5. ROLE OF AUTODETACHING STATES IN GENERATION OF EXCITONS

Because of weak electron–atom interaction in condensed inert gases for atomic densities of high electron mobility, an excess electron experiences a weak friction when it is drifting in an external electric field. Therefore, the efficiency is high for conversion of the electron energy obtained from the field into excitation of atoms. But this weak electron–matter interaction is the reason for the increased role of autodetaching states in the formation of excitons. We consider this problem in what follows.

Excitation and decay of autodetaching states in the course of motion of an excess electron in condensed inert gases proceeds according to the scheme

$$e + A \rightarrow (A^-)^{**},$$

where A is the inert gas atom. The parameters of autodetaching states $(A^-)^{**}$ of inert gas negative ions are analogous to those of $H^-(2s^2)$ [59], where the autodetaching state is placed about 0.4 eV lower than the atom excitation energy and the lifetime of these autodetaching states is approximately $10^{-13}$ s. Because the typical time of radiative decay of an ionic state via the emission of a UV photon is about $10^{-9} - 10^{-8}$ s, its probability of occurring during the decay of an autodetaching state is small. However, this process can be repeated, and the process of photon emission through channel (18) may be significant. If channel (18) is realized, the spectrum of radiation is characterized by longer wavelengths than that from A* but shorter than from $A^*_e$ [22].

Electron capture in an autodetaching state leads to an additional decrease in the electron distribution func-

---

**Table 5. Parameters of the lowest resonantly excited states of inert gas atoms [16, 56]**

<table>
<thead>
<tr>
<th>Atom (state)</th>
<th>$\Delta\epsilon$, eV</th>
<th>$J^*$, eV</th>
<th>$\tau$, ns</th>
<th>$k_q$, $10^{-9}$ cm$^3$/s</th>
<th>$1/k_q\tau$, $10^{16}$ cm$^{-3}$</th>
<th>$k_{el}$, $10^{-8}$ cm$^3$/s</th>
<th>$k_{el}$, $10^{-14}$ cm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar (1$s_2$)</td>
<td>11.62</td>
<td>4.14</td>
<td>10</td>
<td>0.82</td>
<td>12</td>
<td>0.15</td>
<td>2.0</td>
</tr>
<tr>
<td>Ar (1$s_4$)</td>
<td>11.83</td>
<td>3.93</td>
<td>2</td>
<td>3.9</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kr (1$s_2$)</td>
<td>10.03</td>
<td>3.97</td>
<td>3.5</td>
<td>3.9</td>
<td>7.3</td>
<td>2.8</td>
<td>18</td>
</tr>
<tr>
<td>Kr (1$s_4$)</td>
<td>10.64</td>
<td>3.36</td>
<td>3.2</td>
<td>3.5</td>
<td>8.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xe (1$s_2$)</td>
<td>8.44</td>
<td>3.69</td>
<td>3.6</td>
<td>7.0</td>
<td>4.0</td>
<td>10</td>
<td>43</td>
</tr>
<tr>
<td>Xe (1$s_4$)</td>
<td>9.57</td>
<td>3.43</td>
<td>3.5</td>
<td>4.6</td>
<td>6.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
tion, and the capture cross section $\sigma_{\text{res}}$ is given by the Breit–Wigner formula [42]

$$
\sigma_{\text{res}} = \frac{\pi \hbar^2}{2 m_e \varepsilon (\varepsilon - \varepsilon_{\text{res}})^2 + \Gamma^2/4}.
$$

(19)

where $\Gamma$ is the width of the autodetaching level and $\varepsilon_{\text{res}}$ is the electron energy for this resonance. We first determine formally a decrease in the energy distribution function of electrons, considering electron capture on the autodetaching level as the elastic electron scattering. We can then represent the cross section of the electron–atom elastic scattering as the sum of two parts,

$$
\sigma = \sigma_0 + \sigma_{\text{res}},
$$

(20)

where $\sigma_0$ smoothly depends on the electron energy and $\sigma_{\text{res}}$ is the resonant part of the elastic cross section. Restricting ourselves to the Druyvesteyn case of the electron distribution function [44], where the typical electron energy significantly exceeds the thermal energy of atoms, we find that, instead of formula (12), the distribution function is given by

$$
\varphi_0(\varepsilon) = \exp\left(-\int d\varepsilon \left(\frac{Ma^2}{3\varepsilon^2}\right)^{1/2}\right).
$$

(21)

If we assume the rate of elastic electron–atom scattering to be independent of the electron energy, formula (19) transforms to formula (12) when the resonant part of electron scattering is neglected.

The character of the electron interaction with an autodetaching state consists in the electron capture on this level and in the subsequent decay of the resonance level, which can lead to a change in the direction of the electron velocity. Thus, the capture of an electron on the resonance level is similar to elastic scattering of the electron with a change in the direction of its motion. Assuming that $\sigma_{\text{res}} \gg \sigma_0$ at the resonance, we find that formation of the autodetaching state under the above consideration leads to a jump in the exponent (19), and this jump is equal to

$$
\xi = \int d\varepsilon \left(\frac{Ma^2}{3\varepsilon_{\text{res}}^2}\right)^{1/2},
$$

(22)

where $\nu_{\text{res}} = N\nu\sigma_{\text{res}},$ which implies that, above the resonance, the distribution function acquires the factor $\exp(-\xi)$. This means that distribution function (13) transforms into

$$
\varphi_0(\varepsilon) = \exp\left(-\frac{\varepsilon}{T_e}\right), \quad \varepsilon < \varepsilon_{\text{res}},
$$

$$
\varphi_0(\varepsilon) = \exp\left(-\frac{\varepsilon}{T_e} - \xi\right), \quad \varepsilon > \varepsilon_{\text{res}}.
$$

Under the assumption that the rate $\nu$ of the electron–atom scattering is independent of $\varepsilon$, the exponent is given by

$$
\xi = \int \frac{3d\varepsilon}{Ma^2}(N\nu\sigma_{\text{res}})^2 = \frac{3\pi\Gamma}{4Ma^2}(Nk_{\text{res}})^2,
$$

(23)

where

$$
k_{\text{res}} = \frac{4\pi\hbar^2}{\nu_{\text{res}}}, \quad \nu_{\text{res}} = \frac{2\varepsilon_{\text{res}}}{m_e}
$$

(24)

In particular, for $\sigma_{\text{res}} = 8$ eV (xenon), we obtain $k_{\text{res}} = 1.4 \times 10^{-7}$ cm$^3$/s and this estimate is valid for both gaseous and condensed states when the gas model is applicable.

Thus, the role of the autodetaching level in electron kinetics is governed by exponent (23). Taking $k_{\text{el}} = \nu/N_{\text{el}},$ where $k_{\text{el}}$ is the rate constant of the elastic electron–atom scattering aside the resonance, we obtain

$$
\xi = \frac{\pi\Gamma}{4T_e}\left(\frac{k_{\text{res}}}{k_{\text{el}}}\right)^2.
$$

(25)

Using formula (25) for the estimate in gaseous and condensed xenon, we take $\Gamma \approx 0.01$ eV, $T_e \approx 3$ eV, $\sigma_{\text{res}} \approx 8$ eV, and the value of $k_{\text{el}}$ from Table 5. This gives $\xi = 0.005$ for gaseous xenon; i.e., autodetaching states do not affect the electron distribution function there. Applying the gas model to condensed xenon, we can evaluate the rate constant of the electron–atom scattering from the known zero-field mobility of electrons as $k_{\text{el}} = 2.4 \times 10^{-11}$ cm$^3$/s at the number density corresponding to the mobility maximum. Substituting this small rate constant in (25), we obtain $\xi \approx 10^5$. Thus, as supposed in [22], formation of autodetaching states is not essential for excitation of atoms in gases even at high atomic densities. However, it may be important in condensed inert gases at densities where the electron mobility is high.

The autodetaching states are of importance in electron kinetics and atom excitation if $\xi \gg 1$; we determine this limit below. The probability $d\nu(\varepsilon)$ of the electron energy being in a range from $\varepsilon$ to $\varepsilon + d\varepsilon$ after the decay of an autodetaching state according to formula (19) is given by

$$
d\nu = \frac{ds}{\pi(1 + s^2)}, \quad s = \frac{2(\varepsilon - \varepsilon_{\text{res}})}{\Gamma}.
$$

(26)

We suppose that autodetaching is not essential if $\sigma_{\text{res}} \leq \sigma_0$, i.e., if

$$
s^2 \geq s_0^2 = \frac{2\pi\hbar^2}{m_e\varepsilon_{\text{res}}\sigma_0},
$$

(27)

and the probability $w$ that $s \geq s_0$, when the autodetach-
ing state can be ignored, is equal to

$$w = \int_{s_0}^{\infty} dw = \frac{1}{\pi s_0}. \quad (28)$$

In particular, for xenon at the atomic number density of the maximum electron mobility, we have $s_0 = 14$. The presence of an autodetaching state therefore acts as a barrier in the kinetics of electrons in the space of electron energy. In the case of xenon, the probability of passing through this barrier is approximately 0.02. Of course, this decreases the efficiency of transformation of the energy of the external electric field into the energy of emitting photons through electrons that excite atoms in condensed inert gases.

This effect decreases the efficiency $\gamma$ of transformation of the electric field energy into the energy of VUV photons because it leads to a drop in the distribution function. However, in the limit

$$T_e \gg \Delta \varepsilon - \varepsilon_{\text{res}}, \quad (29)$$

this influence on the efficiency coefficient $\gamma$ is small if the criterion

$$w k_q \ll \frac{m_e (\Delta \varepsilon / T_e)^{3/2}}{M T_e} \quad (30)$$

is satisfied instead of criterion (17). Indeed, because $\Delta \varepsilon - \varepsilon_{\text{res}} = 0.4$ eV, criterion (29) is valid if the efficiency $\gamma$ is not small. Next, both the influence of electron capture in the autodetaching state and the atom excitation lead to a decrease of the distribution function, but because these effects are not separated, all the fast electrons lose their energy for the excitation of atoms due to criterion (30). Thus, although autodetaching states affect the efficiency of exciton production by drifting the excess electrons in condensed inert gases, this is evidently inessential at optimal atomic densities. An indirect confirmation of this is the efficiency of 18% for conversion of the electric energy into VUV radiation that is observed in solid xenon [26, 27]. Formula (15) gives this value at $T_e = 2.5$ eV ($\Delta \varepsilon / T_e = 3.2$).

Because of high efficiency, it is advantageous to create a self-maintaining electric discharge in condensed inert gases for generation of VUV photons, as suggested in [23, 24]. Such an emission was observed in liquid xenon [25] in the form of a broad line near the central wavelength of 175 nm, when electrons were transported from a cold field-emission cathode at moderate electric field strengths. Generation of VUV photons in solid xenon was achieved in experiments [26, 27]. As follows from the above analysis, the energy distribution function of the excess electrons is zero at electron energies above the excitation threshold, and, hence, the direct ionization of atoms by electron impact is impossible in condensed inert gases. In addition, the number density of the excess electrons is relatively small, and stepwise ionization does not proceed in condensed inert gases. Therefore, to support a discharge, ionization processes are required outside a condensed inert gas. In particular, within the framework of the experimental scheme of [26, 27], a photocathode is placed near solid xenon and secondary electrons form as a result of absorption of VUV photons by the photocathode. A gap filled with gaseous xenon makes it possible to avoid the self-diffusion effect that decreases by several orders of magnitude the probability of an electron entering a media in the case of a photocathode in direct contact with condensed matter [60]. In solid xenon 1 mm thick at an electric tension of 1 kV, approximately 20 photons may be formed per one electron. As a result, a self-maintaining discharge is created in this scheme.

We now make some evaluations for this scheme with a layer of condensed xenon and a layer of gaseous xenon that are governed separately because of using a grid. For definiteness, we take xenon at the triple point, such that the temperature is equal to 163 K and the pressure of gaseous xenon is 0.8 atm, which corresponds to the number density of xenon atoms approximately $4 \times 10^{19}$ cm$^{-3}$. Taking the characteristic energy in liquid xenon about 3 eV, which provides an efficiency of conversion of the electric energy into VUV radiation of about 20%, we obtain the electric field strength for liquid xenon approximately 100 V/cm. After passing the liquid layer, each electron creates five VUV photons per centimeter of its path. The drift velocity of electrons in liquid xenon is $2 \times 10^5$ cm/s under these conditions. In the gaseous layer, an average energy of 2 eV is attained at a reduced electric field strength of $E/N = 1$ Td [54], which corresponds to 400 V/cm. We note that the number $k$ of electrons forming per electron in a condensed inert gas is equal to

$$k = \frac{\gamma E l}{\Delta \varepsilon^2} \quad (31)$$

where $l$ is the layer thickness. Therefore, it is advantageous to increase the electric field strength in a layer of a condensed inert gas. This is not valid for a gaseous layer, because, along with excitation processes, direct ionization of atoms by electron impact proceeds, which restricts both the layer thickness and the electric field strength. The total electric current density is limited by heat transport processes, and this value is measured in $\mu$A/cm$^2$.

On the basis of the experience of experimental study [25–27] and from the above analysis, one can simplify the scheme of a self-maintaining electric discharge in a condensed inert gas and improve the discharge parameters if the electric discharge is a generator of VUV radiation. First, a CsI photocathode is useful for this goal, because its efficiency for the electron emission is almost three orders of magnitude higher at $\lambda = 172$ nm than that for a zinc photocathode [60] that was used in experiments [26, 27]. Second, it is convenient to apply an alternating voltage to a layer from condensed inert gases. In this manner, using a suitable frequency of the
electric field \((f = 1\, \text{MHz})\), one can increase the path that an electron passes in a layer. As a result, in a layer with a thickness of several millimeters, an electron traverses a path of several meters. Next, due to the increase in the electron lifetime in a discharge, stepwise ionization processes may be important, increasing the electron number density. This makes it possible to improve the parameters of a self-maintaining electric discharge.

6. CONCLUSIONS

High electron mobility is observed in heavy condensed inert gases (Ar, Kr, Xe) in a narrow range of atomic densities. The widespread explanation of this effect [17–21] by the Ramsauer effect in the electron scattering on an individual atom is not correct because of the large distance of the electron–atom scattering in comparison with the distance between neighboring atoms at these atomic densities. We have shown that the nature of high electron mobility is connected to the transition from an attracting interaction potential to a repulsing one between an excess electron and an atom ensemble. High electron mobility is accompanied by weak electron interaction with atoms of a condensed inert gas, which allows us to use a gas model for electron scattering inside this system. In reality, electron scattering in condensed inert gases is not reduced to scattering on individual cores, i.e., collective effects are important in these processes. Therefore, a quantitative description is used in experimental results, and the parameters corresponding to the electron mobility maximum do not admit similarity law for different inert gases. In addition, the analysis of electron kinetics in condensed inert gases in external fields shows that the processes of formation of autodetaching states lead to a decrease in the electron energy distribution function with increasing electron energy. Nevertheless, formation of autodetaching states may be not essential for the transformation of the electric field energy into vacuum ultraviolet radiation if a condensed inert gas is transparent to electron drift.

The results of this analysis can be used for creating a self-maintaining electric discharge in condensed inert gases to generate ultraviolet radiation. The basis for this is the existing versions of such a discharge [25–27] together with the above analysis of the nature of processes involving electrons. This allows us to take the next step in constructing a new version of self-maintaining electric discharge in condensed inert gases.
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Abstract—The process of cumulation of the dynamic order parameters \((E/N\) and \(n_e/N\)) in dissipative structures of a gas-discharge plasma is simulated using the model of ambipolar drift and ionization. The model is applicable for explaining the onset of electric energy cumulation (for \(E^2/8\pi \gg H^2/8\pi\)) at the periphery of electric arcs; beaded, ball, and streak lightning; cathode spots; and other spherical, cylindrical, conical, and planar dissipative plasma structures, viz., the plasmoids previously observed in “enigmatic” phenomena and in experiments with nonequilibrium gas-discharge plasmas. It is shown that, in contrast to Turing regular dissipative structures (1952), the nonlinear profiles of the dynamic order parameters in cumulative–dissipative structures (Vysikailo, 1996) are described not by diffusion processes, but by convective processes of ambipolar drift focusing the electric field density \((E^2/8\pi)\). © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

The methods for the obtaining and prolonged confinement of extremal states of matter are being intensely studied. The knowledge of such states is essential, for example, for developing new technologies and for synthesizing new materials. The study of Coulomb cumulators (i.e., dissipative plasma structures in which cumulation of energy, mass, and electric field occurs in charged focused mass flows) as the most powerful attractors in connection with focusing electric forces for \(E^2/8\pi \gg H^2/8\pi\) is essential.

The role of cumulation is apparently decisive in processes of energy and mass transfer through the interface between different media (with different phase and other states). It is for this reason that cathode and anode spots are formed at the metal–gas, metal–liquid, and other interfaces. In dissipative structures self-formed at the interfaces between different media, the corresponding cumulative processes responsible for a peculiar geometry of transition layers take place. These layers focus the energy and mass flows. Such a structural (anisotropic) activation of media renders the characteristics (dynamic order parameter) closer. This constitutes the goal of formation of cumulative–dissipative structures (plasma electrode spots) in the media. Dynamic plasma structures (cathode spots, lightning, and arcs) are plasmodynamic analogs of hydro- and gasdynamic regular systems such as a sandstorm, tornado, hurricane, drain, gully, swirl, etc. (see Figs. 1–3).

Fig. 1. Evolution of the width of a cylindrical self-focused discharge with increasing current (from left to right); positive column (a), Faraday dark space (b), and cathode glow and its reflection in a mirror-polished copper cathode (c).
In the absence of a cathode spot, the conductivity of the medium is negligibly small (for a current density of \(10^{-10} \text{ A cm}^{-2}\)), while the density of the strongest current in the spot can attain a value of \(10^9 \text{ A cm}^{-2}\) [1]. The cumulation coefficient \(\lambda\) for current density \((j)\) in the spot relative to a nonactivated and nonstructured medium can be as high as \(\lambda_j = j/j_0 = 10^{18}\). What processes are responsible for such cumulation? It appeared that this effect confirms the decisive role of microexplosions of cathode regions, viz., explosive emission of electrons [1]. In accordance with the theory of electons (portions of electrons from cathode spots), the reason for microexplosions is Joule heating of microparts (inhomogeneities of the cathode). Then why is a cathode spot with a normal current density formed on a mirror-finished electrode (see Fig. 1 from [2])? The effect apparently cannot be explained only by the tip geometry and Joule heating. Joule heating and the explosion of a cathode region are rather consequences of current density cumulation that the reason for this effect. How can we explain the processes of temporal and spatial proportionality in all dissipative plasma structures? The proportionality for cathode spots in space and time has been established experimentally by Kesaev [3]. The “reciprocal” displacement of a cathode spot in a transverse magnetic field (Stark, 1903) remains enigmatic both in the one-dimensional classical model and in the ecton theory [1]. This effect discovered by Stark clearly showed that the cathode spot plasma contains electrons moving not only to the positive, but also to the negative electrode (cathode). (It is these electrons that determine the displacement of the cathode spot as an integral dissipative plasma structure (plasmoid) and not a cumulative jet (high-energy electron beam directed to the anode).) The nearly spherical geometry of the cathode spot and the geometry of the Faraday dark space, coinciding with the hourglass geometry or with the classical Laval nozzle geometry remain unclear (see Figs. 1, 3).

The electric field cumulation and the corresponding focusing of energy and mass flows in dissipative plasma structures (including cathode spots) have been investigated insufficiently. In accordance with the propositions formulated by the author in [4], all dissipative structures cumulate energy–mass flows, forming the regions of focusing or attraction (attractors) in the bulk. In these extended cumulative structures, the type of elements of flows being focused changes under the action of the self-focusing field. The specific energy received from an external force or energy field is enhanced and redistributed in attractors and new degrees of freedom are excited in the medium. Only after this do the energy–mass flows dissipate to the surroundings in a new form. The flows activated in cumulators of dissipative structures are anisotropic and ordered.

In simulating experimental observations for elevated gas pressures under the condition \(E^2/8\pi > H^2/8\pi\), where \(E\) and \(H\) are the electric and magnetic field strength, transitions layers or lenses focusing the electric field and the corresponding flows of charged particles will appear only if the ambipolar drift is taken into consideration. The ambipolar drift leading to focusing effects of this type under elevated gas pressures, when the role of diffusion is small, was disregarded in the models considered earlier [5, 6].

In 1970s, Prigogine used the term dissipative structures as applied to the energy–mass flows ordered by an external force into structures. At present, brilliant examples of chemical dissipative structures breaking spatial symmetry are known. These are Turing structures, in memory of A. Turing, who was the first to put forth (in 1952) the hypothesis that the interaction
between nonlinear chemical reactions and diffusion may lead to the formation of ordered spatial structures differing in the concentrations of reagents [7]. Numerical simulations performed on the basis of a brusselator (a very simple model of chemical reactions, which satisfies all the requirements necessary to the formation of dissipative structures) makes it possible to trace the transition from a spatially homogeneous system to spatially structured states upon a deviation of the system from thermodynamic equilibrium and the emergence of various alternating geometric structures, each of which possesses a quite definite dynamic stability and spatial symmetry.

Cathode spots, as well as Turing structures, may organize regular structures [3, 8]. In regular dissipative systems of cathode spots, elements of dissipative structures (individual spots) are arranged at equal or nonlinearly ordered distances [8]. Nonlinearities in transfer processes, as well as in sources and sinks of charged particles (in particular, the difference in the electric field dependences of the mobilities of electrons and ions and the internal electric field which prevents charge separation), lead to ambipolar drift via which various phases are formed and matched in a regular system. Transient profiles between different phase states of the medium under elevated pressures $P > 10$ torr and $n_e \sim 10^{10}$ cm$^{-3}$ are described by ambipolar drift. Its velocity is similar to that of the velocity of sound.

It was proposed in [4, 9–11] that systems of dissipative structures forming a single entity be referred to as dissipative crystals. Publication [12], in which the concepts of quasi-crystals and turbulent crystals were introduced for ordered flows in liquids, is also worth mentioning. The structurization of the medium in such systems ensures geometrical focusing (cumulation) of energy–mass flows in definite directions. This process is associated with self-formation of transition layers filtering, discriminating, selecting, ordering, and focusing the energy, momentum, and mass flows (such layers play the role of semi-penetrable membranes, walls, etc.) as well as cumulative jets (channels subdivided into stings and jets). In these layers and cumulative jets, cumulation of not only flows, but also of reduced force field takes place (in a gas-discharge plasma, this is the parameter $E/N$, where $N$ is the density of the gas). In real focusing processes, cumulation with the spherical, cylindrical, and planar symmetry can take place.

Accordingly, several types of symmetry can be distinguished in attractive structures and their cumulative–dissipative regular systems formed by dissipative structures in a plasma (see Fig. 2). Several varieties of structural or cumulative thermal conductivity, electrical conductivity, etc., are also possible. For example, a layered structural cumulative conductivity arises in plasmas, which is manifested in the form of glowing strata parallel to plane electrodes. An arc, lightning, or a linear crack in a metal appears in the case of cylindrical cumulation. Cylindrical cumulation in lightning facilitates the formation of a cumulative “enigmatic” jet of electrons with an energy of several mega-electronvolts, which propagates continuously or in pulses in front of a glowing cumulative-dissipative regular linear system with $L \gg r$, where $L$ and $r$ are the longitudinal and radial dimensions [13]. In the approach proposed here, a cathode spot is a spherical cumulator. In a hydrogen discharge plasma, the author and Shashkov observed cumulation of the cup-in-cup type, where bright cylindrical layers were parallel to one another with the axis perpendicular to plane electrodes.

Focusing (attractive) structures with various types of symmetry form complex geometrical cascades (see Fig. 3).

In plasma-type (charged) cumulators, the collapse of energy–mass flows may result in the penetration of the Coulomb barrier by nuclei; i.e., “cold” transmutation of nuclei as a result of globally local resonances can take place in cumulative-dissipative systems.

The importance of studying extended cumulative Coulomb dissipative structures (collapsing energy–mass flows) and their cumulative–dissipative regular systems, as well as profiles of dynamic order parameters and their discontinuities playing the role of channels, membranes, and potential walls in such systems, becomes obvious and the practical value of investigations in this field may turn out to be unlimited.

2. FORMULATION OF THE PROBLEM

Comprehensive numerical simulation of dynamic self-consistency of all processes associated with passage of current in the formation of the geometry of a cathode spot, Faraday dark space, anode region, and cumulative jets from the cathode, which participate in the formation of these objects, remains an extremely cumbersome and complicated three-dimensional non-stationary problem that has not been correctly formulated and solved so far. For this reason, it is expedient to study simple one-dimensional models of discharge elements possessing a certain spatial symmetry according to the results of experimental observations, which, however, help to clarify the role of ambipolar drift in cumulation of the electric field.

Here, we will study planar as well as spherically and cylindrically symmetric stationary cumulation of the dynamic order parameters ($E/N$ and $n_e/N$) in plasmoids, which is associated with ambipolar drift (convective ambipolar flows arising due to nonlinearities in transport processes) [2, 14–22]. The model proposed here can be used for describing the processes of the formation of transition layers or focusing membranes in a cathode spot having the visually observed shape of a hemisphere or cone. The electron and ion current are focussed precisely on this spot in structurally different ways (since electrons and ions...
move in opposite directions). As current collapse progresses, a new state of the plasma with a normal current density is formed, which is visualized differently (in the form of a bright glow) [4]. Formally, it is assumed that the electron current from the cumulation center is connected by a narrow high-conductivity cumulative jet (defocusing cumulative electron jet) to the positive column (see the diagram in Fig. 2 and Fig. 1). The geometrical size $r$ of the jet is related to the part $R$ of the cathode spot accumulating electrons via the current conservation law. The jet, together with recombination processes and ambipolar drift, determines the geometry of the Faraday dark space [4]. The cathode spot openness parameter for electrons is $\chi \sim (r/R)^2$. In solving problems with radial cumulation, the size of the string (transformed into a jet) can be disregarded as compared to the radial size of the self-formed plasmoid ($\chi \ll 1$). In the region of the electron jet at the cathode spot, an ion flow focusing element is formed. The characteristic size of this quasi-neutral region will be obtained analytically in this study. The process of mutual focusing of the electron and ion flows in this region leads to the formation of a compact (self-focusing) cathode spot.

The production of electrons and ions in the region with appreciable radial fields is ensured by direct ionization; at the periphery of the structure, the UV preionization of impurities probably plays an important role. Cumulation of profiles in the region of radial fields in the proposed model is determined by ambipolar drift of the plasma due to different electric field dependences of the electron and ion mobilities [2, 14–22] and a sharp (exponential) electric field dependence of the ionization rate. The model of a high-conductivity cumulative string was formulated for the first time in 1996 in [17], where the corresponding estimates were given in the ambipolar drift-diffusion approximation. This model differs from conventional 2D models in the boundary conditions at the center of the structure being simulated. (In conventional models, e.g., with cylindrical symmetry, the condition leading to the Bessel or diffusion profiles of the dynamic order parameter at the center of the structure is imposed, while the model proposed here accounts for possible unlimited cumulation of energy and mass flows and the dynamic order parameter to the cumulation center.) Let us consider the emergence of cumulation of the dynamic order parameter in detail. We proceed from the basic kinetic concepts using the Boltzmann equations for a system of charged particles in a gas-discharge plasma.

The complete system of Maxwell equations and the kinetic transport equations for electrons and ions in the bulk of a simple gas-discharge plasma at a large distance from the electrodes (and, hence, without a number of familiar problems associated with the boundary conditions at the cathode) are usually solved in perturbation theory disregarding displacement currents (see, for example, [14]). The following ratios play the role of small dimensionless parameters: $l_j/L, l_e/L, \omega \sigma_m, \mu_i/\mu_e$, and $j_j/j_e \ll 1$. Here, $L$ is the characteristic size and $\omega$ is the characteristic frequency of inhomogeneities under investigation; $E_j = eE/eE$ is the energy length over which electrons acquire the characteristic energy $E_e$, $I_E = E/(4\pi n_i)$ is the vectored length of variation of the electric field strength $E$; $e$ is the electron charge, $\tau_m = 1/(4\pi n_i \mu_e)$ is the Maxwell time; and $\mu_i, j_j, \mu_e, j_e$ are the mobilities and current densities for electrons and ions, respectively. The vectored characteristic length of variation of the electric field strength is determined by the concentration of electrons [18] and not ions, as erroneously assumed in [19]. Under definite conditions (in the regions where the neutrality is noticeably violated), this inaccuracy leads to an analytic errors of several orders of magnitude in the size of the Coulomb structure or its transient profiles. We apply the terms “Coulomb structure” or “Coulomb cumulator” to a dissipative structure in a gas-discharge plasma, in which the electric field is focused and the role of the magnetic field in this case is insignificant.

3. ANALYTIC MODELS AND NUMERICAL CALCULATIONS

In stationary and quasi-stationary plasmoids (in which displacement currents can be neglected and the plasma consists of electrons and one species of ions), the profile dynamics of the dynamic order parameters ($E/N$ and $n_i/N$) can be reduced to a single nonlinear Burgers-type equation [14, 18, 20]

$$\frac{\partial n_e}{\partial t} - \frac{\partial E}{\partial t} \cdot \nabla n_e + \Gamma_0 \cdot \nabla \left( \eta \frac{\mu_i}{\mu_e} \right) - \nabla ((D_i + D_e) \nabla n_e) = Q_k,$$

where

$$D_a = \frac{\mu_e D_i + \mu_i D_e}{\mu_e + \mu_i}, \quad D_e = \mu_i E \cdot I_E,$$

$D_i, D_e, \mu_i,$ and $\mu_e$ are the diffusion coefficients and mobilities of ions and electrons, $\Gamma_i$ and $\Gamma_e$ are the fluxes of these quantities, and $\Gamma_0 = j_j/e, j_j$ being the preset current density. The condition $\Gamma_0 = \Gamma_i + \Gamma_e = \text{const}$ determines the relation between the electric field strength and the electron concentration, while the quantity $Q_k$ describes the creation and annihilation of electrons. In the proposed model, it is the product $\Gamma_0 \cdot \nabla (\mu_i/\mu_e)$ that determines the ambipolar drift convective focusing of the electric field or the entrainment of the plasma profiles by ambipolar drift. This term differs from zero if the field dependences of the mobilities of electrons and ions are different; in this way, nonlinearity in transport processes occurring in a heterogeneous plasmoid is manifested.

Ambipolar drift (and, hence, convective focusing) may be due to nonuniform and nonstationary form of the electron distribution function in sources and sinks.
Equation (2) makes it possible to numerically calculate the coefficients of quasi-neutral cumulation of the electron (and ion) concentration and the reduced electric field strength \(\gamma(r) = E/N \times 10^{17} \text{Td}^{-1}\) as functions of \(r\). It should be noted that the effective coefficient \(\beta\) of recombination of electrons with ions sharply decreases for \(\gamma(r) > 40\), which enables us to disregard recombination in the region of stationary quasi-neutral cumulation of parameter \(\gamma\). If we represent the drift velocities of electrons and ions in the form \(\mu, E = C\gamma^a\) and \(\mu, E = B\gamma\) (where \(C = \text{const} \) and \(B = \text{const}\)), we can analytically derive from Eq. (2) the reduced field profile \(\gamma(r)\) in the quasi-neutral approximation:

\[
\gamma(r) = \frac{1}{A} \ln \left[ \frac{\exp(-A\gamma(0)) + AV_0(r-r_0)}{B(1-\alpha)} \right] .
\]

It can be seen from this relation that, for

\[
r_1 = r_0 - \frac{B(1-\alpha)}{AV_0\exp(A\gamma(0))},
\]

the value of \(\gamma(r_1) = \infty\). The size of the region of transition from \(\gamma(0)\) to \(\gamma(r_1) = \infty\),

\[
r_v = \frac{B(1-\alpha)}{AV_0\exp(A\gamma(0))},
\]

is determined by the ion mobility (parameter \(B\)), the index \((1-\alpha)\) of nonlinearity of drift flows of electrons and ions relative to each other, the strength of the electric field dependence of the direct ionization rate on the (parameter \(A\)), and the value of the ionization frequency \(V_0\exp(A\gamma(0))\) for \(r_0\).

Consequently, if the nonlinear process of ambipolar drift–ionization determines the cathode spot radius, the size of the cathode spot must vary in accordance with the above-mentioned parameters; with increasing pressure, the spot radius must sharply decrease. Cumulation coefficient \(A_0\), of plasma concentration is determined in accordance with Eq. (3) and follows from the condition of conservation for the electron current (in the approximation \(j_e \ll j_i \approx 1\)):

\[
\lambda_n = \frac{n_e}{n_e(0)} = \frac{\exp(-A\gamma(0)) + AV_0(r-r_0)^{-\alpha}}{B(1-\alpha)^{\alpha}r^k} .
\]

For \(\alpha = 1\), ambipolar drift becomes equal to zero and cumulation profiles of the order parameters disappear. In this case, other transport processes must be taken into account for describing experimental profiles.

In accordance with Eq. (3), the reduced field cumulation \(\lambda_\gamma = \gamma(0)\) is independent of the symmetry type or the geometry of the Coulomb \((E^2/2\pi \gg H^2/8\pi)\) plasma cumulator \((k = 0, 1, 2)\). Figure 4a shows the profile of the reduced field cumulation coefficient \(\lambda_\gamma\), which qualitatively reflects dependence (3). In accor-

\[
\text{Fig. 4. Profiles of (a) electric field strength } E/E_0 = \gamma g_0 \text{ and (b) reduced electron concentration as functions of } r/r_0 \text{ in the ambipolar drift–ionization approximation for various values of } k \text{ (profiles for } k = 0, 1, 2 \text{ in (a) coincide).}
\]

\[
\text{of ions (in } Q_i\text{) [20], plasmachemical reactions involving ions [18], violation of neutrality in an inhomogeneous and nonstationary plasma (second term in Eq. (1)) [14], the presence of gas circulation, external magnetic field [21], etc.}
\]

The quantity \(\nu\) can be expressed in terms of \(\nabla n_e\) only in the 1D approximation in \(x\) [14, 18, 19] or in \(r\) [4, 9–11, 17].

In the approximation of reaction–ambipolar drift transport, a stationary quasi-neutral profile is described by the differential equations following from Eq. (1):

\[
d(Br^k n_e \gamma) = -r^k n_e (v - \beta n_e),
\]

where \(k = 0, 1, 2\) describes the planar, cylindrical, and spherical symmetry, respectively. The reaction is accounted for in Eq. (2), first, in the form of direct ionization by an electron impact with frequency \(v\) and, second, under the assumption that the destruction of the plasma is determined by dissociative recombination with effective coefficient \(\beta\).
dance with relation (4), the cumulation of concentration or the degree of ionization of the gas is determined to a considerable extent by the symmetry type and depends on \( k \) (see Fig. 4b). For the three one-dimensional cases strongly differing in the electron concentration profiles, we analytically derived the same reduced field profile, which is close to the linear profile (in space) at the boundary of the cathode layer. Thus, relation (3) is based on the assumption made in the Engel–Steenbeck model concerning the linearity of the reduced electric force profile \( (E/N) \) in the region of its cumulation at the cathode (see Fig. 4a).

It should be noted that the analytic solution to Eq. (2) in the ambipolar drift–recombination approximation, which describes the Faraday dark space, were obtained earlier in [22] for \( k = 0 \). Here, we obtain analytic and numerical solutions for \( k = 1 \) and 2. The solution can also be sought in the form of a profile \( \gamma \sim r^\eta \); in this case,

\[
\eta = \frac{1 - k}{1 + \alpha}.
\]

In the nitrogen gas-discharge plasma, \( \alpha = 3/4 \), and in the planar symmetry \( (k = 0) \), \( \eta = 4/7 \) in accordance with relation (5). The solution in [22] was obtained for \( \eta = 1 \). This is associated with a less accurate approximation of ambipolar drift as a function of \( \gamma \), which was chosen by the author in [22]. For \( k = 1 \), we have \( \eta = 0 \), while for \( k = 2 \), the value of \( \eta \) becomes negative, but cumulation of \( \gamma \) does not arise; in all these cases, only the derivatives of \( \gamma \) and \( n_e \) increase (see Fig. 5).

Model (2) is applicable for describing nonuniform profiles of the dynamic order parameter and current collapse in the range \( 10^{-2} < \gamma < 200 \) and encompasses a wide spectrum of nonlinear dynamic effects, including electric field cumulation in a nonequilibrium gas-discharge plasma.

4. DISCUSSION

In analytic and numerical calculations, it was assumed that the model operates in the case of cylindrical symmetry also and can be used for describing processes of radial cumulation in a nonequilibrium plasma at the periphery of lightning or an extended arc. In this case, a high-conductivity cumulative jet must be formed in a real physical object; radial electron flows collapse to this jet in the region of the cumulator. The model proposed here precisely describes the characteristic radial profiles in such an attractor.

We have demonstrated here that cumulative processes or Coulomb \( (E^2/8\pi \gg H^2/8\pi) \) self-focusing of the electric field in plasmoids not only exist, but can also be simulated analytically and numerically in the 1D approximation. Qualitative dependences of cumulating profiles of the dynamic order parameters \( (\gamma \gamma_0 \) and \( n/n_0 \) on \( r/r_0 \)) are shown in Figs. 4 and 5. It can be seen that, in the given formulation of the problem, simultaneous cumulation of plasma concentration \( n \) and reduced field \( \gamma \) in a Coulomb cumulator is possible only in the case of spherical symmetry \( (k = 2) \).

The established electric field cumulation in a plasma accompanied by the simultaneous mutual organization of substructures with different symmetries is of special practical importance. Even Eq. (5) and Figs. 1 and 3 demonstrate that a complex play of self-organizing structures and their sizes with various cumulation profiles and defocusing of the dynamic order parameters is possible. The mode of formation of cumulative jets in plasmoids in the dynamics of media self-organization needs to be determined. Nature optimally decides itself which bricks, cylinders, cones, or balls are more suit-

![Fig. 5](image-url) Profiles of (a) electric field strength \( E/E_0 = \gamma \gamma_0 \) and (b) reduced electron concentration as functions of \( r/r_0 \) in the ambipolar drift–recombination approximation for various values of \( k \).
able to be assembled into structures and their ordered systems, viz., cumulative–dissipative “crystals” with elements possessing different types of symmetry (see Figs. 1–3). The problems of self-consistency of characteristic sizes, frequencies, nonlinear resonances, pulsation, and other dynamic order parameters have to be solved by researchers. However, even analysis of simple 1D models shows that, for different values of \( k = 0, \ldots, 2 \), an activated medium may change the profiles of dynamic order parameters (including characteristic sizes and frequencies) in the bulk of a gas-discharge plasma (see Figs. 3, 4b, and 5).

In accordance with the generalized Gauss theorem, characteristic sizes \( r \), fields \( F_m \sim 1/r^3 \), forces \( F \sim 1/r^1 \), and, by virtue of Newton’s second law \( \omega(r) = (F_m/r)^{0.5} \), the characteristic frequencies of processes, \( \omega \sim 1/(r^{n+1})^{0.5} \), cumulate in cumulators (in the regions of attraction and focusing) [10, 11]. The law of cumulation (\( \eta \)) changes with the excitation of new degrees of freedom (and in the course of electric field cumulation).

In the general case, the presence of ambipolar diffusion, as well as diffusion caused by neutrality violation (see Eq. (1)), does not eliminate the electric field cumulation altogether [11]. However, the length of the attractor region changes accordingly. From the balance of gradients (in the model of ambipolar drift and ambipolar diffusion associated with violation of neutrality), at the boundary of the cathode spot, we can derive the equations of topoenergy and tempoenergy states of a plasmoid element (or elements of a cumulative–dissipative regular system):

\[
\begin{align*}
    r_E \sim \frac{D_E}{V_{ar}} & = 5.6 \times 10^5 \frac{E/N}{n_e/N}, \\
    \omega_E \sim \frac{V^2_{ar}}{D_E} & \sim \omega_e\left(\frac{n_e}{N}\right).
\end{align*}
\]

Here, the cathode spot radius \( r_E \) is measured in cm, \( E \) in V cm\(^{-1} \), \( N \) and \( n_e \) in cm\(^{-3} \), and \( D_E \) is the diffusion coefficient associated with violation of neutrality [14]. In this limit, a cathode spot radius differing from \( r_w \) was obtained in [4, 17]. When the dynamic order parameters attain their critical values, nonlinear media generally exhibit complication of the geometry of flows (with new degrees of freedom) in time and space as well as stratification with a constant characteristic size or interval (macroquantization in space and time) accompanied by the formation of cumulative–dissipative regular systems.

The presence of several types of diffusion processes (classical ambipolar diffusion and the diffusion associated with neutrality violation) in a plasma may lead, in view of dispersion, to structurization of space-time structures in a gas-discharge plasma as in the case of plankton distribution in the presence of two types of diffusion [23]. For this reason, structured energy and mass transfer and consecutive modification of energy and mass flows can take place in cumulative–dissipative regular systems. In alternating attractors (regions of focusing, or attraction, of flows), cumulative jets (stings and jets) possessing cumulative properties are formed in this case. It is cumulative jets (high-energy beams) and the geometry of structural cumulation of dynamic order parameters that are responsible for the Faraday dark space and its geometry similar to that of the Laval nozzle (hourglass). Cumulative–dissipative processes may form a pulse-periodic, coherent, stationary, or chaotic pattern in the phase space-time with a symmetry of self-organizing structures, which varies in space and time (see Fig. 2).

Thus, we return to the ideas formulated by Kesaev, according to which the cathode spot (as a new dynamic state of plasma cumulating energy and mass flows) is discrete in space and time [1–3] and is characterized by resonance frequencies, nonlinear resonances in space and time, and a hierarchy of internal sizes.

In accordance with the model proposed here, it is the electric field cumulation in the spot associated with ambipolar drift that leads to the explosion of cathode inhomogeneities; this in turn ensures electron emission. Cathode spots and their systems form a multihierarchic cumulative–dissipative regular system with nonlinear resonances associated with cumulative processes in Coulomb attractors.

Analysis of experimental observations and numerical calculations leads to the conclusion that radial ambipolar drift \( (V_{ar}) \) may be responsible for the initial stage of cumulation of the dynamic order parameter in the cathode spot plasma [4, 9–11, 17, 20].

The cumulative–dissipative model describes the normal current density at the cathode spot \( (j^* = en_e^* V_e(E/N^*)) \). The model enables us to estimate the total current in lightning or arcs \( (I = S^* \), where \( S \) is the area of the lightning surface) from the visual characteristics. Using this model, we can explain the reciprocal motion of the cathode spot in a transverse magnetic field (see Fig. 2), estimate its velocity \( (V_e = \mu_j [V_e^e \times \mathbf{H}]/c) \), and calculate the spectral power \( (W = F^pV ~ 1/10^9, \alpha = -(3\eta - 1)/(\eta + 1) \) for \( F \sim 1/r^3 \)) of flicker noise from the operation of cathode spots and other Coulomb attractors (plasmoids) with a focused electric field and charge particle flows [4, 10]. In the framework of cumulative–dissipative dynamics, we can consider the cumulation of electrons into a cumulative jet (see Fig. 2).

The cumulative–dissipative approach developed here can be used for studying a number of enigmatic phenomena with cylindrical symmetry existing in gas-discharge plasmas. For example, the concentration of energy in the bulk of lightning, which obviously corresponds to its luminous intensity, can be attributed to cumulative radial processes induced by radial ambipolar drift. The existence of radial cumulation of the electric field also explains the emergence at the center of a
lightning of electrons having energies on the order of megar electronvolts, causing a 10-m long air breakdown under the atmospheric pressure [13] (for a high-energy electron beam degradation on the order of 1 MeV m\(^{-1}\)). There are no exploding microtips in the sky, which would ensure the emission of such electrons. However, such energy may appear as a result of geometrical cumulation of the electric field in extended Coulomb attractors. Processes of radial electric field cumulation at the periphery of lightning also explain the fact that a 1-km long flash of lightning preserves its transverse size.

From the standpoint of cumulative dynamics, the Lawrence and Dennington experiments (1930–1931), as well as the Nagaoka and Siguira experiments (1924), become less enigmatic (see [13], pp. 514–518). In these experiments, the broadening of the Zn line was discovered, which corresponds to electric field strengths on the order of \(10^5\) V cm\(^{-1}\) (if we attribute this broadening to the Stark effect). Such field strengths were observed in a spark channel with a width approximately equal to \(r = 0.02\) cm for a discharge gap of \(L = 1\) cm at a voltage of a few kilovolts (\(U = 2 \times 10^3\) V) applied to the electrodes. This can be transverse electric fields \(E_x \sim U/r \sim 10^3\) V cm\(^{-1}\) rather than longitudinal fields. Both transverse and longitudinal fields lead to the Stark effect, but transverse fields (focused to the center of the regular cylindrical system, viz., electric arc) should not be integrated over the gap as in the case of longitudinal fields

\[
\left[ E_x dx = U(L) \right]_0^L
\]

as was done by Nagaoka and Siguira [13]. Such errors are obvious in the formation of transverse pressure gradients or transverse hydrodynamic fields in a drain (cylindrical hydrodynamic attractor or cumulator of energy and mass flows). The hydrodynamic analogy suggests that radial cumulation of electric fields in plasmoids (visualized in space and time in the form of dissipative–cumulative regular systems ordered at large distances) is possible in an electric arc as well (see Figs. 1 and 3).

Self-organization of the attractor described by Eq. (2) occurs under the action of an external electric force or an energy difference. The external generalized (electric in the present case) force sets the activated elements of the medium in motion and orders their convective (ambipolar in the case of a plasma) flows. The activated elements are ordered by this force to such an extent that the reduced force itself is cumulated in the attractor or cumulator formed by it. The cumulative or explosive profile of the electric field is described by Eq. (3). Such organization–self-organization processes lead to complex cumulation of dynamic order parameters of external factor (the reduced external force \(E/N\) in our case) in an activated nonlinear medium as well as of dynamic order parameters determining the extent of activation of medium elements (the temperature of various degrees of freedom, the degree of ionization, etc.).

Convective processes of ambipolar drift in a nonequilibrium gas-discharge plasma ensure the cumulative–dissipative self-organization of the medium and cumulation of the electric field strength. The remaining processes (including the formation of tips at the subsequently exploding electrodes) may be secondary processes related to self-cumulation of the electric field strength.

Thus, in the case of self-organization of a continuous medium (including nonequilibrium gas-discharge plasmas), external forces induce in the medium not only opposing forces (in accordance with the Le Chatelier principle), but also orthogonal forces, which can locally exceed considerably the mean values of forces distributed over the entire activated volume of the medium in the attractor or cumulator formed by these forces.

On the basis of available experimental observations in gas-discharge plasmas, it can be concluded that regions with longitudinal electric field, as well as with transverse or radial (relative to the total current vector) fields, can appear during the formation of plasma structures. After the attainment of critical values, cumulation of the reduced force excites new degrees of freedom in elements of the medium being activated and forms dissipative structures as well as their systems, viz., “dissipative channels” with cumulative jets (or stings). The fields collapsing towards the center in the radial directions form cumulative focused stings. In regular cumulative–dissipative systems, the elements of the activated medium (especially in stings) acquire cumulative (hyper) properties [4, 9–11].

In this study, a simple ambipolar drift mechanism has been proposed and tested. The mechanism describes self-cumulation of the electric field strength or volume charge in a gas-discharge current-carrying plasma for low concentrations of plasma particles. Such an ambipolar focusing mechanism can be associated, for example, with different electric field dependences of mobilities of electrons and ions. The author believes that this mechanism operates in the formation of the periphery of cathode spots, arcs, lightnings, etc. It is well known that the formation of a cathode spot is accompanied by pulsed (cumulative) transport of the cathode material to the interelectrode gap [3, 8]. This effect is associated with electric energy cumulation in dissipative plasma structures and is successfully explained by the model proposed here. In contrast to the Turing model, the transport is executed not by diffusion, but by ambipolar drift.

However, further studies of electric field cumulation in a medium activated by the field and of the formation of extended Coulomb cumulators and their dissipative crystals, viz., regular systems in a gas-discharge plasma, are required.

Arcs and other cumulative–dissipative crystalline systems exist in a medium, while a medium with cumu-
Relative strings and with boundaries cumulating energy and mass flows is self-formed even in vacuum.

The formation of attractors (or regions of focusing of energy and mass flows) is a multidimensional property of any continuous nonlinear medium. A more detailed study of volume charge cumulation in cathode spots will make it possible to clearly visualize and explain the effects of convective Coulomb focusing of electric field as a form of energy in remote stars, molecular and atomic clusters, and even in nuclei of microscopic structures.

The analytic treatment of static cumulation of the dynamic order parameters in a gas-discharge plasma has been carried out in complete accordance with [24] and can be generalized to the processes of electric field dynamic cumulation. The Coulomb self-focusing exists and cannot be absent since the existence of Coulomb forces is evident.
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Abstract—A general solution to the stochastic advection–diffusion problem is obtained for a fractal medium with long-range correlated spatial fluctuations. A particular transport regime is determined by two basic parameters: the exponent \( \gamma \) of power-law decay of the two-point velocity correlation function and the mean advection velocity \( u \). The values of these parameters corresponding to anomalous diffusion are determined, and anomalous behavior of the tracer distribution is analyzed for various combinations of \( u \) and \( \gamma \). The tracer concentration is shown to decrease exponentially at large distances, whereas power-law decay is predicted by fractional differential equations. Equations that describe the essential characteristics of the solution are written in terms of coupled space-time fractional differential operators. The analysis relies on a diagrammatic technique and makes use of scale-invariant properties of the medium. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

In many situations, transport in highly disordered media cannot be described by the classical diffusion equation [1]. In particular, this is the case with fractal media characterized by long-range spatial correlations of fluctuating characteristics. One approach to problems of this kind is based on the use of fractional differential equations (e.g., see [2–4]). They admit solutions characterized by anomalous time dependence of the tracer-cloud radius \( R \) at long times (\( R \propto t^{\frac{1}{\gamma}} \) with \( \gamma \neq 1/2 \)) and power-law (instead of Gaussian) decay of tracer concentration at long distances (at \( r \gg R \)). “Heavy” (power-law) tails in tracer distributions are extremely important for applications (e.g., for substantiating the reliability of radioactive waste disposal sites) in view of the huge difference between power-law and Gaussian decay. However, the standard fractional-diffusion approach relies on a formal analysis and requires both further mathematical substantiation (e.g., see [5, 6]) and generalization (see [6–12]). Therefore, the ensuing conclusions must be tested against specific physical models.

The stochastic advection–diffusion model with a slow (power-law) long-distance decay of correlations is one such model. The results of its analysis performed in [12, 13] under simplifying assumptions are consistent with those obtained by solving fractional-diffusion equations. (A review of the relationship between these approaches and relevant bibliography can be found in [14]). However, one may question the sensitivity of these results to the approximations employed and their agreement with the exact solution to the advection–diffusion problem.

In this paper, this solution is obtained in a general form by analyzing a group of scaling transformations [15] with the use of the Feynman diagrammatic technique [16], which was applied to transport in random media in [17–19].

In Section 2, the problem is stated and a diagrammatic representation of the Green function is constructed. In Section 3, the behavior of the tracer concentration at long and short distances is analyzed in the case of zero mean advection velocity. In Section 4, we analyze the case when this velocity is finite. The main results are summarized and discussed in the final section.

2. STATEMENT OF THE PROBLEM

The model is based on an equation describing advection and molecular diffusion of concentration \( c(r, t) \):

\[
\frac{\partial c}{\partial t} + \nabla (v - D \nabla) c = 0,
\]

where both advection velocity \( v = v(r) \) and diffusivity \( D(r) \) are random functions of coordinates. Hereinafter, we consider the problem with a tracer distribution prescribed at the initial moment \( t = 0 \) in the absence of sources (sources can readily be taken into account).

The medium is statistically homogeneous and isotropic, and both \( v \) and \( D \) are represented as

\[
v(r) = u + v'(r), \quad D(r) = D + D'(r),
\]

where \( u = \langle v(r) \rangle \) and \( D = \langle D(r) \rangle \) are ensemble-averaged quantities independent of coordinates, and \( v'(r) \) and \( D'(r) \) are the fluctuating velocity and diffusivity, respectively (\( \langle v'(r) \rangle = 0, \langle D'(r) \rangle = 0 \)).
The velocity field satisfies the incompressibility condition:

$$\nabla \cdot \mathbf{v} = \nabla \cdot \mathbf{v}' = 0.$$  \hspace{1cm} (3)

Since a fractal medium is considered, fluctuations of its characteristics are long-range correlated; i.e., the long-distance decay of the correlation functions of the random $\mathbf{v}'$ and $D'$ follows power laws. In particular, the two-point velocity correlation function,

$$K_{ij}^{(2)}(r_1 - r_2) = \langle v'_i(r_1)v'_j(r_2) \rangle,$$  \hspace{1cm} (4)

behaves as follows when $|r_1 - r_2| \gg a$:

$$K_{ii}^{(2)}(r_1 - r_2) \propto V^2 \left( \frac{a}{|r_1 - r_2|} \right)^{2h},$$  \hspace{1cm} (5)

where $h > 0$, $a$ is the short-range cutoff radius, and $V^2$ is the characteristic value of $K_{ij}^{(2)}(r)$ for $|r| \leq a$. Thus, $K_{ii}^{(2)}(r)$ is a homogeneous function of degree $-2h$ for $|r| \gg a$. Similarly, the $n$-point velocity correlation function,

$$K_{i_1i_2...i_n}^{(n)}(r_1, r_2, ..., r_n) = \langle v'_{i_1}(r_1)v'_{i_2}(r_2)...v'_{i_n}(r_n) \rangle,$$  \hspace{1cm} (6)

satisfies the following relation when $|r_i - r_j| \gg a$ for any pair of $r_i$ and $r_j$:

$$K_{i_1i_2...i_n}^{(n)}(\lambda r_1, \lambda r_2, ..., \lambda r_n) = \lambda^{-nh} K_{i_1i_2...i_n}^{(n)}(r_1, r_2, ..., r_n).$$  \hspace{1cm} (7)

By analogy with the theory of critical phenomena [15], the parameter $h$ is called the scaling dimension of velocity fluctuation $\mathbf{v}'$. According to (7), the Fourier transform of the $n$-point correlation function,

$$K_{i_1i_2...i_n}^{(n)} \{ k_1, k_2, ..., k_n \} = \int d\mathbf{r}_1 d\mathbf{r}_2 ... d\mathbf{r}_n$$

$$\times \exp \left[ -i(k_1 \cdot \mathbf{r}_1 + k_2 \cdot \mathbf{r}_2 + ... + k_n \cdot \mathbf{r}_n) \right]$$

$$\times K_{i_1i_2...i_n}^{(n)}(r_1, r_2, ..., r_n)$$

$$\equiv (2\pi)^3 \delta(k_1 + k_2 + ... + k_n) \times K_{i_1i_2...i_n}^{(n)}(k_1, k_2, ..., k_{n-1}),$$

satisfies the scaling relation

$$K_{i_1i_2...i_n}^{(n)}(\lambda k_1, \lambda k_2, ..., \lambda k_n) = \lambda^{-n(h-3)} K_{i_1i_2...i_n}^{(n)}(k_1, k_2, ..., k_n).$$  \hspace{1cm} (9)

The power exponent $n(h - 3)$ on the right-hand side of (9) is called the scaling exponent of $K_{i_1i_2...i_n}^{(n)}(k_1, k_2, ..., k_n)$.

Combining (5) with (9), we find that the Fourier transform of the two-point correlation function behaves as follows when $ka \ll 1 (k \equiv \|k\)$:

$$\tilde{K}_{ii}^{(2)}(k) \propto V^2 k^{-2h+3}.$$  \hspace{1cm} (10)

Relations analogous to (4)–(10) can also be written out for the correlation functions of diffusivity fluctuations.

The concentration satisfying Eq. (1) at an arbitrary instant can be expressed in terms of its initial distribution as

$$c(r, t) = \int d\mathbf{r}' G(r, \mathbf{r}'; t)c(r', 0),$$  \hspace{1cm} (11)

where the Green function $G(r, \mathbf{r}'; t)$ solves the equation

$$\left\{ \frac{\partial}{\partial t} + \frac{\partial}{\partial x_i} v_i(r) - \frac{\partial}{\partial x_i} D \frac{\partial}{\partial x_i} \right\} G(r, \mathbf{r}'; t) = 0$$  \hspace{1cm} (12)

subject to the initial condition

$$G(r, \mathbf{r}'; 0) = \delta(r - \mathbf{r}').$$  \hspace{1cm} (13)

Of practical interest is the tracer concentration averaged over the ensemble of realizations of the medium, $\mathcal{G}(r, t) \equiv \langle c(r, t) \rangle$. It satisfies the equation obtained from (11) by replacing $c$ with $\mathcal{G}$ and $G$ with $\mathcal{G}$, where $\mathcal{G}(r - \mathbf{r}', t) \equiv \langle G(r, \mathbf{r}'; t) \rangle$ is the ensemble-averaged Green function (henceforth called Green function for simplicity). The calculation of $\mathcal{G}(r - \mathbf{r}', t)$ is facilitated by invoking the “cross” diagrammatic technique developed in [17] and applied to transport theory for disordered media in [18, 19].

Performing Fourier and Laplace transforms in space and time, respectively, and using Eq. (12), initial condition (13), and expressions (2), we obtain

$$\mathcal{G}(k, p) = \frac{1}{p + i\mathbf{k} \cdot \mathbf{u} + \mathcal{D}^2 - M(k, p)}.$$

where $\mathbf{k}$ and $p$ are the Fourier and Laplace variables, respectively, and $M(k, p)$ is the “self-energy” operator expressed as the sum of irreducible skeleton diagrams [16]:

$$M(k, p) = \mathcal{D}.$$  \hspace{1cm} (14)

Here, horizontal lines and crosses represent, respectively, functions $\mathcal{G}$ and perturbation operators of the form

$$\hat{T} = -v'_i(r) \frac{\partial}{\partial x_i} + \frac{\partial}{\partial x_i} D'(r) \frac{\partial}{\partial x_i}.$$  \hspace{1cm} (16)

Each dashed line joins the crosses relating to a particular cumulant. (Expansion in terms of cumulants plays a
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3. TRANSPORT
WITH ZERO MEAN ADVECTION

First, we analyze the role played by diffusivity fluctuations. The analysis is performed here for the first diagram in self-energy operator (15). By virtue of (16), it can be represented as the sum

\[ M_2 = M_2^{(A)} + M_2^{(D)}. \]

The summands represent the contributions due to advection-velocity and diffusivity fluctuations. Up to constant factors, they are expressed as

\[ M_2^{(A)} \sim k^2 \int dq \frac{|k - q|^{2h-3}}{p + Dk^2 - M(q, p)}, \]

(17)

\[ M_2^{(D)} \sim k^2 \int dq \frac{q^2 |k - q|^{2g-3}}{p + Dk^2 - M(q, p)}. \]

(18)

Here, two-point velocity and diffusivity correlation functions are replaced with their respective asymptotics corresponding to small wave vectors. Since \( g \) in (18) is the scaling dimension of diffusivity, it holds that \( g > 0 \). If \( M(q, p) \sim q^2 \) for small wave vectors, then the integral in (18) is convergent as \( q \) goes to zero even if \( k = 0 \) and \( p = 0 \). The apparent divergence of the integral for large wave vectors is explained by the fact that the long-wavelength asymptotic expression for the two-point correlation function used in the integrand fails in this limit. This means that the integral is constant up to small corrections under the condition \( k (k \ll a^{-1}) \) of interest here, and (18) implies that \( M_2^{(D)}(k, p) \sim k^2 \). The term \( M_2^{(D)}(k, p) \sim k^2 \) in expression (14) for the Green function can be combined with \( Dk^2 \) to obtain a renormalized mean diffusivity. This can also be done when all higher order diagrams are taken into account. For this reason, we retain only the contributions due to advection-velocity fluctuations to the expansion of the self-energy operator (i.e., only the first term in (16)).

Similarly, expression (17) implies that \( M_2^{(A)}(k, p) \sim k^2 \) for small wave vectors when \( h > 1 \). Since this dependence holds in all higher order diagrams, the stochastic diffusion model can also be reduced to normal diffusion in this case.

Thus, velocity fluctuations with scaling dimension \( h > 1 \), as well as diffusivity fluctuations with any dimension, are irrelevant with respect to deviation from normal diffusion. When \( h \leq 1 \), an essentially different behavior is observed.

The cases when \( h < 1 \) and \( h = 1 \) are analyzed separately below.

3.1. \( h < 1 \)

If \( M(q, p) \sim q^2 \) in the integral of (17) as \( p \rightarrow 0 \), then the integral is divergent at the lower wave-vector limit as \( k, p \rightarrow 0 \). Since it is convergent at the higher wave-vector limit, the use of long-wavelength asymptotics of the velocity correlation function is justified, and the divergence indicated above implies that \( M(q, p) \gg Dk^2 \) as \( k, p \rightarrow 0 \). Therefore, further analysis of the case when \( u = 0 \) (see (14)) can be performed for

\[ \overline{G}(k, p) = \frac{1}{p - M(k, p)}. \]

(19)

Equation (15) is the diagrammatic expansion of the self-energy operator in terms of correlation functions that are scale-invariant by virtue of (9). Accordingly, we may assume (and subsequently prove) that both self-energy operator and Green function have analogous properties. Expression (19) implies that the scaling exponents of the self-energy operator and the Laplace variable \( p \) are equal. Therefore, the scaling relations for \( M(k, p) \) and \( \overline{G}(k, p) \) must have the form

\[ M(\lambda k, \lambda^h p) = \lambda^h M(k, p), \]

(20)

\[ \overline{G}(\lambda k, \lambda^h p) = \lambda^{-h} \overline{G}(k, p), \]

(21)

where \( \Delta \) is a scaling exponent to be determined.

To prove (20) and (21), we use diagrammatic representation (15) to write \( M(k, p) \) as a sum in which the \( n \)th summand is the contribution of all diagrams containing \( n \) crosses:

\[ M(k, p) = k^2 L(k, p) = k^2 \sum_{n=2}^{\infty} L_n(k, p). \]

(22)

The factor \( k^2 \) corresponds to the gradients in the extreme right and left crosses. The scaling exponent of the \( n \)th term in (22), \( \Delta_n \), is the sum of the exponents of the elements of the corresponding diagram. These elements include a combination of \( n \)-point velocity correlators, \( n \) gradients, \( n - 1 \) Green functions, and the \( 3n \)-dimensional differential of wave vectors. The corre-
The factor $V a^h$ in (25) and (26) is obtained by using (5).

Next, we analyze the behavior of $\varphi(\xi)$ at large and small values of its argument. It is obvious that $\varphi(\xi)$ must approach a finite limit as $\xi \rightarrow 0$. Indeed, if $\lim_{\xi \rightarrow 0} \varphi(\xi) = \infty$, then (25), (26), and (19) would imply that $M(k, 0) = \infty$ and $\vec{G}(k, 0) = 0$. However, diagrammatic expansion (15) would then yield $M(k, 0) = 0$, which contradicts the assumption that $\lim_{\xi \rightarrow 0} \varphi(\xi) = \infty$. It can be proved in a similar manner that $\lim_{\xi \rightarrow 0} \varphi(\xi) \neq 0$.

Thus, we have $\lim_{\xi \rightarrow 0} \varphi(\xi) = A \sim 1$ and

$$M(k, 0) = AV a^h k^{1+h}. \quad (27)$$

Comparing this result with (22), we find that $L_n(k, 0) \sim k^{-(1-h)}$. The ensuing divergence of the integrals in $L_n(k, p)$ for $p \neq 0$ as $k \rightarrow 0$ implies that they are convergent at $q, \ll a^{-1}$ for finite $k$ and $p$; i.e., the asymptotic expressions for velocity correlation functions corresponding to this limit are valid. Expression (27) obtained for $\xi = 0$ can be extended to nonzero $p$ such that $\xi \ll 1$. The next term in the expansion of $M(k, 0)$ in terms of $\xi$ either is $p$ up to a constant factor if $h < 1/2$ (in which case the scaling of the denominator in (19) does not change) or scales with $k^{2h-1} p^{(2-h)/2}$ if $h > 1/2$, prevailing over $p$ in (19) in order of magnitude. (Recall that $p$ corresponds to the first time derivative in the fractional-diffusion approach.)

In the opposite limit of $\xi \gg 1$ ($k^{1+h}$ goes to zero faster than $p$), the first approximation of (22) with respect to $k$ can be used:

$$M(k, p) = k^2 L(0, p). \quad (28)$$

Here, the function $L(0, p)$ can be found by combining scaling relation (20) with (24):

$$L(0, p) \propto p^{-(1-h)/(1+h)}. \quad (29)$$

In this case, the self-energy operator behaves asymptotically as $M \propto k^2 p^{-(1-h)/(1+h)}$ at $p \gg V a^h k^{1+h}$. (However, this clearly does not entail any singularity of $M$ as $p \rightarrow 0$.) By virtue of (25) and (26), it follows that the first term in the expansion of $\varphi(\xi)$ is

$$\varphi(\xi) \sim \xi^{-(1-h)/(1+h)} \text{ at } \xi \gg 1. \quad (30)$$

Since $k = 0$ is not a singular point of the integrals in $L_n(k, p)$ when $p \neq 0$, we have an analytic expansion in integer powers of $k^2$ as $k \rightarrow 0$, and relations (20) and (24) imply that the function

$$f(\xi) = \frac{\varphi(\xi)}{\xi} = \frac{M(k, p)}{p} \quad (31)$$

can be represented as

$$f(\xi) = \sum_{n=1}^{\infty} b_n \xi^{2n/(1+h)} , \quad \xi \gg 1, \quad (32)$$

where $b_n$ are dimensionless coefficients. We emphasize that (32) corresponds to an analytic expansion of $M(k, p)$ in terms of the vector $k$ that holds at $\xi \gg 1$ (see (26)). Comparing this result with expression (27) for $M(k, p)$ at large $k$, we conclude that $M(k, p)$ has a branch point at

$$k \sim \left(\frac{p}{V a^h}\right)^{1/(1+h)}$$

(which corresponds to a branch point of $f(\xi)$ at $|\xi| \sim 1$). In other words, the scaling of propagator (19) can be essentially different, depending on the ratio of $p$ and $k^{1+h}$ even in the Fourier–Laplace domain where both variables are small (this behavior is analogous to the behavior of vertices in the Landau theory of Fermi liquids [20]). To the best of our knowledge, this behavior of a completely scale-invariant propagator is not predicted by any model based on the standard fractional-diffusion equations [2, 3], but is possible in generalizations involving coupled space-time fractional-differential operators (as in [9, 11]).

In the present model, one can easily construct interpolation operators having the asymptotic properties of the propagator considered here. For example, we can use $\partial_t - \square^{(1+h)/2}$ if $h < 1/2$ and $\partial_t^2 - \square^{(2-h)/(1+h)} - \partial_t - \square^{(1+h)/2}$ if $h > 1/2$, where $\partial_t$ denotes a time derivative and $\square$ is a linear combination of $D_t^{2/(1+h)}$ and a Laplace operator multiplied by a factor of dimension $(V a^h)^{2/(1+h)}$.
Next, we analyze the behavior of the Green function in a space-time representation. The inverse Fourier–Laplace transform of (19) yields

$$\bar{G}(r, t) = \int \frac{d^dk}{(2\pi)^d} e^{ik\cdot r} I(Va^h k^{1+h}t),$$

where

$$I(s) = \frac{1}{2\pi i} \int_{\xi_0 - i\infty}^{\xi_0 + i\infty} \frac{e^{is\xi}}{\xi + f(\xi)}, \quad \xi_0 > 0.$$  \hspace{1cm} (34)

Combining (33) and (34), we obtain a general expression for the Green function:

$$\bar{G}(r, t) = (Va^h t)^{-3/(1+h)} \Phi \left( \frac{r}{Va^h t} \right).$$

where the argument of $\Phi(x)$ scales with unity and $\Phi(0) = 1$. In particular, this implies that the tracer cloud radius behaves as

$$R \sim (Va^h t)^{1/(1+h)}$$

at long times. At short distances from the origin such that $r \ll (Va^h t)^{1/(1+h)}$, the exponential in (33) can be ignored to obtain

$$\bar{G}(r, t) \sim (Va^h t)^{-3/(1+h)},$$

which can also be derived from (36) by using the conservation of the total number of tracer particles. Expression (37) estimates the long-time decay of concentration at a fixed point in space.

Let us now elucidate the asymptotic form of the Green function at distances much greater than $R$, i.e., at $r \gg (Va^h t)^{1/(1+h)}$. According to (33), the possibility (or impossibility) of power-law decay of $\bar{G}(r, t)$ is determined by the behavior of $I(s)$ at $s \ll 1$.

Substituting (32) into (34), the function $I(s)$ is rewritten as

$$I(s) = \sum_{n=0}^{\infty} d_n s^n \approx \sum_{n=0}^{\infty} d_n [(Va^h t)^{2/(1+h)} k^2]^n.$$  \hspace{1cm} (38)

Substituting this formula into (33), we express $\bar{G}$ as a sum in which the first term is $\delta(r)$ and the $n$th term is proportional to the result obtained by applying the Laplace operator to $\delta(r)$ $n$ times. In other words, each summand is zero at $r = 0$. Mathematically, this implies that $r^{1+h}/Va^h t = \infty$ is an essentially singular point of the function $\Phi(x)$ and the Green function cannot be represented as a series expansion in inverse powers of $r^{1+h}/Va^h t$.

The asymptotic form of $\bar{G}$ at $r \gg (Va^h t)^{1/(1+h)}$ can be found by shifting the contour of integration with respect to $k$ in (33) from the real axis into the upper half-plane (after performing the integral over the angular variables). In the limit considered here, this yields

$$\bar{G}(r, t) \approx \exp(ik_r r),$$

where $k_r$ is the singular point of $I(Va^h k^{1+h}t)$ in the upper half-plane of $k$ that is nearest to the real axis. Since the function $\bar{G}$ associated with concentration by definition (11)–(13) can only be positive, the exponent in (39) must be a real quantity. Therefore, $k_r$ lies on the imaginary axis and $\text{Im} k_r \sim (Va^h t)^{-1/(1+h)}$ in accordance with expansion (38). As a result, we have an asymptotic expression for the Green function at large $r$:

$$\bar{G}(r, t) \sim \exp \left( -\frac{Br}{(Va^h t)^{1/(1+h)}} \right), \quad B \sim 1.$$  \hspace{1cm} (40)

Combined with the normalization factor $(Va^h t)^{-3/(1+h)}$ in (35), this formula determines the behavior of concentration at $r \gg (Va^h t)^{1/(1+h)}$, i.e., its growth at a fixed distant point and its instantaneous profile. Thus, the spatial tracer distribution predicted by the stochastic advection model does not have a “heavy” (power-law) tail even if the power-law decay of the velocity correlator is slow (with $h < 1$).

### 3.2. $h = 1$

When $h = 1$, expression (17) with $M(q, p) \sim q^2$ substituted into the integral yields a logarithmically divergent quantity: $M_2^{(A)} \sim Vak^2 \ln \mu$, where

$$\mu = \left( \max \left\{ \frac{p^2}{V}, (ka)^2 \right\} \right)^{-1}.$$  \hspace{1cm} (41)

This suggests that a logarithmic approximation of the self-energy operator should be sought in the form

$$M(k, p) \sim Vak^2 \ln^\alpha \mu$$

with $\alpha > 0$. The integral over the wave vectors in an arbitrary diagram of order $n > 2$ also yields a logarithm. However, such a diagram contains the product of $n - 2$ additional functions $\bar{G}$, as compared to the second-order one. According to (42) and (19), this results in a small factor $\ln^{-\alpha n - 2} \mu$. Therefore, calculation of the self-energy operator can be restricted to the skeleton diagram with two crosses, and Eq. (17) reduces to

$$M(k, p) \sim -k^2 V^2 \sum dq \left| \frac{k - q}{p - M(q, p)} \right|.$$  \hspace{1cm} (43)

Combined with (42), this yields $\alpha = 1 - \alpha$, i.e., $\alpha = 1/2$. Thus, when the velocity scaling dimension is $h = 1$, the Green function is

$$\bar{G}(k, p) = \frac{1}{p + D_c k^2 \ln^{1/2} \mu}.$$  \hspace{1cm} (44)
where the argument of the logarithm is given by (41) and $D_{et} \sim Vt$. Following the derivation of (36), we find that the tracer cloud radius behaves as

$$R \sim (Vat)^{1/2} \ln^{1/4} \left( \frac{Vt}{a} \right)$$

(45)

at long times and conclude that the long-distance expansion of the tracer concentration does not contain any power-law terms.

4. TRANSPORT WITH NONZERO MEAN ADVECTION ($u \neq 0$)

Advection by mean flow is a fortiori much more effective than transport by velocity fluctuations. For this reason, we consider the case when

$$u \ll V.$$  

(46)

We introduce the new variable

$$p' = p + i k \cdot u$$

(47)

instead of $p$ for convenience, i.e., use a reference frame moving with a velocity $u$: $r \rightarrow r' \equiv r - ut$. Green function (14) is expressed in terms of $p'$ as follows:

$$\tilde{G}(k, p') = \frac{1}{p' - \tilde{M}(k, p')}.$$  

(48)

In the general case, a nonzero mean advection velocity violates the scale invariance expressed by (20) and (21). However, the problem can be analyzed in two important limit cases.

If $k$ and $p'$ are such that

$$\max\{ |p'|, |\tilde{M}(k, p')| \} \gg uk,$$  

(49)

then the term $-iq \cdot u$ can be neglected in the denominator of a Green function having the form

$$\tilde{G}(k - q, p') = \left[ p' - iq \cdot u - \tilde{M}(k - q, p') \right]^{-1}.$$  

Accordingly, the results obtained above remain valid for $u \neq 0$ irrespective of the scaling dimension $h$. Using expression (27) as an estimate for $\tilde{M}(k, p')$, we can write

$$\max\left\{ k, \frac{|p'|}{u} \right\} \gg k_*$$  

(50)

instead of (49), where

$$k_* \sim \frac{1}{\sqrt{\frac{V}{a} \frac{V}{t}}}.$$  

(51)

This result means that tracer propagation at $t \ll t_* \equiv (uk_*)^{-1}$ obeys the laws of advection with zero mean velocity. In this case, the tracer cloud radius is greater than the corresponding displacement by the mean flow ($R \gg ut$).

When $\max\{ k, |p'|/u \} \ll k_*$, the behavior of the self-energy operator is essentially different for $h > 1/2, h < 1/2$, and $h = 1/2$. We analyze each of these cases separately.

**Case 1:** $\max\{ k, |p'|/u \} \ll k_*, h > 1/2$.

The integrals in the expressions for $\tilde{M}(k, p')$ are dominated by the contributions from $|q| > k_*$. Therefore, the quantity $\tilde{L}(k, p')$ analogous to $L(k, p')$ in (22) is independent of $k$ and $p'$ and $\tilde{L} \sim Vt^h k_*^{-1} \sim ut_*$.

Accordingly,

$$\tilde{M} \sim u^2 t_* k_*^2.$$  

(52)

Thus, advection at $t \gg t_*$ obeys the laws of normal diffusion when $h > 1/2$.

**Case 2:** $\max\{ k, |p'|/u \} \ll k_*, h < 1/2$.

An analysis of the diagram with two crosses shows that the integrals over wave vectors are convergent when $|q| \ll k$. Therefore, Green functions of the form

$$\tilde{G}(k - q, p') = \left[ p' - iq \cdot u - \tilde{M}(k - q, p') \right]^{-1}$$

(53)

can be approximated as follows:

$$\tilde{G}(k - q, p') = \left[ p' - iq \cdot u - \tilde{M}(k, p') \right]^{-1}.$$  

Similarly, the factors $k - q$ corresponding to the gradients in (16) can be simplified:

$$k - q \rightarrow k.$$  

(54)

As a result, the scale invariance expressed by (20) and (21) is restored, but the scaling exponent $\Delta$ is obviously different. To calculate $\Delta$, we must take into account one distinction from the case of $u = 0$. In view of (53) and (54), the wave vectors used as integration variables should be associated with the scaling exponent $\Delta$. Thus, the scaling exponent $\Delta$ of the $n$th-order diagram in $\tilde{M}(k, p')$ is the sum of $n, n(h - 3), n(h - 3)\Delta, -(n - 1)\Delta$, and $3n\Delta$, which correspond to the $n$ factors $k$ due to the gradients in crosses, a combination of $n$ point velocity correlators, the product of $n - 1$ Green functions, and the product of differentials, respectively. As a result, we have the equation

$$n + nh\Delta - (n - 1)\Delta = \Delta,$$  

(55)

which yields

$$\Delta = \frac{1}{1 - h}.$$  

(56)

Relations (20) and (56) can be used to represent the self-energy operator, by analogy with (25), as

$$\tilde{M} \sim \frac{1}{t_*} (ut_* k)^{1/(1-h)} \psi(\zeta),$$  

(57)

where $\psi(\zeta)$ is a dimensionless function of the dimen-
sionless variable

$$\zeta = p't_{\#}(ut_{\#}k)^{-1/(1-h)}. \quad (58)$$

In the limit case of $\zeta \ll 1$, when $\tilde{M} \gg p'$, we should drop $p'$ in denominator (53). Then, $\tilde{M}(k, p')$ becomes independent of $p'$ and can be determined up to a numerical factor of order unity by combining (57) with (58):

$$\tilde{M} = \frac{k^2}{p} (p't_{\#})^{2h}. \quad (59)$$

In the opposite limit of $\zeta \gg 1$, when $\tilde{M} \ll p'$, the leading-order contribution to the self-energy operator is due to the diagram with two crosses, where the Green function can be approximated as follows: $\tilde{G}(k - q, p') = (p' - iq \cdot u)^{-1}$. Calculating this diagram, we obtain

$$\tilde{G} = \frac{k^2}{p} (p't_{\#})^{2h}. \quad (60)$$

The structure of expressions (57)–(60) is analogous to that of (25)–(29). Following the derivation of (35), (36), and (40), we use (47), (57), and (58) to calculate the inverse Fourier–Laplace transform of (48). As a result, we obtain an expression for the Green function that is valid at $t \gg t_{\#}$ when $h < 1/2$:

$$\tilde{G}(r, t) = \frac{1}{(ut_{\#})^3} \left( \frac{t_{\#}}{t} \right)^{(1-h)} \Psi(t_{\#}/t) \left( \frac{t_{\#}}{t} \right)^{1/(1-h)}. \quad (61)$$

where the argument of $\Psi(x)$ scales with unity and $\Psi(0) \sim 1$. This implies that the tracer cloud radius behaves as

$$R \sim ut_{\#} \left( \frac{t}{t_{\#}} \right)^{1-h}. \quad (62)$$

at long times. Within the cloud (at $r' \ll ut_{\#}(t/t_{\#})^{-1}$),

$$\tilde{G}(r, t) \sim \left[ \frac{1}{ut_{\#}} \left( \frac{t_{\#}}{t} \right)^{1-h} \right]^3. \quad (63)$$

To elucidate the behavior of the Green function at longer distances, we follow the analysis of the case of $u = 0$. Since the singular point of the Fourier transform of $\tilde{G}$ as a function of $k$ nearest to the real axis is

$$k_s \sim \frac{1}{ut_{\#}} \left( \frac{t_{\#}}{t} \right)^{1-h},$$

the asymptotic form of the Green function at large $r'$ is

$$G(r, t) \propto \exp \left[ -C \frac{r'}{ut_{\#}} \left( \frac{t_{\#}}{t} \right)^{1-h} \right], \quad C \sim 1. \quad (64)$$

Case 3: $\max\{k, |p'|/u\} \ll k_{\#}, h = 1/2$.

When $u \neq 0$ and $h = 1/2$, the equations are similar to those obtained for $u = 0$ and $h = 1$, except that the integral grand is independent of $\tilde{M}(q, p')$ in the region of logarithmic behavior. Finally, we have

$$\tilde{M} \sim u^2 t_{\#} k^2 \ln v, \quad v = \max \left( \frac{p'}{u k_{\#}} \left( \frac{k_{\#}}{k} \right)^2 \right)^{-1}. \quad (65)$$

(Again, this result can be obtained by solving a truncated equation with a two-cross diagram.) Following the derivation of (45), we find an estimate valid at $t \gg t_{\#}$:

$$R \sim \left[ u^2 t_{\#} \left( \frac{t_{\#}}{t} \right)^{1/2} \right]. \quad (66)$$

5. CONCLUSIONS

We made use of a diagrammatic technique and scale invariance to obtain a number of important results concerning passive-scalar transport in long-range correlated highly disordered media without invoking any simplifying assumptions.

The predicted behavior strongly depends on the scaling dimension of spatial velocity fluctuations, which is determined by the power exponents in velocity correlation functions. Velocity fluctuations with a scaling dimension $h > 1$, as well as diffusivity fluctuations of any dimension, do not cause any deviation from normal diffusion.

For a flow with velocity correlations characterized by a dimension $h < 1$, a superdiffusive regime is predicted. In particular, when the advection velocity is zero, the tracer cloud radius increases as $R \sim t^{1/(1 + h)}$, i.e., faster than in the case of normal diffusion. This scaling is qualitatively similar to that predicted by the fractional-diffusion model, where the transport equation contains a time derivative and a derivative of order $1 + h$ with respect to coordinates (e.g., in contrast to [21]). However, both models lead to essentially different results in the long-distance limit ($r \gg R$). Whereas the fractional-diffusion model predicts a power-law of concentration decay in this limit (e.g., see [2, 14]), our analysis shows that the concentration decreases exponentially with an exponent $\sim -r/R$. In other words, the stochastic advection model does not admit any power-law tail in the tracer distribution even when velocity is long-range correlated.

We believe that this discrepancy is not accidental. The physically well-motivated stochastic advection model takes into account the very low probability of high velocities, which rules out slow (power-law) decay of concentration at long distances. Both the standard fractional-diffusion model [2, 3] and its generalizations with arbitrary parameters [11] (but not the model proposed in [9]), being purely mathematical, ignore this physical observation and impose no restrictions on the
law of concentration decay at long distances. In the theory of Lévy processes, the problem analyzed here corresponds to a class of jump probabilities for which dependence on coupled space-time variables cannot be expressed in terms of delta functions.

The results obtained here for nonzero mean advection velocity ($u \neq 0$) are summarized as follows. At short times ($t \ll t_0$), when anomalous diffusion prevails over advection ($R \approx ut$), transport is similar to the case of $u = 0$, whereas different behavior is predicted in the long-time limit ($t \gg t_0$), when advection plays a dominant role ($R \approx ut$). In the latter case, transport in the moving reference frame depends on the relation between $h$ and $1/2$. If $h > 1/2$, then the tracer cloud spreads according to the law of normal diffusion, with an effective diffusivity depending on $u$. If $h < 1/2$, then a superdiffusive regime is obtained, with $R \propto t^{1-h}$.

In the transport regimes separating those described above ($h = 1$ and $h = 1/2$ when $u = 0$ and $u \neq 0$, respectively), the power laws for $R(t)$ are modified by logarithmic factors.
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Abstract—We have measured the shape of the Autler–Townes doublet and the peak of electromagnetically induced transparency (EIT) under plasma conditions. We compare the experimental results with the calculated spectrum of the probe field of a three-level ArII A-scheme by taking into account Coulomb collisions. We show that the Coulomb broadening of the EIT peak is small (less than 40%), while the saturation resonance is broadened under the experimental conditions by a factor of 3. In contrast to the saturation resonance attributable to the Bennett dip in the velocity distribution of the population, the EIT peak is a coherent effect and is broadened mainly through Coulomb dephasing.

1. INTRODUCTION

A strong resonant monochromatic wave can split the energy levels and, accordingly, the emission (absorption) spectrum at transitions involving these states—an effect that has long been known and that was initially called the dynamic Stark effect [1]. Subsequently, the splitting of the spectrum into two components was called the Autler–Townes splitting (doublet). In nonlinear gas spectroscopy, field splitting is a basic effect in the classification of perturbation theory [2]; allowance for the thermal motion of particles significantly changes its spectral manifestations. For example, in a Raman scattering scheme (see inset to Fig. 1) with large Doppler broadening, the field splitting of the probe-field spectrum manifests itself only for coaxial waves in the Stokes case, i.e., at $k_m < k_l$. If only the probe level $l$ is populated, then other nonlinear effects induced by a strong field, in particular, the saturation effect and the nonlinear interference effect (NIEF) do not show up. In this case, the absorption spectrum of the probe field describes the field splitting in pure form.

![Fig. 1. Experimental setup to study field splitting: 1—discharge tube, 2 and 3—mirrors, 4—Brewster plate, 5—etalon, 6—diaphragm, 7—obturator, 8—diffraction grating, 9—scanning interferometer, 10—photodetector, 11—synchronous detector, 12—tunable dye laser, 13—wavelength meter, 14—oscillograph, 15—lens, and 16—computer.](image-url)
Due to quantum interference, the field splitting of the absorption spectrum induced by a strong wave at the adjacent transition is accompanied by a significant reduction or, ideally, complete elimination of the probe-wave absorption at the frequencies corresponding to the spectral region between the split components. This effect, which was called electromagnetically induced transparency (EIT), has been actively studied in recent years (see, e.g., [3, 4] and references therein). The possibility of the elimination of light absorption under resonance conditions via the EIT effect is being actively used in various problems. In particular, the efficiency of the resonant laser frequency transformation by nonlinear optical methods [5] increases significantly, which makes it possible to use not only pulsed, but also relatively weak continuous laser emission (see, e.g., [6, 7]). In many applications, it is important to obtain the narrowest possible EIT peak, but level relaxation, and field and Doppler broadenings affect the shape of the EIT resonance [8].

In this work, we observed the Autler–Townes doublet and the EIT peak at ionic transitions in a low-temperature plasma for the first time. Ion–ion Coulomb scattering was found to also affect the shape of the peak under plasma conditions. The influence of Coulomb scattering on the shape of the resonances due to the saturation and NIEF effects under ion laser plasma conditions was studied in detail previously [9–11]. The Coulomb broadening of the EIT peak measured in this work proved to be much smaller than the Coulomb broadening of the saturation resonances. Our experimental and theoretical studies allowed us to quantitatively describe the influence of Coulomb ion–ion interaction on the field splitting and to explain the observed features.

2. EXPERIMENT

Previously, the nonlinear resonances in a Λ-scheme attributable to field splitting were experimentally studied mainly in molecular spectra (see, e.g., [12]) by using molecular Raman lasers. In this case, the observed and calculated resonance shapes are difficult to compare, because, apart from field splitting, other nonlinear effects (saturation and NIEF) contribute significantly to the total profile due to the large population of the lower level \( n \). However, the measured spectrum splitting, which is proportional to the strong-field Rabi frequency

\[
G = |E| d_{mn}/2 \hbar
\]

(\( |E| \) is the amplitude of the electric field, and \( \hbar \) is the Planck constant), allowed the dipole moment \( d_{mn} \) of the \( m-n \) transition to be determined directly. The measurements were carried out at \( G \) values much larger than the relaxation constants \( \Gamma_{ij} (i, j = m, n, l) \).

As we noted above, for the profile of the Autler–Townes doublet in the Λ-scheme (see Fig. 1) to be recorded free from other nonlinear effects, the probe wave must propagate coaxially with the strong wave, and its frequency must be lower than the strong-field frequency (the Stokes case); at the same time, only the probe level \( l \) must be populated, while the levels \( m \) and \( n \) must be ideally empty. In contrast to thermally populated rovibrational molecular levels, ionic levels in a plasma allow the required conditions to be realized. In particular, a similar case is realized when the strong and probe fields are resonant, respectively, to the ArII laser transition and the transition to a metastable state with a large population. We chose a scheme with the following levels:

\[
|n\rangle = 4s^2 P_{1/2}, \quad |m\rangle = 4p^2 S_{1/2}, \quad |l\rangle = 3d^2 P_{3/2}.
\]

The corresponding relaxation constants and Einstein coefficients (in units of \( 10^7 \) s\(^{-1} \)) are

\[
\Gamma_{n} = 300, \quad \Gamma_{m} = 15, \quad \Gamma_{l} = 8, \quad A_{mn} = 9, \quad A_{ml} = 1.
\]

The characteristic level populations in an argon laser plasma are \( N_n \sim 1, N_m \sim 5, \) and \( N_l \sim 100 \) (in units of \( 10^9 \) cm\(^{-3} \)) [9, 11]. Thus, the following relations hold for the level scheme chosen:

\[
\Gamma_l \gg \Gamma_m \approx \Gamma_n \ll k \nu_T
\]

for the relaxation constants and

\[
N_l \gg N_m \approx N_n
\]

for the level populations.

Under argon laser plasma conditions, some of the manifestations of field splitting have been observed previously when studying the generation at coupled laser transitions in a V-scheme: when the frequency of the Stokes radiation was detuned, a decoupled resonance was observed for large detunings of the high-frequency laser field, and complex resonance structures were observed near the exact resonance for the Stokes radiation when it was tuned to the line center [13, 14]. The shape of the Autler–Townes doublet and the influence of Coulomb diffusion on it have not been investigated.

In our experiments, we studied the spectrum of a Stokes probe field in the presence of a strong field at the adjacent transition (the Λ-scheme, Fig. 1). We measured the difference between the absorption coefficients for the probe field in the absence and in the presence of a strong field that corresponded to the nonlinear correction to the probe-field work \( \Delta \delta \rho_m \). For a signal of sufficient amplitude to be produced, the intensity of the strong field must be large (\( G \approx 100 \) MHz). The intracavity field of a single-frequency 457.9-nm line (4p^2 S_{1/2} → 4S^2 P_{3/2}) ion laser with minimum angular momentum (\( j_m = j_l = 1/2 \)) was used to achieve these values. As a result, we measured the Autler–Townes doublet shape under argon laser plasma conditions without
the Doppler base with an accuracy high enough to make a comparison with the theory.

The experimental setup is shown in Fig. 1. An argon laser discharge tube \( l \) (length \( l = 50 \) cm, channel diameter \( d = 7 \) mm, and working current \( I \approx 100 \) A) was placed in a cavity with entrance (2) and exit (3) mirrors opaque for the generated emission, but transparent for the probe emission. Thus, there were two waves in the cavity: a standing linearly polarized generated wave and a traveling linearly polarized probe wave. Etalon 5 provided the selection of one longitudinal mode and smooth tuning of the generation frequency, while diaphragm 6 separated out the TEM\(_{00}\) mode. The cavity mirrors selected the line with a wavelength \( \lambda = 458 \) nm; the transmission losses in the cavity at this line were \( \approx 0.3\% \), which provided a high field intensity inside the cavity. The emergent emission from the argon laser was directed by the mirror to a diffraction grating 8. One order from this grating was entered into a scanning Fabry–Perot interferometer 9, which was used to control the mode composition of the emission and to determine the strong-field detuning from the resonance, while the other order was diverted to photodetector 10, the signal from which was the reference one for a synchronous detector 11.

A dye laser 12 whose wavelength \( (\lambda_m = 648 \) nm) was recorded by a wavelength meter 13 was used as the probe-field source. The automatic frequency control (AFC) system [15] allowed us to tie the cavity mode to the selector peak and to smoothly change the probe-field frequency over a range up to 4.5 GHz. The frequency was tuned with computer 16 at discrete steps of less than 20 MHz; the step approached the emission line width (about 10 MHz). The dye-laser spectrum was recorded by the scanning interferometer 9 with a free dispersion range of 5 GHz connected to an oscillograph, which was used to control the mode composition of the emission. Before being entered into the discharge tube, the probe field was prefocused by lens 15 to provide the maximum possible field uniformity in the cavity. After the passage through the discharge tube, the probe-field beam was reflected from an additional plate 4 and diverted by the mirrors to photodetector 10 connected to the synchronous detector 11. The angle between the beams of the probe field and the generated emission was \( \approx 10^{-3} \) rad, which allowed the feedback to be avoided. The strong field was modulated at a frequency of \( \approx 1 \) kHz with obturator 7; the synchronous detection at the modulation frequency allowed us to automatically subtract the Doppler base and to separate out the nonlinear corrections induced by the strong field. The personal computer 16, to which all of the measuring instruments were connected through an ADC, was used for controlling the experiment and for synchronous data acquisition and recording.

To separate in frequency the resonances from the oppositely directed standing-wave components and to observe the field splitting induced by the traveling (coaxial) wave in pure form, the strong field must be detuned from the resonance by a value larger than the population resonance width. An experimental frequency profile of the nonlinear correction to the probe-field absorption coefficient for a strong-field detuning \( \Omega = \omega - \omega_{mn} \approx 1.6 \) GHz is shown in Fig. 2. The negative values on the plot correspond to an increase in probe-field absorption induced by the strong field, while the positive values correspond to a decrease in absorption, which is equivalent to electromagnetically induced transparency. A sharp structure attributable to field splitting is observed for the coaxial component: the split low-amplitude absorption profile with a splitting of about 0.5 GHz and the high-amplitude EIT peak centered at a frequency \( \Omega_m = \Omega k/k_m = 1.1 \) GHz between the split components. A wide (with a FWHM of about 1.3 GHz) population resonance with a low amplitude in accordance with the level population ratio is seen symmetric about the line center at a frequency \( \Omega_m = -\Omega k/k_m = -1.1 \) GHz. The small peak at \( \Omega_m = 0 \) corresponds to the effect of higher order spatial harmonics, which is most pronounced at the exact resonance for the strong field \( (\Omega = 0) \) [16]: it is not considered here.

Since the contribution of the saturation effect that forms the population resonance is the same for the oppositely directed and coaxial components, we subtracted the left part of the plot \( (\Omega_m < 0) \) from its right part \( (\Omega_m > 0) \) to separate out the field splitting effect in pure form. The Autler–Townes doublet profile corrected in this way is shown in Fig. 3 together with theoretical curves computed without and with Coulomb ion–ion interaction. Since the amplitude of the doublet components for our parameters is small compared to the amplitude of the peak, it would be more precise to
use the term “EIT peak profile.” Below, we compare the experimental and theoretical results.

3. THEORY

The nonlinear correction to the probe-field work for the A-scheme (Fig. 1) with \( N_m = N_n \ll N \) calculated in the model of relaxation constants using the perturbation theory \( (G \ll \Gamma_y) \) is [2]

\[
\Delta \mathcal{P}_\mu^{(1)} = \mathcal{P}_\mu^{(1)}(0) - \mathcal{P}_\mu^{(1)}(G) = 4\hbar \omega_\mu |G|_\mu^2 \sqrt{\pi N_l} \exp(-\Omega_\mu^2/k_\mu^2 v_T^2) (k - k_\mu)/k^3,
\]

where \( |G| \) and \( |G|_\mu \) are the Rabi frequencies of the strong and probe fields, \( k \) and \( k_\mu \) are their wave vectors, \( \Omega = \omega - \omega_{mn} \) and \( \Omega_\mu = \omega_\mu - \omega_{ml} \) are the field frequency detunings relative to the corresponding resonance, \( v_T = \sqrt{2T/M} \) is the thermal velocity, and \( N_l \) is the population of level \( l \).

This formula describes the Autler–Townes doublet in absorption with the EIT peak centered at the probe-field frequency \( \Omega_\mu = k_\mu \Omega/k \) with the width

\[
\Gamma_p = (k_\mu \Gamma_{nl} + (k - k_\mu) \Gamma_{ml})/k. \tag{2}
\]

In this approximation, the splitting \( \Delta_{AT} = 2\Gamma_p \) does not depend on the strong-wave intensity and is determined by the relaxation constant of the forbidden transition \( \Gamma_{nl} \) for close magnitudes of the wave vectors. On the other hand, it is well known that in a strong field \( |G| \gg \Gamma_y \) (when the contribution of the relaxation constants may be ignored), the splitting for stationary atoms is determined by its Rabi frequency \( |G| \), while allowance for the thermal motion leads to the addition of a scaling factor that depends on the relation between the wave vectors of the probe and strong fields (see, e.g., 12, 17):

\[
\Delta_{AT} = 4|G| \sqrt{(1-k_\mu/k)k_\mu/k}. \tag{3}
\]

For an arbitrary relation between \( |G| \) and \( \Gamma_y \), the expression for the nonlinear correction calculated in the Doppler limit \( (|G|, \Gamma_y \ll k v_T) \) is [17]

\[
\Delta \mathcal{P}_\mu = 2\hbar \omega_\mu |G|_\mu^2 \sqrt{\pi N_l} \exp(-\Omega_\mu^2/k_\mu^2 v_T^2) \cdot
\]

\[
\times \left( 1 - \text{Re} \frac{\Gamma_p - i(\Omega_\mu - k_\mu \Omega/k)}{N_l(\Gamma_p - i(\Omega_\mu - k_\mu \Omega/k))^2 + 4k_\mu(k - k_\mu)|G|_\mu^2/k^2} \right). \tag{4}
\]

In the limit \( |G| \ll \Gamma_y \), this expression reduces to (1), a result of perturbation theory. As the field amplitude increases, the splitting increases and is described by Eq. (3) in the limit \( |G| \gg \Gamma_y \).

Under the experimental conditions \( (|G| \approx 100 \text{ MHz}, \Gamma_{mn} \approx \Gamma_{nl} \approx 280 \text{ MHz}, \Gamma_{ml} \approx 25 \text{ MHz}) \), the approximation of perturbation theory \( (|G| \ll \Gamma_{mn}, \Gamma_{nl}) \) holds well. The profile calculated using formula (4) with the field splitting (determined by the Rabi frequency \( |G| \)) is virtually identical to result (1) of perturbation theory—the latter curve is indicated by short dashes in Fig. 3. The FWHM of the EIT peak (and, accordingly, the splitting) in this approximation is determined by the relaxation constant of the forbidden transition

\[
\Delta_{AT} \approx 2\Gamma_p \approx 2\Gamma_{nl} k_\mu/k \approx 400 \text{ MHz}.
\]

The calculated curve qualitatively agrees with the experimental curve, but the width of the EIT peak in the experiment is appreciably larger (by about 40%); allowance for the field broadening yields no such broadening.

Coulomb ion scattering [9] is known to be mainly responsible for the broadening of nonlinear resonances in an ion laser plasma. This scattering is satisfactorily
described by a model of diffusion in velocity space with a velocity-independent coefficient [18, 19]:

\[ D = v T / 2, \quad v = \frac{4 \pi N Z e^2}{3 M^2 v_T^3} \]

where \( v \) is the effective ion–ion collision frequency; \( v_T = \sqrt{2T/M} \) is the thermal velocity; \( Z e \) and \( M \) are the charge and mass of the active ions, respectively; \( N \) is the effective number density of the perturbing ions; and \( \Lambda \) is the Coulomb logarithm.

The Coulomb broadening of the resonances due to saturation was studied in detail in an experiment; in particular, it was shown that the Coulomb broadening could reach a factor of 100 with respect to the radiative saturation was studied in detail in an experiment; in

\[ L \]

the effective number density of the perturbing ions; and the charge and mass of the active ions, respectively; \( N \) is the Coulomb broadening mechanism in this case differs fundamentally from the broadening mechanism of population resonances. In the experiment, the effect can be analyzed in more detail. For coaxial strong and probe waves in the Stokes case \((k_\mu < k)\), we may use the nonlinear correction in the probe-field spectrum calculated using perturbation theory up to the second order in \( |G| \) with diffusion in velocities [20]. Reducing the expression to a more familiar form for nonlinear spectroscopy, we obtain the line profile that corresponds to the field splitting:

\[ \Delta \varphi^2 = k^2 \Delta r^2 \sim D k^3 \]

which corresponds to the change in phase

\[ \langle \Delta \varphi^2 \rangle = k^2 \langle \Delta r^2 \rangle \sim D k^3 \]

Over the level lifetime \( \Gamma_j^{-1} \), diffusion in velocities causes the saturation resonance in the spectrum to be broadened by

\[ \Delta_j = k \Delta v_j = k v_T \sqrt{2 v / \Gamma_j}, \quad j = m, n; \]

i.e., the longer the level lifetime, the larger the broadening of the saturation resonance, as distinct from the model of relaxation constants. For laser transitions, the Bennett dip is broadened predominantly at the relatively long-lived upper level. For our level scheme, the characteristic broadening of the saturation resonance is \( \Delta / \Gamma_{mn} \sim 3 \); accordingly, the width of the population resonance observed for the oppositely directed strong and probe waves centered at \( \Omega_\mu = -1.1 \text{ GHz} \) (see Fig. 2) is larger by a factor of about 3 than the width of the EIT peak.

Since the EIT peak is produced by coherent effects, the Coulomb broadening mechanism in this case differs fundamentally from the broadening mechanism of population resonances. In the experiment, the effect can be analyzed in more detail. For coaxial strong and probe waves in the Stokes case \((k_\mu < k)\), we may use the nonlinear correction in the probe-field spectrum calculated using perturbation theory up to the second order in \( |G| \) with diffusion in velocities [20]. Reducing the expression to a more familiar form for nonlinear spectroscopy, we obtain the line profile that corresponds to the field splitting:

\[ \Delta \varphi^2 = k^2 \Delta r^2 \sim D k^3 \]

The dephasing is significant when \( \Delta \varphi \sim 1 \). Hence, we can estimate the dephasing time scale \( \tau_\varphi \) and the related correction to the homogeneous transition width:

\[ \tau_\varphi^{-1} \sim (D k^3)^{-1} = (v v_T)^{-1} \]

Accordingly, the correction to the width of the EIT peak (2) under experimental conditions is estimated as \( k_\mu \tau_\varphi^{-1} k \approx 300 \text{ MHz} \), which is appreciably larger than \( \Gamma_p = 200 \text{ MHz} \). This value is in conflict with the experiment, in which the observed broadening is appreciably smaller than \( \Gamma_p \).

Since perturbation theory may be used to describe the experiment, the effect can be analyzed in more detail. For coaxial strong and probe waves in the Stokes case \((k_\mu < k)\), we may use the nonlinear correction in the probe-field spectrum calculated using perturbation theory up to the second order in \( |G| \) with diffusion in velocities [20]. Reducing the expression to a more familiar form for nonlinear spectroscopy, we obtain the line profile that corresponds to the field splitting:

\[ \Delta \varphi^2 = k^2 \Delta r^2 \sim D k^3 \]

which corresponds to the change in phase

\[ \langle \Delta \varphi^2 \rangle = k^2 \langle \Delta r^2 \rangle \sim D k^3 \]

The dephasing is significant when \( \Delta \varphi \sim 1 \). Hence, we can estimate the dephasing time scale \( \tau_\varphi \) and the related correction to the homogeneous transition width:

\[ \tau_\varphi^{-1} \sim (D k^3)^{-1} = (v v_T)^{-1} \]

Accordingly, the correction to the width of the EIT peak (2) under experimental conditions is estimated as \( k_\mu \tau_\varphi^{-1} k \approx 300 \text{ MHz} \), which is appreciably larger than \( \Gamma_p = 200 \text{ MHz} \). This value is in conflict with the experiment, in which the observed broadening is appreciably smaller than \( \Gamma_p \).

Since perturbation theory may be used to describe the experiment, the effect can be analyzed in more detail. For coaxial strong and probe waves in the Stokes case \((k_\mu < k)\), we may use the nonlinear correction in the probe-field spectrum calculated using perturbation theory up to the second order in \( |G| \) with diffusion in velocities [20]. Reducing the expression to a more familiar form for nonlinear spectroscopy, we obtain the line profile that corresponds to the field splitting:

\[ \Delta \varphi^2 = k^2 \Delta r^2 \sim D k^3 \]

The dephasing is significant when \( \Delta \varphi \sim 1 \). Hence, we can estimate the dephasing time scale \( \tau_\varphi \) and the related correction to the homogeneous transition width:

\[ \tau_\varphi^{-1} \sim (D k^3)^{-1} = (v v_T)^{-1} \]

Accordingly, the correction to the width of the EIT peak (2) under experimental conditions is estimated as \( k_\mu \tau_\varphi^{-1} k \approx 300 \text{ MHz} \), which is appreciably larger than \( \Gamma_p = 200 \text{ MHz} \). This value is in conflict with the experiment, in which the observed broadening is appreciably smaller than \( \Gamma_p \).

Since perturbation theory may be used to describe the experiment, the effect can be analyzed in more detail. For coaxial strong and probe waves in the Stokes case \((k_\mu < k)\), we may use the nonlinear correction in the probe-field spectrum calculated using perturbation theory up to the second order in \( |G| \) with diffusion in velocities [20]. Reducing the expression to a more familiar form for nonlinear spectroscopy, we obtain the line profile that corresponds to the field splitting:

\[ \Delta \varphi^2 = k^2 \Delta r^2 \sim D k^3 \]

The dephasing is significant when \( \Delta \varphi \sim 1 \). Hence, we can estimate the dephasing time scale \( \tau_\varphi \) and the related correction to the homogeneous transition width:

\[ \tau_\varphi^{-1} \sim (D k^3)^{-1} = (v v_T)^{-1} \]

Accordingly, the correction to the width of the EIT peak (2) under experimental conditions is estimated as \( k_\mu \tau_\varphi^{-1} k \approx 300 \text{ MHz} \), which is appreciably larger than \( \Gamma_p = 200 \text{ MHz} \). This value is in conflict with the experiment, in which the observed broadening is appreciably smaller than \( \Gamma_p \).

Since perturbation theory may be used to describe the experiment, the effect can be analyzed in more detail. For coaxial strong and probe waves in the Stokes case \((k_\mu < k)\), we may use the nonlinear correction in the probe-field spectrum calculated using perturbation theory up to the second order in \( |G| \) with diffusion in velocities [20]. Reducing the expression to a more familiar form for nonlinear spectroscopy, we obtain the line profile that corresponds to the field splitting:

\[ \Delta \varphi^2 = k^2 \Delta r^2 \sim D k^3 \]

The dephasing is significant when \( \Delta \varphi \sim 1 \). Hence, we can estimate the dephasing time scale \( \tau_\varphi \) and the related correction to the homogeneous transition width:

\[ \tau_\varphi^{-1} \sim (D k^3)^{-1} = (v v_T)^{-1} \]

Accordingly, the correction to the width of the EIT peak (2) under experimental conditions is estimated as \( k_\mu \tau_\varphi^{-1} k \approx 300 \text{ MHz} \), which is appreciably larger than \( \Gamma_p = 200 \text{ MHz} \). This value is in conflict with the experiment, in which the observed broadening is appreciably smaller than \( \Gamma_p \).

Since perturbation theory may be used to describe the experiment, the effect can be analyzed in more detail. For coaxial strong and probe waves in the Stokes case \((k_\mu < k)\), we may use the nonlinear correction in the probe-field spectrum calculated using perturbation theory up to the second order in \( |G| \) with diffusion in velocities [20]. Reducing the expression to a more familiar form for nonlinear spectroscopy, we obtain the line profile that corresponds to the field splitting:

\[ \Delta \varphi^2 = k^2 \Delta r^2 \sim D k^3 \]

The dephasing is significant when \( \Delta \varphi \sim 1 \). Hence, we can estimate the dephasing time scale \( \tau_\varphi \) and the related correction to the homogeneous transition width:

\[ \tau_\varphi^{-1} \sim (D k^3)^{-1} = (v v_T)^{-1} \]

Accordingly, the correction to the width of the EIT peak (2) under experimental conditions is estimated as \( k_\mu \tau_\varphi^{-1} k \approx 300 \text{ MHz} \), which is appreciably larger than \( \Gamma_p = 200 \text{ MHz} \). This value is in conflict with the experiment, in which the observed broadening is appreciably smaller than \( \Gamma_p \).
shape reduces to (1). The result of our calculation using formula (8) of perturbation theory with Coulomb diffusion for experimental conditions is indicated by long dashes in Fig. 3. The curve satisfactorily describes the experiment; the slight deviations are attributable mainly to asymmetry in the experimental profile. The curve (solid line) calculated numerically from the system of equations for the density matrix with the diffusive and field broadenings and with the force of Coulomb friction is also shown in the figure. This curve is in even better agreement with the experiment; it also describes the asymmetry. On the right slope of the EIT peak, the results of our numerical calculations and calculations using perturbation theory with diffusion are in close agreement; deviations are clearly seen only on the left slope.

4. DISCUSSION

Our comparison of the experimental and calculated curves shows that, in contrast to the saturation resonances, population diffusion in velocities does not lead to any significant broadening of the resonance due to field splitting. A good approximation to describe the experiment is perturbation theory with diffusion; in this case, the field broadening is negligible. The opposite limiting case was analyzed in [21]: the diffusion shape of the Autler–Townes doublet components was calculated for a field splitting $|G|$ much larger than the resonance width. In this case, the diffusion width of the split components was found to be $\sim \sqrt{Dk^2/|G|}$, i.e., it decreases with increasing $|G|$, and no appreciable broadening of the resonances was observed in an experiment with strong fields in the $V$-scheme [13, 14].

Since the amplitude of the Autler–Townes doublet components in our case is small compared to the amplitude of the EIT peak, it is of considerable interest to discuss the influence of Coulomb diffusion on the shape of the EIT peak—its relative broadening under experimental conditions did not exceed 40%. Qualitatively, such a weak influence can be understood by using the pattern of frequency branches: the velocity dependence of the resonant frequencies of the split components (see, e.g., [13]). The resonant frequencies when the homogeneous width is ignored are described in our case by the expression

$$\Omega_\mu(v) = k_\mu v + (\Omega - k_\mu v)/2 \pm \sqrt{(\Omega - k_\mu v)^2/4 + |G|^2}. \quad (10)$$

The results of our calculation using formula (10) for experimental parameters are shown in Fig. 4. When averaged over velocities, the integral is accumulated in the vicinity of the extrema of the function $\Omega_\mu(v)$, called turning frequencies [13]. The size of the vicinity that gives a significant contribution is determined by the slope of the function, $d\Omega_\mu/dv$—the asymptotic behavior at large velocities is determined by the coefficients $k_\mu$ and $(k_\mu - k)$, which differ greatly in our case. Therefore, the integral is accumulated at velocities $v > 0.4v_T$ for the resonance $\Omega_\mu^1 < 1$ GHz and at $v < 0.4v_T$ for the second resonance $\Omega_\mu^2 < 1$ GHz. Given the Maxwellian distribution function, this leads to a larger amplitude of the resonance that is farther from the center of the line, as confirmed by the experiment (see Fig. 2). Formulas (1), (4), and (8) derived in the Doppler limit do not describe the asymmetry. The role of Coulomb population diffusion under these conditions reduces to the walk of particles on the frequency branch along the velocity axis in a vicinity of the order

$$\Delta v_j \sim v_T \sqrt{v_j/2\Gamma_j}, \quad j = m, n,$$

whose size does not exceed the size of the region that contributes to the integral; therefore, this effect is weak, with the influence of diffusion on the wing shape being stronger than on the width of the EIT peak. The asymmetry in the doublet components is the result of averaging over velocities with allowance made for the finite Doppler width and is virtually independent of diffusion. Thus, the main broadening mechanism in this case is Coulomb dephasing (phase diffusion), whose effect, in turn, is weakened by a factor of $[(k - k_\mu)^2k_\mu^2/k^4]^{1/3} \sim 3$ under experimental conditions. As a result, the Coulomb broadening of the EIT peak does not exceed 40%.

The experiment also allows us to determine the width of the population resonance (attributable to the Bennett dip at the upper level $m$), which is observed for oppositely directed probe and strong fields—the negative detuning range in Fig. 2. It is of considerable interest to compare our result with the data of previous
experiments on the Lamb dip and the spontaneous emission spectrum (see, e.g., [9]). The FWHM of the saturation resonance in our case is $\Delta \approx 1.3$ GHz, which corresponds to a relative broadening of the Bennett dip by a factor of $\gamma = (\Delta/2\Gamma_m/k\nu_\mu) = 3.7$. This value is slightly larger than that yielded by measurements of the spontaneous emission spectrum under the same conditions (see [9]). In contrast to previous measurements, the field broadening of the population resonance in our case is slightly larger than that yielded by measurements of the FWHM of the spontaneous emission spectrum under the same conditions (see, e.g., [9]). The FWHM of the saturation resonance in our case is $\Delta = \sqrt{\Delta^2 + \Delta_D^2} = 1.3$ GHz,

$$
\Delta = \sqrt{\Delta^2 + \Delta_G^2} = 1.3 \text{ GHz},
$$

in good agreement with the measurements.

5. CONCLUSIONS

Thus, we have measured for the first time the shape of the nonlinear resonances due to field splitting under plasma conditions. Our experimental and theoretical studies of this effect at relatively low field intensities ($|G| < \Gamma_m$) show that Coulomb ion–ion scattering, which leads to ion diffusion in the velocity space, affects the Autler–Townes doublet profile and the width of the EIT peak only slightly. This influence reduces to a small (about 40%) broadening of the peak and to a change in the wing shape of the split components. The main broadening mechanism is Coulomb dephasing (phase diffusion), which causes an effective increase in the homogeneous width by $\Gamma_D$ described by (9). We have shown that the broadening of the saturation resonance via Coulomb population diffusion under these conditions is almost an order of magnitude larger; the field broadening in this case also gives a significant contribution.
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Abstract—Capillary instability of isothermal incompressible liquid-crystal (LC) jets is considered within the linear hydrodynamics of uniaxial nematic LCs. Free boundary conditions with strong tangential anchoring of director \( \mathbf{n} \) at the surface are formulated in terms of the mean surface curvature \( \bar{\kappa} \) and the Gaussian surface curvature \( \kappa \). The static version of the capillary instability is shown to depend on the elasticity modulus \( K \), the surface tension \( \sigma_0 \), and the radius \( r_0 \) of the LC jet, expressed in terms of the characteristic parameter \( \kappa = K/\sigma_0 r_0 \). The problem of the capillary instability in LC jets is solved exactly, and a dispersion relation that reflects the effect of elasticity is derived. It is shown that increase in the elasticity modulus results in decrease in both the cut-off wavenumber \( k \) and the disturbance growth rate \( s \). This implies an enhanced stability of LC jets in comparison to ordinary liquids. In the specific case where the hydrodynamic and orientational LC modes can be decoupled, the dispersion equation is given in a closed form.

1. INTRODUCTION

The breakup of liquid jets injected via a circular nozzle into stagnant fluids has been the subject of widespread research over the years. Previous studies that followed the seminal works of Lord Rayleigh have established that a complex jet flow is influenced by a large number of parameters. These include nozzle internal flow effects, the jet velocity profile \( V(\mathbf{r}) \), and the physical state of both liquid and gas. Although the hydrodynamic equations are nonlinear, the linear stability theory can provide qualitative descriptions of the breakup phenomena and predict the existence of different breakup regimes.

Using a linear theory, Rayleigh showed [1] that the jet breakup is a consequence of the hydrodynamic instability, or more exactly, the capillary instability. Neglecting the effect of the ambient fluid, the viscosity of the jet liquid, and gravity, he demonstrated that a cylindrical liquid jet is unstable with respect to disturbances characterized by wavelengths larger than the jet circumference. Rayleigh also considered the case of a viscous jet in an inviscid gas and an inviscid gas jet in an inviscid liquid [2]. Weber [3] extended Rayleigh’s result to Newtonian viscous fluids and showed that viscosity tends to reduce the breakage rate and increase the drop size. Chandrasekhar [4] considered the effect of a uniform magnetic field on the capillary instability of a liquid jet. A mechanism of bending disturbances and of buckling, slowly moving, highly viscous jets was presented by Taylor [5]. Further developments of the theory in Newtonian liquids was concerned with additional factors such as the dynamic action of the ambient gas (leading to atomization of the jet), the nonlinear interaction of growing modes that lead to satellite drop formation, and the spatial character of instability [6, 7].

The capillary instability in jets of non-Newtonian suspensions and emulsions presents a different category of cases governed by power-law (pseudoplastic and dilatant) liquids. The effective viscosity of the pseudoplastic liquid decreases with increasing strain rate, whereas in dilatant liquids, it increases [7]. The behavior of capillary jets of dilute and concentrated polymer solutions suggests a strong influence of the macromolecular coils on their flow patterns [7]. Free jets of polymeric liquids that exhibit oscillations are reported in [8].

The idea of the Rayleigh instability was applied to tubular membranes in dilute lyotropic phases [9]. Their relaxation, following optical excitation, is characterized by a long time and can be described by means of the hydrodynamic approach [10]. Bending deformations of such membranes are governed by the Helfrich energy [11], which depends on the curvature of the tube. Thus, competition between the surface tension and curvature energy of the membrane that has been immersed in water renders the initial shape of the tube unstable. The hydrodynamic formalism used in [10] and the hydrodynamics of fluids with an inner order such as liquid crystals (LCs) [12] have similar features. In [10], the order parameter is a unit vector normal to the membrane surface. In contrast, the order parameter \( Q \) of an LC fluid is defined throughout the space it occupies.

The continuum theory of LC phases has emerged as a rigorous part of condensed matter theory. The hydrodynamics of the nematic LC phases was developed during the 1960s–1970s in the pioneering works of Erick-
sen [13, 14], Lesjie [15 16], Parodi [17], and the Harvard Group [18], and its predictions were successfully confirmed in many experimental observations. The combination of viscous and elastic properties is likely to produce new evolution patterns of hydrodynamic instabilities, in terms of Benard–Rayleigh, Marangoni, and electrohydrodynamic effects [19], which cannot occur in ordinary liquids. In particular, we refer to non-steady-state (oscillatory) evolution of the instability that appears via the Hopf bifurcation [20]. The instability of an LC jet poses an additional challenge with respect to the effects listed above. This already is already applicable in the framework of the linear stability theory.

Linear analysis of the capillary instability in a thin nematic LC fiber was recently performed in [21] under the assumption that the director field \( \mathbf{n}(r) \) is fixed and does not change even if the fiber shape evolves via the linear instability process. In this analysis, the only influence of the LC nematicity is due to the anisotropy of the elastic surface energy and the anisotropy of vis-

Table 1. The basic physical parameters \( \alpha_i \), \( \rho \), \( K \), and \( \sigma_\theta \) and their derivatives \( \eta_i \), \( \beta_i \), \( \gamma_i \), \( B_i \), \( \mu_r \), \( \lambda \), and \( \nu_r \) for nematic LC 4-methoxybenzylidene-4-butylaniline (MBBA) at 25°C taken from [23, 30]

<table>
<thead>
<tr>
<th>( \alpha_1 ), mPa s</th>
<th>( \alpha_2 ), mPa s</th>
<th>( \alpha_3 ), mPa s</th>
<th>( \alpha_4 ), mPa s</th>
<th>( \alpha_5 ), mPa s</th>
<th>( \alpha_6 ), mPa s</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>-78</td>
<td>-1</td>
<td>84</td>
<td>46</td>
<td>-33</td>
</tr>
<tr>
<td>( \eta_1 ), mPa s</td>
<td>( \eta_3 ), mPa s</td>
<td>( \eta_5 ), mPa s</td>
<td>( \lambda )</td>
<td>( \mu_1 )</td>
<td>( \mu_2 )</td>
</tr>
<tr>
<td>42</td>
<td>50</td>
<td>104</td>
<td>1.026</td>
<td>1.013</td>
<td>0.013</td>
</tr>
<tr>
<td>( \beta_1 ), mPa s</td>
<td>( \beta_3 ), mPa s</td>
<td>( \beta_4 ), mPa s</td>
<td>( \gamma_1 ), mPa s</td>
<td>( \gamma_2 ), mPa s</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>25</td>
<td>79</td>
<td>59</td>
<td>77</td>
<td>-79</td>
</tr>
<tr>
<td>( B_1 ), mPa s</td>
<td>( B_3 ), mPa s</td>
<td>( B_4 ), mPa s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>104</td>
<td>25</td>
<td>78</td>
<td>5.92</td>
<td>1.2 \times 10^{-10}</td>
</tr>
<tr>
<td>( \rho ), kg/m³</td>
<td>( K ), N</td>
<td>( \sigma_0 ), N/m</td>
<td>( l = K/\sigma_0 ), m</td>
<td>( \nu_r ), m²/s</td>
<td>( \theta/\nu_r )</td>
</tr>
<tr>
<td>1.2 \times 10³</td>
<td>9 \times 10^{-12}</td>
<td>38 \times 10^{-3}</td>
<td>2.4 \times 10^{-10}</td>
<td>10^{-5} – 10^{-4}</td>
<td>10^{-6} – 10^{-5}</td>
</tr>
</tbody>
</table>

Table 2. The basic physical parameters \( \alpha_i \), \( \rho \), \( K \), and \( \sigma_\theta \) and their derivatives \( \eta_i \), \( \beta_i \), \( \gamma_i \), \( B_i \), \( \mu_r \), \( \lambda \), and \( \nu_r \) for LC paraazoxyanisole (PAA) at 122°C taken from [23, 30]

<table>
<thead>
<tr>
<th>( \alpha_1 ), mPa s</th>
<th>( \alpha_2 ), mPa s</th>
<th>( \alpha_3 ), mPa s</th>
<th>( \alpha_4 ), mPa s</th>
<th>( \alpha_5 ), mPa s</th>
<th>( \alpha_6 ), mPa s</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>-6.9</td>
<td>-0.2</td>
<td>6.8</td>
<td>5</td>
<td>-2.1</td>
</tr>
<tr>
<td>( \eta_1 ), mPa s</td>
<td>( \eta_3 ), mPa s</td>
<td>( \eta_5 ), mPa s</td>
<td>( \lambda )</td>
<td>( \mu_1 )</td>
<td>( \mu_2 )</td>
</tr>
<tr>
<td>3.4</td>
<td>4.5</td>
<td>13.7</td>
<td>1.06</td>
<td>1.03</td>
<td>0.03</td>
</tr>
<tr>
<td>( \beta_1 ), mPa s</td>
<td>( \beta_3 ), mPa s</td>
<td>( \beta_4 ), mPa s</td>
<td>( \gamma_1 ), mPa s</td>
<td>( \gamma_2 ), mPa s</td>
<td></td>
</tr>
<tr>
<td>3.4</td>
<td>2.25</td>
<td>11.45</td>
<td>4.55</td>
<td>6.7</td>
<td>-7.1</td>
</tr>
<tr>
<td>( B_1 ), mPa s</td>
<td>( B_3 ), mPa s</td>
<td>( B_4 ), mPa s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.34</td>
<td>9.36</td>
<td>2.26</td>
<td>11.24</td>
<td>7.11</td>
<td>1.8 \times 10^{-9}</td>
</tr>
<tr>
<td>( \rho ), kg/m³</td>
<td>( K ), N</td>
<td>( \sigma_0 ), N/m</td>
<td>( l = K/\sigma_0 ), m</td>
<td>( \nu_r ), m²/s</td>
<td>( \theta/\nu_r )</td>
</tr>
<tr>
<td>1.4 \times 10³</td>
<td>11.9 \times 10^{-12}</td>
<td>40 \times 10^{-3}</td>
<td>3 \times 10^{-10}</td>
<td>10^{-6} – 10^{-5}</td>
<td>10^{-4} – 10^{-3}</td>
</tr>
</tbody>
</table>

The name Harvard Group was proposed by De Gennes [19] and denotes five authors (see [18]).
anchoring at the surface. Otherwise, the radius of the jet must be decreased to the molecular scale. In the case of strong director anchoring at the surface, the second requirement, \( Er \ll 1 \), does not allow a continuous transition to ordinary liquids (the classical Rayleigh–Weber theory) which is an important benchmark in the theory. We note that as the elasticity tends to zero, \( K \to 0 \) then \( Er \to \infty \). Moreover, disregarding the bulk elasticity effects in LCs excludes the competition between the bulk forces and surface tension that is crucial for the physical picture of thin LC films (see Section 3). In this context [21], the Leslie–Erickson equation of angular motion of the director \( \mathbf{n}(r, t) \) was neglected and the elastically induced nondissipative contributions to the Navier–Stokes equation were not included in the LC hydrodynamics.

A more realistic setup of the problem consists of a rigid boundary condition of strong director anchoring at the free surface of LC jets. The simplest case constitutes a tangential orientation of the director at the surface, \( \mathbf{n} \cdot \mathbf{e} = 0 \), where \( \mathbf{e} \) is a unit vector normal to the jet surface. Such orientation, having strong anchoring and temperature independence, is observed at the free surface of the classical nematic PAA mentioned above [24–26]. Assuming that the scale of deformation of the initial surface is much larger than the molecular length of LCs, we conclude that if the orientation of the director \( \mathbf{n} \) is set tangential to the undisturbed surface, then it must also remain tangential when the surface is smoothly disturbed.

The elastic properties of LCs are expected to change the evolution patterns of jets that are made from them. In this paper, we derive a rigorous mathematical model of capillary instability for isothermal incompressible nematic LC jets in the single elastic approximation. This model shows how the combined viscous and elastic properties of LC fluids determine the boundary conditions at the free surface with strong tangential anchoring of the director and the range where instability prevails.

2. HYDRODYNAMICS OF AN LC JET

In this section, we first formulate the problem of capillary instability and then derive the basic equations that govern the linear hydrodynamics of an LC jet. The incompressible flow of a nematic LC is described by a set of differential equations: the continuity equation, the Navier–Stokes equation for viscoelastic LCs, and the Leslie–Erickson equation of angular motion of the director \( \mathbf{n}(r, t) \). They are supplemented by boundary conditions on the LC free surface with strong tangential anchoring of the director.

The basic notation and linear hydrodynamic equations for uniaxial nematic LCs follow the theory given in [18] (the so-called Harvard Group approach), which has become standard in many monographs, e.g., [12, 27]. We note that the Harvard Group and Erickson–Leslie–Parodi approaches are in full agreement (a detailed discussion is given in [19]).

2.1. Basic Notation and Variables

The following basic variables describe the nematic LC medium: velocity \( \mathbf{V}(r, t) \), pressure \( P(r, t) \), and director \( \mathbf{n}(r, t), \mathbf{n}^2 = 1 \). The initial values of the functions are denoted by “0,” either as a subscript or superscript. The following notation, which is commonly accepted in the theory of LCs, is used henceforth:

1. The free energy density \( E_d \) of a deformed non-chiral uniaxial nematic LC, given in the quadratic approximation in terms of the derivatives \( \partial \mathbf{n}/\partial x \), and in the single elastic approximation, has the form

\[
E_d = \frac{K}{2} (\text{div}^2 \mathbf{n} + \text{rot}^2 \mathbf{n}),
\]

(1)

where \( K \geq 0 \) is known as the Frank elasticity modulus. In the vicinity of a phase transition, \( K \propto Q^2 \) [19], and in the isotropic phase, it vanishes.

2. The bulk molecular field \( \mathbf{F} \) and the Erickson elastic stress tensor \( \tau_{ki} \), which set the equilibrium distribution of the \( \mathbf{n} \) field in an LC, are determined by the variational derivatives:

\[
\mathbf{F} = \mathbf{M} - \mathbf{n} \langle \mathbf{n}, \mathbf{M} \rangle, \quad \text{or} \quad F_i = (\delta_{ij} - n_in_j)M_j,
\]

(2)

where

\[
M_j = \frac{\partial}{\partial x_j} \frac{\partial E_d}{\partial (\delta_{ij}n_i)} - \frac{\partial E_d}{\partial n_i},
\]

\[
\tau_{ki} = \frac{\partial E_d}{\partial (\partial_k n_i)}, \quad \partial_k = \frac{\partial}{\partial x_k},
\]

(3)

i.e.,

\[
\mathbf{M} = K\Delta \mathbf{n}, \quad \tau_{kj} = K(\delta_{kj} \text{divn} + (\mathbf{n} \cdot \text{rotn})n_m \mathbf{e}_{mki} + [(\mathbf{n} \times \text{rotn}) \times \mathbf{n}]_m \mathbf{e}_{mki}),
\]

(4)

where \( \mathbf{e}_{mki} \) is a completely antisymmetric unit tensor of the third rank (the Levi–Civita tensor).

On the basis of an heuristic argument, De Gennes [19] noted that if the anisotropic interaction at a nematic-substrate interface is as large as that acting between nematic molecules, the anchoring energy \( \sigma \) can be roughly estimated as \( \sigma = K\alpha \), where \( K \) is the Frank modulus and \( \alpha \) is the molecular dimension; hence, taking \( K = 8 \times 10^{-12} \text{N} \) and \( \alpha = 5 \times 10^{-10} \text{m} \), we find \( \sigma = 1.6 \times 10^{-2} \text{N/m} \), which corresponds to the strong anchoring in virtually all practical cases. An extensive review by Cognard [23] lists sixteen of the most studied nematic LCs with corresponding \( \sigma \) measured at equilibrium with air (see Table 9 in [23]). All values lie in the range between \( 2.45 \times 10^{-2} \text{N/m} \) for MPPB and \( 4 \times 10^{-2} \text{N/m} \) for SCB, which well supports the qualitative consideration of De Gennes.
3. If the deviations of the director \( \mathbf{n} = \mathbf{n}^0 + \mathbf{n}^1 \) from its initial orientation \( \mathbf{n}^0 \) along the \( z \) direction are small, then
\[
\begin{align*}
  n_x^0 = n_y^0 &= 0, \quad n_z^0 = 1, \\
  1 &\gg n_x^1, n_y^1 \gg n_z^1 \sim (n_x^1)^2, (n_y^1)^2, 
\end{align*}
\]
and simple algebra yields the linear approximation
\[
F_x = K\Delta_3 n_x^1, \quad F_y = K\Delta_3 n_y^1, \quad F_z = 0, 
\]
where \( \Delta_3 \) is the three-dimensional Laplacian. Similar considerations regarding the Ericksen stress tensor \( \tau_{ki} \) give
\[
\begin{align*}
  \tau_{xx} &= \tau_{yy} = \tau_{zz} = K \text{div} \mathbf{n}^1, \\
  \tau_{xy} &= -\tau_{yx} = K \left( \frac{\partial n_x^1}{\partial y} - \frac{\partial n_y^1}{\partial x} \right), \\
  \tau_{yz} &= -\tau_{zy} = K \left( \frac{\partial n_y^1}{\partial z} - \frac{\partial n_z^1}{\partial y} \right), \\
  \tau_{zx} &= -\tau_{xz} = K \left( \frac{\partial n_z^1}{\partial x} - \frac{\partial n_x^1}{\partial z} \right).
\end{align*}
\]
The stresses given by Eqs. (7) do not contribute to the nondissipative stress tensor \( T^{(r)}_{ik} \) used in the linear hydrodynamics of LCs (see Eq. (8) below).

4. The reactive (nondissipative) \( T^{(r)}_{ik} \) and dissipative \( T^{(d)}_{ik} \) stress tensors are defined as
\[
\begin{align*}
  T^{(r)}_{ik} &= -\mathcal{P} \delta_{ik} - \tau_{ij} \frac{\partial n_j}{\partial x_i} - \frac{\lambda}{2} (n_i F_k + n_k F_i) \\
  &\quad + \frac{1}{2} (n_i F_k - n_k F_i), \\
  T^{(d)}_{ik} &= 2\eta_1 \Omega_{ik} + (\eta_3 - 2\eta_1) (n_i Y_{kj} n_j + n_k Y_{ij} n_j) \\
  &\quad + (2\eta_1 + \eta_3 - 2\eta_1) n_l n_m n_i n_j Y_{jm},
\end{align*}
\]
where the antisymmetric \( \Omega_{ik} \) (vorticity) and symmetric \( Y_{ik} \) parts of the derivative \( \partial_i V_j \) are given by
\[
\begin{align*}
  \Omega_{ik} &= \frac{1}{2} \left( \frac{\partial V_k}{\partial x_i} - \frac{\partial V_i}{\partial x_k} \right), \\
  Y_{ik} &= \frac{1}{2} \left( \frac{\partial V_k}{\partial x_i} + \frac{\partial V_i}{\partial x_k} \right).
\end{align*}
\]
Three independent viscous moduli \( \eta_1 \), the kinetic coefficient \( \lambda \), and the rotational viscosity \( \gamma_1 \) determine the dissipative stress tensor \( T^{(d)}_{ik} \), the fourth-rank viscosity tensor \( \eta_{ikjm} \), and the dissipative function \( D \) in the absence of heat fluxes,
\[
D = \eta_{ikjm} Y_{ik} Y_{jm} + \frac{1}{\gamma_1} F^2, \quad T^{(d)}_{ik} = \eta_{ikjm} Y_{jm},
\]
\[
\eta_{ikjm} = \eta_1 (\xi_{ik} + \xi_{jk} + \xi_{jm}) \\
+ \frac{\eta_3}{2} (n_i n_j \xi_{km} + n_k n_j \xi_{im} + n_i n_m \xi_{jm} + n_k n_m \xi_{ij})
\]
(11)
The tensor \( \eta_{ikjm} \) consists of three independent uniaxial invariants \( \{12\} \) and is highly symmetric, \( \eta_{ikjm} = \eta_{kimj} = \eta_{mikj} \). The requirement that \( D \) is positive becomes
\[
\eta_1 \geq 0, \quad \eta_3 \geq 0, \quad \gamma_1 \geq 0. \quad (12)
\]
The parameter \( \lambda \) is close to +1 or -1 for rodlike or disklike molecules, respectively. If the liquid is viscoelastic, then
\[
5.\quad \text{The hydrodynamic reactive (nondissipative) } m^{(r)} \text{ and dissipative } m^{(d)} \text{ fields are defined as}
\]
\[
m^{(r)}_i = -(\mathbf{V} \cdot \nabla) n_i + n_k \Omega_{ki} + \lambda \xi_{ij} Y_{jk} n_k,
\]
\[
m^{(d)} = \frac{1}{\gamma_1} F,
\]
(13)
where \( \nabla \) is the three-dimensional gradient operator, \( (\nabla n)^2 = \Delta n \).

6. The surface tension \( \sigma \) of a nematic LC is given by \( \{28\} \)
\[
\sigma = \sigma_0 + \sigma_1 (\mathbf{n} \cdot \mathbf{e})^2,
\]
(14)
where \( \sigma_0 \) and \( \sigma_1 \) are isotropic and anisotropic surface tension moduli respectively, and \( \mathbf{e} \) is a unit vector normal to the LC surface.

7. Another system of viscous moduli \( \alpha_i \) (called the Leslie viscosities) relate the dissipative and kinetic moduli as\footnote{The correct expression for \( \eta_5 \) is given in \( \{18\} \).}
\[
\begin{align*}
  \eta_1 &= \alpha_4 / 2, \quad \lambda = -\gamma_2 / \gamma_1, \\
  \eta_3 &= \alpha_1 + \alpha_4 + \alpha_5 + \alpha_6, \\
  \gamma_1 &= \alpha_3 - \alpha_2, \quad \gamma_2 = \alpha_3 + \alpha_2, \\
  \eta_3 - 2\eta_1 &= \alpha_5 + \alpha_6 \lambda, \\
  2\eta_1 + \eta_5 - 2\eta_3 &= \alpha_1 + \alpha_5^2 / \gamma_1.
\end{align*}
\]
\]
with the support of the Onsager–Parodi relation [17] as 
\( \alpha_1 + \alpha_2 = \alpha_6 - \alpha_8 \). In the vicinity of a phase transition,
the viscous moduli \( \alpha_i \) have different dependences on
order parameter \( Q \): \( \alpha_1 \propto Q^2 \), \( \alpha_2 \), \( \alpha_3 \), \( \alpha_5 \), \( \alpha_6 \propto Q \), and
\( \alpha_4 \propto Q^5 \) [19].

Tables 1 and 2 (see above) summarize viscosities
and other physical parameters that characterize the
most frequently used and well-studied nematic LCs,
also known as MBBA and PAA.

2.2. Basic Equations

The complete system of hydrodynamic equations
for the isothermal incompressible nematic LC reflects
the conservation laws of mass and of linear and angular
momenta.

1. The continuity equation
\[
\text{div} \mathbf{V} = 0. \tag{16}
\]

2. The Navier–Stokes equation for viscoelastic LC,
\[
\rho \frac{\partial \mathbf{V}}{\partial t} + \rho (\mathbf{V} \cdot \nabla) \mathbf{V} = \frac{\partial}{\partial x_i} (T^{(i)} + T^{(d)}). \tag{17}
\]

3. The Leslie–Ericksen equation of angular motion of
the director \( \mathbf{n}(r, t) \),
\[
\frac{\partial \mathbf{n}}{\partial t} = \mathbf{m}^{(r)} + \mathbf{m}^{(d)}. \tag{18}
\]

The last equation is written for a negligible specific
angular moment of inertia \( L_{\text{LC}} \) of the LC, namely,
\( L_{\text{LC}} \ll \rho r_0^2 \), where \( r_0 \) is the characteristic size of the
system. This is true in our case, where \( r_0 \) is the radius of
the jet.

We consider an isothermal incompressible jet flow-
ing along the z axis out of a nozzle at velocity \( \mathbf{V} \). The
initial orientation of director \( \mathbf{n}^0 \) is assumed to be col-
linear with \( \mathbf{V} \). Deviations from the initial values of the
director and pressure are defined as \( \mathbf{n}^i = \mathbf{n} - \mathbf{n}^0 \) and \( P_i = P - P_0 \), respectively, where \( P_0 = \sigma_0/r_0 \) is the unperturbed
pressure within the cylindrical jet. In the linear approx-
imation, \( |\mathbf{n}| \ll 1 \), Eqs. (16)–(18) are simplified as

\[
\text{div} \mathbf{V} = 0, \quad \rho \frac{\partial \mathbf{V}}{\partial t} = -\frac{\partial P}{\partial x_i} + \frac{\partial T^{(d)}}{\partial x_k} + \frac{1+\lambda}{2} \mathbf{n}^0 \cdot \nabla \mathbf{F}, \tag{19}
\]

\[
\frac{\partial n^i}{\partial t} = n_k \Omega_{ki} + \lambda n^0_i \mathbf{n}^0_j + \frac{1}{\gamma_1} \mathbf{F}^0_i, \tag{19}
\]

\[
\xi^0_{\alpha\beta} = \delta_{\alpha\beta} - n^0_i n^0_j, \quad i, j, k = x, y, z. \tag{19}
\]

Choosing \( n_z^0 = 1 \) gives \( F_z = 0 \), and hence,
\[
\frac{\partial V_x}{\partial x} + \frac{\partial V_y}{\partial y} + \frac{\partial V_z}{\partial z} = 0, \tag{20}
\]
\[
\rho \frac{\partial V_x}{\partial t} = -\frac{\partial P}{\partial x} + \left( \beta_1 \Delta_2 + \beta_2 \frac{\partial^2}{\partial z^2} \right) V_x + \left( \beta_2 - \beta_1 \right) \frac{\partial^2 V_z}{\partial x \partial z} - \frac{\lambda + 1}{2} \frac{\partial F_x}{\partial z}, \tag{21}
\]
\[
\rho \frac{\partial V_y}{\partial t} = -\frac{\partial P}{\partial y} + \left( \beta_1 \Delta_2 + \beta_3 \frac{\partial^2}{\partial z^2} \right) V_y + \left( \beta_2 - \beta_1 \right) \frac{\partial^2 V_z}{\partial y \partial z} - \frac{\lambda + 1}{2} \frac{\partial F_y}{\partial z}, \tag{21}
\]
\[
\rho \frac{\partial V_z}{\partial t} = -\frac{\partial P}{\partial z} + \left( \beta_2 \Delta_2 + \beta_3 \frac{\partial^2}{\partial z^2} \right) V_z - \frac{\lambda - 1}{2} \left( \frac{\partial F_x}{\partial x} + \frac{\partial F_y}{\partial y} \right), \tag{22}
\]
where \( \Delta_2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \) is the two-dimensional
Laplacian, \( \beta_1 = \eta_1, \beta_2 = \eta_2/2, \beta_3 = \eta_3 - \eta_2/2 \), and \( F_x \) and
\( F_y \) are given in (6). Because isotropic viscosity implies
that \( \beta_3 = \beta \), the LCs MBBA and PAA mentioned above
are clearly far from isotropic (see Tables 1 and 2).

To make the problem more specific and easier to
solve, we consider axisymmetric disturbances in the
system of a cylindrical LC jet with radius \( r_0 \). In this case,

\[
\frac{\partial V_x}{\partial z} + \frac{\partial V_z}{\partial r} + \frac{V_r}{r} = 0, \tag{23}
\]
\[
\rho \frac{\partial V_r}{\partial t} = -\frac{\partial P}{\partial r} + \left[ \beta_1 \left( \Delta_2 - \frac{1}{r^2} \right) + \beta_2 \frac{\partial^2}{\partial z^2} \right] V_r + \left( \beta_2 - \beta_1 \right) \frac{\partial^2 V_z}{\partial r \partial z} - \mu \frac{\partial F_r}{\partial z}, \tag{24}
\]
\[
\rho \frac{\partial V_z}{\partial t} = -\frac{\partial P}{\partial z} + \left[ \beta_2 \Delta_2 + \beta_3 \frac{\partial^2}{\partial z^2} \right] V_z - \mu \left( \frac{\partial F_r}{\partial r} + \frac{F_r}{r} \right), \tag{25}
\]
\[ \gamma_1 \frac{\partial n_z^1}{\partial t} = \gamma_1 \mu_1 \frac{\partial V_r}{\partial z} + \gamma_2 \mu_2 \frac{\partial V_e}{\partial r} + F_r, \quad n_z^1 = 0, \quad (26) \]

where

\[ \Delta_z = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r}, \]

\[ F_r = K \left( \Delta_z - \frac{1}{r^2} + \frac{\partial^2}{\partial z^2} \right) n_r, \quad (27) \]

\[ \mu_1 = \frac{\lambda + 1}{2}, \quad \mu_2 = \frac{\lambda - 1}{2}. \]

Equations (23)–(26) describe the ordinary linear hydrodynamic behavior of isotropic incompressible liquids if the LC properties vanish: \( K, \gamma_1 \rightarrow 0 \) and \( \beta_2 = \beta \). The result is the well-known continuity equation and the linearized Navier–Stokes equation,

\[ \text{div} \mathbf{V} = 0, \quad \rho \frac{\partial \mathbf{V}}{\partial t} = -\nabla P_1 + \beta \Delta \mathbf{V}. \quad (28) \]

**2.3. Boundary Conditions at the Free Surface**

Boundary conditions at the free surface of an LC state that the jump in stress consists of two parts: one depends on the surface tension \( \sigma \) and the other on the elastic disturbance \( W_{\text{elast}} \) of the uniform director field \( \mathbf{n}_0(r) \). Assuming that no tangential stresses exist at the free surface, we can express the boundary conditions at \( r = r_0 \) as

\[ (T^{(c)}_{ik} + T^{(d)}_{ik}) e_k + (2 \sigma \mathcal{H} + W_{\text{elast}}) e_i + \frac{\partial \sigma}{\partial x_i} = 0, \quad (29) \]

where \( e_k \) are the components of the normal unit vector \( e \) in the reference frame of the LC cylinder and \( \mathcal{H} = (1/R_1 + 1/R_2)/2 \) denotes the mean surface curvature with the principal radii \( R_1 \) and \( R_2 \).

The nonhydrodynamic part of the boundary conditions with strong tangential anchoring of the director at the free surface holds if the scale of deformation of the initial surface is much larger than the molecular length of LCs.\(^5\) This determines the tangential behavior of a smoothly disturbed director \( \mathbf{n} \) at the free surface, \( e_z \ll e_r \sim 1 \):

\[ \mathbf{e} \cdot \mathbf{n} = 0 \quad \Rightarrow \quad e_z + n_z^1 = 0 \quad \text{at} \quad r = r_0. \quad (30) \]

The last constraint cancels the gradient term in Eq. (29). We finally obtain the boundary conditions in the linear approximation of the variables \( n_r, V_r, V_z, \) and \( P_1, \)

\[ T^{(c)}_{rr} + T^{(d)}_{rr} + 2 \sigma \mathcal{H} + W_{\text{elast}} = 0, \quad T^{(c)}_{zr} + T^{(d)}_{zr} = 0. \quad (31) \]

Substitution of the expressions for the reactive and dissipative stress tensors gives

\[ 2\beta_1 Y_{rr} - P_1 = 2\sigma_0 (\mathcal{H}_0 - \mathcal{H}) - W_{\text{elast}}, \quad (32) \]

\[ 2\beta_2 Y_{zr} = \mu_2 F_r, \quad \text{at} \quad r = r_0, \quad (33) \]

where \( \mathcal{H}_0 = (2r_0)^{-1} \) is the initial mean curvature of the LC cylinder. The equations for the jet surface—disturbed by a wave \( \zeta(z, t) \)—and its radial velocity \( \partial \zeta/\partial t \) are given by

\[ r(z, t) = r_0 + \zeta(z, t), \quad V_r = \frac{\partial \zeta}{\partial t} \quad \text{at} \quad r = r_0, \quad (33) \]

where \( \zeta \ll r_0 \) is the radial displacement of a surface point. The principal radii of the surface curvature, in the linear approximation with respect to \( \zeta \), and its derivatives can be expressed as

\[ \frac{1}{R_1} = \frac{1}{r_0 + \zeta} \approx 1 - \zeta \quad \text{and} \quad \frac{1}{R_2} \approx -\frac{\partial^2 \zeta}{\partial z^2}. \quad (34) \]

This transforms the boundary conditions given by Eqs. (30) and (32) into

\[ n_r^1 = \frac{\partial \zeta}{\partial z}, \quad V_r = \frac{\partial \zeta}{\partial t}, \quad (35) \]

\[ 2\beta_2 Y_{zr} = \mu_2 F_r, \quad (36) \]

\[ P_1 - 2\beta_1 Y_{rr} = -\sigma_0 \left( \frac{\zeta}{r_0} + \frac{\partial^2 \zeta}{\partial z^2} \right) + W_{\text{elast}}. \quad (37) \]

The term \( W_{\text{elast}} \) deserves further discussion. It reflects the existence of normal stresses at the surface, which arise due to the resistance of the uniformly oriented continuous LC media to the surface disturbance. The term \( W_{\text{elast}} \) vanishes in undisturbed LC jets and depends linearly on the elastic modulus \( K \), the radius \( r_0 \), and the derivatives of \( \zeta \). Moreover, the invariance of the problem under inversion of the \( z \) axis requires dependence on derivatives of only even orders. An explicit expression for \( W_{\text{elast}} \) is derived in Section 3.1.

### 3. PLATEAU INSTABILITY IN AN LC CYLINDER

Before considering the sophisticated mathematics of Eqs. (23)–(26) supplemented by boundary conditions (35)–(37), we discuss capillary instability of the LC cylinder. This is done by applying the Plateau considerations [29] on the shape of a liquid mass withdrawn from the action of gravity.
We consider an LC cylinder with surface disturbed in accordance with (33), where \( \zeta = \zeta_0 \cos k_0 z \), \( \zeta_0 \) is small compared to \( r_0 \), and \( k = 2\pi/\Lambda \), with \( \Lambda \) being the disturbance wavelength. The idea of Plateau, applied here, is to find the cut-off wavelength \( \Lambda \) of the disturbance that determines breakage of the cylinder into droplets with due decrease in the total energy.

The average volume \( v \) over one wavelength \( \Lambda \) in the \( z \) direction is given by

\[
v = \frac{1}{\Lambda} \int_0^\Lambda dz \int ds = \pi \left( r_0^2 + \frac{1}{2} r_0^2 \right) \frac{1}{\nu} \left( 1 - \frac{1}{4} \frac{r_0^2}{\nu} \right),
\]

where \( r_0 \) in the right-hand side is given as a second-order expansion in \( \zeta_0 \). The total energy \( \mathcal{E} \) of the LC cylinder per unit wavelength with a disturbed director field \( \mathbf{n}(r) \) is given by

\[
\mathcal{E} = \sigma_0 \int_0^\Lambda ds \int_0^\Lambda dz \left( \text{div}^2 \mathbf{n} + \text{rot}^2 \mathbf{n} \right) ds.
\]

The static director field \( \mathbf{n}(r) \) can be found from Eq. (27) and the associated boundary condition (35),

\[
\begin{align*}
n_z^0 &= 1, \quad F_s = 0 \quad \Rightarrow \quad \left( \Delta_{zz} - \frac{1}{r^2} + \frac{\partial^2}{\partial z^2} \right) n_z^1 = 0, \\
n_r^1 &= \frac{\partial \zeta}{\partial z} \quad \text{at} \quad r = r_0.
\end{align*}
\]

Equation (40) has the solution

\[
n_z^1(r, z) = -\frac{k \zeta_0}{I_1(kr_0)} I_1(kr) \sin k z,
\]

which is finite at \( r = 0 \), where \( I_m(x) \) is the modified Bessel function of order \( m \). The contribution of elastic forces is determined by

\[
\text{div}^2 \mathbf{n} + \text{rot}^2 \mathbf{n} = k^2 \left[ \frac{k \zeta_0}{I_1(kr_0)} \right]^2 I_1(kr_0) \\
\times [A_1^2(kr) \sin^2 k z + A_2^2(kr) \cos^2 k z],
\]

where

\[
A_1(q) = \frac{dI_1(q)}{dq} + \frac{1}{q} I_1(q), \quad A_2(q) = I_1(q).
\]

Simple integration of Eq. (39) gives

\[
\mathcal{E} = 2\pi \sigma_0 r_0 \left( 1 + \frac{1}{4} k^2 \zeta_0^2 \right) + \pi k \left[ \frac{k \zeta_0}{I_1(kr_0)} \right]^2 \\
\times \int_0^\infty \left[ A_1^2(q) + A_2^2(q) \right] dq.
\]

Inserting \( r_0 \) from Eq. (38) into the first term above, we obtain

\[
\mathcal{E} - 2\sigma_0 \pi \nu \frac{k \zeta_0^2}{2r_0} (\sigma^2 - 1) + \pi k \left[ \frac{\zeta_0}{r_0 I_1(\sigma)} \right]^2 \\
\times \int_0^\infty \left[ A_1^2(q) + A_2^2(q) \right] dq, \quad \sigma = k r_0.
\]

The positive root \( \sigma = k r_0 \) of the expression in the right-hand side of Eq. (44) determines the cut-off wavelength \( \Lambda \) of capillary disturbances that renders the LC cylinder unstable.

The quadratic approximation with respect to the derivatives \( \partial n / \partial x_j \) in Eq. (1), which provides the basis for the Frank theory, makes expression (44) correct only in terms of the \( \sigma^2 \) approximation. Indeed, the power of \( \sigma \) in Eq. (44) must not exceed 2, otherwise calculation becomes inconsistent. We thus obtain

\[
\mathcal{E} - 2\sigma_0 \pi \nu \frac{k \zeta_0^2}{2r_0} (\sigma^2 - 1) + \pi k \zeta_0^2 \\
\times \int_0^\infty \left[ A_1^2(q) + A_2^2(q) \right] dq, \quad \sigma = \frac{k \zeta_0}{r_0},
\]

where the subscript \( s \) denotes the static nature of the Plateau instability. The asymptotic behavior of \( \sigma_s(\kappa) \) shows two important limits:

\[
\sigma_s = \begin{cases} 1 - \kappa & \text{if } \kappa \ll 1, \\ \frac{1}{\sqrt{2\kappa}} \left( 1 - \frac{1}{4\kappa} \right) & \text{if } \kappa \gg 1. \end{cases}
\]

Figure 1 shows a plot of \( k_s r_0 \) versus \( \kappa \) for the Plateau instabilities in the LC and in ordinary liquid.

The corresponding asymptotic cut-off wavelength \( \Lambda_s \) is obtained as

\[
\Lambda_s = 2\pi r_0 (1 + \kappa) \quad \text{if } \kappa \ll 1,
\]

\[
\Lambda_s = 2\pi \frac{2k}{\sigma_0 \sqrt{r_0}} (1 + \frac{1}{4\kappa}) \quad \text{if } \kappa \gg 1.
\]

This result shows that \( k > k_s \) increases the total energy \( \mathcal{E} \) of the disturbed system, whereas \( k < k_s \) decreases it. According to (46), there are two marginal regimes of instability.
1. The capillary regime \( r_0 \gg K/\sigma_0 \). Here, \( \Lambda_s \) is close to the circumference of the cylinder and the elastic deformation contribution \( \int E_d dV \) to the total energy \( \mathcal{E} \) is negligible. This regime should apply to a wide range of nematic LCs, because the common values of \( K \sim 10^{-11} \text{J/m} \) [19] and \( \sigma_0 \sim 10^{-2} \text{J/m}^2 \) [23] lead to \( K/\sigma_0 \sim 10^{-4} \text{m} \). This value is evidently smaller than the presently attainable radii of the jet.

2. The elastic regime \( r_0 \ll K/\sigma_0 \). This case reflects the dominance of elastic deformation and predicts an unusual behavior for \( \Lambda_s \sim \sqrt{r_0} \). This regime cannot be reached by a simple increase of the elastic moduli, because their magnitude is determined by \( K \sim \kappa_B T/\alpha \), where \( \kappa_B T = 4 \times 10^{-21} \text{J} \) is the Boltzmann thermal energy at room temperature and \( \alpha = 5 \times 10^{-10} \text{m} \) is the molecular length of the LC. In contrast, the effect of surface tension can be diminished by surfactants or by charging the surface of the liquid. In the latter case, the charge can virtually eliminate the effect of surface tension and provide conditions under which elastic forces predominate.

3.1. \( W_{\text{elast}} \) and the Gaussian Surface Curvature

A straightforward way to derive an expression for \( W_{\text{elast}} \) is to solve the elastic problem for the stresses existing on a deformed axisymmetric surface of an LC cylinder. This is related to the Plateau instability, which obviates the need to repeat the entire procedure.

When we turn from Plateau considerations regarding the static instability of LC cylinders to the capillary instability of LC jets, the question is whether the cut-off wavelengths of the static (\( \Lambda_s \)) and hydrodynamic (\( \Lambda_d \)) problems coincide. This question was neglected by Rayleigh in his studies on isotropic viscous liquids, because the cut-off wavelengths always coincide for ordinary liquids, \( \Lambda_s \equiv \Lambda_d \). This identity reflects a deep equivalence principle of the bifurcation point for a non-trivial steady state of a dynamic system and the threshold of static instability related to the minimum of its free energy \( \mathcal{E} \) [4].

Using this \( \Lambda_s \equiv \Lambda_d \), we construct the term \( W_{\text{elast}} \), which enters boundary condition (37). For this, we examine and represent the total energy (45) as

\[
\mathcal{E} = 2\sigma_0 \sqrt{\pi} \nu \\
= \frac{\pi \zeta_0 r_0}{2} - \sigma_0 \left( \frac{\zeta_0}{r_0^2} - \frac{\zeta_0 k^2}{r_0^3} \right) + 2 K \frac{\zeta_0}{r_0^2} \frac{k^2}{r_0^2}. \quad (48)
\]

Next, we compare the expression in the brackets with the right-hand side of Eq. (37). This gives \( W_{\text{elast}} \), which generates the elastic contribution in (48),

\[
W_{\text{elast}} = 2 K' \mathcal{G}, \quad \mathcal{G} = \frac{1}{R_1 R_2} = \frac{\partial^2 \mathcal{F}}{r_0 \partial z^2}. \quad (49)
\]

where \( \mathcal{G} \) is the Gaussian surface curvature in accordance with (34). Thus, the final expression for boundary conditions (29) is based on two fundamental invariants of the surface curvature, the mean surface curvature \( \mathcal{H} \) and the Gaussian surface curvature \( \mathcal{G} \).

4. DISPERSION RELATION

Rayleigh was the first to observe [1] that the instability problem is not so definite, contrary to the Plateau theory. The mode whereby a system deviates from unstable equilibrium must depend on the nature and characteristics of small displacements to which this system is subjected. In the absence of such displacement, any system, however unstable, cannot depart from equilibrium. These characteristics, being hydrodynamic, reflect the effect of viscosity, which predominates over inertia. For ordinary liquids, the mode of the maximum instability, which corresponds to the wavelength \( \lambda_R = 4.508 \times 2 r_0 \), exceeds the circumference of the liquid cylinder. We anticipate that the instability of LC jets has similar features.

The fact that the velocity potential does not exist in an anisotropic viscoelastic liquid dictates a standard approach to this problem that was first elaborated by Rayleigh [2]. We define the Stokes stream function \( \Psi(r, t) \) and the director potential \( \Theta(r, t) \) as

\[
V_r = -\frac{1}{r} \frac{\partial \Psi}{\partial r}, \quad V_z = \frac{1}{r} \frac{\partial \Psi}{\partial z}, \quad n_r^1 = \frac{\partial \Theta}{\partial r}, \quad (50)
\]

such that continuity equation (23) holds. From the other
three equations, (24)–(26), we have
\[
\frac{\partial P_1}{\partial z} = \frac{1}{r} \beta_2 r \left[ \frac{1}{r} \frac{\partial \Psi}{\partial r} \right] + \frac{\beta_2}{r} \frac{\partial^2 \Psi}{\partial z^2} - \frac{\partial \Psi}{\partial t} + \mu_1 r F_r,
\]
(51)
\[
\frac{\partial P_1}{\partial z} = \frac{1}{r} \beta_2 r \left[ \frac{1}{r} \frac{\partial \Psi}{\partial r} \right] + \frac{\beta_2}{r} \frac{\partial^2 \Psi}{\partial z^2} - \frac{\partial \Psi}{\partial t} + \mu_1 r F_r.
\]
(52)
\[
\frac{\partial^2 \Theta}{\partial t \partial r} = \frac{1}{r} \left[ \mu_2 r \left( \frac{1}{r} \frac{\partial \Psi}{\partial r} \right) - \mu_1 \frac{\partial^2 \Psi}{\partial z^2} \right] + \frac{1}{\gamma_1},
\]
(53)

Applying the commutation rules gives
\[
\left( \Delta_{2c} - \frac{1}{r^2} \right) \frac{\partial \Theta}{\partial r} = \frac{\partial}{\partial r} \Delta_{2c} \Theta \rightarrow F_r,
\]
which facilitates simplification of the above equations. Assuming that an axisymmetric disturbance characterized by the wavelength 2\(\pi/k\) increases exponentially in time with the growth rate \(s\) gives
\[
\{ \Psi, \Theta, \zeta, P_1, F_r \}
\]
= \{ i\psi(r), i\theta(r), \zeta(r), p(r), if(r) \} e^{i(r + i\kappa z)}.
(54)

Inserting (54) in (51)–(53) leads to the amplitude equations
\[
\frac{1}{kr} \frac{\partial P_1}{\partial r} = \beta_4 \left( \frac{1}{r} \frac{\partial \Psi}{\partial r} \right) - (\beta_2 k^2 + sp) \frac{\Psi}{r} + \mu_1 f,
\]
\[
\beta_4 = 2\beta_1 - \beta_2,
\]
\[
k p = \frac{1}{r} \frac{\partial}{\partial r} \left[ \beta_3 \frac{\partial \Psi}{\partial r} \right] - (\beta_3 k^2 + sp) \frac{\Psi}{r} - \mu_2 f,
\]
\[
\frac{\partial \Theta}{\partial r} = \mu_2 \frac{1}{r} \frac{\partial \Psi}{\partial r} + \mu_1 k^2 \frac{\Psi}{r} + \frac{1}{\gamma_1} f,
\]
\[
f = K \frac{\partial}{\partial r} (\Delta_{2c} - k^2) \Theta.
\]

The new variables in (54) require reformulating boundary conditions (35)–(37) as
\[
k \zeta = \frac{\partial \theta}{\partial r}, \quad s \zeta = k \frac{\Psi}{r},
\]
\[
\frac{\mu_2 f}{\beta_4} = \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) + k^2 \frac{\psi}{r},
\]
\[
p = 2\beta_1 k \frac{\partial}{\partial r} \left( \frac{\Psi}{r} \right) + \zeta \Gamma,
\]
(58)

where
\[
\Gamma = \sigma_0 \left( k^2 - \frac{1}{r_0^2} \right) + 2K \frac{1}{r_0} k^2.
\]
The real forms of amplitude equations (55)–(57) and boundary conditions (58) imply that expression (54) divides the five variables into two groups: \(P_1, \zeta, \Psi, \Theta, F_r\). These groups are shifted with respect to each other by the phase angle \(\pi/2\).

### 4.1. Reduction of the Amplitude Equations

In this section, we perform the standard procedure for the simplification of amplitude equations (55)–(57). Substituting \(f\) from (57) in the other amplitude equations, we obtain
\[
\frac{1}{kr} \frac{\partial P_1}{\partial r} = B_1 \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right)
\]
\[- (B_2 k^2 + sp) \frac{\psi}{r} + s \gamma_1 \mu_1 \frac{\partial \theta}{\partial r},
\]
\[
k p = \frac{1}{r} \frac{\partial}{\partial r} \left[ B_3 \frac{\partial \psi}{\partial r} \right] - (B_4 k^2 + sp) \frac{\psi}{r}
\]
\[- s \gamma_1 \mu_2 \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\theta}{r} \right),
\]
\[
0 = \mu_2 \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) + \mu_1 k^2 \frac{\psi}{r} + \frac{K}{\gamma_1} \frac{\partial}{\partial r} \left[ \frac{1}{r} \frac{\partial}{\partial r} \right] - \left( k^2 + \frac{s \gamma_1}{K} \right) \frac{\theta}{r},
\]
where
\[
B_1 = \beta_4 - \gamma_1 \mu_1 \mu_2, \quad B_2 = \beta_2 + \gamma_1 \mu_1^2,
\]
\[
B_3 = \beta_2 + \gamma_1 \mu_2, \quad B_4 = \beta_3 - \gamma_1 \mu_1 \mu_2,
\]
and \(B_2 > 0, B_3 > 0\) by virtue of conditions (12). Let a new stream function \(\chi\) be defined as \(\psi = \rho \partial \chi/\partial r\). The orientational (\(\hat{\theta}\)) and kinematic (\(\gamma_1\)) viscosities, as well
as the other auxiliary functions, are defined by the relations
\[
\hat{\vartheta} = \frac{K}{\gamma_1}, \quad v_i = \frac{B_i}{\rho}, \quad u_i^2 = k^2 + \frac{s}{\gamma_i},
\]

\[
w^2 = k^2 + \frac{s}{\hat{\vartheta} \gamma_i} \leq 1 \rightarrow u_i^2 \leq w^2,
\]  

where the first inequality in (63) applies to the known nematic LC fluids (see Tables 1 and 2). Using the new notation, we find the first integrals of the amplitude equations,

\[
P_k = \frac{(B_1 \Delta_{2c} - B_2 u_2^2)\chi + s \gamma_1 \mu_1 \theta}{\hat{\vartheta}},
\]

\[
k p = \frac{(B_1 \Delta_{2c} - B_4 u_4^2)\Delta_{2c} - \chi - s \gamma_1 \mu_2 \Delta_{2c} \theta}{\hat{\vartheta}},
\]

\[
0 = \left(\mu_2 \Delta_{2c} + \mu_1 k^2\right)\chi + \hat{\vartheta}(\Delta_{2c} - w^2)\theta.
\]

Next, we eliminate the pressure amplitude \( p \) from Eqs. (64) and (65). This gives

\[
[B_1^2 \Delta_{2c}^2 - (B_2 k^2 + B_4 u_4^2) \Delta_{2c} + B_2 u_2^2 k^2] \chi - s \gamma_1 (\mu_2 \Delta_{2c} + \mu_1 k^2) \theta = 0,
\]

\[
(\mu_2 \Delta_{2c} + \mu_1 k^2) \chi + \hat{\vartheta}(\Delta_{2c} - w^2) \theta = 0.
\]

Diagonalizing the matrix of operators in (67) and (68), we obtain homogeneous equations for the functions \( \chi(r) \) and \( \theta(r) \),

\[
[D_3 \Delta_{2c}^3 - D_2 \Delta_{2c}^2 + D_1 \Delta_{2c} - D_0] \left(\begin{array}{c} \chi \\ \theta \end{array}\right) = \left(\begin{array}{c} 0 \\ 0 \end{array}\right),
\]  

where

\[
D_0 = k^2 (\hat{\vartheta} B_2 u_2^2 w^2 - s \gamma_1 \mu_2 k^2),
\]

\[
D_1 = \hat{\vartheta} (B_1 k^2 w^2 + B_2 k^2 u_2^2 + B_4 u_4^2 u_1^2) + 2 s \gamma_1 \mu_1 \Delta_{2c} k^2,
\]

\[
D_2 = \hat{\vartheta} (B_1 k^2 + B_3 w^2 + B_4 u_4^2) - s \gamma_1 \mu_2 k^2,
\]

\[
D_3 = \hat{\vartheta} B_3.
\]

It is easy to verify that all coefficients \( D_j \) are positive if the conditions \( B_i > 0 \) and \( \mu_2 \ll 1, \hat{\vartheta} / \gamma_i \ll 1 \) are satisfied (for all \( i \)). The latter conditions are in good agreement with numerous observations in nematic LCs \[19\].

Factoring the polynomial differential operator further (recalling that \( D_3 > 0 \)) gives

\[
D_3 \Delta_{2c}^3 - D_2 \Delta_{2c}^2 + D_1 \Delta_{2c} - D_0
\]

\[
= D_3 (\Delta_{2c} - m_1^2) (\Delta_{2c} - m_2^2) (\Delta_{2c} - m_3^2).
\]

Equation (71) facilitates finding the finite solutions of Eq. (69),

\[
\chi(r) = \sum_{j=1}^{3} \frac{C_j I_0(m_j r)}{m_j},
\]

\[
\theta(r) = \sum_{j=1}^{3} \frac{G_j I_0(m_j r)}{m_j},
\]

where the second fundamental solutions that diverge at \( r = 0 \) have been excluded, \( C_j \) and \( G_j \) are indeterminate coefficients, and \( m_j^2 \) are three generic \[6\] roots of the cubic equation

\[
D_3 m_1^6 - D_2 m_1^4 + D_1 m_1^2 - D_0 = 0 \rightarrow \sum_{j=1}^{3} m_j^2 = \frac{D_2}{D_3},
\]

\[
\sum_{j \neq k} m_j m_k = \frac{D_1}{D_3}, \quad \prod_{j=1}^{3} m_j = \frac{D_0}{D_3}.
\]

The coefficients \( C_j \) can be expressed via \( C_j \) after inserting solutions (72) into Eq. (68):

\[
G_j = \frac{1}{\hat{\vartheta}} \delta_j C_j,
\]

\[
g_j = \frac{\mu_1 k^2 + \mu_2 m_j^2}{w^2 - m_j^2}, \quad j = 1, 2, 3.
\]

The amplitude of the pressure \( p(r) \), the stream function \( \psi(r) \), and the displacement \( \zeta(r_0) \) of a point on the surface are easily found from Eqs. (57), (64), (68), and (74) as

\[
p(r) = k \sum_{j=1}^{3} \frac{1}{m_j} C_j I_0(m_j r),
\]

\[
l_j = B_1 m_j^2 - B_2 u_2^2 + s \gamma_1 \mu_1 g_j,
\]

\[
\psi(r) = r \sum_{j=1}^{3} C_j I_1(m_j r),
\]

\[
\zeta(r_0) = \frac{1}{\hat{\vartheta} k} \sum_{j=1}^{3} g_j C_j I_1(m_j r_0), \quad j = 1, 2, 3.
\]
Before proceeding, we discuss the distribution of the roots $m_j^2$ of cubic equation (73) in the complex plane.

First, $m_1^2$ is always positive because $D_1 > 0$, as mentioned above and as follows from the Descartes rule of sign interchange in the sequence of coefficients for real algebraic equations. The other two roots $m_2^2, m_3^2$ are either positive or complex conjugate with positive real parts. The last case leads to Bessel functions of complex arguments in (72). This fact can indicate that the separation of the two groups of functions $P_1$, $\zeta$ and $\Psi$, $\Theta$, $\Phi$, by the phase angle $\pi/2$ is more elaborate than assumed in (54). Another consequence of the existence of complex conjugate roots $m_j^2$, which is more important from the physical standpoint, is the appearance of imaginary conjugate roots, which is more important from the standpoint of the growth rate contributions to the dispersion equation. This can lead to a complex value of the growth rate.

Another consequence of the existence of complex roots of cubic equation (73) in the complex plane. Before proceeding, we discuss the distribution of the roots $m_j^2$ of cubic equation (73) in the complex plane.

\[ \zeta(z, t) \approx \zeta(r_0) e^{\omega t} e^{i(\omega t + kz)}, \]

where $\omega$ is the frequency of oscillations.

4.2. Dispersion Equation

In what follows, we derive the dispersion equation $s = s(k r_0)$ that determines the evolution of the Rayleigh instability in LC jets. The revised version of boundary conditions (58) at $r = r_0$, which utilizes the new stream function $\chi(r)$, is given by

\[ s \frac{\partial \chi}{\partial r} = k^2 \frac{\partial^2 \chi}{\partial r^2}, \]

where $B_1 = \beta_2 + \gamma_1 \mu_1 \mu_2$. Substituting (72) and (75) into (76) and eliminating the coefficients $C_1$, $C_2$, and $C_3$ from the linear equations leads to a (3 x 3)-determinant equation:

\[ \det S_{ij} = 0, \]  

where

\[ S_{1j} = k^2 - \frac{s}{\bar{\nu}_j} \delta_{ij}, \]

\[ S_{2j} = B_3 m_j^2 + B_4 k^2 - \frac{s}{\bar{\nu}_j} \gamma_1 \mu_2 \delta_{ij}, \]

\[ S_{3j} = \Gamma - s \left[ \frac{l_j I_0(m_j r_0)}{m_j I_1(m_j r_0)} - 2 \beta_1 m_j I_1(m_j r_0) I_1(m_j r_0) \right], \]

and $I_j(y) = dI_j(y)/dy$. Equation (77) is an implicit form of the exact dispersion relation, which is highly complex and cannot be solved analytically in the general case. Nevertheless, here we can verify that the cut-off wavelength $\Lambda_c$ coincides with $\Lambda$, obtained from the Plateau theory. Indeed, the cut-off regime corresponds to boundary conditions (76) when $s = 0$ and is satisfied for $\Gamma = 0$, i.e., $\Lambda_c = \Lambda$. The implications of Eq. (77) can be extended further, for the study of different modes of the LC flow, including oscillations, and in order to describe the asymptotic behavior of LC jets. This is outside the scope of this paper. In the next section, we consider a case that facilitates decoupling of hydrodynamic and orientational modes, and consequently the solution of the Rayleigh instability problem in a closed form.

5. DECOUPLING OF HYDRODYNAMIC AND ORIENTATIONAL MODES

In this section, we discuss the case in which dispersion equation (77) becomes solvable. Here, we encounter another problem: the elasticity of the LC and anisotropy of its viscous properties have the same origin and therefore cannot be considered separately. Nevertheless, we investigate the case where dispersion equation (77) can be simplified. The large number of physical parameters involved (three viscous moduli, two kinetic coefficients, $\lambda$ and $\gamma_1$, orientational ($\bar{\nu}$) and kinematic ($\bar{\nu}_i$) viscosities, and the dimensionless parameter $\kappa$) call for such a treatment.

We consider an LC with rodlike molecules ($\lambda = 1$) and low orientational viscosity $\bar{\nu}_i$.

\[ \mu_1 = 1, \quad \mu_2 = 0, \quad \bar{\nu} \ll \nu_i, \quad k^2 \ll \frac{s}{\bar{\nu}}, \quad (79) \]

where the first three relations apply to known nematic LC fluids (see Tables 1 and 2). The last inequality in (79) applies to the low-viscosity limit, which was considered for the kinematic viscosity in ordinary liquids by Rayleigh [1].

In this case, characteristic equation (73) reduces to

\[ m^6 - m^4 + \frac{s}{\bar{\nu}_i} \left( \beta B k^2 + \frac{s}{\bar{\nu}_2} \right) m^2 - \frac{s}{\bar{\nu}_i} k^2 \left( k^2 + \frac{s}{\bar{\nu}_2} \right) = 0, \]

\[ \bar{\nu}_i = \frac{\beta_3}{\rho}, \quad \beta = \frac{\beta_3 + \beta_4}{\beta_2}. \]
The three roots \( m_j^2 \) of Eq. (73) become

\[
2m_{1,2}^2 = \mathcal{B}k^2 + \frac{s}{\sqrt{V_2}} \\
\pm \sqrt{\left(\mathcal{B}^2 - 4\right)k^4 + 2\left(\mathcal{B} - 2\right)k^2s + \left(\frac{s}{\sqrt{V_2}}\right)^2},
\]

(81)

\[
m_3^2 = \frac{s}{\mathcal{D}}.
\]

A simple analysis of the last expression shows that the dimensionless parameter \( \mathcal{B} \) has a critical value of 2 that separates two different evolution scenarios of the LC jet. If \( \mathcal{B} > 2 \), both roots, \( m_1^2 \) and \( m_2^2 \), are positive and the capillary instability always appears via trivial bifurcation (steady-state instability). This scenario applies to MBBA and PAA LCs with \( \mathcal{B}_{\text{MBBA}} = 5.92 \) and \( \mathcal{B}_{\text{PAA}} = 7.11 \) (see Tables 1 and 2). In the opposite case, \( \mathcal{B} < 2 \), we can find the regime where the above roots are complex conjugate. This leads to the oscillatory evolution of the jet, which appears via the Hopf bifurcation (see Section 4.1).

Significant simplification can be obtained if we assume degeneration of the three viscosities at the critical value \( \mathcal{B}_c = 2 \). Indeed, if the viscous moduli \( \beta_j \) satisfy the relation

\[
\mathcal{B}_c(\beta_j) = 2 \implies 2\beta_1 + \beta_3 = 3\beta_2,
\]

(82)

the three roots \( m_j^2 \) of Eq. (73) are

\[
m_{1,2}^2 = k^2, \quad m_3^2 = k^2 + \frac{s}{\sqrt{V_2}}, \quad m_3 = \frac{s}{\mathcal{D}}.
\]

(83)

We note that relation (82) cancels the last term in (9). Expressions (83) indicate that the problem is decomposed into two parts, or, in other words, the cross terms in Eqs. (67) and (68) are dropped. Thus, the first part of the problem is associated with the Rayleigh instability, described by

\[
(\Delta_{2c} - m_{1,2}^2)\Delta_{2c} - m_{3,2}^2)\chi = 0,
\]

(84)

with boundary conditions that account for elasticity,

\[
\frac{\partial}{\partial r}\Delta_{2c}\chi + k^2\frac{\partial \chi}{\partial r} = 0,
\]

(85)

\[
\frac{s}{k^2}p = 2\frac{s\beta_1^2}{\partial r} + \Gamma \frac{\partial \chi}{\partial r} \text{ at } r = r_0.
\]

The second part is associated with an orientational instability of the director field \( \mathbf{n}(r, t) \),

\[
(\Delta_{2c} - m_3^2)\theta = 0,
\]

where the only indeterminates are \( c_1 \) and \( c_2 \), while \( c_3 \) can be expressed as their linear combination,

\[
\frac{c_1}{k^2} = \frac{c_1}{I_1(m_1^2 r_0)} + \frac{c_2}{I_1(m_2^2 r_0)} I_1(m_3^2 r_0),
\]

(88)

provided that \( s = s(kr_0) \) satisfies the dispersion relation that follows from (85) and (87),

\[
s^2 + \frac{2V_1 k^2}{I_0(kr_0)}
\]

Fig. 2. A plot of the rescaled growth rate \( S \) versus \( kr_0 \) for low viscosity \( \sqrt{\mathcal{B}}\sigma_0 \rho \mathcal{B}_a r_0 \) (solid curves) and high viscosity \( 2\mathcal{B}_s^2 \sigma_0 \rho \mathcal{B}_s (kr_0) \) (dashed curves) for different values of \( \kappa \) in descending order from top: \( \kappa = 0, 0.25, 1, 5 \). If \( \theta \neq 4\kappa \), then the scaling for both viscous regimes is the same.

\[
\frac{s}{\mathcal{D}}\frac{\partial \theta}{\partial r} = k^2 \frac{\partial \chi}{\partial r} \text{ at } r = r_0.
\]

(86)

The solutions of Eqs. (84) and (86) are

\[
\chi(r) = \frac{c_1}{m_{1,2}} I_0(m_{1,2} r) + \frac{c_2}{m_{2,2}} I_0(m_{2,2} r),
\]

(87)

\[
\theta(r) = \frac{c_3}{m_3} I_0(m_3 r).
\]

With these solutions, the hydrodynamic pressure \( p(r) \), stream function \( \psi(r) \), and surface displacement \( \zeta(r_0) \) are obtained as

\[
p(r) = -c_1 s p I_0(m_{1,2} r),
\]

\[
\psi(r) = r[c_1 I_1(m_{1,2} r) + c_2 I_1(m_{2,2} r)],
\]

\[
\zeta(r_0) = \frac{c_3}{k} I_1(m_3 r_0),
\]
mode of the maximum instability for any limit, similar to ordinary liquids [4], there is no finite where the subscript “+” denotes high viscosity. In this case, the theory of viscoisotropic liquid jets, this case is known [7] to pertain to the range of low Ohnesorge numbers Oh = η/√ρσ0r0 that determine the competition between the hydrodynamic and surface tension forces. Expression (92) corresponds to the case of high Ohnesorge numbers.

Nevertheless, there exists a continuous range [0, (1 + 2κ)−3/2] of wave numbers k with a finite disturbance growth rate s±(kr0), which affect the cylindrical jet.

We note that the dispersion curves shown in Fig. 2 and those in Fig. 5 in [21] appear to be similar, but are characterized by different physical parameters. The reason for this observation is the similarity between Weber equation (89) and dispersion equation (36) in [21], which are obtained from different models. Our approach was to develop a general axisymmetric solution in the framework of the three-dimensional model. This model dates back to the Rayleigh–Weber theory [2, 3] and accounts for the radial inhomogeneity of the disturbed director field. The implicit solutions of Eq. (77) reflect the radial dependence of both the hydrodynamic V(r, z, t) and orientational n(r, z, t) modes, and they include all types of LC jet evolution. A specific case where the hydrodynamic and orientational modes are decoupled exhibits this radial dependence and yields dispersion equation (89) in explicit form.

In contrast, the one-dimensional analysis of the LC jet evolution, used in [21], is hardly compatible with the distortion of the director field n(r, z, t), and therefore must be supported by assuming a fixed axial direction of n′(see detailed comments in Section 1). This endows their model with an inherent “decoupling” that results from the a priori elimination of elastic forces. Obviously, the similarity between the above-mentioned dispersion curves disappear if we consider the general solution given by (77).

5.1. Hydrodynamic Influence on the Orientational Instability of LCs

We conclude this section with a brief discussion regarding the hydrodynamic influence on the orientational instability of the director field n(r, t). As the effect of hydrodynamics changes the wave number k of the Plateau instability to kmax, the flow drives the orientational instability (41) of the director field n(r, t). Indeed, in accordance with (87),

\[ n^i(r, z) = c_3 I_1(m^i_r, m^i_0) = \frac{s^\text{max}}{\sqrt{\theta}}. \]

It is convenient to consider the following two marginal viscous regimes.

1. The low-viscosity limit,

\[ (m^\text{max}_1 r_0)^2 \approx \frac{1}{3\sqrt{1 + 2\kappa}} \frac{1}{\kappa \sqrt{\kappa} \varepsilon}, \quad \varepsilon = \frac{\rho K}{\gamma_1}, \]

where \( \varepsilon \sim 10^{-6} \) is a small dimensionless parameter.

2. The high-viscosity limit,

\[ (\nu^\text{max}_1 r_0)^2 \approx \frac{1}{\gamma_1} \frac{1}{6\kappa \beta_2}. \]
In both limits, the distribution of the director field \( \mathbf{n}(r, t) \) in the jet is always nontrivial and definitely far from static distribution (41).

6. CONCLUSIONS

1. The capillary instability of an LC jet with a strong tangential anchoring of the director at the surface is considered within the linear hydrodynamics of the uniaxial nematic LC. Its static version, which is called the Plateau instability and corresponds to the variational problem of minimal free energy, predicts a substantial dependence of the disturbance cut-off wavelength on the dimensionless parameter \( \kappa = K/\sigma_0 r_0 \).

2. The hydrodynamic problem of the capillary instability in LC jets is solved exactly and the dispersion relation is derived. This relation, which is represented as a determinant equation, implicitly expresses the dispersion \( s = s(k) \) of the growth rate \( s \) as a function of the wave number \( k \) of axisymmetric disturbances of the jet.

3. The case where the dispersion equation becomes explicitly solvable is considered in detail. It corresponds to the regime in which the hydrodynamic and orientational modes become decoupled. The hydrodynamics changes the wave number \( k_0 \) of the Plateau instability into \( k_{\text{max}} \), which produces evolution of the largest capillary instability. Similarly, a hydrodynamic flow influences the static orientational instability of the director field \( \mathbf{n}(r, t) \).

4. The present theory can easily be extended to non-uniaxial nematic LCs that possess finite point symmetry groups \( G \subset O(3) \) as distinguished from the uniaxial group \( D_{\infty h} \). The corresponding expressions for the free energy density \( E_s(G) \) and the dissipative function \( D(G) \) were derived in [31].

5. In this work, the effect of external fields was not considered. However, the theory developed here facilitates the treatment of the Rayleigh instability in nematic LCs in the presence of static electromagnetic fields.
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Abstract—A criterion for selecting the order parameter in the immediate vicinity of the transition temperature is derived within the framework of a phenomenological description of superfluid $^3$He in aerogel. The order parameter of the BW phase of pure $^3$He satisfies this criterion, whereas that of the ABM phase does not. A class of order parameters that could be used to describe the properties of the A-like phase of $^3$He observed in aerogel was found. The influence of a magnetic field on the order parameters from this class is considered. © 2004 MAIK “Nauka/Interperiodica”.

1. INTRODUCTION

Superfluid $^3$He phases are the most thoroughly studied example of unconventional Cooper pairing. Pairing is considered unconventional if, in addition to gauge symmetry, other symmetries of the normal phase are broken by the pairing-induced phase transition. The introduction of aerogel into liquid $^3$He makes it possible to use $^3$He for studying the influence of impurities on unconventional Cooper pairing [1]. These studies may be of interest for understanding the properties of metallic superconductors with unconventional Cooper pairing, such as UPt$_3$, UBe$_{13}$, Sr$_2$Ru$_2$O$_4$, UGe$_2$, etc., which unavoidably contain impurities. Aerogel can be thought of as a rigid frame formed by strands approximately 30 Å thick. The estimated mean distance between aerogel strands is 200 Å; this is close to the correlation length $\xi_0$ in superfluid $^3$He, which changes in the range 160–500 Å depending on pressure. Like usual impurities, aerogel limits the mean free path $l$ of Fermi quasi-particles in liquid $^3$He. According to estimates, $l \sim 1500$–1800 Å for 98%-porous aerogel, which fills less than 2% of its total volume. This length is large compared with $\xi_0$. According to the theory of superconducting alloys [2], impurities decrease the superfluid transition temperature $T_c$ proportionally to $\xi_0/l$ [3]. Two superfluid phases are observed in the $^3$He + aerogel system below $T_c$ [4]. By analogy with pure (free of aerogel) $^3$He, these phases are called A- and B-like. This implies correspondence, which is exact for the B-like phase. The observation of a uniformly precessing domain in it [5] shows that the difference between its order parameter and that of the BW phase is small if any. The observed properties of the A-like phase differ more substantially from those of the A phase of pure $^3$He. To identify this phase, we must answer the question of whether or not aerogel can influence the form of the order parameter, and if it can, then what phases are admissible. The purpose of this work was to answer this question. Next, we will formulate a procedure for determining the order parameters of the superfluid $^3$He phases in aerogel in the vicinity of the transition point $T_c$. This procedure will be applied to the A-like phase.

2. AEROGEL INTERACTION WITH THE ORDER PARAMETER

Under the conditions of Cooper pairing with $l \neq 0$, we must expect effects that arise because of fluctuations in the arrangement of aerogel strands in addition to the already mentioned overall decrease in $T_c$ determined by the mean free path. Near $T_c$, these effects can be described phenomenologically on the assumption that aerogel creates a random field that acts on the order parameter. The corresponding change in the free energy of superfluid phases is found from symmetry considerations and supposed aerogel properties. Pairing occurs in $^4$He with orbital momentum $l = 1$ and spin $s = 1$. The corresponding order parameter is a complex $3 \times 3$ matrix $A_{ij}$, where $\mu$ and $j$ are the spin and orbital indices, respectively. The interaction of $^4$He with aerogel strands arises because of the scattering of quasi-particles on them. Scattering changes quasi-particle momenta, and this is the mechanism of aerogel interactions with the orbital part of $A_{ij}$. Aerogel can also interact with the spin part of the order parameter. The aerogel material ($\text{SiO}_2$) is nonmagnetic, but when aerogel is immersed into liquid $^3$He, aerogel strands become covered with a layer of localized $^3$He atoms that can participate in spin exchange with scattered quasi-particles. To “switch off” interactions with spin, an admixture of $^4$He is added into the cell for measurements. The atoms that are first deposited on the strands are then $^4$He, and, if present in a sufficient concentration, they fully replace...
localized $^3$He atoms. It follows that $^3$He in aerogel with and without an admixture of $^4$He can have different properties. Its magnetic properties should differ the most strongly. Everywhere below, we assume that aerogel strands are covered by a layer of $^4$He. Aerogel then only acts on the orbital part of $A_{\mu j}$, and, in the principal order in $A_{\mu j}$, the corresponding free energy increment can be written in the form [6]

$$F_\eta = N(0)\int \eta_j(r)A_{\mu j}A_{\mu j}^*d^3r,$$  \hspace{1cm} (1)

where $N(0)$ is the density of states at the Fermi boundary and $\eta_j(r)$ is the random static tensor field. Because of the $t \rightarrow -t$ invariance, the $\eta_j(r)$ tensor is real and symmetrical, and its isotropic part $(1/3)\eta_j(r)\delta_{ij}$ describes the local change in $T_c = T_c(r)$ caused by scatterer density fluctuations. The anisotropic part

$$\eta_j(r) - \frac{1}{3}\eta(r)\delta_{ij} \equiv \eta_j^{(a)}$$

describes the local splitting of $T_c$ caused by spherical symmetry violation by gel strands. The isotropic random field part will further be considered included into $T_c = T_c(r)$. The results obtained in [7] allow the random field to be estimated as

$$|\eta_j| \sim x\xi_0/R \sim \xi_0/l,$$

where $l$ is the mean free path, $R$ is the strand radius, and $x$ is the volume fraction occupied by aerogel. This estimate gives the correct order of magnitude. For 98%-porous aerogel, $\xi_0/l \sim 1/10$. The spatial scale of field $\eta_j(r)$ changes is the distance between strands $d \sim RL/\sqrt{x}$; this distance is comparable to $\xi_0$ in 98%-porous aerogel. If the order parameter is deformed on a scale of the order of $d$, the relative gradient energy loss is of about $(\xi_0/d)^2$ and larger than the energy gain from the interaction with the field $\eta_j(r)$ by a factor proportional to $\xi_0/R \gg 1$. It is unfavorable for the order parameter to follow field changes or form states localized on a scale of the order of $d$. The weakness of field $\eta_j(r)$ does not rule out the possibility of formation of localized states on a scale of $L \gg d$. This possibility exists because the mean order parameter $\bar{A}_{\mu j}$ is degenerate with respect to orbital rotations. According to Imry and Ma [8], continuous degeneracy of the order parameter can be responsible for disordering under the action of a random field. In particular, Imry and Ma show that an arbitrarily weak field destroys long-range order for the vector order parameter $\mathbf{s}(r)$ that interacts with random field $h(r)$ as

$$F_{IM} = -\int \mathbf{s}(r) \cdot \mathbf{h}(r)d^3r.$$  \hspace{1cm} (2)

Indeed, the mean random field $h(r)$ value vanishes; that is, $(1/L^3)\int h(r) d^3r \rightarrow 0$ as $L \rightarrow \infty$, where $L$ is the linear dimension of the region over which the integration is performed. The mean $h(r)$ value tends to zero proportionally to $(d/L)^{3/2}$. The energy gain of the orientation of the order parameter along the mean field in the region with linear dimension on the order of $L$ tends to zero by the same law. The energy loss decreases faster, by the law $(\xi_0/L)^2$, and, at large $L$, partitioning into domains becomes favorable. This partitioning destroys long-range order. When this general argument is applied to superfluid $^3$He in aerogel, it should be borne in mind that interaction $F_\eta$ differs from $F_{IM}$; namely, there exist nonzero $\bar{A}_{\mu j}$ for which $F_\eta$ vanishes at all admissible $\eta_j^{(a)}$. These $\bar{A}_{\mu j}$ are found from the equation

$$\eta_j^{(a)}A_{\mu j}A_{\mu j} = 0.$$  \hspace{1cm} (3)

Its solutions satisfy the equation

$$\bar{A}_{\mu j}A_{\mu j}^* + \bar{A}_{\mu j}^*A_{\mu j} = \delta_{ij} \cdot \text{const}$$  \hspace{1cm} (4)

which is independent of $\eta_j$. Equation (4) determines the real part of the $\bar{A}_{\mu j}A_{\mu j}^*$ product, its imaginary part may be an arbitrary antisymmetric tensor. When interaction with a random field vanishes, changes in the orientation of the order parameter give no energy gain and long-range order is not destroyed. Already these qualitative arguments are evidence that condition (3) is a necessary criterion of the stability of the corresponding value $\bar{A}_{\mu j}$ with respect to random field $\eta_j(r)$ if order parameter fluctuations can be ignored [9].

In the next section, we formulate a procedure for finding the order parameter in the presence of random field $\eta_j(r)$.

\section*{3. THE SELECTION OF SUPERFLUID PHASES}

The Ginzburg–Landau functional including interaction (1) is written as

$$F_{GL} = N(0)\int d^3r \left[ \frac{1}{2}\tau A_{\mu j}A_{\mu j}^* + \eta_j(r)A_{\mu j}A_{\mu j}^* + \frac{1}{2}\sum_{s=1}^{5} \beta_s I_s \right. \hspace{1cm} \left. + \frac{1}{2}\left( K_1 \frac{\partial A_{\mu j}}{\partial x_j} \frac{\partial A_{\mu j}^*}{\partial x_j} + K_2 \frac{\partial A_{\mu j}}{\partial x_j} \frac{\partial A_{\mu j}^*}{\partial x_j} \right) \right].$$  \hspace{1cm} (5)

where $\tau = (T - T_c)/T$, and $I_s$ is the $n$th fourth-order invariant in the expansion of free energy in $A_{\mu j}$; we will
not need expressions for $I_s$ (see [10]) here. The coefficients $\beta_1, \ldots, \beta_5$ and $K_1, K_2,$ and $K_3$ are phenomenological constants. In what follows, we assume that $K_1 = K_2 = K_3 = K$ in accordance with the weak-coupling approximation. The gradient terms can also contain random components, for instance, of the form $u_j(r)A_{n\mu} \partial A_{n\mu}^*/\partial x_j$, where $u_j(r)$ is a random vector.\footnote{It was V.I. Marchenko who brought the existence of such energy terms to my attention.} The component written above is, by its meaning, the local random velocity to (6). According to the estimate given above, random field $\eta_j(r)$ is low. Larkin and Ovchinnikov [11] estimated the influence of a low random field on a one-component order parameter (conventional pairing) near estimated the influence of a low random field on a one-
energy region in the vicinity of $T_c$, and it determines the transition temperature $T_c$, according to the estimate given above, random field $\eta_j(r)$ is low. Larkin and Ovchinnikov [11]

\begin{equation}
\vartheta \frac{\partial}{\partial x_j} \rightarrow \frac{\partial}{\partial x_j} + u_j(r),
\end{equation}

in energy equation (5). Further reasoning shows that these terms do not influence the selection of phases; for this reason, they are not taken into account here. The variation of functional (5) with respect to $A_{\mu j}^*$ gives the following equation for the equilibrium order parameter:

\begin{equation}
\vartheta A_{\mu j} + \frac{1}{2} \sum_{s=1}^{5} \beta_s \frac{\partial I_s}{\partial A_{\mu j}^*} + \sum_{s=1}^{5} \beta_s \frac{\partial I_s}{\partial A_{\mu j}^*} = \vartheta A_{\mu j}^* \eta_j.
\end{equation}

The variation in $A_{\mu j}$ gives the equation complex conjugate to (6). According to the estimate given above, random field $\eta_j(r)$ is low. Larkin and Ovchinnikov [11] estimated the influence of a low random field on a one-component order parameter (conventional pairing) near $T_c$. We will use similar reasoning. A more complex form of the order parameter and the degeneracy mentioned above, however, require the introduction of non-trivial changes into the procedure used in [11].

A random field causes order parameter fluctuations $a_{\mu j}$ about its mean value,

\begin{equation}
A_{\mu j}(r) = \overline{A}_{\mu j} + a_{\mu j}(r).
\end{equation}

The condition $\overline{A}_{\mu j} \neq 0$ is the criterion of long-range ordering, and it determines the transition temperature $T_c$. Not too close to $T_c$, $a_{\mu j}$ can be considered a value of the first order of smallness with respect to $\eta_j$. We restrict our consideration to such temperatures. Let us expand (6) in this temperature region in the vicinity of $A_{\mu j} = \overline{A}_{\mu j}$ and retain terms up to second order in $a_{\mu j}$ and $\eta_j$ in this expansion,

\begin{equation}
\vartheta \overline{A}_{\mu j} + \vartheta a_{\mu j} + \sum_{s=1}^{5} \beta_s \frac{\partial^2 I_s}{\partial A_{\mu j}^*} \eta_j + \frac{1}{2} \sum_{s=1}^{5} \beta_s \frac{\partial^2 I_s}{\partial A_{\mu j}^*} \eta_j^2 = \vartheta a_{\mu j} + \vartheta \eta_j.
\end{equation}

Averaging (7) over scales much larger than the mean distance between aerogel strands yields

\begin{equation}
\vartheta \overline{A}_{\mu j} + \frac{1}{2} \sum_{s=1}^{5} \beta_s \frac{\partial^2 I_s}{\partial A_{\mu j}^*} \eta_j = \vartheta a_{\mu j} + \vartheta \eta_j - \vartheta \eta_j.
\end{equation}

Along with $\overline{A}_{\mu j}$, (8) contains the mean products of fluctuation components $\langle a_{\mu j} \eta_j \rangle$, etc. In order to determine these components, we must gather the rapidly varying terms in (7) and in its complex conjugate,

\begin{equation}
\vartheta a_{\mu j} + \frac{1}{2} \sum_{s=1}^{5} \beta_s \frac{\partial^2 I_s}{\partial A_{\mu j}^*} \eta_j = \vartheta a_{\mu j} + \vartheta \eta_j - \vartheta \eta_j.
\end{equation}

This is a linear inhomogeneous system of equations.

Because of the degeneracy of $\overline{A}_{\mu j}$ mentioned above, the corresponding homogeneous system has solutions. These are the increments of $\overline{A}_{\mu j}$ and $\overline{A}_{\mu j}$ that correspond to small rotation $\Omega_q$,

\begin{equation}
\omega_{\mu j} = \Omega_q e^{i q r} \overline{A}_{\mu j}, \quad \omega_{\mu j}^* = \Omega_q e^{-i q r} \overline{A}_{\mu j}^*,
\end{equation}

where $e^{i q r}$ is the absolutely antisymmetric tensor. To solve (9), (10), we must pass to Fourier transforms of $\eta_j(k)$ and $a_{\mu j}(k)$ in these equations. In what follows, the character of the singularity of $a_{\mu j}(k)$ as $k \rightarrow 0$ will only
be essential; the anisotropy of the gradient terms can therefore be ignored. This allows us to replace the terms with the derivatives

\[ \frac{1}{2} K \left( \frac{\partial^2 a_{\mu j}}{\partial x_i^2} + 2 \frac{\partial^2 a_{\mu j}}{\partial x_i \partial x_j} \right) \]

and

\[ \frac{1}{2} K \left( \frac{\partial^2 a_{\mu j}^*}{\partial x_i^2} + 2 \frac{\partial^2 a_{\mu j}^*}{\partial x_i \partial x_j} \right) \]

by

\[ \frac{1}{2} K \left( \frac{\partial^2 a_{\mu j}}{\partial x_i^2} \right) \]

and

\[ \frac{1}{2} K \left( \frac{\partial^2 a_{\mu j}^*}{\partial x_i^2} \right), \]

respectively, in (9) and (10). Multiplying both sides of (9) and (10) by \( \omega_{\mu j} \) and \( \omega_{\mu j}^* \), respectively, and summing the resulting equations yields

\[ a^{\omega}(k) = \frac{2}{K} \left( \frac{\omega_{\mu j}^{\ast} a_{\mu j} + \omega_{\mu j} a_{\mu j}^{\ast}}{k^2} \right) \eta_{ij}^{(a)} \]  
(12)

for the projection \( a^{\omega}(k) \). We calculate the means \( \langle a_{\nu \mu} a_{\mu \nu} \rangle \), the \( a_{\nu \mu} \) components parallel to \( \omega_{\mu j} \), give the contribution proportional to

\[ \left( \frac{\omega_{\mu j}^{\ast} a_{\mu j} + \omega_{\mu j} a_{\mu j}^{\ast}}{k^2} \right) \eta_{ij}^{(a)} \]

This equality should be satisfied at all admissible \( \eta_{ij}^{(a)} \) values. It follows that all \( q_{ij} \) are equal; that is,

\[ \bar{A}_{ij} \bar{A}_{ij}^{\ast} + \bar{A}_{ij} \bar{A}_{ij}^{\ast} = q \delta_{ij}, \]

which coincides with condition (4).

The order parameters that satisfy (4) can naturally be called “quasi-isotropic,” because the energy of their interaction with aerogel does not change under arbitrary orbital rotations; that is, continuous degeneracy is also retained when random tensor field \( \eta_{ij}(r) \) is taken into account. Also note that the order parameter \( A_{ij} \) enters into the tensor of superfluid densities in the combination \( A_{ij} \bar{A}_{ij}^{\ast} + A_{ij} \bar{A}_{ij}^{\ast} \); that is, condition (4) is a requirement that this tensor be isotropic.

It follows that random field \( \eta_{ij}(r) \) does not destroy long-range order only of those \( ^3 \text{He} \) phases that have a quasi-isotropic order parameter. The procedure for finding order parameters that correspond to the observed or possible superfluid phases should therefore begin with selecting a family of \( \bar{A}_{ij} \) matrices that satisfy condition (4). These matrices are “the correct zeroth approximation” to the sought order parameter. Next, we must use (9) and (10) to express \( a_{\mu j} \) and \( a_{\mu j}^* \) via \( \bar{A}_{ij} \) and \( \eta_{ij}(r) \). In practice, the Fourier components of \( a_{\mu j}(k) \) can be found more conveniently. After calculating the means \( \langle a_{\nu \mu} a_{\mu \nu}(k) \rangle \), etc., and substituting them into (8), (8) becomes a closed equation for determining \( \bar{A}_{ij} \). The coefficients \( \beta_1, ..., \beta_5 \) and \( K \) and the correlation functions \( \langle \eta_{ij}(k) \rangle(\bar{A}_{ij}^{\ast}(-k)) \) that (8) contains should be considered given. At \( \eta_{ij}(r) = 0 \), we return to the usual equation for determining free energy extrema for pure \( ^3 \text{He} \).

The order parameter of the BW phase,

\[ A_{ij}^{BW} = \Delta e^{i\theta} R_{ij}, \]  
(15)

where \( R_{ij} \) is a real orthogonal matrix, satisfies condition (4). Ignoring dipole interactions allows \( R_{ij} \) to be transformed into an identity matrix by rotating the spin axes with respect to the orbital axes. Aerogel can naturally be considered uniform and isotropic. The tensor structure of the \( \langle \eta_{ij}(k) \rangle(\bar{A}_{ij}^{\ast}(-k)) \) correlation functions is then determined by symmetry [6]. It is also clear from symmetry considerations that the order parameter, which is proportional to the unit matrix, satisfies (8). It follows that the BW phase remains stable in the presence of aerogel. Compared with pure \( ^3 \text{He} \), the phenomenological coefficients \( \beta_1, ..., \beta_5 \) change in the BW phase. This influences the region of BW phase stability and the thermodynamic properties of the phase, which depend on these coefficients. We will, however, omit explicit calculations of such fluctuation corrections to the \( \beta_1, ..., \beta_5 \) coefficients.
The order parameter of the ABM phase,

\[ A_{\mu j} = \Delta \frac{1}{\sqrt{2}} \hat{d}_\mu (m_j + i n_j), \]  

(16)
does not satisfy criterion (4). This raises the question of the search for the order parameter that would be capable of describing the observed properties of the A-like phase.

4. THE ZEROTH APPROXIMATION FOR THE ESP PHASES

The measured magnetic susceptibility of the A phase equals that of the normal phase [4]. It follows that this phase does not contain Cooper pairs with a zero spin projection onto the magnetic field direction; that is, it is an equal spin pairing (ESP) phase. The order parameter of this phase does not contain Cooper pairs with a zero phase equals that of the normal phase [4]. It follows that (17) with the vectors \( \mathbf{m}, \mathbf{n}, \mathbf{l}, \) and \( \mathbf{p} \) given by (20) determines a three-parameter family of quasi-isotropic order parameters of the ESP type. Substituting these order parameters into (5) yields their energies in the zeroth approximation with respect to \( \eta_{\mu}(\mathbf{r}), \)

\[ \frac{\kappa(0)}{N(0)} = \tau \Delta^2 + \frac{4}{18} \left[ \beta_1 + 9 \beta_2 + \beta_3 + 5(\beta_4 + \beta_5) \right] 
- 4(\beta_1 + \beta_3)(v_1 v_4 - v_2 v_3)^2. \]  

(24)
The \( v_1, v_2, v_3, \) and \( v_4 \) parameters appear in (24) only in the combination \( \Lambda \equiv v_1 v_4 - v_2 v_3. \) If \( \beta_1 + \beta_3 < 0, \) the free energy minimum is reached at \( \Lambda = 0, \) that is, at

\[ v_1 v_4 = v_2 v_3. \]  

(25)

In the weak coupling approximation, both coefficients \( \beta_1 \) and \( \beta_3 \) are negative, and the inequality \( \beta_1 + \beta_3 < 0 \) is satisfied with a large safety margin. Condition (25) has simple physical meaning. The order parameters determined by (17) are not unitary. The phases that correspond to them may have spin densities proportional to \( \epsilon_{\mu \nu} A_{\nu j}^* A_{\mu j}, \) that is, to \((2 \Delta^2/3)\hat{d} \times \hat{\ell}) \cdot [\mathbf{n} \cdot \mathbf{l} - \mathbf{m} \cdot \mathbf{p}]\) for the order parameter given by (17). Property (22) allows us to easily ascertain that spontaneous spin density vanishes if condition (25) is satisfied. This condition determines a two-parameter family of nonferromagnetic quasi-isotropic phases that may include the A-like phase. This family can be parameterized as follows: \( v_1 = \sin \alpha \sin \beta, \) \( v_2 = \sin \alpha \cos \beta, \) \( v_3 = \cos \alpha \sin \beta, \) and \( v_4 = \cos \alpha \cos \beta. \) The parameters \( \alpha = \pi/4 \) and \( \beta = \pi/4 \) correspond to the most symmetrical nonferromagnetic configuration. We then have \( v_1 = v_2 = v_3 = v_4 = 1/2, \) the lengths of the \( \mathbf{m}, \mathbf{n}, \mathbf{l}, \) and \( \mathbf{p} \) vectors are all equal to \( \sqrt{3}/2, \) and the angles between two arbitrary vectors of this set are also equal. The vectors connecting the center of a regular tetrahedron and its vertices constitute such a set of four vectors.

If \( \beta_{15} > 0, \) the \( \Lambda^2 \) value should be as large as possible in the equilibrium state. The maximum \( \Lambda^2 \) value is 1/4 and is attained at \( v_1 = v_4, \) \( v_2 = v_3, \) or \( v_1 = -v_4, v_2 = v_3. \)
The solutions make up a one-parameter family. In the first case, it can be parameterized as \( v_1 = v_4 = \frac{1}{\sqrt{2}} \sin \gamma \)
and \( v_2 = -v_3 = \frac{1}{\sqrt{2}} \cos \gamma \). For instance, the set \( v_1 = -1/2 \), \( v_2 = v_3 = v_4 = 1/2 \) corresponds to the most symmetrical ferromagnetic solution; that is, this solution is obtained from the most symmetrical nonferromagnetic solution \( m_i, n_i, l_j, p_j \) by reversing one of the vectors.

5. MAGNETIC FIELD EFFECTS

In a magnetic field, two terms should be added to the free energy. One of these is quadratic in the field,

\[
f^{(2)}_H = -\frac{1}{2} \chi_{\mu \nu} H_{\mu} H_{\nu}.
\]  

(26)

By the definition of ESP phases, one of the principal values of the magnetic susceptibility tensor \( \chi_{\mu \nu} \) coincides with the susceptibility of the normal phase \( \chi_n \). Near \( T_c \), the form of the \( \chi_{\mu \nu} \) tensor is determined from symmetry considerations, \( \chi_{\mu \nu} = \chi_0 \delta_{\mu \nu} - \kappa(A_{\mu j} A_{\nu j}^* + A_{\nu j} A_{\mu j}^*). \) The second term on the right-hand side describes a decrease in the transverse susceptibility compared with \( \chi_0 \). This is a two-dimensional tensor with principal values \( 2 \Delta^2 \lambda_1, 2 \Delta^2 \lambda_2 \), where \( \lambda_1, 2 \) are the roots of the equation

\[
\lambda^2 - 3 \lambda + 2 + \lambda^2 = 0.
\]

In the nonferromagnetic phase, \( \Lambda = 0 \) and, in addition, \( \lambda_1 = 0 \) and \( \lambda_2 = 1 \); that is, the transverse susceptibility is anisotropic. In the ferromagnetic phase, \( \Delta^2 = 1/4 \), one obtains \( \lambda_1 = \lambda_2 = 3/2 \), and the transverse susceptibility is isotropic. In the equilibrium state, the order parameter is oriented in such a way that the largest principal value of \( \chi_{\mu \nu} \) corresponds to the magnetic field direction. Additional energy (26) then has equal values for all A-like phases.

Apart from the term quadratic in field, the free energy contains the linear term

\[
f^{(1)}_H = i \zeta_{\mu \nu \lambda} A_{\mu j} A_{\nu j}^* H_{\lambda}.
\]  

(27)

In pure \(^3\)He, this term splits the transition to the A phase into two transitions closely spaced along the temperature axis. First, a ferromagnetic A\(_1\) phase is formed. This phase only contains Cooper pairs with a single spin projection. At a lower temperature, the transition to an A\(_2\) phase occurs. In this phase, both spin projections are present. The \( \zeta \) coefficient is proportional to the derivative of the density of states with respect to the energy, and the temperature interval in which the A\(_1\) phase exists is narrow in measure of the smallness of \( \mu H \varepsilon_F \), where \( \mu \) is the magnetic moment of the \(^3\)He nucleus and \( \varepsilon_F \) is the Fermi energy.

In aerogel, the term linear in field also influences the sequence of phase transitions. Let us include it into energy (24),

\[
\frac{F_{GL}^{(0)}}{N(0)} = \left( \tau - \frac{\zeta H \Lambda}{3} \right) \Delta^2 - \frac{2 \Delta^4}{9} \beta_{15} \Lambda^2
+ \frac{\Delta^4}{18} \left[ \beta_1 + 9 \beta_2 + \beta_3 + 5(\beta_4 + \beta_5) \right].
\]  

(28)

This equation should be minimized with respect to \( \Lambda \) and \( \Delta^2 \). The result depends on the sign of the sum of \( \beta_{15} \). If \( \beta_{15} > 0 \), the ferromagnetic phase corresponds to the minimum of energy (28) only in the temperature range \( (B/\beta_{15}) (\zeta H/6) < \tau < \zeta H/6 \). At \( \tau_2 = \zeta H/6 \beta_{15} \), the transition to another phase with \( \Lambda = -3 \zeta H/4 \beta_{15} \Delta^2 \) occurs. As the temperature departs from \( \tau_2 \), \( \Lambda \) tends to zero; that is, the additional magnetic moment vanishes. The transition at \( \tau = \tau_2 \) is similar to the A\(_1\) \( \rightarrow \) A\(_2\) transition in pure \(^3\)He. It follows that the ferromagnetic phases considered above are similar to the A\(_1\) phase of pure \(^3\)He. The pairing amplitudes for both spin projections \( s = 1 \) and \( s = -1 \) are, however, nonzero.

6. DISCUSSION

To summarize, the superfluid \(^3\)He phases whose order parameter satisfies condition (4) can only form in aerogel. It was shown for the example of the A-like and A\(_1\)-like phases that this condition does not determine the \( A_{\mu j} \) matrix unambiguously but specifies quite a family of such matrices. The order parameter most favorable energetically can be selected by using an approximation of a higher order in \( \eta_\mu (r) \). The procedure for finding the solution becomes substantially more complex, and the solution then explicitly depends on the unknown correlation functions of the random field \( \eta_\mu (r) \). An attempt can be made to narrow the class of admissible solutions based on the physical properties of the observed superfluid phases. For instance, transition splitting in a magnetic field would be evident that, of the two possibilities considered in the preceding section, we have \( \beta_{15} < 0 \) and the nonferromagnetic phase is stable far from \( T_c \). Conversely, if the A\(_1\) \( \rightarrow \) A\(_2\) transition is absent, the stable phase is ferromagnetic (\( \beta_{15} > 0 \)). No definite data on this point are available. In the main approximation with respect to the random field, all quasi-isotropic phases have an isotropic tensor.
of superfluid densities. In particular, this feature should distinguish the A-like phase from the ABM phase of pure $^3$He.
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High-Pressure Behavior of the Bond-Bending Mode of AIN

E. V. Yakovenko, M. Gauthier, and A. Polian

Abstract—Lattice vibrations of the wurtzite-type AIN have been studied by Raman spectroscopy under high-pressure up to the phase transition to the rock salt structure at 20 GPa. Five fundamental bands $E_1$, $A_1$, $E_1$, $A_1$, and $E_1$ have a strong, positive pressure shift, whereas the shift of the low-frequency $E_1$ band is weakly positive. We have found that the bond-bending $E_1$ mode has a positive mode Grüneisen parameter $\gamma_1 = 0.04$, which is qualitatively consistent with the recently reported value $\gamma_1 = 0.12$ [21]. Thus, we confirm that AIN remains stable with respect to the bond-bending mode, while in most tetrahedral semiconductors, bond-bending modes soften on compression. Experimental results are compared with the first-principle calculations.

The pressure-induced phonon softening is a significant characteristic property of tetrahedral semiconductors and has been reported in many experimental [1–10] and theoretical [11–18] works. Negative frequency shift of the low-energy modes of tetrahedral semiconductors on compression manifests itself in their well-known negative thermal expansions at low temperatures. These “soft” modes are shearing modes, involving bond bending in the first order of the strain [15, 18]. Phonon frequency drop, more pronounced for high-Z materials, reaches about 30% at the threshold of the pressure-induced phase transitions, when covalent tetrahedral structures lose their stability and transform into more densely packed arrangements. Experimentally, it has been found that the stability of tetrahedral structures with respect to the bond-bending modes correlates with their absolute stability under pressure to such an extent that the drop in frequency is faster for less stable compounds. Weinstein [4, 6] has found that for six diamond and zinc-blende structure ZnTe, Ge, Si, ZnSe, ZnS, and GaP semiconductors, there is a remarkable linearity between the mode Grüneisen parameter

$$
\gamma_i = \frac{d \ln v_i}{d \ln V}
$$

(where $v_i$ is the frequency of the mode $i$ and $V$ is the volume) for the purely bond-bending $TA(X)$ mode and the transition pressure $P_T$ for these materials.

Previously, the only known experimental examples of bond-bending modes with a positive pressure shift were the bond-bending $TA(X)$ mode of diamond [19] and the $E_2$ mode of wurtzite-type BeO [20]. This behavior might be regarded as characteristic of the low-Z second-row semiconductors; however, recent Raman measurements found a similar behavior for the $E_2$ mode of the wurtzite-type AIN (w-AIN) at pressures up to 6 GPa [21]. Previous high-pressure Raman studies of w-AIN [22, 23] failed to measure the pressure shift of the $E_2$ mode, most probably due to the lack of high-quality crystals. We believe that this problem deserves special attention, because the bond-bending elasticity is one of the most prominent manifestations of directional covalent bonding and its pressure behavior should be studied in depth. From the fundamental standpoint, AIN represents an interesting and complicated case of covalent versus ionic bonding [24]: although its valence charge distribution is highly ionic [25], AIN adopts the tetrahedrally coordinated wurtzite structure and therefore belongs to covalent materials [26]. To ensure that the pressure coefficient of the $E_2$ mode of AIN is indeed positive, we have taken a complementary high-pressure Raman study of AIN up to its stability limit at

$\gamma_{TA(X)}$ is the frequency of the mode $TA(X)$ for diamond obtained in this work is twice the value of $\gamma_{TA(X)}$ itself. However, the positive sign of $\gamma_{TA(X)}$ is indirectly corroborated by the positive thermal expansion coefficient of diamond at low temperatures.
about 20 GPa. The pressure dependence of the low-frequency bond-bending $E_2^1$ mode was traced up to the threshold of the pressure-induced phase transition for the first time.

The AIN samples were 20-µm-thick crystals grown on a sapphire substrate by vapor phase epitaxy. Pressure was produced using a diamond-anvil pressure cell. Compressed helium and a methanol–ethanol mixture were used as a pressure-transmitting medium in the first and in the second experimental run, respectively. Pressure was measured \textit{in situ} by the ruby luminescence technique. The Raman spectra were measured using a THR-1000 triple spectrometer equipped with an OSMA detector (the first run), and a Dilor XY double spectrometer equipped with a CCD detector (the second run). An Ar$^+$ laser ($\lambda = 514.5$ nm) was used as the source of excitation. All spectra were recorded in the backscattering geometry at ambient temperature.

For the hexagonal wurtzite structure with the space group $P6_3mc$ ($Z = 2$), factor-group analysis predicts six sets of optical modes at $k = 0$ [27],

$$\Gamma_{op} = A_1 + 2B_1 + E_1 + 2E_2,$$

where $A_1$, $E_1$, and $E_2$ are Raman active modes and $B_1$ modes are silent. $A_1$ and $E_1$ are also infrared active and split into longitudinal and transverse components ($LO$ and $TO$).

**Fig. 1.** Raman spectra of AIN as a function of pressure in the low-energy region (a) and in the high-energy region (b). The spectral resolution is 0.5 cm$^{-1}$. Ethanol–methanol mixture was used as a pressure transmitting medium.

**Fig. 2.** Raman band width (FMHW) for the $E_2^1$ and $E_2^2$ modes of AIN as a function of pressure. An ethanol–methanol mixture was used as a pressure-transmitting medium. The dashed horizontal lines are drawn to guide the eye.
The Raman spectrum of w-AIN has been measured previously under ambient conditions and has been analyzed in some detail, including the effects of polarization and anisotropy [28–30]. Our ambient pressure Raman frequencies are 249, 610, 657, 669, 890, and 910 cm⁻¹ for the respective modes $A_1$(TO), $E_1$(TO), $A_1$(LO), and $E_1$(LO). These values agree with very reliable data [28–30] to within 1%. On an increase in pressure, all Raman bands shift continuously to higher phonon energy, with neither broadening nor intensity loss, to about 18 GPa. Above 18 GPa, the bands weaken and disappear at about 21 GPa in both experimental runs due to the phase transition to the rock salt structure [31, 32]. Representative Raman spectra of AIN in the low- and high-energy region as a function of pressure are shown in Fig. 1. Pressure dependences of the $E_2^1$ and $E_2^2$ bandwidths are shown in Fig. 2.

Figure 3 compares measured and calculated pressure dependences of the Raman frequency for the $E_2^1$ mode of AIN. The squares are the first run data, obtained with compressed helium as a pressure-transmitting medium. The triangles are the second run data, obtained with the ethanol–methanol mixture as a pressure transmitting medium. Solid line 1 is a linear fit of the first run data. Dotted line 2 is a guide for the eye. Line 3 is the experimental dependence obtained in [21]. Lines 4 and 5 are the calculated dependences obtained in [21] and [33], respectively. All data are shifted along the vertical axis in order that the ambient pressure frequencies coincide with the value of 249 cm⁻¹ obtained in our experiment.

Figure 4. The measured pressure dependence of the Raman frequency for the $E_2^2$ and TO modes of AIN. The squares and circles are the first run data, obtained with compressed helium as a pressure-transmitting medium. The triangles are the second run data, obtained with the ethanol–methanol mixture as a pressure-transmitting medium. The solid lines are linear fits of the first run data.
hydrostatic stresses result in a much weaker response of these modes in comparison to their strong dependence on the high hydrostatic pressure.

The mode pressure coefficients $v_i$ calculated using the linear least-square fit

$$v_i = v_{i0} + v_i' P,$$

where $v_i$ is the frequency of the mode $i$ at the pressure $P$, are listed in Table 1. The $E_2^1$ frequency in the second run was fitted only to 12 GPa. Our mode pressure coefficients $v_i'$ are consistent with the results reported in [21], although with somewhat lower pressure slope for the $E_2^1$ frequency (see Table 1).

Ab initio calculations [21, 33] give a weak negative pressure shift for the mode of AIN. Nevertheless, the pressure coefficient of the $E_2^1$ mode is nearly zero, and the differences between experimental and calculated pressure shifts are quite small on the absolute scale. The agreement between measured and calculated coefficients of the $E_2^1$, $TO$, and $LO$ modes is quite satisfactory (see Table 1).

As mentioned earlier, the bond-bending phonon modes of most tetrahedral semiconductors soften under compression and thus have negative Grüneisen parameters $\gamma_i$. Table 2 compiles experimental mode Grüneisen parameters obtained on the basis of the first- and the second-order Raman measurements and inelastic neutron scattering for the bond-bending modes in a series of tetrahedral compounds. The calculated Grüneisen parameters for diamond and BP are also displayed. A negative value of $\gamma_i$ is observed in most cases except for diamond, BeO, and AIN. For BP, calculations [36] predict an exotic combination of a negative $\gamma_i$ for the bond-bending $TA(X)$ mode and a positive $\gamma_i$ for the bond-bending $TA(L)$ mode. The $E_2$ mode of SiC–6H has zero pressure slope and hence zero $\gamma_i$, but the quadratic pressure coefficient of the mode frequency is

### Table 1. Measured and calculated linear pressure coefficients $v_i'$ [cm$^{-1}$ GPa$^{-1}$] obtained for the AIN Raman frequencies

<table>
<thead>
<tr>
<th></th>
<th>$E_2^1$</th>
<th>$A_1(TO)$</th>
<th>$E_2^2$</th>
<th>$E_1(TO)$</th>
<th>$A_1(LO)$</th>
<th>$E_1(LO)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present 1</td>
<td>0.05(1)</td>
<td>3.8(2)</td>
<td>4.9(2)</td>
<td>4.5(1)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Present 2</td>
<td>0.05(1)</td>
<td>4.3(2)</td>
<td>4.65(3)</td>
<td>4.55(6)</td>
<td>4.0(1)</td>
<td>3.6(7)</td>
</tr>
<tr>
<td>[21]</td>
<td>0.12(5)</td>
<td>4.4(1)</td>
<td>4.99(3)</td>
<td>4.55(3)</td>
<td>–</td>
<td>4.6(1)</td>
</tr>
<tr>
<td>Calculations</td>
<td>–0.29</td>
<td>4.29</td>
<td>4.79</td>
<td>4.36</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>[21]</td>
<td>–0.03</td>
<td>3.0</td>
<td>4.2</td>
<td>3.8</td>
<td>3.5</td>
<td>4.0</td>
</tr>
</tbody>
</table>

### Table 2. Mode-Grüneisen parameters $\gamma_i$ for the bond-bending modes in a series of $A^N$B$^{3–N}$ compounds (W—wurtzite structure, ZB—zinc blende structure, D—diamond structure, L—hexagonal diamond structure)

<table>
<thead>
<tr>
<th>Material</th>
<th>Structure</th>
<th>Mode</th>
<th>$\gamma_i$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CdS</td>
<td>W</td>
<td>$E_2^1$</td>
<td>–2.7</td>
<td>[6]</td>
</tr>
<tr>
<td>InP</td>
<td>ZB</td>
<td>$TA(L)$</td>
<td>–2.0</td>
<td>[6]</td>
</tr>
<tr>
<td>ZnO</td>
<td>W</td>
<td>$E_2^1$</td>
<td>–1.8</td>
<td>[6]</td>
</tr>
<tr>
<td>GaAs</td>
<td>ZB</td>
<td>$TA(L)$</td>
<td>–1.7</td>
<td>[6]</td>
</tr>
<tr>
<td>ZnSe</td>
<td>ZB</td>
<td>$TA(L)$</td>
<td>–1.5</td>
<td>[6]</td>
</tr>
<tr>
<td>ZnS</td>
<td>ZB</td>
<td>$TA(L)$</td>
<td>–1.5</td>
<td>[6]</td>
</tr>
<tr>
<td>Ge</td>
<td>D</td>
<td>$TA(L)$</td>
<td>–1.52</td>
<td>[10]</td>
</tr>
<tr>
<td>Si</td>
<td>D</td>
<td>$TA(L)$</td>
<td>–1.3</td>
<td>[3]</td>
</tr>
<tr>
<td>ZnTe</td>
<td>ZB</td>
<td>$TA(L)$</td>
<td>–1.0</td>
<td>[6]</td>
</tr>
<tr>
<td>GaP</td>
<td>ZB</td>
<td>$TA(L)$</td>
<td>–0.81</td>
<td>[2]</td>
</tr>
<tr>
<td>GaN</td>
<td>W</td>
<td>$E_2^1$</td>
<td>–0.426</td>
<td>[8]</td>
</tr>
<tr>
<td>SiC–6H</td>
<td>Hex.</td>
<td>$E_2$</td>
<td>0.0</td>
<td>[7]</td>
</tr>
<tr>
<td>BeO</td>
<td>W</td>
<td>$E_2^1$</td>
<td>0.04</td>
<td>[20]</td>
</tr>
<tr>
<td>AlN</td>
<td>W</td>
<td>$E_2^1$</td>
<td>0.04</td>
<td>This Study</td>
</tr>
<tr>
<td>C</td>
<td>D</td>
<td>$TA(X)$</td>
<td>0.10</td>
<td>[21]</td>
</tr>
<tr>
<td>C</td>
<td>D</td>
<td>$TA(X)$</td>
<td>0.3</td>
<td>[34]</td>
</tr>
<tr>
<td>C</td>
<td>D</td>
<td>$TA(L)$</td>
<td>0.17</td>
<td>[34]</td>
</tr>
<tr>
<td>C</td>
<td>L</td>
<td>$E_{2u}$</td>
<td>0.16</td>
<td>[35]</td>
</tr>
<tr>
<td>BP</td>
<td>ZB</td>
<td>$TA(X)$</td>
<td>–0.64</td>
<td>[36]</td>
</tr>
<tr>
<td>BP</td>
<td>ZB</td>
<td>$TA(L)$</td>
<td>–0.27</td>
<td>[37]</td>
</tr>
<tr>
<td>BP</td>
<td>ZB</td>
<td>$TA(L)$</td>
<td>0.121</td>
<td>[36]</td>
</tr>
</tbody>
</table>
negative [7]. We see that AlN is one of the most stable materials with respect to the bond-bending mode on compression.

Despite this, w-AlN undergoes a first-order phase transition to the rock-salt structure at a rather low pressure of 20 GPa. At the same time, SiC-6H and w-BeO, which have nearly the same values of γ₁ for the bond-bending $E_2$ modes as AlN does, preserve the tetrahedral structures up to the pressures as high as 100 GPa [38] and 140 GPa [39], respectively. This obviously indicates that the applicability of Weinstein’s empirical correlation rule [4, 6] is limited.

The pressure behavior of the bond-bending modes of tetrahedral semiconductors can be elucidated in terms of the pressure-sensitive balance between stabilizing and destabilizing contributions to the restoring force constants [15]. This balance, in turn, can be traced back to the atomic configuration of the constituent atoms, as has been done in the analysis of the thermodynamical stability of the diamond phase of carbon [40]. However, this issue is beyond the scope of the present report and will be discussed in a subsequent paper.

The authors wish to thank A. Dobrynin for growing the AlNN crystals. E. V. Yakovenko is grateful to A.F. Goncharov for his assistance in Raman measurements.

REFERENCES

1. INTRODUCTION

Problems pertaining to the morphological stability of growing crystals are of importance both in practical applications (e.g., for predicting the microstructure of solidifying ingots) and in basic science (e.g., for describing dissipative structures formed under non-equilibrium conditions). After the classical study of Mullins and Sekerka [1], presenting an original linear analysis of the morphological stability for a growing spherical crystal, this approach was extended to other geometries and more general conditions (including attachment kinetics, surface self-diffusion, etc.) [2]. The results of this linear analysis of stability were qualitatively and quantitatively confirmed by the results of numerous experiments [2–5].

Hardy and Coriell [3] studied the growth of perturbations in a cylindrical crystal of ice growing from distilled water under conditions of low supercooling. Initially, the crystal grew in the form of a smooth cylinder. Then, when the crystal reached certain critical sizes, its shape had visible, rapidly growing distortions. The experimentally measured critical radius of a stable cylindrical crystal was in good agreement with the value predicted by the theory, which allowed a rather accurate method to be developed for the indirect determination of the interfacial free energy of the water–ice system.

However, experiments revealed an interesting peculiarity that could not be described within the framework of the linear analysis of stability: the possible coexistence of particles in various forms (morphological phases) in some regions of the control parameters (e.g., supersaturation) [6–8]. Analysis of this and some other experimental features [9–11] led to the idea that the morphological transition from one crystal shape to another can be considered by analogy with the usual phase transitions of the first order. In the case of non-equilibrium crystallization, the role of thermodynamic potential is played by the production of entropy.

The results of our recent calculations [11–13] performed within a linear analysis of the morphological stability, with determination of the production of entropy, allowed the boundaries of metastable regions (the regions of coexistence of various morphological phases) to be determined for the first time. In this context, there is the need for independent theoretical verification and justification of the main hypotheses underlying the calculations [11–13]. One of these hypotheses is that an increase in the amplitude of perturbations (experimentally implemented by applying thermal or acoustic action, introducing special impurities, etc.) on the initially smooth crystal surface, leads to a decrease in the critical radius of a stable crystal.

The most natural way of considering the critical radius as dependent on the perturbation amplitude is to perform an analysis of stability at higher (second and above) orders of perturbation theory. Only a few such attempts (using shape perturbations with harmonics of small but finite amplitude) have been made because of complex and tedious calculations [14–16]. The weakly nonlinear analysis of diffusion-limited growth was performed in these investigations up to the third order with respect to a small parameter. It was confirmed that an increase in the perturbation amplitude almost always leads to a decrease in the critical radius of a stable crystal [14–16]. However, the assumption of a diffusion-limited crystal growth regime used in these investigations posed a significant limitation upon their generality: the question naturally arises as to whether the above
important result has a universal character, rather than being related to the specific growth regime.

The study was aimed at performing a weakly nonlinear analysis of the morphological stability of a two-dimensional cylindrical crystal growing from solution in an arbitrary regime (with the local growth rate proportional to supersaturation). This would significantly generalize the results obtained in [14], showing how universal is the dependence of the critical radius of a stable crystal on the perturbation amplitude, which is very important for justification of the approach developed in [11].

2. FORMULATION OF THE PROBLEM

We consider the growth of an initially smooth, round single two-dimensional crystal from a supersaturated solution. The main assumptions are as follows.

(i) Crystallization proceeds under isothermal–isobaric conditions and both the free surface energy and the kinetic coefficient are isotropic.

(ii) The field of concentrations $C$ is described by the Laplace equation

$$\nabla^2 C = 0, \quad (1)$$

where the symbol $\nabla$ denotes the nabla operator.

(iii) It is assumed that an arbitrarily small distortion of the circle can be represented as a superposition of harmonic functions of the type $\cos k\varphi$, where $\varphi$ is the polar angle and $k$ is a positive integer.

(iv) The solution concentration obeys the following boundary conditions:

$$C(R_0) = C_\infty, \quad (2)$$

$$D \frac{\partial C}{\partial n} \bigg|_{r = R + \alpha \cos k\varphi} = \beta (C) \bigg|_{r = R + \alpha \cos k\varphi} - C_S, \quad (3)$$

$$G_S = C_0 + C_0 \Gamma \tilde{K}, \quad (4)$$

Here, $\tilde{r} = R + \alpha \cos k\varphi$ is the shape of a distorted circular boundary, $R$ is the radius of the unperturbed circle, $a(t)$ is the perturbation amplitude ($a \ll R$), $t$ is the current time, $D$ is the diffusion coefficient, $\beta$ is the kinetic coefficient of crystallization, $C_\infty$ is the solution concentration at a large distance $R_0$ ($R_0 \gg R$) from the crystal surface, $C_S$ is the equilibrium solution concentration near an arbitrary boundary, $C_0$ is the equilibrium solution concentration near a plane boundary, $\Gamma$ is the coefficient of surface tension, and $\tilde{K}$ is the curvature.

There are two important remarks concerning the boundary conditions.

(i) Condition (2) can be given two interpretations. First, we can assume that concentration $C_\infty$ is maintained at a certain distance $R_0$ and seek a stationary concentration distribution satisfying Eqs. (1)–(3). However, another possible interpretation is more useful from the standpoint of analysis of the loss of stability. It was demonstrated [17, 18] that, under conditions of low supersaturation, the solution of the nonstationary problem with the boundary conditions $C(\infty) = C_\infty$ and (3) coincides with the solution of problem (1)–(3), provided that $R_0$ corresponds to a certain boundary determined by the relations

$$R_0 = R/\nu \lambda, \quad \lambda^2 \ln (\nu^2 \lambda^2) + S = 0.$$  

Here, $S = (C_\infty - C_S)/(C_\text{sol} - C_S)$, $C_\text{sol}$ is the crystal density, $\lambda$ is a parameter, and $\ln \nu^2 = 0.5772$ is the Euler constant.

(ii) Boundary condition (3) describes the balance of a substance under the assumption that the solution concentration is negligibly small as compared to the crystal density. This assumption, significantly simplifying the problem, is well satisfied in many real systems featuring crystallization from solution.

For the convenience of calculations, we will pass to dimensionless variables in Eqs. (1)–(4), by scaling distances to the radius of nucleation in a saturated solution, $R^* = C_0 \Gamma/(C_\infty - C_0)$ [17] and representing the concentration field as $u = (C - C_0)/C_0$. In these variables, the Laplace equation is written as

$$\nabla^2 u = 0, \quad (5)$$

and the boundary conditions appear as

$$u(\rho \lambda) = \Delta, \quad (6)$$

$$\alpha \frac{\partial u}{\partial n} \bigg|_{r = \rho + \delta \cos k\varphi} = u \bigg|_{r = \rho + \delta \cos k\varphi} - u_\gamma, \quad (7)$$

Here, $n = \n/\n^*$, $r = \tilde{r}/R^*$, $\rho = R/R^*$, $\delta(t) = a(t)/R^*$, $\Delta = (C_\infty - C_0)/C_0$ is the degree of supersaturation, $K = \tilde{K}/R^*$, $\rho_\lambda = R_0/R^*$, and $\Delta = D/\beta R^*$.

In boundary condition (7), we can pass from the operator $\partial/\partial n$ to the vector components using the relation

$$\frac{\partial u}{\partial n} = \nabla u \cdot e_n,$$

where

$$\nabla u = \frac{\partial u}{\partial r} \hat{i}_r + \frac{1}{r} \frac{\partial u}{\partial \varphi} \hat{i}_\varphi,$$

$$e_n = \frac{\nabla \Phi}{|\nabla \Phi|}, \quad \Phi = r - \rho - \delta \cos k\varphi,$$

and $e_n$ is the unit vector normal to the surface $\Phi = 0$. As
a result, condition (7) transforms to
\[
\frac{\alpha}{1 + \frac{\delta^2 k^2}{r^2} \sin^2 k\phi} \left( \frac{\partial u}{\partial r} + \frac{\delta k}{r^2} \sin k\phi \frac{\partial u}{\partial \phi} \right)_{\rho} = u_{\rho} - u_{\rho}. \tag{8}
\]

3. WEAKLY NONLINEAR ANALYSIS OF THE MORPHOLOGICAL STABILITY

3.1. Calculation of the Concentration Field

Let us expand the concentration field into series in powers of \( \delta \),
\[
u(r, \phi) = u_0(r) + u_1(r, \phi) \delta + u_2(r, \phi) \delta^2 + u_3(r, \phi) \delta^3, \tag{9}
\]
where \( u_0, \ldots, u_3 \) are the expansion coefficients. Substituting expression (9) into the initial equation (5) and the boundary conditions (6) and (8), we expand each term into Taylor’s series in \( \delta \) up to the third power in the vicinity of \( \rho \). The curvature is expressed as
\[
K = K_0 + K_1 \delta + K_2 \delta^2 + K_3 \delta^3, \tag{10}
\]
where \( K_0, K_1, K_2, \) and \( K_3 \) are the coefficients calculated in the Appendix. Equating the coefficients at like powers of \( \delta \), we obtain four sets of equations for determining the functions \( u_0(r), u_1(r, \phi), u_2(r, \phi), \) and \( u_3(r, \phi) \):

1. \( \nabla^2 u_0 = 0, \quad u_0(\rho) = \Delta, \quad \alpha \frac{\partial u_0}{\partial r} \bigg|_\rho - u_0 \bigg|_\rho = K_0 \Delta; \tag{11} \)

2. \( \nabla^2 u_1 = 0, \quad u_1(\rho) = 0, \quad \alpha \frac{\partial u_1}{\partial r} \bigg|_\rho - u_1 \bigg|_\rho = \left( \frac{\partial u_0}{\partial r} \bigg|_\rho - \alpha \frac{\partial^2 u_0}{\partial r^2} \bigg|_\rho \right) \cos k\phi - K_1 \Delta; \tag{12} \)

3. \( \nabla^2 u_2 = 0, \quad u_2(\rho) = 0, \quad \alpha \frac{\partial u_2}{\partial r} \bigg|_\rho - u_2 \bigg|_\rho = \left( \frac{\partial^2 u_0}{\partial r^2} \bigg|_\rho - \alpha \frac{\partial^2 u_0}{\partial r^2} \bigg|_\rho \right) \cos^2 k\phi\tag{13} \)

The solution of the Laplace equation in the ring \( (\rho < r < \rho_\Delta) \) for each \( i \)th system can be written in the following form [19]:
\[
u_i = A_{i0} + B_{i0} \ln r 
+ \sum_{n=1}^{\infty} r^{-n} (A_{in} \cos n\phi + B_{in} \sin n\phi) \tag{15}\]
where \( i = 0, 1, 2, \) or 3.
the coefficient at the like trigonometric functions, we obtain

\[ A_{0n} = B_{0n} = E_{0n} = F_{0n} = 0, \]
\[ A_{00} = \Delta - B_{00} \ln \rho \lambda, \]
\[ B_{00} = \frac{\Delta (\rho - 1)}{\alpha + \rho A_{k}}, \]

where \( A_k = \ln (\rho_j / \rho) \). A solution to the problem in the zero approximation is

\[ u_0 = \Delta + \frac{\Delta (\rho - 1)}{\alpha + \rho A_{\kappa}} \ln \frac{r}{\rho_k}. \]

### 3.1.2. First-order perturbation solution.

Substituting expression (15) for \( i = 1 \) into the boundary conditions of set (12) and equating the coefficients at like trigonometric functions for the same harmonic numbers, we obtain two nonzero constants of the first-order approximation for \( n = k \):

\[ A_{1k} = A_1 z \rho_{jk}^{\kappa}, \]
\[ E_{1k} = -A_1 z \rho_{jk}^{-\kappa}, \]

where

\[ A_1 = \frac{\Delta (k^2 - 1) - B_{00}(\rho + \alpha)}{\rho (z^2 (\alpha k - \rho) + (\alpha k + \rho))}, \quad z = \frac{\rho_k^k}{\rho_k}. \]

The solution to Eqs. (12) is

\[ u_1(r, \phi) = A_1 z \cos \phi \left( \frac{\rho_k^k - r^k}{r \rho_k} \right). \]

### 3.1.3. Second-order perturbation solution.

Substituting expression (15) for \( i = 2 \) into the boundary conditions of set (13), expressing the powers of trigonometric functions via trigonometric functions of the corresponding multiple arguments, and equating the coefficients at the same harmonic numbers, we obtain four nonzero constants of the second-order approximation for \( n = 0 \) and \( n = 2k \):

\[ A_{20} = -B_{20} \ln \rho \lambda, \]
\[ B_{20} = -\{(2 A_1 \rho k (\alpha + \rho) (z^2 + 1) + B_{00}((\alpha + \rho) - \alpha (k^2 - 1)) + \Delta (2 - 3k^2) \}/\{4 \rho^2 (\alpha + A_3 \rho)\}, \]
\[ A_{2,2k} = A_2 z^2 \rho_{jk}^{2k}, \]
\[ E_{2,2k} = -A_2 z^2 \rho_{jk}^{-2k}, \]

where the expression for \( A_2 \) is given in the Appendix. Substituting formulas (23)–(26) into Eqs. (15), for \( i = 2 \) we obtain a solution to Eqs. (13):

\[ u_2(r, \phi) = B_{20} \ln \frac{r}{\rho_k} + A_2 z^2 \cos 2k \phi \left( \frac{\rho_k^{2k} - r^{2k}}{r^{2k} \rho_k^{2k}} \right). \]

### 3.1.4. Third-order perturbation solution.

Substituting expression (15) for \( i = 3 \) into the boundary conditions of set (14), expressing the powers of trigonometric functions via trigonometric functions of the corresponding multiple arguments, and equating the coefficients at the same harmonic numbers, we obtain four nonzero constants of the third-order approximation for \( n = k \) and \( n = 3k \):

\[ E_{3,k} = -A_3 \rho_{jk}^{-2k}, \]
\[ E_{3,3k} = -A_3 \rho_{jk}^{-6k}, \]

where the expressions for \( A_{3,k} \) and \( A_{3,3k} \) via the constants of previous orders are presented in Appendix. Substituting these quantities into Eqs. (15) for \( i = 3 \), we eventually obtain the solution to Eqs. (14):

\[ u_3(r, \phi) = \frac{A_{3,k} \cos k \phi}{\rho_k} \left( \frac{\rho_k^k - r^k}{r^k \rho_k^k} \right) \]
\[ + \frac{A_{3,3k} \cos 3k \phi}{\rho_{3k}^{3k}} \left( \frac{\rho_{3k}^{3k} - r^{3k}}{r^{3k} \rho_{3k}^{3k}} \right). \]

Finally, substituting solutions (19), (22), (27), and (30) into expansion (9), we obtain an expression for the concentration field \( u(r, \phi) \) in the form of a series in powers of \( \delta \).

### 3.2. Calculation of the Radius of Stability of a Circular Crystal

Once the concentration field is known, we can determine the radius of a stable crystal. To within a positive constant factor, the local crystal growth rate \( V \) can be written as

\[ V = \frac{\partial u}{\partial n} \bigg|_{r = \rho + \delta \cos \phi}. \]

Substituting the above expression for \( u(r, \phi) \) into Eq. (31) and expanding the resulting expression into series in \( \delta \) in the vicinity of \( \rho \), we can eventually represent the growth rate as

\[ V = V_0 + \frac{1}{\rho} \times (V_1 \cos \phi + V_2 \cos 2k \phi + V_3 \cos 3k \phi), \]
where
\[ V_0 = \frac{B_{00}}{\rho} + \frac{1}{4\rho^3} \] (33)

\[ \times (2A_1 \rho k(z^2 + 1) + 4B_{00} \rho^2 - B_{00}(k^2 - 2))\delta^2, \]

\[ V_1 = \left( \frac{5}{8} A_1 \rho k(z^2 - 1) - k^2 \rho^2 A_2(z^4 - 1) \right. \]
\[ + A_2 \rho^2 k(z^2 + 1) - \frac{3}{4} A_1 \rho k(z^2 + 1) \]
\[ - A_{3,1} \rho (3 - k)(z^2 + 1) - B_{20} \rho^2 + \frac{3}{8}(k^2 - 2)B_{00} \delta^3 \]

\[ - (A_1 \rho k z^2 + B_{00} - A_1 \rho k)\delta^2, \]

\[ V_2 = \rho \left( - A_1 \rho k(z^2 - 1) - 2A_2 \rho^2 k(z^4 + 1) \right) \]
\[ + \frac{1}{4}(k^2 + 2)B_{00} + \frac{1}{2}A_1 \rho k(z^2 + 1)\delta^2, \]

\[ V_3 = \left( - \frac{1}{8}(3k^2 + 2)B_{00} - 3A_{3,3} \rho \rho (3 - 3k)(z^6 + 1) \right. \]
\[ - \frac{1}{4} A_1 \rho k(z^2 + 1) - \frac{1}{2} k^3 A_1 \rho \rho(z^2 + 1) - 3 k^2 \rho^2 A_2(z^4 - 1) \]
\[ + A_2 \rho^2 k(z^2 + 1) + \frac{7}{8} A_1 \rho k^2(z^2 - 1) \delta^3. \] (34)

Let us consider the initial stage of the loss of morphological stability of the growing particle upon the onset of perturbation on the boundary and determine the critical particle radius for which the perturbation amplitude will grow. To this end, following [14–16], we have to solve for \( \rho \) the equation

\[ V_1 = 0. \] (37)

This will determine the critical radius above which the rate of variation of the amplitude of the basic (initially applied) harmonic \( \cos \delta \phi \) changes sign from minus (corresponding to decay) to plus (corresponding to increase). Obviously, an increase in the amplitude of the basic harmonic will lead to the appearance of secondary harmonics of the other frequencies (see, e.g., Eq. (32)). Thus, from the standpoint of the initial stage of the loss of stability, behavior of the basic harmonic is the determining factor.

Let us seek for a solution of Eq. (37) in the following form:

\[ \rho = g + g_1 \delta^2, \] (38)

where \( g \) and \( g_1 \) are the expansion coefficients. In this expression, the term proportional to \( \delta \) is omitted because its presence in Eq. (37) has no physical meaning for symmetry considerations. Indeed, in the presence of a term proportional to \( \delta \), a half-period translation of the \( \cos \delta \phi \) perturbation (equivalent to alternation in the amplitude sign) would lead to a change in the critical radius for stable growth in the isotropic medium.

Substituting ansatz (38) into the explicit expression (37) and expanding it into series in powers of \( \delta \) up to the third-order term, we arrive at an expression containing \( \delta \) to the first and third powers. Grouping and equating the terms at like powers, we obtain two equations for determining \( g \) and \( g_1 \). The first quantity cannot be expressed explicitly and is determined from the equation

\[ (- g^2 k - gkL + k^3 \alpha + gk^3 L + gk - k\alpha)(h^2 + 1) \]
\[ + g(g - 1)(1 - h^2) = 0. \] (39)

The second coefficient can be explicitly expressed as

\[ g_1 = \left[ (M_1 - M_2)h^8 + (M_3 + M_4)h^6 \right. \]
\[ + M_5 h^4 + (M_3 - M_4)h^2 + M_1 + M_2 \]
\[ + 6\alpha^4 k^3 (5k^2 - k^4 - 2)] [8g \left( (2\alpha k - g)(M_6 - M_7)h^8 \right. \]
\[ + ((2\alpha k - g)h^6 + (2\alpha k + g)h^2)M_8 \]
\[ + ((2\alpha k + g)(M_6 - M_7) + (2\alpha k - g) \]
\[ \times (M_6 + M_7))h^4 + (2\alpha k + g)(M_6 + M_7)] \right)^{-1}, \] (40)

where \( h = g^k / \rho^2, \) \( L = \ln(\rho / g), \) and the expressions for coefficients \( M_1, M_2, \ldots, M_8 \) are presented in the Appendix.

It should be noted that Eq. (39) for \( g \) in the diffusion limit \((\alpha \to 0)\) coincides with an analogous equation derived in [14].

4. DISCUSSION OF RESULTS

Figures 1 and 2 show the plots of the linear radius of stability \( g \) and the correction of the second order of smallness \( g_1 \) versus the parameters \( \alpha \) and \( k \) (the value of \( \rho \) was selected following [14]). The \( g \) and \( g_1 \) values numerically calculated for the diffusion-controlled growth \((\alpha = 0)\) (see Figs. 1 and 2) coincide with the analogous values reported in [14], which is additional evidence in favor of correctness of our calculation.

According to the results of calculations (Figs. 1a and 2a), the linear radius of stability \((g)\) increases with the harmonic frequency \((\text{number})\) and the parameter \( \alpha \). This behavior can be explained as follows. According to the classical results [1], the main factor responsible for the loss of stability is the inhomogeneity of the con-
concentration field at the crystal boundary: the supersaturation increases with distance from the crystal. For this reason, a perturbation arising on the crystal surface occurs under more favorable conditions and can develop more rapidly. The main stabilizing factor is the curvature (i.e., the surface energy): the greater the curvature at the appearing protrusion, the more readily it can be dissipated. Thus, for two nuclei with perturbations of the same amplitude but different frequencies, the curvature is greater for the nucleus with a higher frequency and, accordingly, the stabilizing factor is stronger here. As a result, the nucleus loses stability under this perturbation at a greater critical radius. As the $\alpha$ value increases, the field at the crystal becomes more homogeneous and, accordingly, the destabilizing factor decreases and the critical radius $g$ increases.

In contrast to the behavior of $g$, the character of variation and the sign of $g_1$ are not as obvious. As can be

Fig. 1. Plots of (a) the linear critical radius of stability $g$ and (b) the quadratic correction $g_1$ versus parameter $\alpha$ for various perturbation frequencies (harmonic numbers) $k$ for $\rho_\lambda = 10^8$.

Fig. 2. Plots of (a) the linear critical radius of stability $g$ and (b) the quadratic correction $g_1$ versus perturbation frequency $k$ for $\rho_\lambda = 10^8$ and various parameters $\alpha$: (+) 0; (o) 100; (□) 1000; (○) 10000.
A decrease in the critical radius with increasing perturbation amplitude allows us to explain the phenomenon of coexistence of two different morphological phases, which is frequently observed in experiment. Indeed, consider two round crystal nuclei growing at a sufficiently large distance from each other in a supersaturated solution. Since the appearance of fluctuations in solutions is, in the general case, a stochastic process, let a fluctuation of small but finite amplitude \( \delta \) to arise at one of the two particles. According to the above calculations, this nucleus will lose stability when its radius will increase to the critical value of \( r \), while the other nucleus may still retain its round shape. Thus, in the growth interval from \( r \) to \( g \), we can observe both the crystals of round shape and those with developing perturbations corresponding to the \( k \)th harmonic. When the radius of a round nucleus will increase to \( g \) according to the linear analysis, it will lose stability to even a negligibly small fluctuation.

This provides ground for one of the main assumptions used in our calculations of the boundaries of metastable regions [11–13]. It would be also interesting to use the above results for qualitatively evaluating the perturbation amplitude for which the crystal radius reaches a value \( \rho^b \) called binodal. This value was previously determined via a calculation of the production of entropy based on the linear analysis [13] as

\[
\rho^b = \frac{1}{2} \left\{ 1 - \frac{\alpha k}{2k-1} + \frac{2A_k k(k^2-1)}{2k-1} \right\} + \frac{\left[ 1 - \frac{\alpha k}{2k-1} + \frac{2A_k k(k^2-1)}{2k-1} \right]^2 + 4\alpha k(2k^2-1)}{2k-1}. \tag{41}
\]

According to formula (38), the amplitude of this perturbation is

\[
\delta^* = \sqrt{(\rho^b - g)/g_1}. \tag{42}
\]

Figure 3 shows plots of the ratios of the perturbation amplitude \( \delta^* \) to the above characteristic dimensions \( g \) and \( \rho^b \) versus \( k \) for \( \rho_\lambda = 10^8 \).

seen from Figs. 1b and 2b, an increase in the perturbation amplitude leads in most cases to a decrease in the critical radius as compared to that in the linear case (an increase is observed only in the diffusion-controlled growth regime for the harmonic with \( k = 2 \)). However, with an increase in the perturbation amplitude (for fixed parameters of \( \alpha \) and \( k \)), the perturbation falls within a region of higher supersaturation (i.e., a stronger destabilizing factor) and greater curvature (i.e., a stronger stabilizing factor). The fact that, in the competition of two factors, the former almost always predominates (even in the kinetically controlled growth regime with \( \alpha \gg 1 \)) is a very interesting result.
approximation is much greater: \( g_1 \delta^2 / \delta \sim 10^{17} \delta^2 \) for \( \alpha = 0–100 \). This violates the main assumption of perturbation theory (introducing a so-called inhomogeneity of the expansion [20]). The perturbation with \( k = 2 \), for which the \( g_1 \) correction is positive at \( \alpha < 73 \), is the next neighboring case to that of \( k = 1 \). Does this fact account for the special behavior (see Figs. 1b and 2b) because the point occurs in the region of inhomogeneous expansion [20], or is everything correct from the mathematical standpoint and the result has a physical meaning? These questions require additional investigation.

The data considered above (Figs. 1 and 2) are related to a constant \( \rho_i \), which is not convenient from the standpoint of experiment. As was pointed out in Section 2, the quantity \( \rho_i \) appears as a fitting parameter on the passage from nonstationary to stationary diffusion.
problem. This parameter is directly related to the quantity \( S \), which has a clear physical meaning and can be readily determined for any supersaturation solution. In connection with this, Figs. 4 and 5 present analogs of Figs. 1 and 2, respectively, plotted as a fixed \( S \). A comparison between these representations shows that the character of dependences is qualitatively the same.

5. CONCLUSIONS

We have carried out a weakly nonlinear analysis of morphological stability for a round crystal growing in an arbitrary regime from a supersaturated solution. It was found that, similar to the diffusion-controlled growth considered in [14–16], an increase in the amplitude of perturbations leads to a decrease in the critical radius of stable crystal. This behavior is an additional argument in favor of the hypothesis that such a dependence of the critical radius on the perturbation amplitude is rather universal and may be considered as evidence that this nonequilibrium transition belongs to first-order phase transitions.

We would like to make a final remark concerning the possibility of comparing the values of critical radii calculated in this study to the experimental data. At the present time, it is hardly possible to speak of such verification due to both the technical complexity of the experiment and the still relatively large number of simplifying assumptions made in the theory. The main task at this stage is to provide qualitative explanation and to propose a method for analytically calculating the experimentally observed phenomenon of coexisting morphologies during crystallization under identical conditions. We believe that the results reported above are an important step in this direction.
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APPENDIX

\[
K_0 = \frac{1}{\rho},
\]

\[
K_1 = \frac{(k^2 - 1) \cos k\phi}{\rho^2},
\]

\[
K_2 = \frac{1}{\rho^3} \left[ \frac{k^2}{2} + \left(1 - \frac{5}{2}k^2\right) \cos^2 k\phi \right],
\]

\[
K_3 = \frac{1}{\rho^3} \left[ \left( \frac{3}{2}k^4 + \frac{9}{2}k^2 - 1 \right) \cos^3 k\phi - \frac{3}{2}k^2(1 + k^2) \cos k\phi \right],
\]

\[
A_2 = \frac{2A_1 \rho k(\alpha + \rho - 2\alpha k)z^2 + B_{00}(2\alpha + \rho + 2\alpha k^2) + 2A_1 \rho k(\alpha + \rho + 2\alpha k)}{4\rho^2(\alpha z^4(2\alpha k - \rho) + (2\alpha k + \rho))},
\]

\[
A_{3, k} = \{8A_3 \rho^2 k(\alpha + \rho - \alpha k)z^4
+ A_1 \rho k(3\rho k - 6\alpha - 3\rho + 5\alpha k)z^2
+ 8A_3 \rho^2 k(\alpha + \rho + \alpha k)
- A_1 \rho k(3\rho k + 6\alpha + 3\rho + 5\alpha k) + 8B_{20}\rho^2(\alpha + \rho)
+ B_{00}(3\alpha k^2 - 6\alpha - 2\rho)
+ 3\Delta(5k^2 - k^4 - 2)\rho^{k-3}/\{8(z^4(\alpha k - \rho) + (\alpha k + \rho))\}
\}
\]

\[
A_{3, 3k} = \{24A_3 \rho^2 k(\alpha + \rho - 3\alpha k)z^4
+ 3A_1 \rho k(\rho k - 2\alpha + \rho + 7\alpha k - 4\alpha^2 k^2)z^2
+ 24A_3 \rho^2 k(\alpha + \rho + 3\alpha k)
- 3A_1 \rho k(\rho k + 2\alpha + \rho + 7\alpha k + 4\alpha^2 k^2)
- 3A_1 \rho k(2\alpha + \rho + 7\alpha k + 4\alpha^2 k^2)
- B_{00}(9\alpha k^2 + 6\alpha - 2\rho) + 3\Delta(9k + 3k^4 - 2)\rho^{k-3}/\{24(z^6(3\alpha k - \rho)
+ (3\alpha k + \rho))\},
\}
\]

\[
M_1 = -3\alpha^4 k^7 - 6\alpha^4 k^3 + 15\alpha^4 k^5
+ 18g^4 kL - 10g^4 k^3 + 12\alpha g^3 k - 10\alpha^2 g^3 k^3
- 3\alpha g^3 k^3 - 13g^4 Lk^3 - 6g^4 L^2 k^5 + 34g^4 L^2 k^3
- 16g^4 L^2 k - 7g^4 k^3 - 4g^4 k\alpha + 3g^4 Lk^3
\]

\]
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\[-6g^4k - 12La^2k^5g^2 - 48\alpha g^3kL + 78\alpha g^3Lk^3\]
\[-4\alpha g^3L^2k^5 + 4\alpha g^3L^2k^3 - 4\alpha g^3Lk^5 - 4g^4k^3L\]
\[+ 8g^4\alpha kL + 8Lak^3g^2 - 24\alpha k^2g^2 + 2\alpha^2k^5g^2\]
\[-4\alpha^3k^3g^2 + 50\alpha^3k^3g^2 + 6g^5k - 12La^3k^7\]
\[= 24La^3k^3g + 60La^3k^5g - 12L\alpha^2\alpha^2k^3g^2\]
\[= 6L^2\alpha^2k^5g^2 + 30L^2\alpha^2k^3g^2 + 4\alpha^3k^3g - 4\alpha^3k^5g,\]

\[M_2 = 6g^5L - 4g^4k^2 + 4g^4k^2 - 6\alpha g^3 + 2g^4\alpha + 3\alpha^4k^7\]
\[+ 6\alpha^4k^3 - 15\alpha^4k^5 - 2g^4 + 2g^4 + 7g^4k^2\alpha\]
\[-14g^4\alpha L - 10g^4L - 15\alpha^4k^6 + 2\alpha^3k^4g^2\]
\[+ 12k^2\alpha^2g^2 - 24\alpha^2k^2g^2 + 6g^2k^2 - 5\alpha^3g^2k^2\]
\[+ 4\alpha^3g^3k^4 - 2g^4k^2L^4 + 2g^4L^2Lk^2 + 3g^4Lk^2\]
\[+ 4g^4Lk^4 - 30\alpha Lk^5g^2 + 144\alpha^4g^4L^2g^2 - 60\alpha Lk^2g^2\]
\[= 2g^2\alpha^2k^4L + 69g^23L^2k^4 - 30g^23L^2k^2\]
\[+ 34g^3Lk^2 - 32g^3Lk^4 - 15g^3Lk^6 + 6g^4k^4L\]
\[a\ L^2k^2 + 71\alpha^3k^4g - 30\alpha^3k^2g,\]

\[M_3 = 4k(-6k^2) + 15k^4L^2 + 6g^2\alpha^2 + 2g^4L^2 + 3g^4L^2\]
\[a\ L^4 - 3g^4 + 3g^4\alpha + 12\alpha^2L - 4g^4L\alpha + 2k^2\alpha^2g^2\]
\[a\ L^2 + 5g^2k^2\alpha + 6g^2\alpha^2\ L - 6g^2\alpha^3L^2\]
\[a\ L^3 + 12L^2L^3\alpha^5 + 6K^2L^2\alpha^2g^2 - 3K^2L^2\alpha^2g^2\]
\[+ 15K^2L^2\alpha^2g^2 - 74K^2L^2\alpha^2g^2 - 74K^2L^2\alpha^2g^2\]
\[+ 3\alpha^2g^2k^2 + 6\alpha^2g^2k^2 + 2g^4L^2k^2 - 74L^2k^2 + 2g^4Lk^2\]
\[-17k^4L^2Lg^2 + 6L^2\alpha^2k^2g^2 + 6L^2\alpha^2k^2g^2\]
\[-17L^2\alpha^2g^2L^2 - 29g^3L^2k^4 - 8g^3L^4k^4 - 2g^5L^2\]
\[a\ L^2k^2 + 71\alpha^3k^4g - 30\alpha^3k^2g,\]

\[M_4 = 2g(4g^4k^2 + 2g^3 + 4g^2k^2 + 3g^3k^2 + 10g^3L + 6a^2k^2\]
\[a\ L^2k^2 + 15\alpha^2k^4 - 6a^2k^2 + 5\alpha^2k^6 - 2g^4 + 2g^4 + 15\alpha^2k^2g^2\]
\[a\ L^2k^2 + 23g^3L^2k^2 - 12g^3L^2k^2 + 18g^3L^2k^2 - 4\alpha k^4g^2 - 4g^3Lk^4\]
\[-10La^2k^6g - 22k^2\alpha^2Lg + 12La^2k^2g^2 - 7L^2\alpha k^6g^2\]
\[= 6L^2k^2\alpha^2g^2 - 14\alpha^2k^2\alpha^2Lg + 24\alpha^2Lk^4 - 5g^2\alpha^2L^2k^6\]
\[= 2\alpha^2k^2 + 12\alpha^2k^2g + 6g^4L - 10k^2\alpha^2g^2 + 8\alpha^2k^2g^2\]
\[a\ L^2k^2 + 71\alpha^3k^4g - 30\alpha^3k^2g,\]

\[M_5 = 2k(-12k^2) + 30k^4L^2 + 8g^4L^2 + 6g^4L - 8g^2\alpha\]
\[a\ L^2k^2 - 6g^4 + 8g^4L\alpha - 6g^6L - 12L^2\alpha^2g^2\]
\[a\ L^2k^2 + 22\alpha^2k^4g^2 - 26\alpha^2k^4g^2 + 27g^3k^2 + 14g^4L^2k^4\]
\[-22g^4L^2k^4 + 21g^4L^2k^4 - 40k^2\alpha^2L^2g^2 + 8L^2\alpha^2k^2g^2\]
\[a\ L^2k^2 - 16g^4L^2k^4 + 4g^4L^2k^4 - 26g^3Lk^2\]
\[+ 36g^3Lk^4 - 11g^5Lk^2 - 20a^3k^4g + 4a^3k^2g),\]

\[M_6 = \alpha^3g^3 - 4g^3 + 3g^2 + 2g^2 + 2g^2k^2g + \alpha^3g^3 - k^2g^2\]
\[-2a^3k^2 + 2a^3k^4 - 3g^3L - \alpha^3Lk^2 + 4L^2k^2g^2\]
\[-4L^2\alpha^2k^2g^2 + 2kL^2\alpha^2k^2g^2 + 2L^2\alpha^2k^2g^2\]
\[a\ L^2k^2 + 2g^4L^2k^2 + 8g^4L^2k^2 + 6k^2\alpha^2g^2 + 4a^3k^2\]
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Abstract—Lifshitz invariants emerging in the presence of external effects in a crystal are considered for 2D irreducible representations of the $D_{4h}$ class. It is shown that, for a 2D irreducible vector representation, the electric field exceeding a critical value leads to the formation of an incommensurate phase on the phase diagram.
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1. INTRODUCTION

In studying incommensurate ($I$) phases and phase transitions (see reviews [1–3]), two types of such transitions are distinguished. The first type is associated with the presence of the Lifshitz ($L$) invariant in the thermodynamic potential, while the second type is characterized by the presence of a Lifshitz-type ($LT$) invariant. Here, we consider the first type of transitions. In the case when a multidimensional representation of the symmetry group of the initial phase in the crystal rules out the existence of an $L$ invariant, the incommensurate invariant (abbreviated below as $IL$) can be induced by appropriate effects exerted on a crystal (electric or magnetic fields, mechanical stresses, etc.). The coefficient of the $IL$ invariant is the external factor itself. This problem was considered for the first time in [4], where the phase diagram with an $I$ phase was constructed from general considerations. However, apparently not a single specific case has been investigated as yet.

The goal of this study is analysis of a 2D vector representation of the crystal symmetry class $D_{4h}$, the determination of possible $IL$ invariants for this representation, and the calculation of the corresponding phase diagrams. To run a few steps ahead, we can state that the induction of $I$ phases on these diagram is not as obvious and simple as appears at first glance and the results of our analysis differ from those described in [4].

2. TWO-DIMENSIONAL REPRESENTATIONS OF SYMMETRY CLASS $D_{4h}$

The choice of the crystal symmetry class $D_{4h}$ is dictated by the existence of two irreducible representations, each of which permits two independent invariants of the second and fourth order in the bases of the representations. The latter circumstance determines the simplest algebra of these representations among all non-one-dimensional representations of crystal symmetry groups. The table shows the representations of class $D_{4h}$, according to which the components of vector $x = \{x, y, z\}$ and rank two tensor $\{u_{ij}\}$ are transformed (we use the matrix form of notation: $\alpha = 1, ..., 6$). The polarization vector components $P_i$, which will be treated as the order parameter for representation of $E_u$, is transformed like the components of vector $x_i$; $u_{ij}$ stands for components of the strain tensor $u_{ij}$ (in particular, $u_4 = 2u_{zz}$ and $u_6 = 2u_{zz}$). The existence of two representations instead of one as in classes $D_4$, $C_{4v}$, and $D_{2h}$ (with the same independent invariants) rules out the existence of the piezoelectric effect in the initial phase of the crystal, which simplifies the problem.

None of 2D representations of $E_u$ and $E_5$ permits an $L$ invariant. We will consider external forces (electric field $E_i$ and mechanical stresses $\sigma_{ij}$) that can induce $IL$ invariants (we confine our analysis only to invariants linear in forces). Using the table, we can obtain two $IL$ invariants for the $E_u$ and $E_5$ representations, respectively:

$$E_u\{P_x, P_y\},$$

$$E_5\{u_4, u_5\},$$

where

$$\{\eta, \xi\} = \eta \partial_\eta \xi - \xi \partial_\xi \eta, \quad \partial_z \equiv \partial/\partial z.$$

Since invariants (1) contain the electric field components $E_x$ and $E_y$, we will find the invariants which are linear in $E_x$, $E_y$ and also linear in $P_x$, $P_y$ and $u_4$, $u_5$. There exists only one such invariant (the energy of interaction of polarization with the electric field):

$$-E_x P_x - E_y P_y.$$  (2)

There are no invariants linear in $E_z$, $E_5$, and quadratic in $P_x$, $P_y$ or quadratic in $u_4$, $u_5$. We will confine our subse-
variables corresponding to three phases with symmetry groups \( \text{I} \), \( \text{A} \), and \( \text{A}^\prime \) (see, for example, \cite{5}). Phase \( G_0 \) is stable for \( \alpha > 0 \), and \( G_1 \) is stable for \( \alpha < 0 \) and \( \beta' > 0 \), while \( G_2 \) exhibits stability for \( \alpha < 0 \) and \( \beta' < 0 \) (the same notation of phases and their groups should not lead to misunderstanding). Group \( G_3 = C_3 = m_z \) is one more subgroup of group \( G_0 \) (as well as of groups \( G_1 \) and \( G_2 \)) in the \( E_u \) representation. The solution for phase \( G_3 \) can be obtained if we take into account the second-order invariant in \( p^4 \cos 4\phi \) in expression (4). It should be noted that phase \( G_1 \), as well as phase \( G_2 \), has four different domains with different orientations of components \( P_x \) and \( P_y \) (different values of angle \( \phi \); see relations (5)).

We now supplement potential (4) with invariant (2). In the case of a one-component order parameter (e.g., \( P_x \)) transformed in accordance with a one-dimensional representation \( A_{2u} \) (see table), field \( E_z \) conjugate to it leads to disappearance of the second-order phase transition. In other words, the symmetry groups of the initial and polar phases become identical. Characteristic anomalies in physical quantities are smoothed. In the case of a 2D representation, however, we can always choose the field orientation such that one of the second-order phase transitions is preserved. Fields with orientation \( E_x = 0 \) or \( E_y = 0 \) lower the symmetry of the \( G_0 \) and \( G_1 \) phases to the symmetry of the \( G_2 \) and \( G_3 \) phases, respectively. Consequently, transition \( G_{0(2)} \rightarrow G_{1(3)} \) is preserved (the index of the group to which the group of the corresponding phase is lowered in the presence of the field is given in parentheses). Fields with orientation \( E_x = \pm E_y \) lower the symmetry of the \( G_0 \) and \( G_2 \) phases to the symmetry of the \( G_1 \) and \( G_3 \) phases, respectively. Consequently, transition \( G_{0(3)} \rightarrow G_{2(3)} \) is preserved. It is sufficient to consider one of these cases. We choose \( E_y = 0 \) and \( E_x = E \).

The phase diagram corresponding to potential (4), (2) is depicted in Fig. 1 (so far we ignore the presence of the \( I \) phase, which will follow from the subsequent analysis). The curve \( \alpha = \alpha_0 \) describing the second-order phase transition between phases \( G_2 \) and \( G_3 \) (here, we simplify the notation of phases: \( G_2 \equiv G_{0(2)} \) and \( G_3 \equiv G_{1(3)} \)) is defined by the expression

\[
\alpha = \frac{1}{2}(3\beta' - \beta)F^2 \equiv \alpha_0, \quad \rho = \frac{1}{2}F \equiv \rho_0,
\]

where the expression for \( \rho \) on this curve is also given and a convenient new notation \( F \) for field \( E \) is introduced (we note that the value of \( F \) depends on \( \beta' \) and that \( \beta' > 0 \); see Fig. 1).

The solution for phases \( G_2 \) and \( G_3 \) in field \( E \) can be obtained in a small neighborhood of transition curve (6).
In the $G_2$ phase, one of four domains is preserved (see above), in which vector $P_{s}$ is directed along field $E_{z}$:

$$\sin \varphi = 0, \cos \varphi = 1, \rho = \rho_{0}(1 - \Delta_{3}),$$

$$\alpha - \alpha_{0} = (\beta + 3\beta')F^{2}\Delta_{3},$$  \hspace{1cm} (7)

$$\Phi_{2} = -\frac{1}{16}(\beta + 9\beta')F^{4} + \frac{1}{4}(\alpha - \alpha_{0})F^{2} - \frac{(\alpha - \alpha_{0})^{2}}{4(\beta + 3\beta')}.$$  \hspace{1cm} (8)

Here, we also have the expression for thermodynamic potential $\Phi_{2}$ in the form of a series expansion in $\alpha - \alpha_{0}$ (to be more precise, in $\Delta_{3}$). The region of validity of solutions (7) is defined by the inequality $\Delta_{3} \ll 1$. In the $G_{3}$ phase, two of four domains are preserved:

$$\sin^{2} \varphi = \frac{6}{5}\Delta_{3}, \quad \rho = \rho_{0}(1 + \Delta_{3}),$$

$$\alpha_{0} - \alpha = \frac{1}{5}(5\beta - 3\beta')F^{2}\Delta_{3},$$  \hspace{1cm} (9)

$$\Phi_{3} = -\frac{1}{16}(\beta + 9\beta')F^{4} - \frac{1}{4}(\alpha - \alpha_{0})F^{2} - \frac{5(\alpha_{0} - \alpha)^{2}}{4(5\beta - 3\beta')}.$$  \hspace{1cm} (10)

Solutions (8) are valid for $\Delta_{3} \ll 1$.

It can be seen from relations (7) and (8) that the second-order phase transition $G_{2} \rightarrow G_{3}$ consists in the rotation of vector $P_{s}$ (which is directed along the $x$ axis in the $G_{2}$ phase) through small angles $\pm \varphi$ about the $x$ axis; in other words, the component $P_{s}$ having opposite directions in the two domains of phase $G_{3}$ appears in this phase.

4. PHASE TRANSITION $G_{2} \rightarrow I_{2}$

We now supplement potential (4), (2) with $IL$ invariant (1) with coefficient $\sigma$,

$$\sigma E(P_{x}, P_{y}),$$  \hspace{1cm} (11)

as well as with the invariants quadratic in the derivatives and in components $P_{s}$ and $P_{y}$:

$$\delta_{1}[(\partial_{x}P_{x})^{2} + (\partial_{y}P_{y})^{2}] + \delta_{2}[(\partial_{x}P_{x})^{2} + (\partial_{y}P_{y})^{2}] + 2\delta_{3}(\partial_{x}P_{x})(\partial_{y}P_{y}) + 2\delta_{4}(\partial_{y}P_{y})(\partial_{x}P_{x})$$  \hspace{1cm} (12)

(see, for example, [6], where both terms, the $L$ invariants and $LT$ invariant, were introduced simultaneously for the first time).

We analyze the loss of stability in the $G_{2}$ and $G_{3}$ phases relative to harmonic displacements, which determine the possibility of transitions from these phases to $I$ phases. We write $P_{x}$ and $P_{y}$ in the form

$$P_{x} = \rho \cos \varphi + \rho_{1}(v_{x} + q_{x}y),$$

$$P_{y} = \rho \sin \varphi + \rho_{2}(v_{y} + q_{y}y + \psi).$$  \hspace{1cm} (13)

Quantities $\rho$ and $\varphi$ are defined in accordance with relations (7) and (8). It should be noted that, in the presence of field $E$, quantities $P_{x}$ and $P_{y}$ are transformed according to different 1D representations of the $G_{2}$ and $G_{3}$ groups; for this reason, the values of $\rho_{1}$ and $\rho_{2}$, as well as the constant phase shifts $\psi$ in relations (11), are different.

We substitute expressions (11) into thermodynamic potential (2), (4), (9), and (10), integrate the result with respect to coordinates $x$ and $y$, and minimize the part of the integral obtained, which is quadratic in $\rho_{1}$ and $\rho_{2}$, with respect to $\rho_{1}$, $\rho_{2}$, $q_{x}$, $q_{y}$, and $\psi$. Calculations lead to the following results for phases $G_{2}$ and $G_{3}$.

Let us first consider the $G_{2}$ phase. This phase loses stability relative to harmonic displacements (11) (and experiences a second-order phase transition to phase $I_{2}$) for values of $F$ exceeding the critical value $F_{0}$:

$$F_{0}^{4} = (\beta + 3\beta')\delta_{2}/(2\beta'\sigma)^{2}.$$  \hspace{1cm} (14)

Wave vector $q_{i}$ of the superstructure formed in this way and the stability loss ($\alpha = \alpha_{0}$) of the $G_{2}$ phase are determined by the expressions

$$q^{2} = (\beta + 3\beta')F^{2}\Delta/\delta_{2} = q_{x}^{2}, \quad q_{y} = 0, \quad \psi = 0,$$

$$\Delta = (F^{2} - F_{0}^{2})/F_{0}^{2}, \quad \alpha = \alpha_{2} = \alpha_{0} + \Delta_{2},$$  \hspace{1cm} (15)

which were derived for $\Delta \ll 1$.

The phase transition from the $G_{2}$ phase to incommensurate phase $I_{2}$ involves the emergence of harmonic components $P_{x}$ and $P_{y}$ with amplitudes $\rho_{1}$ and $\rho_{2}$, respectively. It should be emphasized that the homogeneous component $P_{s}$, which is present in the $G_{2}$ phase, is preserved in phase $I_{2}$; in other words, the $I_{2}$ phase has a peculiar structure (see relations (11)). (On possible incommensurate polar phases, see [7].)

In the $I_{2}$ phase, potential $\Phi_{2}$ (7) associated with the presence of a homogeneous part of component $P_{s}$ is supplemented with potential $\Phi_{2}$ associated with inhomogeneous (harmonic) parts of components $P_{x}$ and $P_{y}$ with amplitudes $\rho_{1}$ and $\rho_{2}$:

$$\Phi_{2} = \frac{6\beta^{2}(\alpha_{2} - \alpha)^{2}}{(\beta + \beta')^{2}(\beta + 3\beta')^{2}}.$$  \hspace{1cm} (16)

5. PHASE TRANSITIONS $G_{3} \rightarrow I_{3}$ AND $I_{2} \rightarrow G_{3}$

Let us now consider the $G_{3}$ phase. Performing calculations analogous to those for phase $G_{2}$, we obtain the following results. Phase $G_{3}$ loses stability to harmonic displacements (11) (and experiences a second-order phase transition to phase $I_{3}$) for values of field $F$ exceeding the critical value $F_{0}$ [see (12)]. The value of wave vector $q$ of the superstructure formed in this way
In phase 1, potential $\Phi_1$ (8) associated with the presence of homogeneous parts of components $P_x$ and $P_y$ is supplemented with potential $\bar{\Phi}_3$ associated with inhomogeneous (harmonic) parts of components $P_x$ and $P_y$ with amplitudes $\rho_1$ and $\rho_2$:

$$\bar{\Phi}_3 = -\frac{24\beta^2(\alpha - \alpha_3)^2}{(\beta + \beta')(\beta + 3\beta')^2}. \quad (16)$$

Although the formation of phases 1 and 4 is almost symmetric (cf. relations (13) and (15)), phase 4 turns out to be metastable in the entire range where it exists. Figure 2 shows the dependence of the thermodynamic potentials of phases $G_2$, $G_3$, $I_2$, and $I_3$ on $\alpha$. The potential of the $I_2$ phase passes below the potential of the $I_3$ phase. The intersection of the potential of the $I_1$ phase with the potential of the $G_3$ phase, which is determined by the equality $\Phi_2 + \bar{\Phi}_2 = \Phi_3$ (see relations (7), (8), and (14)) takes place at $\alpha = \alpha_c$, where

$$\alpha_c = \alpha_0 - \Delta_3 \left[ \frac{3(\beta + \beta')(\beta + 3\beta')}{4\beta'(5\beta - 3\beta')^2} - 1 \right]. \quad (17)$$

It should be noted that we are using here the one-harmonic approximation for phases 1. Analysis shows that the inclusion of higher harmonics affects only slightly the dependence of the potential of phase 1 on $\alpha$, while the corresponding dependence for the potential of the $I_3$ phase changes significantly. The dashed curve in Fig. 2 shows the predicted dependence of the potentials of phases 1 and 4 on $\alpha$.

6. PHASE DIAGRAMS

Thus, there exists a critical field $E_0 = 2\beta^2 F_0^3$ (see relation (6)) above which $(E > E_0)$ the incommensurate phase 4 appears on the phase diagram. This is due to the existence of $IL$ invariant (1), while the existence of the critical field is associated with the presence of invariant (2), i.e., with the linear interaction of the field with the order parameter.

It is convenient to plot the phase diagram with the $I_1$ phase on the $\alpha F^2$ plane for $F > F_0$ (see Fig. 1). Phase 4 lies on both sides of the line $\alpha = \alpha_0$ (see relation (6)). The phase diagram plotted on the $\alpha F^2$ plane is even more illustrative (Fig. 3). On the diagrams depicted in Figs. 1 and 3, the domains of phase 4 expand with increasing $F^2$ in proportion to $(F^2 - F_0^2)^2$ (see relations (13) and (17)).

It should also be verified that possible but disregarded invariants cannot appreciably affect the results.
The potential can be supplemented with homogeneous invariants of the form

\[(u_1 + u_2)(P_x^2 + P_y^2), \quad u_3(P_x^2 + P_y^2), \quad u_6(P_x P_y + P_y P_x).\]  

However, the elimination of these invariants by varying the potential in variables \(u_1 - u_2, u_3,\) and \(u_6\) would result to renormalization of coefficients of \(\beta\) and \(\beta'\), which can be assumed to have been performed in relation (4).

The potential can be supplemented with invariants of the form

\[(E_x^2 + E_y^2)(P_x^2 + P_y^2), \quad (E_x E_y + E_y E_x)(P_x P_y + P_y P_x),\]  

which are quadratic in the field and quadratic in \(P_x\) and \(P_y\), as well as with invariants of the type

\[(E_x P_x \pm E_y P_y)(P_x^2 \pm P_y^2),\]
\[(E_x P_y + E_y P_x)(P_x P_y + P_y P_x),\]
\[(E_x^2 \pm E_y^2)(E_x P_x \pm E_y P_y),\]
\[(E_x E_y + E_y E_x)(E_x P_y + E_y P_x),\]

which are linear in the field and cubic in \(P_x\) and \(P_y\), along with those cubic in field and linear in \(P_x\) and \(P_y\).

All invariants (19) and (20) are characterized by higher orders in the field or in the components of the order parameter as compared to the invariants included in the potential. In these invariants, series expansions can be carried out. Calculations show that this does not significantly change the results obtained above.

ACKNOWLEDGMENTS

The author is grateful to V.A. Golovko for fruitful discussions.

This study was supported by the Russian Foundation for Basic Research (project no. 03-02-16104).

REFERENCES


Translated by N. Wadhwa