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Abstract—A new method of calculation of the magnetization loop of bulk high-temperature superconductors is proposed which employs the results of measurements of the magnetic levitation force. © 2004 MAIK “Nauka/Interperiodica”.

Recently, there has been increasing interest in developing applications of bulk high-temperature superconductors (HTSCs) such as magnetic bearings, energy storage systems, magnetic suspension systems, and superconducting magnets [1–3]. For designing and operating such systems, it is necessary to know a number of HTSC parameters. This poses a problem of developing methods for rapid and reliable determination of the properties of HTSCs, since the traditional techniques used for measuring the critical temperatures, critical currents, and magnetizations of bulk HTSCs encounter considerable difficulties.

Below, we describe a new method for rapid and reliable evaluation of the reversible magnetization loop of bulk HTSCs using the results of measurements of the levitation force.

The proposed method is based on the comparison of experimental and calculated dependences of the magnetic levitation force on the distance between a superconductor and a permanent magnet. The algorithm of calculation of the magnetic levitation force will be described first for two limiting cases (complete diamagnetism and complete flux trapping) and then for an intermediate case, which will allow a partly trapped field to be calculated using the experimentally measured levitation force. Then, a comparison of the experimental and calculated dependences will be used for determining the distribution of currents in the superconductor and calculating the magnetization due to a field of these currents.

The calculations will be performed for a real configuration comprising a magnet and a coaxial cylindrical superconductor of greater radius spaced by the distance \( z \). The permanent NdFeB magnet used in our experiments had the following characteristics: radius, \( R = 7 \times 10^{-3} \) m; height, \( d = 8 \times 10^{-3} \) m; surface current, \( J_m = 9.6 \times 10^5 \) A/m. The last value was determined by measuring the force of interaction between two magnets spaced \((1.5–3.0) \times 10^{-4}\) cm apart, having almost coinciding axes of symmetry.

In the calculation, the permanent magnet is considered as a cylindrical surface of radius \( R \) and height \( h \) carrying a current with linear density \( J_m \). The corresponding magnetic field is determined using the Biot–Savard relation. The subsequent calculations of forces will use the radial component of this magnetic field:

\[
H_r(r, z) = \frac{1}{4\pi} J_m R \int_{0}^{2\pi} \cos(\varphi) \times \sum_{k=0}^{1} (1 - 2k)(\frac{(z + kd)^2 + r^2 + R^2 - 2rR\cos(\varphi)}{rR})^{-1/2} d\varphi,
\]

where \( r \) is the distance from the symmetry axis of the system.

The calculation of magnetization will require the field at the axis:

\[
H_z(z) = \frac{1}{2} J_m \sum_{k=0}^{1} ((2k - 1)z + kd)((z + kd)^2 + R^2)^{-1/2}.
\]

Let us calculate the distribution of currents induced in the superconductor. The total current \( J_\varphi \) consists of two components: the shield current \( (J_\varphi)^{\text{shield}} \) and the current corresponding to the trapped field \( (J_\varphi)^{\text{trapped}} \). The former current and the force of its interaction with the applied field are determined using the method described in [4]. In order to simplify the
The current corresponding to the trapped field is described in terms of the maximum applied field (the maximum field that can be trapped by a superconductor): \( J_{\varphi, \text{trapped}}(r) = -2H(r, z_0)\alpha \), where \( z_0 \) is the minimum distance between magnet and superconductor (in our case, \( z_0 = 2 \times 10^{-3} \) m). The coefficient \( \alpha \) is an important parameter in our calculations which determines the trapped field as a fraction of the maximum possible value. This description of the trapped field is used for the following reasons:

(i) the force of interaction between a current and an applied field is readily determined using the Ampère law;

(ii) use of the linear current density does not require analysis of the trapped field distribution in depth of the superconductor;

(iii) the superconductor cooled in the absence of a magnetic field (zero-field cooling) has no trapped field and \( \alpha = 0 \);

(iv) when the superconductor is cooled in a magnetic field (at a distance of \( z_0 \)), the force (and, hence, \( J_{\varphi} \)) is zero, which holds for \( \alpha = 1 \).

The interaction between the current \( J_{\varphi} \) and an applied field at each point of the superconductor surface is described by the Ampère law, and the total force is determined by integrating over the entire surface:

\[
F(z) = 2\pi\mu_0 \int_0^\infty J_{\varphi}(r, z) H_z(r, z) r dr
\]

\[
= 2\pi\mu_0 \int_0^\infty (H_z(r, z) - H_z(r, z_0)\alpha) H_z(r, z) r dr.
\]

The value of \( \alpha \) is determined from the condition that the calculated total force \( F(z) \) is equal to the value \( F_{z, \exp}(z) \) measured in experiment: \( F(z, \alpha) = F_{z, \exp}(z) \). Figure 1 shows a family of \( F(z, \alpha) \) curves, calculated for the parameter \( \alpha \) varied in the interval \( 0 < \alpha < 1 \), in comparison to the experimental data obtained in several cycles of measurements of the magnetic levitation force as a function of the distance \( z \).

In the general case, the magnetization is defined as the field of currents \( J_{\varphi} \). However, since the current \( J_{\varphi} \) (both the shield and trapped-field components) is related to the field discontinuity on crossing the superconductor surface, it is possible to use the expression \( \mu_0 M = B - \mu_0 H \), where \( B = 2\mu_0 H_z \), is the field trapped in the superconductor. Since the applied field is inhomogeneous, let us determine the magnetization at the axis of symmetry on the superconductor surface. Expressing \( \alpha \) through the experimental force and sub-

---

**Fig. 1.** A family of \( F(z, \alpha) \) curves calculated for various values of the parameter \( \alpha \) (top to bottom): 0; 0.25; 0.5; 0.75; and 1. Black squares present experimental data from the comparison to the experimental data obtained in several cycles of measurements of the magnetic levitation force (only every third experimental point is plotted).

**Fig. 2.** Plot of the magnetization versus applied field calculated by formula (4) using the data presented in Fig. 1.
stituting it into equations for the field components, we obtain the final expression for the magnetization:

\[
F_{z}^{\text{exp}}(z) - 4\pi\mu_{0}\int_{0}^{\infty} H_r^2(r, z) r dr = \mu_0 H_z(z_0) \int_{0}^{\infty} H_r(r, z) H_r(r, z_0) r dr - \mu_0 H_z(z). \tag{4}
\]

We have measured the magnetic levitation force \(F_z(z)\) (Fig. 1) as a function of the distance between a permanent magnet and a sample of textured \(YBa_2Cu_3O_{7-x}\) ceramics. The measurements were performed using an experimental setup described in [5]. In the course of \(F_z(z)\) measurements, the polarity of the magnet was reversed after accomplishing each cycle. Using this procedure, it was possible to calculate the magnetization for the magnetic field varied between negative and positive limits. The results of calculation of the magnetization loop using the proposed algorithm are presented in Fig. 2.

In conclusion, we have described and demonstrated the use of a new method of calculation of the reversible magnetization loop of bulk HTSCs using the results of measurements of the levitation force as a function of the distance between the superconductor and the magnet.
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Investigation of the laws governing the behavior of complex media under the action of various external factors is necessary for solving many basic, technological, and engineering problems. An important part in such investigations belongs to methods and approaches developed by computational mechanics. For a long time, most numerical methods were based on the approaches developed within the framework of the mechanics of continuum. It should be noted that application of the methods of continuum mechanics to description of the process of deformation encounters considerable difficulties in the presence of local strain, discontinuities, intense vortex deformations, and agitation of masses. These problems are especially significant in the case of highly porous and heterogeneous materials and composites with strongly different properties of components.

Discrete approaches capable of explicitly modeling the processes involving agitation of masses were developed predominantly for the investigation of granulated and friable media [1–4], in which the basic elements can be modeled by particles. For this reason, most of these investigations use the equations of motion in the form typical of the method of particles [4] and the interaction forces are calculated within the framework of the model of hard or soft spheres. However, this formalism does not provide correct description of the behavior of continuous isotropic media.

The numerical method of movable cellular automata (MCA) extensively developed in recent years [5–9] is free of this disadvantage. While using a discrete approach, this method is based on the equations of motion, which are different from classical equations. In particular, it was shown [7] that, when the characteristic automaton size tends to zero, the MCA formalism allows a transition to the relations of continuum mechanics. The main advantage of this method is the possibility of explicitly modeling both the motion of continuous media and the agitation of masses, including the formation of discontinuities of various types (from the generation of individual defects to the main crack propagation). This circumstance for the first time provides prerequisites for jointly using discrete and continuum approaches within the framework of a common computational scheme, thus combining the advantages of both approaches for solving problems related to modeling of complex objects containing explicit zones of intense straining and fracture.

This paper is devoted to the joint use of discrete and continuum approaches, which is important for the development of computational mechanics. The new approach is based on two methods successfully used in recent years. The first method, based on the continuum approach, is the finite difference method of solution of the dynamical problems of elastoplastic deformation of continuous media, and the second is the MCA method based on the discrete description.

Since both methods employed in the proposed approach are well known [5, 6, 10], we will only consider the questions pertaining to their joint use. The model medium (Fig. 1) is considered to be composed of regions of two types—continuous (grid) and discrete (MCA). Each node of the grid, occurring at the boundary (interface) where the two models are matched, is set into correspondence with a certain interfacial automaton (element of the MCA model). In the simplest case,
In order to provide for a correct joint description of consistent behavior of the continuous and discrete regions, it is necessary to ensure continuity of the state parameters on the passage across the interface. In this study, the motion of two models was matched in the step of calculation of the velocities of interfacial nodes. For these nodes, the finite difference equation of motion was written in the form taking into account all forces acting upon the matched interfacial nodes and automata.

The five-step computational algorithm is as follows:

1. Calculate the stress-strained state in the continuous region, including the velocities and coordinates of nodes.

2. Calculate the velocities of interfacial nodes, in contrast to those of the internal nodes, using the equations of motion involving forces acting from the discrete region.

3. Call a subroutine realizing the MCA method, introduce the coordinates and velocities of matched interfacial nodes and automata, and set the integration step.

4. Perform the MCA integration step (for smaller automata, several steps) to calculate the new positions and velocities of all automata, including those matched with interfacial nodes.

5. Introduce new data on the matched interfacial automata into the grid model and set a new time step for the integration.

In order to check for the possibility of jointly using the discrete and continuum approaches within the framework of a common computational scheme and verify the algorithm, we studied the propagation of elastic waves in a two-component medium with a free surface, involving only one linear boundary where the two models have to be matched (Fig. 2). The mechanical characteristics of continuous and discrete media were taken to be identical, so that the medium was formally homogeneous and the interface should not be manifested. It should be noted that numerical methods used in this study were previously successfully applied to description of dynamical processes, including the propagation of elastic waves [8, 9, 11–13].

In the first stage, we considered the propagation of a plane elastic wave with a front parallel to the line of matching. The results of calculations showed that the wave crossing the boundary in both possible directions did not give rise to a reflected wave and the pulse shape was not distorted. This was evidence that the algorithm of joint use of the two methods ensured complete momentum transfer in the absence of shear strain.

In the second stage, we studied a more complicated problem involving the generation and propagation of waves of all types in the medium with a free surface. For this purpose, a region on the surface of an elastic medium occupying a half-space was subjected to a short pulse of a local vertical load. The pulse source was either arranged symmetrically on the line of matching the grid and MCA regions (case 1) or displaced into one of these regions (case 2). We analyzed the detailed
pattern of propagation of waves of all types and the symmetry of the displacement velocity field. The tests were performed for both square and close (hexagonal) packing of automata in the discrete region.

In both cases, the pulsed action resulted in the formation of longitudinal ($P$) and transverse ($S$) waves at a certain distance from the pulse source, which propagated with different velocities (Fig. 2). The presence of the free surface leads to the formation of so-called conical and surface waves. As can be seen in Fig. 2, the conical ($C$) wave is manifested only in the region where the longitudinal wave interacts with the free surface. The $C$-wave front extends from the point where the $P$ wave emerges on the surface to the tangency point on the $S$-wave front. The surface Rayleigh ($R$) wave propagates at the free surface, lagging slightly behind the $S$ wave. The $R$ wave has an elliptical polarization and rapidly decays with depth.

As is known, the passage of a wave across the interface of two media possessing different mechanical properties or across the surface of discontinuity of displacements (see, e.g., [13]) gives rise to the formation of reflected and refracted waves. In all cases under consideration, the results of our calculations showed no significant distortion of wave fronts (Fig. 2). Nor did we observe significant secondary (reflected, refracted, or conical) waves.

Thus, the results of numerical simulation of the propagation of elastic waves in a combined medium modeled using the continuum and discrete approaches confirmed the possibility of jointly using these methods for description of the elastic behavior of complex media. Good prospects of the proposed approach and algorithms of its realization were confirmed by the results of test calculations, which showed that no artificial or induced effects arise even in cases of complex, dynamically developing elastic displacements in a complex medium with a free surface. The proposed method can be especially useful for solving problems involving numerical simulation of the behavior of complex media with strongly different physical properties of components. Such problems are not only considered in materials science and machine building but also frequently encountered in problems of geomechanics and the mechanics of soils and rocks.
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Abstract—Epitaxial layers of (Si$_2$)$_{(1-x)}$(ZnS)$_x$ (0.08 ≤ x ≤ 0.92) solid solutions were grown by liquid phase epitaxy from a tin-based solution melt confined between two horizontal polycrystalline silicon substrates. The morphology, photoelectric properties, and current–voltage characteristics of the epilayers have been studied. The obtained (Si$_2$)$_{(1-x)}$(ZnS)$_x$ layers exhibit homogeneous depth–concentration profiles of components. The photosensitivity interval extends from 1.05 to 3.0 eV, which makes the obtained structures a promising material for photo- and optoelectronic devices. © 2004 MAIK “Nauka/Interperiodica”.

In recent years, a large number of new chemical compounds and solid solutions possessing semiconductor properties have been synthesized. Most important and promising semiconducting materials for photo- and optoelectronic devices are offered by solid solutions based on the elementary semiconductor Si and the photosensitive compound ZnS.

The high value of these solutions is primarily due to the fact that their bandgap widths can be varied within broad limits, from 1.12 to 3.57 eV. The spectral range of photosensitivity of (Si$_2$)$_{(1-x)}$(ZnS)$_x$ solid solutions extends from infrared to ultraviolet, which allows the electric, photoelectric, and optical characteristics to be controlled in a broad range. It was reported [1] that ZnS:Cu films exhibiting bright blue, green, and yellow photoluminescence were synthesized on glass and ceramic substrates using a chemical nonvacuum deposition method. The emissive properties of these films strongly depend on the copper concentration and the conditions (substrate structure and temperature) of film formation. Recent investigation [2] of the electroluminescent properties of ZnS:Cu layers showed that such films have good prospects for use in electroluminescent displays.

In this context, the growth of ZnS films of cheap silicon substrates and the investigation of properties of such structures is of considerable importance. This paper presents data on the synthesis and properties of electric and photoelectric properties of (Si$_2$)$_{(1-x)}$(ZnS)$_x$ solid solutions grown by liquid phase epitaxy (LPE) from a tin-based solution melt confined between (111)-oriented single crystal silicon substrates (KDB grade) with a resistivity of $\rho \approx 1.0–10.0$ Ω cm.

Since the obtained epitaxial films were of the $n$ type, we selected $p$-type substrates in order to obtain $p$–$n$ heterojunctions. The technology of epitaxial growth from a limited volume of solution melt was described in detail elsewhere [3]. Using this technique, we obtained for the first time epilayers of (Si$_2$)$_{(1-x)}$(ZnS)$_x$ solid solutions by LPE on silicon substrates. Disk-shaped substrates with a thickness of $d \approx 350–400$ µm were cut from a Czochralski grown single crystal ingot with a diameter of $d = 20$ mm and a resistivity of $\rho \approx 1.0–10.0$ Ω cm.

![Surface composition of a (Si$_2$)$_{(1-x)}$(ZnS)$_x$ epilayer by X-ray emission data obtained with a Jeol JSM 5910LV type microprobe.](image-url)
The optimum composition of the solution melt was selected based on the results of preliminary investigation of Si–ZnS solutions and the published data [4, 5]. The films of (Si$_2$)$_{1-x}$(ZnS)$_x$ solid solutions were grown from a tin-based solution melt confined between two substrates. The process was conducted in an atmosphere of palladium-purified molecular hydrogen (H$_2$). In order to determine the optimum regime, we have studied the dependence of the thickness and structure of (Si$_2$)$_{1-x}$(ZnS)$_x$ epilayers on the growth conditions (crystallization onset temperature, cooling rate, and spacing between parallel substrates). Growth at a cooling rate of 0.7–1.0 K/min and an optimum gap of 1–1.5 mm ensured the formation of mirror-smooth epilayers.

We have also used an X-ray microprobe of the Jeol JSM 5910LV type (Japan) for scanning of the surface (Fig. 1) and cleavages (Fig. 2) of (Si$_2$)$_{1-x}$(ZnS)$_x$ epilayers on the growth conditions (crystallization onset temperature, cooling rate, and spacing between parallel substrates). Growth at a cooling rate of 0.7–1.0 K/min and an optimum gap of 1–1.5 mm ensured the formation of mirror-smooth epilayers.

Figure 3 shows the results of measurements of the current–voltage (I–U) characteristic and the spectral sensitivity of obtained epilayers in p-Si–n-(Si$_2$)$_{1-x}$(ZnS)$_x$ heterostructures. As can be seen from Fig. 3a, the slope of the I–U curve after breakdown of the p–n junction is determined by a large contact resistance. The spectral characteristic in Fig. 3b shows that a short-wavelength photosensitivity boundary occurs at 0.45 μm instead of the expected value of 0.4 μm, which can be explained by a relatively large film thickness. The long-wavelength boundary is observed at 1.1 μm, which is evidence of Si-rich composition of (Si$_2$)$_{1-x}$(ZnS)$_x$ solid solution formed at the heterojunction.

Thus, we have grown (Si$_2$)$_{1-x}$(ZnS)$_x$ (0.08 ≤ x ≤ 0.92) solid solutions by liquid phase epitaxy from a limited volume of tin-based solution melt. The photosensitivity range of the obtained solid solutions corresponds to the interval of photon energies from 1.05 to 3.0 eV, which makes the obtained structures a promising material for photo- and optoelectronic devices.
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Abstract—The efficiency and activation energy of the selective ionization of some nitro compounds (TNT, HMX, RDX, etc.) on the surface of sodium–vanadium oxide bronze under atmospheric conditions have been evaluated for the first time. © 2004 MAIK “Nauka/Interperiodica”.

The phenomenon of selective ionization of amine molecules on the heated surface of oxidized refractory metals under atmospheric conditions has been known since the 1970s, but an adequate physical interpretation of the experimental results was given only recently by Bannykh et al. [1]. The same paper pointed out for the first time that a new phenomenon—selective ionization of amine molecules on the heated surface of sodium–vanadium oxide bronze under atmospheric conditions—takes place as well.

Investigations of the surface ionization of the molecules of organic nitro compounds at relatively low temperatures under atmospheric conditions must take into account peculiarities both in the electron structure of nitro groups of these compounds and in the surface structure of alkali metal oxide bronzes. Indeed, this surface under certain condition may contain weakly bound alkali metal ions (AMIs) characterized by increased mobility of diffusion over interstitial sites of the crystal lattice of oxide bronzes. The surface of such bronzes, containing active centers of the AMI type, may initiate surface reactions involving the capture of AMIs by nitro groups of a nitro compound. This is related to the fact that nitrogen atoms in organic molecules of this class form so-called semipolar bonds with two oxygen atoms. This bond possesses a large dipole moment capable of capturing AMIs (without electron exchange) via the reaction

\[
{\text{AMI}} \rightarrow (M + \text{Na})^+ \\
\rightarrow (M - R - H + \text{Na})^+ + (R + H)_{\text{gas}}.
\]

Since the Saha–Langmuir equation is inapplicable to reaction (1), the rate \( I_i \) of the surface ionization of nitro compounds (the ion current) can be calculated using the method of absolute reaction rates as

\[
I_i(T) = A \frac{P^n}{T^{5/2}} \exp\left(\frac{-\Delta E}{kT}\right),
\]

where \( A \) is a constant, \( P \) is the partial pressure of organic molecules at the oxide surface, \( \Delta E \) is the ionization activation energy, and \( n \) is the reaction order determined by the multiplicity of bonds between adsorbed molecules and the oxide surface.

We have studied the surface ionization parameters of a series of nitro compounds using a drift spectrometer described in [2]. The samples of solutions of these organic compounds were applied onto the surface of a bronze spiral heated by dc electric current. The regime

![Graph showing ion current peaks observed during the ionization of some nitro compounds on the surface of sodium–vanadium oxide bronze: (1) trinitrotoluene (TNT); (2) octogen (HMX); (3) hexogen (RDX); (4) tetryl; (5) tetraethyl nitrile; (6) ammonium nitrate; (7) picric acid.](image-url)
The ionization efficiency was determined using the area under the ion current peak (proportional to the charge transferred to the ion current collector), the mass of the sample, and the molecular weights of organic compounds.

The typical ion current peaks observed for the ionization of trinitrotoluene (TNT), octogen (HMX), hexogen (RDX), tetryl, tetraethyl nitrile, ammonium nitrate, and picric acid are presented in the figure. The values of the ionization efficiencies for these organic compounds at an emitter temperature of 420°C are listed in the table. The table also presents the activation energies calculated using the results of ionization efficiency measurements at various temperatures of the ion emitter.

<table>
<thead>
<tr>
<th>Compound</th>
<th>TNT (C/mol)</th>
<th>HMX (C/mol)</th>
<th>RDX (C/mol)</th>
<th>Tetryl (C/mol)</th>
<th>Tetraethyl nitrile (C/mol)</th>
<th>Ammonium nitrate (C/mol)</th>
<th>Picric acid (C/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionization efficiency, C/mol</td>
<td>0.24</td>
<td>0.22</td>
<td>0.10</td>
<td>0.060</td>
<td>0.020</td>
<td>0.64</td>
<td>0.020</td>
</tr>
<tr>
<td>Ionization activation energy, eV</td>
<td>0.90</td>
<td>1.35</td>
<td>0.40</td>
<td>–</td>
<td>–</td>
<td>1.05</td>
<td>–</td>
</tr>
</tbody>
</table>

As can be seen from the experimental data, the efficiency of selective ionization of the series of nitro compounds studied on the surface of sodium–vanadium oxide bronze is relatively high, while the activation energies for the surface ionization of nitro compounds are comparable with the values reported for the surface of oxidized refractory metals [1].
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Abstract—The regime of excitation of microwave pulses in a 10-GHz range at a pulse duration of 0.8 ns and a peak power of ~2 GW has been studied in a relativistic backward wave oscillator with an extended periodic slow-wave system. A pulsed electron accelerator generating high-current electron beams (3 GW, ~600 keV, ~5 kA, 7 ns) at a repetition rate of 700 Hz and a pulse train width of 1 s has been developed based on a high-voltage generator with inductive energy storage, a semiconductor current interrupter, and a pulse-sharpening hydrogen-filled discharge gap. Optimization of the regime of the field-particle interaction allowed an average microwave power of 2.5 kW to be obtained at a transport magnetic field strength reduced below the cyclotron resonance value. © 2004 MAIK “Nauka/Interperiodica”.

Previous experimental investigations of the regimes of nonstationary generation of high-power electromagnetic radiation in relativistic microwave generators of the backward wave oscillator (BWO) type [1–6] confirmed theoretical predictions [7–9] that short (on the scale of the interaction space length) radiation pulses can be obtained provided that the electron beam current significantly exceeds the start value. Under certain conditions, the peak power level of such pulses is not limited by the driving electron beam power. The full width at half maximum (FWHM) of the envelope of these pulses usually does not exceed ten periods of the microwave signal, which significantly increases the electric strength of the slow wave system (SWS) and allows the use of small-size high-current electron accelerators with a current pulse duration of several nanoseconds.

Preliminarily, we have studied the regimes of generation of rarely repeated subnanosecond gigawatt microwave pulses in the 10-GHz range [4, 6]. In these experiments, the factors of the electron beam power conversion into microwave $K = 1.4–1.8$ at a peak power of up to 3 GW were obtained using transport magnetic field strengths as high as $B_Z = 2.5–3$ T, that is, above the conditions of cyclotron resonance with the backward wave. An analogous regime was recently realized [5] using a small-size oscillator operating in the millimeter wavelength range ($B_Z = 6.5$ T; $K = 1.5$). Previously [3], generation at a repetition frequency of up to 3500 Hz and a power conversion factor of about 0.5 was achieved for subnanosecond 38-GHz microwave pulses at $B_Z = 2$ T (i.e., below the cyclotron resonance value) using a specially designed hybrid modulator ensuring the formation of stable accelerating pulses [10].

The present study was aimed at assessing the possibility of increasing the conversion factor in relatively low magnetic fields and obtaining subnanosecond gigawatt pulses in the 10-GHz range at a high repetition rate.

According to the results of the aforementioned investigations, the main factor limiting the power conversion in low magnetic fields is related to the development of strong transverse oscillations of electrons in the backward wave field. This negative effect is enhanced on the background of nonoptimized structural characteristics of the electron beam formed by an explosive-emission injector in a weak magnetic field. For the 10-GHz range and particle energies on the order of 500 keV, there only exists a rather narrow interval of magnetic fields below the cyclotron resonance value ($B_Z \sim 0.5–0.6$ T) in which a tubular electron beam can be obtained with transverse oscillations within acceptable limits. Further decrease of the magnetic field deteriorates the electron beam structure, while an increase also gives no advantages, since the transverse oscillations of electrons in the backward wave may grow up to a level leading to their significant losses on the SWS walls.

However, the problem’s solution can be facilitated by providing decompression of the electron beam, which can be achieved by placing the explosive emission cathode into a stronger field and by expanding the beam at the SWS entrance, where the focusing field is maintained on a low level [11]. Another idea developed in this study consists in optimizing the rate of energy
uptake from the electron beam along the entire SWS length so as to ensure localization of the maximum high-frequency field amplitude of the oncoming pulse at the beginning of the SWS. It was demonstrated [9] that this condition corresponds to a linear growth of the electromagnetic pulse power as it propagates from the collector to cathode end of the SWS. If the electron current ceases by the moment of the pulse arrival to the microwave reflector, we may hope both to provide the optimum energy uptake from the “working” part of the beam and to minimize the losses of pulse energy for pumping transverse electron oscillations in the course of nonsynchronized (wake field) interaction. Besides the appropriate longitudinal distribution of coupling between electrons and the synchronous mode, it is also important to select the optimum electron beam pulse duration and the pulse front width.

The accelerating voltage pulses at a high repetition rate were formed using a hybrid high-voltage modulator analogous to that used in [3], based on a charging device (driver) with solid-state commutators and an output stage comprising an inductive energy storage and a current interrupter based on SOS diodes [12]. Stable voltage pulses formed by a driver of the S-5N type [13] with a pulse front width of about 40 ns were used to charge a coaxial pulse forming line (50 Ω, 75 pF) to a voltage of 850–900 kV (Fig. 1a). After switching of a two-electrode pulse-sharpening discharger (filled with hydrogen at 50 bar), a voltage pulse with FWHM ~ 7 ns and a front width of ≤1 ns (Fig. 1b) was fed to a coaxial transmitting line (TL) having a wave impedance of 75 Ω. The accelerating voltage pulse, supplied from TL to a vacuum electron accelerator diode with a characteristic impedance of 120 Ω, had an amplitude of 500–520 kV and a peak power of ~3.5 GW. It should be noted that neither gas circulation in the discharge gap nor hydrogen cooling systems were used. Nevertheless, no decrease in the accelerating pulse voltage was observed for the pulse forming line commutated at an energy of 25–30 J, a repetition rate of up to 730 Hz, and a pulse train width of 1 s, while the total scatter of pulse amplitude did not exceed 5–7%.

The oscillator was numerically modeled using the particle-in-cell method (PIC code KARAT) [14]. The numerical tests were performed for an SWS accommodating 30 corrugation periods with a median diameter of 2R = 1.4λc, a lumped band-stop reflector, and an electron injector in which the accelerating voltage pulse shape was close to real profiles. The system optimization was achieved through variation of the following characteristics: transport magnetic field profile with electron beam decompression; magnetic induction; vacuum diode impedance; coupling resistance profile along the SWS (for the electron beam coupling to synchronous harmonic of the backward wave TM01); and the reflector geometry and position.

The final results of numerical modeling presented in Fig. 2 indicate that it is possible to obtain a peak output power of 2.5 GW (Fig. 2d) at a beam power conversion factor of K = 0.7 and a magnetic induction of BZ = 0.55 T in the SWS. According to the system configuration depicted in Fig. 2b, the cathode is arranged in the region where BZ = 0.75 T. As is known, enhanced magnetic field favors the more homogeneous distribution of the explosive emission centers at the cathode edge [15]. On the passage through a ~10-cm-long decompression region at the SWS input, the beam diameter expands from 30 to 34 mm and, passing along the SWS, gradually increases to 36 mm. This decreases the probability of electron escape to the SWS wall in the region of the resonance reflector, where the fields of the generated wave are most intense. It should be noted that numerical modeling of the system operation with a strong magnetic field (~3 T) gave a conversion factor of K ≥ 1. Apparently, a power conversion threshold of K ~ 1 in weak magnetic fields limited by transverse electron oscillations in the backwards wave field can be achieved by further increasing the transverse dimensions of the SWS.
GENERATION OF SUBNANOSECOND 10-GHz PULSES IN HIGH PEAK

The aforementioned electron injector, solenoid, and SWS geometry was reproduced in an experimental setup based on the hybrid modulator described above. The magnetically insulated vacuum diode of the electron accelerator was equipped with a tubular graphite explosive-emission cathode with a diameter of 30 mm and an emitter edge thickness of 300 μm. The experiments were performed with an oil-cooled two-section dc solenoid. The windings were supplied with a stabilized current of 120 A from a small-size storage battery of molecular capacitors with an IGBT switch. The charging device power and the capacitor bank energy were sufficient to produce two to three 1-s pulse trains per minute.

In the course of experiments, the energy of the output microwave pulses was measured using a liquid calorimeter with a capillary meter characterized by a linear shift of the liquid level depending on the energy up to 170 J and by a responsivity of 2.9 J/mm. The results of measurements performed over several sequential cycles of the microwave oscillator showed that the output energy per pulse was 3.5 J with a scatter of no more than 3%. Thus, for 1-s trains at a repetition rate of 730 Hz, we obtained an average output microwave power of 2.5 kW.

In order to determine the peak output power, the calorimetric measurements were supplemented by monitoring of the microwave pulse envelope using a non-cooled hot-carrier germanium detector linked to a broadband oscillograph. The hot-carrier detector design was analogous to that used previously [4, 6]. The results of calibration measurements showed that no significant heating of the crystal (having a resistance of 120 Ω) and no drift of the current–voltage characteristic took place for the bias voltage pulses (40 V, $3 \times 10^{-5}$ s) at a repetition rate of up to 1 kHz. The high-voltage cable (RG402) and other components of the circuit connecting the hot-carrier detector to the oscillograph were calibrated using rectangular test pulses with a 90-ns front width. The calibration procedure was performed using a 6-GHz Tektronix digital stroboscopic oscillograph forming one oscillogram by accumulating 512 sequential readings.

The output microwave signals were experimentally measured on a periphery of the radial distribution of the $TM_{01}$ wave power at a distance of 5 m from the antenna. This distribution was monitored using a videocamera.

![Fig. 2](image2.png)

**Fig. 2.** The results of numerical modeling of a subnanosecond relativistic BWO: (a) electron injector, focusing solenoid, and SWS geometry; (b) magnetic field profile along the SWS axis; (c) tubular electron beam trajectory; (d) nonaveraged power flux of microwave pulses.
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**Fig. 3.** The typical pattern formed by subnanosecond 10-GHz microwave ($TM_{01}$ mode) pulses at a repetition rate of 50 Hz on a 150×150-cm panel of neon gas-discharge lamps monitored by a videocamera.
from this value by no more than 1.5%. Thus, with allowance for the typical absolute error of calibration measurements (~20%), the measured peak power agrees well with the results of numerical experiments and the beam power conversion factor has proved to be no less than 0.6.

The obtained results are consistent with the commonly accepted notions that the electric strength of insulation increases when the pulse width decreases (see, e.g., [18]). At a maximum microwave electric field strength of ~100 kV/cm at the aperture of the radiating horn and a repetition rate of 50 Hz, there was no evidence of breakdown in air or on the vacuum window surface. At a maximum repetition rate of 730 Hz, an insignificant ozone formation could be perceived, but still no visible evidence of breakdown. It should be noted that high electric strength is characteristic of the microwave oscillator under consideration not only from the standpoint of microwave radiation extraction into atmosphere, but in a more general aspect as well. Indeed, the results of our experiments showed that the system studied was not critically sensitive with respect to a number of phenomena (such as secondary emission resonance discharges, explosive-emission processes, plasma formation in the SWS, etc.) frequently posing limitations on the radiation pulse duration in high-power microwave electronics. For example, estimates based on the assessment of the degree of SWS heating showed that there was a considerable leak current of “used” electrons to the SWS wall, and the corrugated SWS surface played the role of a distributed beam current collector. In a long-pulse relativistic BWO, this phenomenon makes possible a quasiperiodic or complete breakage of the generation regime [19, 20]. In our experiments, no such effects caused by plasma-emissive processes were observed.

Thus, we have developed and realized a pulsed periodic regime of generation of high-power electromagnetic pulses with a carrier microwave frequency of 10 GHz based on the induced Cherenkov radiation in a spatially confined wave–beam system with a high signal gain per wave passage. Operating at a repetition frequency of 700 Hz and a 1-s pulse train width, the proposed BWO provides for a peak power above 2 GW and an average power of 2.5 kW. The laboratory BWO prototype can be of interest for both basic research and radio engineering applications.
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Abstract—We have studied xenon plasma moving in a supersonic diffuser in external electric and magnetic fields. The main physical parameters of the plasma (electron temperature and density) were determined using specially developed methods based on the theory of continuous optical emission from inert gas atoms. These experimental data are compared to the results of theoretical calculations. Based on an analysis of the results of spectroscopic measurements, a mechanism of plasma ionization is established which is capable of maintaining a high degree of ionization in the supersonic xenon plasma flow. © 2004 MAIK “Nauka/Interperiodica”.

Introduction. This study was inspired by attempts to use magnetohydrodynamic (MHD) methods for controlling shock waves arising in a supersonic diffuser [1, 2]. When air is used as a working gas, it has to be preliminarily ionized by means of external sources to an extent making conductivity of the medium sufficiently high to provide for a significant MHD interaction. In contrast to air, inert gases (in particular, xenon) are characterized by relatively low recombination coefficients. For this reason, the ionized state created in the region of MHD interaction is retained for a time sufficiently long to change the shock wave configuration in this region.

This study was aimed at the development of spectral methods for determining the electron temperature and density in plasma flows, comparison of the results of measurements with theoretically calculated values [3], and analysis of the ionization mechanisms.

The experiments were performed in a diffuser, where a supersonic flow was exposed to the action of external electric and magnetic fields. During passage of an electric current, the supersonic flow is retarded as a result of the action of ponderomotive forces and Joule heating, which changes the positions of attached shock waves. Selective heating of electrons leads to an additional ionization of the working gas, thus increasing the conductivity of plasma and the MHD interaction parameter.

Experimental setup. The experimental setup (Fig. 1) and methods were described in detail elsewhere [2]. The setup consists of a shock tube (1) with a diameter of 50 mm, separated by a thin Dacron diaphragm from a vacuum chamber comprising a flat supersonic nozzle (2) and a diffuser (3). When a shock-compressed gas is stopped at the tube end, the gas temperature increases and a preliminary thermal ionization takes place. The calculated stagnant gas parameters are as follows: heavy-component temperature equal to the electron temperature, $T_h = T_e = 9600$ K; heavy-particle concentration, $n_h = 1.25 \times 10^{25}$ m$^{-3}$; degree of ionization, $\alpha = 0.05$; conductivity, $\sigma = 3700$ S/m. The ionized gas passes through a narrow inlet slit at the shock tube end and enters the expanding 84-mm-long supersonic nozzle with an expansion factor of 5.7. The calculated flow parameters at the nozzle outlet are as follows: Mach number, $M = 4.3$; flow velocity, $u = 1550$ m/s; $T_h = 1600$ K; $T_e = 3950$ K; $n_h = 6.6 \times 10^{23}$ m$^{-3}$; $\alpha = 0.0016$; $\sigma = 640$ S/m; efflux time, $\tau \approx 500$ µs.

Leaving the nozzle, the ionized gas moves in a transverse magnetic field $B$ and enters the supersonic diffuser, forming attached shock waves (8). The diffuser is equipped with brass electrodes (5), to which an external voltage is applied. Thus, the resulting current measured...
upon closing the circuit includes components induced by both magnetic and electric fields.

The electron temperature and density in the plasma were measured based on the Unzold–Kramers theory of continuous optical emission and the Bierman–Norman theory [4]. According to this, the electron temperature in the plasma of inert gases can be determined by measuring the edge of continuum in the near UV region, while the electron density can be evaluated by measuring the absolute intensity of the continuous spectrum. The reference was the emission from a slug of the shock-compressed gas in the shock tube, whose parameters are well known [5].

The intensity of emission in various spectral regions was measured using two schemes. In the first variant, employing a photomultiplier (6), the desired spectral region was separated using interference filters or a grating monochromator [6]. In the second variant, the measurements were performed with an Ocean Optics spectrophotograph (7), which was also used for the spectral analysis of plasma emission and for determining the signal/background ratio of various spectral lines.

**Results and discussion.** Figure 2 shows plots of (a) the electron temperature $T_e$ and density $n_e$ and (b) the ratio of separate line intensities $J_\lambda$ to the intensity of continuum $J_c$ versus the plasma current $I$. These data were obtained in the absence of magnetic field, when the current was varied by changing the voltage applied to the electrodes.

Figure 2a shows experimental data in comparison to the results of theoretical calculations [3] performed within the framework of the theory of ionization kinetics for inert gases [7]. This theory involves the concept of a “bottleneck,” whose position in the space of energy levels determines the ionization rate. As can be seen, the experiment and theory reveal the same trends in $T_e$ and $n_e$ in response to current variations. Depending on the current, it is possible to separate two regimes: recombination and ionization. For $I = 0$, the recombination regime dominates. A comparison of the measured electron density $n_e$ to the values calculated using the Saha formula for a reduced electron temperature $T_e$ shows that $n_e \gg n_{\text{eq}}$, where $n_{\text{eq}}$ is the equilibrium value. As can be seen from Fig. 2a, an increase in the current leads to selective heating of electrons accompanied by the development of nonequilibrium ionization, whereby estimates show that $n_e \ll n_{\text{eq}}$.

Figure 2b shows the relative intensities of spectral lines corresponding to the transitions from the groups of excited levels with various positions relative to the ground state. In particular, the blue lines with $\lambda = 462.4$ and 467.1 nm belong to the group of levels with an average energy of 11 eV (denoted as N3). The red lines with $\lambda = 823.2$ and 828.0 nm belong to the group of levels with an average energy of 9.8 eV (denoted as N2). The bottom levels with an average energy of 8.4 eV constitute group N1.

An analysis of the data in Fig. 2 shows that the state of plasma under our experimental conditions is non-equilibrium. This state can be characterized using several parameters. The first is the ionization temperature $T_i$, which formally (by the Saha formula) corresponds to the electron density. It is this value that mostly determines the intensity of continuous emission, representing recombination continuum in the visible range: $J_c \approx n_e^2 T_e^{1/2}$. The second is the population temperature $T_p$, formally (by the Boltzmann formula) determining the population of levels and, hence, the intensity of lines $J_\lambda$. In particular, the population temperatures of the blue and red lines are denoted as $T_{pb}$ and $T_{pr}$. Finally, $T_e$ characterizes the thermal energy of free electrons. The character of dependences presented in Fig. 2 shows that, in the recombination regime (when the spectral lines are virtually indistinguishable on the continuous background), $T_i > T_{pb} > T_{pr} > T_e$. In the ionization regime at an electron temperature below 8000 K, the intensities of lines grow on the background of continuum, which is evidence that $T_i < T_{pb} < T_{pr} < T_e$. As the electron tem-
perature grows further, the populations of levels in the blue and red groups tend to equilibrium with the ionization process: $T_i = T_{pb} = T_{pr}$. Our experimental data suggest that the ionization rate under the conditions studied (Fig. 2) at $T_e < 8000$ K is determined primarily by the rate of population of levels in the $N_2$ group, while at higher temperatures, the bottleneck shifts to the $N_1$ group.

**Conclusions.** The results of our experiments showed that heating of the inert gas plasma under non-equilibrium conditions is accompanied by the shift of the bottleneck (determining the ionization rate) toward lower energy levels. This maintains the process of ionization in the expanding flow and provides the degree of ionization at the diffuser input on a level sufficient for MHD experiments.
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Abstract—Using a simple model, we have calculated the change in the work function of ZnO(10\(\bar{1}\)0) and TiO\(_2\)(110) surfaces as a result of adsorption of hydrogen atoms and oxygen molecules, the change in the charge of adsorbed species, and the adsorption-induced variation of the surface conductivity of semiconducting substrates. © 2004 MAIK “Nauka/Interperiodica”.

Introduction. In contrast to the situation with A\(^{IV}\)B\(^V\) and A\(^{III}\)B\(^V\) semiconductor compounds, the surface properties of metal oxides (such as wide-bandgap semiconductors ZnO, NiO, SnO\(_2\), and TiO\(_2\)) have been less extensively studied, although these materials are also of considerable interest for various technological applications [1, 2]. The characterization of oxides encounters difficulties primarily because of the highly defective structure of these substances, which complicates the preparation of samples with reproducible composition and properties. The surfaces of samples having the same bulk composition but synthesized using slightly different methods may exhibit sharply different properties [1]. Another factor complicating the experimental investigation of oxides is the high adsorption activity of their surface. The theoretical situation is not much more advantageous: no commonly accepted approach to the description of semiconducting oxides has been developed so far, in particular, the mechanisms of adsorption on the oxide surface are still not clear.

This study is devoted to the adsorption of gaseous species (H and O\(_2\)) on the ZnO(10\(\bar{1}\)0) and TiO\(_2\)(110) surfaces, which were selected because variation of the work function \(\Delta \Phi\) depending on the time \(t\) of exposure to these gases has been measured [1, 3]. Once the \(\Delta \Phi(t)\) dependence (which can be transformed into \(\Delta \Phi(\Theta)\), where \(\Theta\) is the surface coverage by adsorbed species) is known, it is possible to use a model approach to the description of the system studied. Note that the description of adsorption in this system is also of interest for applications, since zinc and titanium oxides are promising materials for gas sensors.

Theoretical model. The adsorption-induced change in the work function can be calculated using a simplified variant of the model developed previously for the adsorption of alkali metals on semiconductors [4] and applied, in particular, to TiO\(_2\)(110) [5, 6]. The model takes into account both the interaction of adsorbed species with the substrate, leading to charge transfer from these particles to substrate and vice versa, and the dipole–dipole repulsion of particles in the adlayer.

Taking into account that hydrogen atom adsorbed on ZnO(10\(\bar{1}\)0) and TiO\(_2\)(110) surfaces behaves as a donor (hydrogen 1s-orbital electron passes to the substrate), the expression for the charge \(Z = 1 - n\) (\(n\) is the 1s-orbital occupation number) of such an adatom can be written as

\[
Z(\Theta) = \frac{1}{2} + \frac{1}{\pi} \arctan \left( \frac{\Omega - \xi \Theta^{3/2}}{\Gamma} \right),
\]

\[
\xi = 2e^2 \lambda^2 N_{ML}^{3/2} A,
\]

where \(\Omega\) is the energy of a quasi-level of the adatom relative to the Fermi level in the substrate; \(\xi\) is the constant of dipole–dipole repulsion between adatoms; \(2\lambda\) is the surface dipole length; \(A = 10\) is a dimensionless coefficient weakly dependent on the geometry of the surface lattice of adatoms; \(\Gamma\) is the half-width of the quasi-level of an isolated adatom; \(\Theta = N/N_{ML}\); and \(N\) and \(N_{ML}\) are the concentrations of adatoms in the adlayer and in one monolayer, respectively.

In the case of adsorption of molecular oxygen, electrons are transferred from the substrate to the antibonding (loosening) \(\pi^*_p\) orbital. The charge of the admole-

Model parameters for various gas/oxide systems

<table>
<thead>
<tr>
<th>System</th>
<th>(\Phi), eV</th>
<th>(\xi), eV</th>
<th>(\Gamma), eV</th>
<th>(N_{ML}), (Å^{-2})</th>
<th>(\Omega/\Gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H/ZnO</td>
<td>5.33</td>
<td>1.03</td>
<td>0.005</td>
<td>0.059</td>
<td>–3.08</td>
</tr>
<tr>
<td>O(_2)/ZnO</td>
<td>16.00</td>
<td>10.64</td>
<td>0.025</td>
<td>0.044</td>
<td>6.31</td>
</tr>
<tr>
<td>O(_2)/TiO(_2)</td>
<td>2.00</td>
<td>1.33</td>
<td>0.0075</td>
<td>0.011</td>
<td>2.04</td>
</tr>
</tbody>
</table>

The change in the work function $\Delta \phi$ as a result of adsorption is

$$\Delta \phi(Q) = -\Phi \Theta Z,$$

$$\Phi = 4\pi e^2 N_{ML} \lambda.$$
noted that, in the case of oxygen adsorption, we have to select a lower value for the monolayer density \( N_{\text{ML}} \), which is probably indicative of a significant role of oxygen vacancies acting as adsorption centers [1–3]. Thus, in the case of oxides, the value of \( N_{\text{ML}} \) in the adopted model is interpreted as the number of adsorption centers on the substrate surface.

The results of calculations of \( \Delta \phi(\Theta) \) for the system \( \text{O}_2/\text{ZnO}(10\bar{1}0) \) are presented in Fig. 1 (curve 2). Behavior of the work function during the adsorption \( \text{O}_2 \) on the surface of \( \text{TiO}_2(110) \) is illustrated in the same figure by curve 3. In the latter case, the model almost exactly describes the experimental data; the agreement between calculation and experiment for zinc oxide is also quite satisfactory. The corresponding variation of the charge of an oxygen admolecule is shown in Fig. 2.

**Discussion.** The results of calculations showed that the charge transfer between adsorbed species and the substrate is quite small, which is analogous to the behavior known in metals [9]. For this reason, the half-width of the quasi-level of an isolated adsorbed particle is much smaller than that observed for the adsorption of alkali metals on semiconductors [4–6]. However, it is unclear why the experimental values of \( \Delta \phi(\Theta) \) for the adsorption of oxygen on zinc oxide and titanium oxide differ by almost one order of magnitude. For this reason, we have to select greater values of \( \Phi \) and \( \xi \) (on the order of analogous parameters for the adsorption of alkali metals on semiconductors) for the \( \text{O}_2/\text{ZnO}(10\bar{1}0) \) system. Apparently, this system is characterized by a significant influence of defects, which lead to the situation described in the introduction.

In accordance with the fact that hydrogen atoms donate electrons to the substrate, while oxygen molecules accept electrons from the substrate, the surface conductivity of these oxides \( \sigma \) in the former case increases, and in the latter case, decreases with increasing coverage. This response is used in semiconductor gas sensors of the resistive type. Figure 3 shows plots of the product \( |Z(\Theta)|\Theta \), which is proportional to the change \( \Delta \sigma \) in the surface conductivity. The results of calculations qualitatively agree with the experimental situation (see [1, 3]).

In conclusion, it should be noted that, to the best of our knowledge, changes in the work function of the gas/oxide system in the course of adsorption are calculated for the first time.
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Abstract—We have studied the effect of neutron irradiation on the microhardness of n-GaAs crystals. It is shown that the growth and saturation of microhardness with increasing radiation dose \( \Phi \) as previously reported in the literature, take place only in the dose range \( \Phi \sim 10^{15} \sim 5 \times 10^{16} \text{ cm}^{-2} \). As the neutron dose is increased further, the microhardness continues to grow due to the increasing role of the radiation-induced disordered regions in n-GaAs. © 2004 MAIK “Nauka/Interperiodica”.

As is known, radiation not only significantly influences the electrical and optical properties of semiconductors but also affects all other structure-sensitive characteristics, such as, in particular, mechanical properties of crystals [1–3]. Previous investigations of the effect of neutron radiation on the microhardness \( H \) of GaAs at relatively low doses \( (<2 \times 10^{15} \text{ cm}^{-2}) \) [3] showed that \( H \) increases with the dose and exhibits saturation after irradiation to \( \sim 10^{15} \text{ cm}^{-2} \). An analogous behavior of the microhardness of GaAs was observed in the case of \( \gamma \) irradiation [2].

We have studied the effect of neutron irradiation on the microhardness of GaAs at 70°C in a broad range of doses \( \Phi \) from \( 10^{15} \) up to \( 1.25 \times 10^{18} \text{ cm}^{-2} \). The experiments were performed with undoped \( n \)-type GaAs crystals with a carrier density of \( 10^{15} \text{ cm}^{-3} \) and a dislocation density of \( 10^{8} \text{ cm}^{-2} \). The microhardness was measured on a (111) plane with a Durimet setup using the standard Knoop indentation technique with a pyramid loaded in the range from 15 to 300 g.

Figures 1 and 2 show plots of the microhardness \( H \) and its relative variation \( \Delta H/H \) versus neutron dose \( \Phi \) for GaAs. The results of our measurements show (Fig. 1) that, when the dose reaches \( \Phi \sim 10^{15} \text{ cm}^{-2} \), the microhardness exhibits saturation, in agreement with the behavior reported in [3]. However, subsequent increase in the dose to \( 5 \times 10^{16} \text{ cm}^{-2} \) leads to a new increase in \( H \), with a sharp growth in the range of \( \Phi > 10^{17} \text{ cm}^{-2} \). Thus, the microhardness exhibits saturation only in the interval of doses within \( \Phi \sim 10^{15} \sim 5 \times 10^{16} \text{ cm}^{-2} \). It should also be noted that the growth of microhardness in GaAs irradiated to doses above \( \Phi \sim 10^{16} \text{ cm}^{-2} \) is observed in the entire range of indenter loads (Fig. 2).

The observed increase in the microhardness of irradiated GaAs may be caused both by a decrease in the mobility of dislocations and by their pinning at the point radiation defects (predominantly, vacancies) [3]. In the case of neutron irradiation at relatively low doses \((<5 \times 10^{16} \text{ cm}^{-2})\), point defects generated in the crystal outside the disordered regions apparently play a greater role in this process. As the radiation dose increases, the disordered regions begin to overlap and the volume occupied by these regions becomes significant. The concentration of point defects (of the \( V_{Ga} \) or \( V_{As} \) vacancy type) in these regions becomes much greater than in the main volume [4–6]. As a result, the effect of these defects on the mobility of dislocations increases, which is manifested by a significant increase in the microhardness of irradiated crystals. In addition, the radiation defects produced by neutrons create internal strain fields analogous to external compression, which also lead to an increase in the microhardness [7, 8].

It should be noted that an increase in the microhardness of irradiated crystals could also be related to an
increase in the density of dislocations under the action of radiation [1]. However, it was demonstrated [5] that the neutron irradiation of GaAs does not change the density of dislocations in this material.

**Fig. 2.** Plot of the microhardness versus indenter load for GaAs irradiated by fast neutrons at various doses $\Phi = 0$ (1), $5 \times 10^{16}$ (2), $10^{17}$ (3), and $1.25 \times 10^{18}$ cm$^{-2}$ (4).
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Abstract—A method of monitoring hot electron generation in a metal, accompanying a chemical reaction on the metal surface, is proposed. The phenomenon of electron chemoemission from metal to semiconductor has been observed. The effect of conversion of the energy liberated on the surface of a metal catalyst into the electric energy is found. © 2004 MAIK “Nauka/Interperiodica”.

According to theoretical notions of heterogeneous chemical reactions at the metal–gas interface, molecules formed in the course of these reactions are stabilized predominantly at the expense of production of electron–hole pairs rather than phonons [1–3]. In view of the small electron energy relaxation time in metals (\(\tau \sim 10^{-12}\) s at \(T = 300\) K [4]), hot electrons account for a negligibly small fraction (\(10^{-11}\)) under the conditions of experiments described below) of their total number. For this reason, methods capable of monitoring the formation of hot electrons in the course of chemical conversions on the surface of solids have practically not been developed.

We have solved this problem by extracting hot electrons from a metal (catalyzing a given reaction) into a semiconductor via a potential barrier at the interface. For this purpose, the semiconductor surface was covered by a thin metal film with a thickness satisfying the condition \(d \ll \tau \phi\), where \(\phi\) is the velocity of electrons in the metal. The generation of hot electrons was studied using the heterogeneous reaction H + H \(\rightarrow\) H\(_2\).

The experiments were performed on \(p\)-type germanium with a resistivity of 1 \(\Omega\) cm, \(n\)-type silicon with a resistivity of 100 \(\Omega\) cm, and planar \(p-n\) junctions prepared by diffusion techniques in silicon. The thickness of all semiconductor crystals was 0.4 mm, while the area of the large face (face \(b\)) varied within \(S = 2–100\) mm\(^2\). Using thermal deposition in vacuum, face \(b\) was covered by nickel. The metal film thickness \(d\) was varied within \(10^{-7}–10^{-8}\) m. The surface of some semiconductor crystals was coated by a natural oxide film formed as a result of interaction with air [5], while other samples were deprived of this oxide by means of etching with HNO\(_3\) + HF acid mixture. Control experiments were performed with semiconductors not covered by nickel (which corresponds to \(d = 0\)). The crystal surface opposite to face \(b\) was provided with an ohmic contact. The deposited metal layer contacted with 0.8-mm-thick copper clamp electrode. All faces except \(b\) were protected by a layer of epoxy resin. In what follows, \(R_n\) denotes the resistance of the metal–semiconductor–metal (MSM) structure connected to a measuring circuit so that minus of the bias voltage source (\(V = 1.5\) V) is on the nickel film; \(R_p\) is the resistance of the sample structure measured with plus of the source connected to the nickel film. In all samples, the \(R_n\) and \(R_p\) values differed at least by a factor of 10. The samples were also characterized by the photo emf and thermo emf values.

The experimental setup was analogous to that described in [6]. The MSM structures were connected into a measuring circuit (UIP-60M dc bridge or F116 microvoltmeter) and placed into a flow reactor purged by spectral-purity hydrogen at a pressure of 50 Pa. The reactor walls could be heated up to 500 K. Hydrogen molecules were dissociated (\(H_2 \rightarrow 2\)H) in a high-frequency gas discharge. The optical emission from discharge was absorbed by the Wood horn. The absence of illumination of the sample by light emitted from the discharge region was checked with the aid of a photomultiplier. While diffusing from the discharge to reactor, each vibrationally and/or electronically excited molecule was involved in no less than \(10^3\) collisions with gas molecules and lost the excess energy [7]. The results of special experiments showed that electrons and ions from discharge plasma exhibited recombination and did not enter the reactor. Indeed, at a voltage of 100 V applied between Ni film and an additional electrode placed above this film, the current in the gas phase was below the sensitivity of measuring equipment (1 \(\times 10^{-14}\) A). The concentration of hydrogen atoms in the reactor measured by thermoprobe was \(3 \times 10^{13}\) cm\(^{-3}\). Prior to measurements, the samples were exposed for 2 h to an atmosphere containing atomic hydrogen in order to clean Ni films from adsorbed molecules (oxygen, water, etc.) through the formation of volatile hydrides and sputtering of the adlayer in the course of this reaction [8]. Bringing the samples in contact with a thermocouple or a thermoresistor showed that the increase in the sample temperature due to the reaction proceeding on the surface of nickel was about 0.2 K. In
the course of experiments, we measured (i) the time variation of \( R_n \) and \( R_p \) of the MSM structure after switching the source of atomic hydrogen on and off, (ii) the behavior of \( R_n \) and \( R_p \) in response to illumination of the nickel film by the light of an incandescent lamp, (iii) the potential difference (chemo emf) arising between contacts of the MSM structure in the course of the reaction, and (iv) the short-circuit current related to chemo emf.

Switching of the source of atomic hydrogen produced no (or very insignificant) effect on the \( R_p \) values of any MSM structures and on the \( R_n \) value of germanium-based structures. Under the same conditions, \( R_n \) of the samples based on \( n \)-type silicon or \( p–n–Si \) junctions exhibited significant changes (\( \Delta R_n \)). When the reactor temperature was increased, \( R_n \) rapidly (and reversibly) decreased; for \( T \geq 390 \) K, switching of the source of H atoms only slightly influenced the resistance of these MSM structures. The most pronounced changes in \( R_n \) under the action of H atoms were observed for MSM structures with a nickel film thickness of \( d = 3 \times 10^{-8} \) m. The shape of the \( R_n(t) \) curves is well reproduced in the course of repeated measurements (Fig. 1). The phenomenon of hydrogen-induced changes in \( R_n \) is not observed if the natural oxide film is not removed from the substrate surface prior to nickel deposition. In the case of both “thin” \( (d = 1 \times 10^{-8} \) m) and “thick” \( (d = 1 \times 10^{-7} \) m) metal films, as well as in the absence of nickel film \( (d = 0) \), the action of H atoms on the MSM structure is not accompanied by changes in the \( R_n \) and \( R_p \) values. After switching on the source of H atoms, the change in the electric current passing through the MSM structure is \( \Delta I = VR_n^2 \Delta R_n = 10^{-8–1} \) A. This is six to ten orders of magnitude greater than the upper limit of a current related to the penetration of charged particles from plasma to reactor.

In the course of the atomic hydrogen recombination reaction \( H + H \rightarrow H_2 \) proceeding on the surface of a nickel film deposited onto a germanium substrate, the film acquires a positive charge, germanium is charged negatively, and a chemo emf is developed. The magnitude of this chemo emf decreases with increasing temperature (cf. curves \( I \) and \( 2 \) in Fig. 2). At the same time, the short-circuit current related to the development of chemo emf increases with the temperature (cf. curves \( I^* \) and \( 2^* \) in Fig. 2). For all silicon-based MSM structures, neither chemo emf nor short-circuit current are observed \( (U < 10^{-8} \) V, \( I_U < 10^{-9} \) A). It was established that, in germanium-based MSM structure, the potential barrier for electrons at the interface is small or absent due to the band bending downward. This accounts for the development of chemo emf as a result of the escape of hot electrons (appearing in the course of the catalytic reaction) from metal to semiconductor. In the case of silicon-based MSM structures, a potential barrier exists at the nickel–silicon interface that accounts for the absence of chemo emf in these structures.

The aforementioned thin films exhibit no metal-like surface conductivity and, hence, probably possess a mosaic structure. Therefore, the phenomenon of variation of the \( R_n \) value under the action of hydrogen atoms is observed only in the presence of a continuous nickel film in electric contact with silicon. Penetration of hydrogen atoms to the surface of silicon does not lead to this effect. The changes in \( R_n \) of the MSM structures observed in the presence of hydrogen cannot be induced by an increase in the temperature of silicon as a result of the exothermal process \( H + H \rightarrow H_2 \) on the nickel film. This statement is confirmed by the absence of the influence of H atoms on the resistance of MSM structures containing oxide films and the structures
with thin and thick Ni films (these films also exhibit heating when exposed to H atoms). It should also be noted that the resistance of the $p$–$n$ junction was several orders of magnitude greater than the Ni–Si contact resistance. Therefore, the diffusion of H atoms through the nickel film and their possible adsorption at the Ni–Si interface (influencing the contact potential difference and, hence, the contact resistance [5]) cannot affect the resistance of MSM structures containing the $p$–$n$ junction.

Under the experimental conditions studied, switching of the source of atomic hydrogen on and off was accompanied by jumplike changes in the rate $J$ of their heterogeneous recombination on the nickel surface. As a result, the kinetic curve $J(t)$ has the shape of rectangular pulses [9] coinciding with the $U(t)$ and $I_p(t)$ kinetics (Fig. 2). Therefore, Ni film exhibits virtually nondelayed charging in the course of the reaction. The shape of the $R_n(t)$ curves is determined by the kinetics of the electron processes on the surface and in the bulk of the semiconductor, which are related to the formation of hot electrons on the metal surface in the course of the heterogeneous reaction $H + H \rightarrow H_2$ and their penetration under the action of the electric field into the semiconductor through a potential barrier at the metal–semiconductor interface. This is confirmed by correlated variation of the curves of photo- and chemoconductivity (Fig. 1). The time-delayed relaxation of photo- and chemoconductivity is explained by the presence of electron traps. In the case of Ni films on the surface of $p$–$n$-Si junctions, the decrease in $R_n$ during the surface reaction is related to the penetration of hot electrons to the most high-ohmic region (p–n junction) of this structure. At $T \geq 390$ K (and in structures with thick nickel films), the effect of H atoms on the $R_n$ value is absent because hot electrons exhibit relaxation in the film (where the condition $d \ll \tau_0$ is no longer valid).

The results of measurements were described using the relations

$$\Delta I = e\eta_1 JS, J = 0.25cuv\gamma, \Delta I = VR_n^{-2} \Delta R_n,$$

where $\Delta I$ is the change in the current caused by the penetration of hot electrons from metal to semiconductor; $e$ is the electron charge; $\eta_1$ is the probability of hot electron generation as a result of chemical conversion on the surface; $\eta_1$ is the probability of hot electron penetration through the MSM structure during the electric current passage; $J$ is the rate of the surface heterogeneous reaction; $S$ is the area of the metal film; $c$ is the concentration of H atoms in the gas phase; $u$ is the average velocity of the thermal motion of H atoms in the gas phase; $\gamma$ is the coefficient of heterogeneous recombination of H atoms on the metal surface; $V$ is the voltage applied to the MSM structure, $V = 1.5$ V; and $\Delta R_n$ is the change in the MSM structure resistance under the action of H atoms. Taking the value $\gamma = 0.1$ [10], and the results of measurements $S = 2 \text{ mm}^2, R_n = 25 \text{ k}\Omega, \Delta R_n = 3 \text{ k}\Omega$ (see curve 2 in Fig. 1), we obtain an estimate for a Ni film deposited onto a $p$–$n$-Si junction: $\eta_1 = 1 \times 10^{-2}$.

Acknowledgments. The authors are grateful to L. V. Sokolova and A. K. Panyushkin (Proton Co., Orel) for their help in the preparation of the MSM structures.
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Abstract—A nonlinear differential heat conduction equation is phenomenologically derived proceeding from the general principles of construction of the action $S$ invariant with respect to the operation of inversion $l(x \rightarrow -x)$. Based on this equation, the dynamics of temperature evolution in a nonstationary case is analyzed. This approach reveals some general laws of the physical behavior of such systems, which can be used for the description of irreversible phenomena involved in self-organization processes. This situation can be realized, for example, in strongly inhomogeneous structures featuring stochastic internal heat fluxes. © 2004 MAIK “Nauka/Interperiodica”.

In investigations of the evolution of various physical processes, it is important to assess the degree of determinacy of the system under consideration. All mechanical and quantum-mechanical systems obey time-reversible (i.e., invariant with respect to the operation of time inversion: $t \rightarrow -t$) equations of motion. In the former case, this is Newton’s second law, and in the latter case, the Schrödinger equation. For this reason, these equations can provide a description only of the time-reversible dynamics. As for irreversible processes, such as heat conduction or diffusion, they are characterized (according to Prigogine [1]) by the absence of the “time arrow,” which mathematically implies the interval $t \in (-\infty, +\infty)$. This is the basic difference in mathematical descriptions of reversible and irreversible phenomena, whereby the dynamical system under consideration either possesses a past (reversibility) or not (irreversibility).

A characteristic feature inherent in all reversible processes is the dynamical stability of the equilibrium state, which implies that the system, when subjected to various perturbations, “slides down” to a certain potential well representing stable equilibrium. For a stable equilibrium state of a system (mechanical or quantum-mechanical) containing a large number of objects (e.g., a system of $N$ particles), the number of trajectories is insignificant (there can be a single trajectory) and the basic point is the very fact that a given object comes to a final (equilibrium) point $(p_0, q_0)$ in the phase space. For a system containing only one particle, this is a real point, while for $N$ particles, this is a scaled point $(p_0, q_0)$ determined both by the probabilistic character of motion and by a certain “volume” representing a local region of phase space $\Delta \Gamma_0$ to which, according to the ergodic hypothesis, all trajectories come after a rather long but finite time interval $\Delta t$ (despite the fact that the motion of the whole system is highly sensitive to the initial conditions).

The situation is different when we turn to irreversible processes. A system, leaving an equilibrium state and performing (in the general case) an infinite motion, may get anywhere except the region close to the initial phase volume $\Delta \Gamma_0$ from which the dissipation has started.

Despite apparently well-established laws of the behavior of reversible and irreversible processes, there are some exceptions from the general rules. Indeed, in the description of purely dissipative phenomena over large positive times, a point of principal importance is the fluctuational behavior of parameters (e.g., temperature and density) even when all relaxation processes have ceased and the equilibrium is reached. The system continues to perform chaotic walk over the entire phase region (this walk lasts an infinite time), not obeying the laws of deterministic chaos [2, 3], being sensitive to the initial conditions, and exhibiting only periodic variation of parameters. An example of such a system was recently [4] described for a homogeneous medium. For a system with the parameters inhomogeneously distributed in space, the situation substantially changes: the fluctuations are “suppressed” by this inhomogeneity and the system slides down to a certain equilibrium state [5].

This paper presents an example of the nonlinear self-organization of an irreversible process and reveals some laws in the variation of temperature considered within the framework of a nonstationary and nonlinear equation of heat conduction describing the system in the semi-infinite time interval $t \in [0, +\infty)$. This equation can be strictly derived from the variational principle using a phenomenological approach used, for example, in [6, 7].
In order to obtain the nonlinear differential heat conduction equation in the general form (capable of describing strongly inhomogeneous systems), let us use the aforementioned phenomenological approach and write the equation of "motion" for the temperature in the form $dT/dt = Q/\delta T$, where the functional $Q$ is determined by the invariant relation

$$ Q(T) = \int_{t_0}^{t_1} \left[ \frac{\lambda_1}{2} (\nabla T)^2 + \frac{\lambda_2}{3} (\nabla T)^3 ight] d^3 x. $$

Here, $\lambda$ and $\beta$ are constants and $\chi$ is the thermal diffusivity.

To obtain the desired equation, let us use the definition of a variational derivative in the form $\delta J/\delta y = F_y$, where $F_y = \delta F/\delta y$ and the functional is defined by the relation $J[y] = \int_{t_0}^{t_1} F dx$ (by analogy with the procedure described in monograph [8]). By varying $Q$ with respect to the temperature, we obtain the following nonlinear equation describing evolution of the temperature in space and time:

$$ T = \chi \Delta T + \lambda_1 \nabla T \Delta T + \lambda_2 (\nabla T)^2 \Delta T + \ldots + \beta \nabla T \nabla T + \beta_2 \nabla T + \beta_3 \nabla T + \ldots. $$

There may arise a suspicion that Eq. (2) does not describe reality, but this fear is certainly unjustified. The matter of fact is that nonlinear heat fluxes always exist in strongly inhomogeneous systems (such as, e.g., composites or porous media) in the case when chaotic motion of heat flows takes place inside a body. Outgoing from various local internal regions, these flows exhibit mixing that can give rise to a kind of resonance (so-called synchronization) leading (as will be shown below) to a spontaneous increase and oscillation in the temperature even despite the fact that the body is placed into a thermostat (!). However, after a sufficiently long period of time, the temperature of the sample as a whole will be established equal to the temperature of the thermostat.

The question is how to model this situation mathematically. An answer is provided by the following considerations.

Let us somewhat simplify Eq. (2) using a simple formal approach, whereby the sum of terms involving various powers of the temperature gradient is assumed to be equal to a sum of terms of a geometric progression,

$$ \chi + \lambda_1 \nabla T + (\lambda_2 \nabla T)^2 + \ldots = \frac{\chi}{1 + \chi \nabla T}, $$

where $\chi$ is a new constant vector parameter of the corresponding dimension. Now, let us make another model assumption and pass to a finite difference equation by eliminating spatial derivatives using a simple rule: $\lambda \Delta E = -\lambda (T - T_0)/\delta \Delta T = -(T - T_0)/\delta^2$, where $\delta$ is the thickness of a region of the contact between the body and the thermostat occurring at the temperature $T_0$. Since we have passed to the equation of heat exchange, it will be convenient to use (instead of the thermal diffusivity) the heat transfer coefficient defined as $\alpha = k/\delta^2 c_p$, where $k$ is the thermal conductivity and $c_p$ is the isobaric heat capacity per unit volume. Finally, we arrive at a much simpler, but still nonlinear, second-order differential equation describing the dynamics of temperature variation in strongly inhomogeneous media:

$$ \dot{T} = \frac{\alpha (T - T_0)}{1 + \frac{\chi}{\delta} (T - T_0)} - \beta_1 T \frac{(T - T_0)}{\delta^2} - 3 \beta_2 T^2 \frac{(T - T_0)}{\delta^2} - \beta_3 T + \beta_3 T. $$

This equation can be conveniently written in dimensionless from by introducing the new function $y = (T - T_0)/T_0$ and dimensionless variables $\lambda_0 = \lambda T_0/\delta$, $K_1 = \alpha \beta_1 T_0^2/\delta^2$, $K_2 = \beta_2 T_0^3$ and $K_3 = \beta_3 T_0^4$ dimensionless time $\tau = \alpha t$. As a result, we obtain the equation

$$ \dot{y} + (K_1 y^2 + K_1) \dot{y} + 3 K_1 y \dot{y}^2 - K_2 y^2 + \frac{y}{1 + \lambda_0 y} = 0, $$

where upper dots indicate differentiation with respect to the dimensionless time $\tau$. The initial conditions are selected as follows: $y(0) = 1$ and $\dot{y}(0) = 0$. Note that the first condition corresponds to the initial temperature $T(0) = 2T_0$.

It should be emphasized that, for small $\lambda_0$ and $K_{1,2}$, Eq. (3) is equivalent to the usual Newton heat exchange equation, whereby the rate of temperature variation is proportional to the temperature: $\dot{y} + y = 0$. A solution to this equation is $y(\tau) = y(0) e^{-\tau}$, where $y(0)$ is the initial condition at $\tau = 0$.

As for Eq. (3), it is difficult to solve this equation for arbitrary $K_{1,2}$ and $\lambda_0$, and the analytical solution is still unavailable. However, the dependence $y(\tau)$ in a broad range of parameters $K_{1,2,3}$ and $\lambda_0$ can be determined by numerical methods. Indeed, introducing the step $\delta$, passing from derivatives to finite differences by the formulas

$$ \dot{y} = (y_{n+1} - y_n)/\delta \quad \text{and} \quad \ddot{y} = (y_{n+2} - 2y_{n+1} + y_n)/\delta^2, $$

and
ignoring the fourth derivative with respect to time, we eventually obtain the following relation:

\[
y_{n+2} = 2y_{n+1} - y_n - \frac{h^2}{Ky_n(1 + \lambda_0)} - 3\frac{(y_{n+1} - y_n)^2}{y_n} - \frac{h(y_{n+1} - y_n)}{Ky_n^2}.
\]

(4)

Numerical integration of iterative relation (4) is still a rather complicated task because of the presence of “poor” denominators. Let us consider the behavior of \(T(t)\) qualitatively. In the case of small \(y\), Eq. (3) yields the relation \(\dot{y} + K_2\ddot{y} + K_3\dot{y} + y = 0\) and the characteristic equation \(K_2k^4 + K_3k^2 + k + 1 = 0\). A solution of this algebraic equation for \(K_2 = 27/256\) and \(K_3 = 0\) is \(k_1 = -4/3\), while the other three roots are imaginary and can be found from the equation \(k_1 = -\frac{4k^2}{3} + \frac{16k}{9} + \frac{64}{9} = 0\). Thus, we have obtained one partial solution, \(y_1 = \exp(-4t/3)\), and three oscillating solutions, \(y_2, y_3,\) and \(y_4\).
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Abstract—Thin-film Yb–Si(100) structures formed by solid phase epitaxy at 800 K were studied by photoelectron spectroscopy using a synchrotron radiation source. Analysis of the photoelectron spectra showed that, in the range of submonolayer ytterbium coverages, the formation of two-dimensional ordered structures is accompanied by the destruction of surface dimers existing on a clean Si(100) surface and (starting with the minimum coverage θ = 0.15) by the nucleation of silicides. In the layered structure of silicides, there is charge transfer from ytterbium to silicon layers. It is concluded that this charge transfer eventually accounts for the characteristic trident shape of the spectrum of Si 2p core level in silicides. © 2004 MAIK “Nauka/Interperiodica”.

In recent years, much attention has been devoted to the investigation of thin-film structures formed by deposition of rare earth metals onto silicon surface. In most cases, such structures were obtained on a Si(111)7×7 surface, while a (2×1)-reconstructed Si(100) surface was studied to a much lower extent.

This paper presents the results of investigation of the growth mechanism and electron properties of thin-film structures formed upon deposition of ytterbium onto a Si(100)2×1 surface. In particular, we aimed at elucidating whether the valence of Yb atoms in the course of formation of these structures changes from 2+ to a certain fractional value 2 + x, where x < 1. The investigation was performed using a variant of photoelectron spectroscopy (PES), whereby photoelectrons are excited by synchrotron radiation. To our knowledge, such investigations have not been reported to date.

Thin-film structures were created by deposition of ytterbium onto a Si(100)2×1 surface at room temperature under ultrahigh vacuum conditions, followed by heating of the samples for 3 min at 800 K. The experiments were performed using a photoelectron spectrometer and a synchrotron radiation channel of the Russian–German Laboratory at the BESSY II storage ring (Berlin, Germany). The overall energy resolution of the electron energy analyzer and monochromator was 150 meV. We measured the photoelectron spectra of the Si 2p core level, the valence band of silicon, and the Yb 4f level. In the first case, photoelectrons were excited by synchrotron radiation with a photon energy of ℏν = 130 eV, while the valence band and 4f level electrons were excited using the photons with ℏν = 108 eV. The state of the sample surface and the structure of surface films formed in the course of ytterbium deposition were monitored by low-electron energy diffraction (LEED).

The samples were prepared using n-type single crystal silicon plates with a resistivity of 1 Ω cm. Prior to experiments, the plates were heated in a vacuum chamber of the photoelectron spectrometer, first for 2 h at 900 K and then for a short time at 1450 K. This treatment ensured that an atomically clean Si(100)2×1 reconstructed surface was obtained. Ytterbium atoms were deposited onto the substrate surface by evaporation from tantalum Knudsen cells. The residual pressure in the spectrometer chamber during evaporator operation did not exceed 8×10⁻¹⁰ mbar. The rate of deposition was 0.01–0.08 monolayer per second (one monolayer coverage of Yb atoms corresponds to their surface density of 6.78×10¹⁴ cm⁻², which equals the density of silicon atoms on the Si(100) face). The PES measurements were performed at room temperature in a vacuum of 1×10⁻¹⁰ mbar.

Figure 1 shows the photoelectron spectra of Yb 4f and Si 2p levels observed for various surface coverages in the Yb–Si(100) system studied. Each spectrum is normalized to the maximum peak height. The spectra exhibit a number of peculiarities. In particular, our Yb 4f spectra, in contrast to those reported for the Yb–Si(111) system in [1], reveal the formation of three (rather than two) peaks already at minimum coverages (see the spectrum for θ = 0.15). The two most intense components are predominantly due to divalent Yb atoms involved in two-dimensional reconstructions [2]. The nature of third component with E = 0.8 eV will be considered below. Another peculiarity of the spectra of Yb 4f levels is their significant variation observed for
the passage from small ($\theta < 1$) to large ($\theta > 1$) coverages leading to the formation of a surface silicide film [2]. However, these changes did not involve the peak with a binding energy of $E = 0.8$ eV. Moreover, the most pronounced growth of this peak with increasing amount of deposited ytterbium is observed in the range of coverages ($\theta > 1$) corresponding to the aforementioned changes. The third peculiarity of the Yb 4f spectrum is the presence of peaks in the region of binding energies $E = 6–12$ eV. These peaks have small amplitudes at $\theta < 1$ but significantly increase when $\theta > 1$. These signals are due to trivalent Yb atoms [3, 4].

Analysis of the observed evolution of spectra leads to several conclusions concerning the properties of the Yb–Si(100) system heated to a high temperature in various stages of formation of two-dimensional surface structures. First, the presence of peaks in the region of binding energies $E = 6–12$ eV indicates that Yb atoms in silicide films formed on the Si(100) surface exhibit fractional valence $v$. The ratio of areas under the peaks of divalent and trivalent atoms shows that $2 < v < 2.5$. In addition, simultaneous correlated growth of these areas shows that the fractional valence is homogeneous and, hence, Yb atoms occupy equivalent positions in the silicide film.

Another important conclusion following from an analysis of the spectra presented in Fig. 1a is that silicide nucleates on the Si(100) face already for the minimum coverages studied. This is evidenced by the peak at $E = 0.8$ eV, which is present in the spectra of samples with all ytterbium coverages. The same is evidenced by the peaks of trivalent ytterbium, which appear in the spectra already for $\theta = 0.3$. These results imply that the Y–Si(100) system is qualitatively different from the Yb–Si(111) system, where the growth of silicide begins only at $\theta > 0.5$, that is, after the formation of the most dense reconstruction (2 × 1) matched with the substrate surface structure [5, 6].

As can also be seen from the data in Fig. 1a, the photoelectron spectra vary rather insignificantly for $\theta > 3$. This result indicates that the silicide film corresponding to a coverage of $\theta = 3$ is practically continuous and, hence, the substrate no longer contributes to the spectra. The same conclusion follows from an analysis of the Si 2p spectra presented in Fig. 1b. Indeed, the spectra observed for $\theta = 3$ and 20 are virtually identical. At small coverages, the evolution proceeds as follows. For minimum doses of the deposited metal, the shoulder denoted as $S_U$ (which is inherent in the spectrum of clean Si(100) surface and is due to the surface dimers [7, 8]) transforms into an extended tail with weakly pronounced structure. This behavior indicates that even small metal coverages destruct dimers. Considerable extension of the tail is related to the fact that Si atoms forming these dimers (and, probably, Si atoms of subsurface layers) are incorporated into various structures formed on the substrate surface in the course of deposition of Yb atoms. These structures include two-dimensional reconstructions of several types [2] and three-dimensional nuclei of silicides. Evidently, the binding energies of Si 2p electrons in such structures are different. As the coverage increases, a step appears on the tail. The formation of this step is accompanied by broadening of the central peak, which is most clearly manifested at $\theta = 1$. For $\theta > 1$, the central peak exhibits narrowing and the whole spectrum shifts toward lower binding energies. This transformation reflects the gradual transition from pure silicon to silicide. As was noted

![Fig. 1. Normalized photoelectron spectra of the Yb–Si(100) structures with various ytterbium coverages $\theta$ grown by solid phase epitaxy at 800 K: (a) Yb 4f level for $\theta = 0.15$ (1), 0.3 (2), 0.5 (3), 0.7 (4), 1 (5), 3 (6), 8 (7), and 20 (8); (b) Si 2p core level for $\theta = 0$ (1), 0.15 (2), 0.3 (3), 0.5 (4), 0.7 (5), 1 (6), 3 (7), 8 (8), 20 (9). The spectra were obtained using photon energies $hv = 108$ (a) and 130 eV (b); $I$ is the photoelectron intensity, $E$ is the binding energy, and $E_F$ is the Fermi level energy.](image-url)
above, the spectra of silicide acquire their final shape at \( \theta = 3 \).

The shape of the spectra of Si 2p levels in silicides indicates that the signal consists of at least two doublets. We believe that the most probable explanation of this is as follows. As is known, the structure of ytterbium silicides comprises alternating layers of metal and silicon atoms [7]. Since Si atoms are much more electronegative than Yb atoms, charge transfer from metal to silicon atoms takes place. This charge transfer must be accompanied by a decrease in the binding energies of electrons on the Si 2p level and, hence, by a shift of the spectrum toward lower binding energies (relative to the spectrum of clean silicon surface). If the surface of the silicide film exposes the layer of Yb atoms (which is confirmed by our data on the work function [2]) and the character of relaxation in this layer is such that atoms are pulled into the film (this case is most frequently encountered [8]), then the spacing between atoms of the uppermost layer of the film and the adjacent layer of Si atoms will be smaller than the corresponding distance in the bulk of this film. As a result, the charge transfer from metal to silicon in the Si layer closest to the surface will increase and the binding energy of electrons on the Si 2p levels will accordingly decrease compared to the bulk value. If this difference is sufficiently large, the signal from subsurface Si atoms in the photoelectron spectra will appear as a separate peak shifted toward lower energies relative to the peaks due to bulk silicon layers. We believe that this very shift accounts for the observed trident shape of the spectrum of silicides.

Based on the above considerations, we can also formulate more general conclusions concerning the shape of the Si 2p spectra in silicides. In the case of a silicide possessing a layered structure, the shape of the spectrum will depend on the difference \( \Delta q \) of electronegativities of silicon and metal. If this difference is large, the spectrum will acquire a trident shape; otherwise, the spectrum will consist of two peaks. The first case is realized in the Yb–Si(100) system (\( \Delta q = 0.8 \)) considered in this study, as well as in Yb–Si(111) [9] and Sm–Si(111) systems (\( \Delta q = 0.7 \)) [10]. The second case was observed in the Co–Si(100) system (\( \Delta q = 0 \)) [11, 12].

Thus, the experimental results obtained in this study show that the formation of two-dimensional ordered structures is accompanied by the destruction of surface dimers existing on a clean \((2 \times 1)\)-reconstructed Si(100) surface and (starting with the minimum coverage \( \theta = 0.15 \)) by the nucleation of silicides. Photoelectron spectra of the Si 2p core level in silicides are shifted toward lower binding energies relative to the spectra of pure silicon. This is evidence of a charge transfer from ytterbium to silicon layers in the layered structure of silicides. It is concluded that this charge transfer accounts for the characteristic trident shape of the spectrum of Si 2p core level in silicides.
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Abstract—A method of reconstruction of the object image from a recorded speckle pattern of the scattered coherent radiation field has been developed and experimentally verified. In order to restore information about the phase of the diffraction field, which is lost during the recording of the speckle pattern, it is suggested to take the phase difference between adjacent speckles equal to \(\pi\). The proposed method is applicable to objects for which the average intensity distribution is described by an even function of the coordinates. © 2004 MAIK “Nauka/Interperiodica”.

As is known, complete information about the light field scattered by an object can be recorded and read with the aid of a holographic technique using a coherent reference wave. In the absence of such a wave, we measure a speckle pattern of the scattered intensity distribution [1]. The development of methods for the reconstruction of object images from such patterns is of interest for diffraction optics, various optical measurements, optical diagnostics, optical data processing, etc. For this reason, the possibilities of solving this problem, which is incorrectly posed from mathematical standpoint [2], have been rather extensively studied (see, e.g., [2–4]).

Formally speaking, the problem consists in that, when a speckle pattern is recorded, the information about the phase of the object field in the registration plane is lost. It is this point that places the problem of image reconstruction under such conditions in the class of ill-posed problems [5]. In optics, this situation is referred to as the phase problem [6–10]. Once a method of restoring spatial field phase distributions in the plane of the speckle pattern, together with the field amplitude, becomes available, the object image could be reconstructed from the recorded diffraction field.

This paper describes a method of restoring the spatial distribution of the phase of a speckle field formed during the scattering of a laser field from an object, for which the average intensity distribution is described by an even function of the coordinates. In this case, the object field in the far diffraction zone is described (as was demonstrated, for the most part theoretically, in [11, 12]) by a real function of the coordinates. In other words, the cross section of a coherent field scattered by such an object represents a combination of speckles such that the phase is constant or continuously varies in a certain way inside each speckle and changes by \(\pi\) on the passage to the adjacent speckle. This circumstance allows the phase information about the phase wave to be restored without using a reference beam in the stage of recording of the object field intensity distribution. This study was aimed at the experimental verification of the possibility of using these theoretical concepts for reconstruction of an object image from the speckle pattern of a scattered coherent field.

There are several possible approaches to solving the problem formulated above. One possibility is offered by an experimental procedure performed using the scheme depicted in Fig. 1. According to this, laser beam 1 illuminates a scattering object 2 and a binary transparency 3, this combination representing the object whose image is recorded. Radiation scattered from this object is recorded by a photosensitive medium 5 in the far diffraction zone. In our experiments, transparency 3 had the form of a nontransparent screen with a square ring hole 4. Figure 1 also shows an increased fragment of the speckle pattern formed on the registration plane in the far diffraction zone 6.
Illuminated by a monochromatic wave, the speckle pattern (formed, e.g., on a high-resolution photographic plate) forms an average intensity distribution pattern in the far diffraction field. This distribution is determined by self-convolution of the distribution of average illumination over the object [13]. Figure 2 shows the experimental intensity distribution corresponding to speckle pattern obtained according to the scheme in Fig. 1. As expected, this pattern bears only a faint resemblance to the initial intensity distribution.

Let us return to the speckle pattern observed in the registration plane (Fig. 1). In accordance with the approach outlined above, it is necessary to assign a certain phase to each speckle in this pattern, thus obtaining the amplitude and phase distribution of the object field in the registration plane. In holography, this procedure is performed using a coherent reference beam and a system of interference carrier bands inside the speckles. Indeed, if a plane reference wave is incident at a certain angle \( \theta \) onto plane 4 (Fig. 1) in the recording stage, then a system of equidistant quasi-parallel interference bands with a period of \( \Lambda = \lambda / \sin \theta \) is formed within each speckle. Since we assume that the phases of adjacent speckles are shifted by \( \pi \) [11, 12], the interference bands in the speckles will shift by a half-period on the passage between neighboring speckles. Figure 3a shows a fragment of such a speckle-modulated interference pattern essentially representing a hologram.

An analogous pattern can be obtained artificially by using a record of only one speckle pattern without a reference beam. For this purpose, a given speckle pattern has to be covered (e.g., using computer graphics) by a system of bands simulating the interference bands on a real hologram. A fragment of a pattern obtained in this way is shown in Fig. 3b. This pattern simulates a hologram, and a period of quasi-regular interference carrier bands determines the slope of a plane virtual reference wave relative to the registration plane of the speckle pattern. Reconstruction of the object field and, hence, the object image consists in transfer of the obtained pattern to a photographic plate (in a scale convenient for use as a diffraction element) and illumination of this element by a plane monochromatic wave. A half-period shift of bands in the diffraction element leads to a shift by \( \pi \) between neighboring speckles. On the whole, the complete diffracted light field represents a coherent superposition of elementary light fields formed as a result of diffraction on the periodic system of bands within separate speckles of the diffraction element (in the same manner as in the usual hologram). Thus, the object light wave is reconstructed and the object image is formed in the far diffraction zone.

In our experiments, the speckle pattern formed according to the scheme of Fig. 1 was recorded using a Nikon D'100 digital camera without an objective lens equipped with a CCD matrix \((23.7 \times 15.6 \text{ mm}; 3008 \times 2000 = 6.1 \times 10^6 \text{ pixels})\). An image of the speckle pattern was stored in a graphical file and processed using the CorelDRAW program package so as to form a system of parallel bands shifted by a half-period in the neighboring speckles (Fig. 3b). The obtained pattern was transferred to a photographic plate, which represented a holographically similar diffraction element.

Figure 4a shows a pattern of the far diffraction zone formed upon illumination of the obtained diffraction element by a laser beam \((D = 6 \text{ mm})\). The central part
of this pattern shows, in the zero order of diffraction, a distribution of intensity analogous to that presented in Fig. 2 (the wave propagating in this direction is diffracted only on the speckle pattern of the optical diffraction element). In the $\pm 1$ orders of diffraction, the system of carrier bands forms optically conjugated images of the object in the form of a square ring (Fig. 1). For comparison, Fig. 4b shows the pattern of a diffraction field of a real hologram of the same object recorded using the scheme of Fig. 1 with a reference wave (a laser beam of the same diameter as that used for the reconstruction of the image from the diffraction element).

We have also obtained an optical diffraction element containing only the system of carrier bands without the original speckle pattern. In other words, the original pattern was removed after the creation of a system of bands on the recorded speckle pattern and the remaining system was transferred to a photographic plate. The resulting diffraction element contains a manifold of elementary diffraction gratings with the dimensions and spatial arrangement determined by those of the speckles in the original pattern. Using this diffraction element, it is also possible to reconstruct the object image (Fig. 4c). However, in this case, the zero order of diffraction exhibits no diffraction halo determined by the autocorrelated intensity distribution over the object.

The relatively low quality of the object image reconstructed using the simulated hologram is explained by the fact that the holographic processing of a speckle pattern without using a special program is a rather laborious procedure. The number of processed speckles did not exceed several thousand, which is insufficient in such cases. Nevertheless, quite clear images of square rings are obtained in the $\pm 1$ orders of diffraction.

In conclusion, we showed the principal possibility of reconstructing the image of an object using a speckle pattern of its diffraction field and demonstrated a possible procedure based on the creation of an optical diffraction element with a system of carrier bands. An analogous procedure, starting with the moment of speckle pattern recording, can be performed using only computational methods without forming real diffraction elements, whereby the image is obtained on a computer display.
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Abstract—Peculiarities of the structure and phase composition of pyroboroncarbon were studied by a combination of electron-microscopic techniques including electron diffraction, high-energy electron loss spectroscopy, bright- and dark-field imaging with diffraction contrast, and high-resolution measurements up to the atomic resolution level. © 2004 MAIK “Nauka/Interperiodica”.

Pyroboroncarbon (PBC) is an isotropic pyrolytic material synthesized by thermal decomposition of a mixture of carbon-containing gases (methane and propane) with boron chloride [1]. With respect to the structure, mechanical properties, and method of synthesis, this material is very close to pyrocarbon. Successful practical applications of PBC include medicinal prosthetic devices, in particular, heart valves [2, 3]. In contrast to pyrocarbon, whose properties were extensively studied and reported in a large number of publications (see, e.g., review [4] and references therein), the structure and the mechanism of PBC formation are studied to a lower extent. To our knowledge, no data on the PBC structure on the atomic level have been reported so far.

In order to fill this gap, we have studied PBC by a combination of electron-microscopic techniques and obtained detailed data on the structure of this material with a resolution of up to the atomic level.

We have studied samples of PBC grade intended for manufacturing prosthetic heart valves. The synthesis was conducted for 5–12 h in an axisymmetric reactor at a pressure of 800–1300 Pa and a temperature of 1450–1490°C. Thermodecomposition of a mixture of carbon-containing gases and boron chloride under these conditions was accompanied by the formation of 4- to 5-mm-thick PBC layers on a carbon substrate. The gas phase also contained an additive of nitrogen. Electron-microscopic investigation of the PBC samples were performed on a Philips CM-30 electron microscope operating at an accelerating voltage of up to 300 kV.

The electron diffraction measurements showed that PBC comprises a mixture of phases of two types. The first type, accounting for most of the material, is characterized by a turbostratic structure typical of pyrocarbon [4]. This structure is manifested on the electron diffraction patterns by high-intensity bright arcs and two less intense diffraction rings (Fig. 1, right insets). The bright arcs corresponded to the reflections from basal graphite planes (formed by carbon hexagons), representing 002, 004, etc., lattice fringes, while the diffraction rings corresponded to the reflections from the (100) and (110) planes. The high-energy electron loss spectra obtained from regions of the first phase displayed a single clearly pronounced peak of carbon (K edge, 284 eV). The values of interplanar spacing, $C_{(002)} = 0.343$ nm, $C_{(100)} = 0.213$ nm, and $C_{(110)} = 0.123$ nm, coincided with the values known for pyrocarbon [2, 5, 6].

By studying the electron-microscopic images on the first phase, we established the laws of variation of the orientation of crystals forming this turbostratic structure. Using dark-field micrographs obtained in the reflections corresponding to bright arcs (lattice fringes), it was found that, within domains with dimensions about 1–2 $\mu$m, the basal planes of crystallites were predominantly aligned in a certain direction, so...
that these domains were textured. In the neighboring domains, the basal planes had different predominant orientations such that the whole PBC structure was isotropic.

Inside the textured domains, there were local regions in which the orientation of basal planes deviated from the predominant orientation. In order to reveal such regions, we used defocused images with diffraction contrast and high-resolution micrographs measured for the sample oriented so that predominant orientation of the basal planes would coincide with the primary electron beam direction. An important role in the formation of defocused images is played by differences in both amplitudes and phases of the electron waves. These images provide visualization of the contrast features absent in the case of exact focusing of the object lens. These features appeared as parallel segments (narrow bands) representing contours of the Fresnel lines, arising due to the sample regions (Fig. 1, region A) in which the orientation of basal planes deviated from the predominant direction. These deviations led to local changes in the scattering ability and variations in the distribution of phases of the output electron waves, eventually manifested by the contrast of defocused images. This conclusion concerning local variations in the orientations of crystallites was confirmed by the analysis of high-resolution micrographs obtained for the sample regions in which the Fresnel lines were observed. As can be seen from the left inset in Fig. 1, the images of basal planes oriented along the electron beam appear as virtually parallel rows in the top left and bottom right parts of this micrograph. The central part of this high-resolution micrograph appears as a wide bright band where the direct resolution contrast of basal planes is absent, which is evidence of a change in their orientation. The direction of the bright band coincides with that of the corresponding Fresnel line on the defocused bright-field micrographs, while the width of this band is correlated with the Fresnel line size.

The data of electron diffraction, in combination with the bright- and dark-field images, obtained for the sample regions corresponding to the second phase (Fig. 2) showed evidence of the presence of single-crystalline inclusions. The particles of this phase could be divided into two groups with respect to their dimensions. The larger (Fig. 2, particle a) inclusions representing 0.1–0.25 μm crystallites gave selected-area electron diffraction patterns with point reflections (Fig. 2, right inset). No such patterns could be obtained from particles of the second group, which have small sizes within 5–20 nm. The corresponding reflections were present on the ring diffraction patterns obtained from relatively large regions of the sample, which contained integral information about all phases of the sample (Fig. 2, top left inset). These small particles (Fig. 2, particles b in the bottom left inset) were visualized in the dark-field images. The high-energy electron loss spectra obtained from the regions with large particles of the second phase displayed a peak of boron (K edge, 188 eV), while the peak of carbon was absent. High-resolution micrographs obtained from both large and small particles of the second phase were indicative of their high crystal perfection. These crystallites exhibited a macroscopically uniform distribution over the PBC sample volume. Large particles occurred at the boundaries of textured domains of the first phase, while more numerous small particles occurred inside these domains.

The interplanar distances for the PBC phases, determined from the electron diffraction data are presented in the table. For the small single-crystalline inclusions, the values corresponded to the structures of various modifications of boron carbide [7, 8]. In the case of large inclusions, we took into account both the interplanar spacings and the angles between crystallographic directions (determined from a series of electron diffraction patterns measured for various projection planes). These data corresponded to a cubic structure with a lattice parameter of about 0.362 nm. Although this value corresponds to the cubic modification of boron nitride [9–11], the final assignment of large inclusions to this phase requires additional investigations.

Thus, the results of our electron-microscopic investigation showed that PBC is a composite material comprising the layers of pyrocarbon and large and small single-crystalline inclusions distributed in and between these layers. Small inclusions represent a modification of boron carbide, while large inclusions probably correspond to a cubic phase of boron nitride.
Interplanar distances in pyroboroncarbon determined in these experiments in comparison to published data for some carbon materials

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.451 ± 0.002</td>
<td></td>
<td>0.450</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.401 ± 0.002</td>
<td></td>
<td>0.400</td>
<td>0.403</td>
<td></td>
</tr>
<tr>
<td>0.378 ± 0.002</td>
<td></td>
<td>0.379</td>
<td>0.377</td>
<td></td>
</tr>
<tr>
<td>0.362 ± 0.002</td>
<td>0.344</td>
<td>0.339</td>
<td></td>
<td>0.362</td>
</tr>
<tr>
<td>0.343 ± 0.002</td>
<td></td>
<td>0.257</td>
<td>0.2569</td>
<td>0.280</td>
</tr>
<tr>
<td>0.255 ± 0.002</td>
<td></td>
<td>0.238</td>
<td>0.2385</td>
<td>0.256</td>
</tr>
<tr>
<td>0.238 ± 0.002</td>
<td></td>
<td>0.232</td>
<td>0.2305</td>
<td></td>
</tr>
<tr>
<td>0.213 ± 0.002</td>
<td>0.213</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.205 ± 0.002</td>
<td></td>
<td>0.203</td>
<td></td>
<td>0.209</td>
</tr>
<tr>
<td>0.181 ± 0.002</td>
<td></td>
<td>0.181</td>
<td>0.1816</td>
<td>0.181</td>
</tr>
<tr>
<td>0.172 ± 0.002</td>
<td></td>
<td></td>
<td>0.1712</td>
<td></td>
</tr>
<tr>
<td>0.166 ± 0.002</td>
<td></td>
<td>0.169</td>
<td>0.1628</td>
<td></td>
</tr>
<tr>
<td>0.131 ± 0.002</td>
<td></td>
<td></td>
<td>0.1326</td>
<td>0.1340</td>
</tr>
<tr>
<td>0.126 ± 0.002</td>
<td></td>
<td>0.1264</td>
<td>0.1317</td>
<td>0.128</td>
</tr>
<tr>
<td>0.121 ± 0.002</td>
<td>0.123</td>
<td></td>
<td></td>
<td>0.121</td>
</tr>
<tr>
<td>0.113 ± 0.002</td>
<td></td>
<td></td>
<td></td>
<td>0.114</td>
</tr>
<tr>
<td>0.107 ± 0.002</td>
<td></td>
<td></td>
<td></td>
<td>0.109</td>
</tr>
<tr>
<td>0.083 ± 0.002</td>
<td></td>
<td></td>
<td></td>
<td>0.083</td>
</tr>
</tbody>
</table>

The laws of formation of the electron-microscopic images and electron diffraction patterns described above can be used in subsequent investigations aimed at determining the effect of technological parameters on the PBC structure and establishing relationships between the structure and properties of this material.
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Abstract—We have studied the optical anisotropy of waveguide layers formed upon introduction of Methyl Red azo dye molecules into a polycarbonate matrix. The observed anisotropy of absorption in the dyed layers is related to ordering of the azo dye molecules in the course of waveguide layer formation. The order parameter is estimated and the possible mechanism of orientation is proposed. © 2004 MAIK “Nauka/Interperiodica”.

The interest in organic nonlinear optical materials with functional groups having a special direction of orientation is related to the broad spectrum of possible applications of such materials in data transmission and processing systems. There are two main methods used for the orientation of optically active molecules in polymer matrices: poling in a corona discharge (corona poling) [1] and all-optical poling based on the effect of orientation hole burning [2]. Both methods require special equipment and thoroughly selected technological parameters of the poling process. For this reason, the search for new effective methods of obtaining organic optical materials with a selected direction of orientation of the optically active molecules and the study of mechanisms involved in the formation of such media are of considerable importance.

This paper reports on the results of investigation of the phenomena of alignment accompanying the formation of thin (5–30 μm) waveguide layers by means of solvent-assisted diffusion of Methyl Red azo dye from solution into polycarbonate substrates based on 1,1-di(4-oxyphenyl) propane. The refractive index profile in these layers was reconstructed using the measured mode spectrum. For the TE wave of probing radiation (with the electric vector parallel to the waveguide layer), this procedure was based on the inverse WKB technique [3], while for the TM wave (with the electric vector virtually perpendicular to the waveguide layer), we used the method proposed in [4]. The complex propagation constants of the modes excited in the waveguide structures were determined by measuring the angular distribution of the laser beam reflection coefficient (λ = 0.633 μm) with the aid of a prism coupling device [5].

A characteristic feature of the structures under consideration is considerable anisotropy of the refractive index. With respect to the TE wave, these layers exhibit the properties of usual waveguides (see curve 1 in the figure), whereby the index at any point of the cross section is greater than in the substrate (n_\text{TE} = 1.5804). For the TM-polarized probing radiation, the sample structures guide only leaky modes. An analysis of the index profiles in the samples obtained under various conditions showed that the maximum value of n in this case is close to that in the substrate (n_\text{TM} = 1.5780), but there is a region of reduced index between a subsurface layer and the substrate (curve 2 in the figure).

The results of X-ray diffraction and IR spectroscopy measurements suggested that the observed anisotropy is caused to a considerable extent by the predominant orientation of polymer molecules in the plane of the film [6]. In order to estimate the contribution of the
polymer orientation to the ordering of waveguide layers in the course of their formation, we studied the samples prepared using the azo dye solution (series 1) and the pure solvent (series 2) under otherwise equal conditions. A comparison of the spectra of the TE and TM modes showed that waveguide structures formed in both cases are of the same type, but the change in the refractive index in the latter case is smaller than in the former. In order to characterize the samples, their structures were modeled by thin homogeneous films with refractive index \( n \) and thickness \( d \). These parameters were calculated from experimental data using the methods described in [3, 7]. The results of calculations are presented in the table.

An analysis of the results of model calculations shows that the formation of waveguide layers under consideration involves at least two different processes: (i) an increase in the refractive index caused by the introduction of azo dye molecules into the polymer matrix and (ii) a change in the matrix index under the action of solvent, which is positive for the TE probing wave and negative for the TM wave. The second process can be explained by an increase in the mobility of macromolecules in the solid polymer in the presence of solvent. As a result, a certain fraction of these molecules is reoriented to become parallel to the sample surface, which increases the degree of ordering in a subsurface layer of the polymer matrix [6]. This change in the spatial arrangement of macromolecules results in that the refractive index increases for the TE wave and decreases for the TM wave. Taking into account the positive contribution to the index due to the azo dye, we obtain the index profile \( n_{TM}(x) \) for the TM wave as depicted in the figure (curve 2).

As was mentioned above, such a waveguide features leaky modes. The values of the imaginary part \( h'' \) of the propagation constants calculated for these modes using a stepwise model profile \( n_{TM}(x) \) proved to be much smaller than the experimental values. For example, the values of \( h'' k_0^{-1} \) (\( k_0 \) is the wave number in vacuum) measured for the first two modes of a waveguide layer formed in the azo dye solution with a concentration of \( C = 0.02 \text{ M} \) at room temperature for 8 min were \( h''_{00} k_0^{-1} = 6.0 \times 10^{-4} \) and \( h''_{10} k_0^{-1} = 1.9 \times 10^{-3} \). These values are at least ten times greater than the results of calculation: \( h''_{00} k_0^{-1} = 2.4 \times 10^{-5} \) and \( h''_{10} k_0^{-1} = 9.9 \times 10^{-5} \). Taking into account small scattering losses, it is natural to suggest that this increase in the optical losses is due to the absorption in the waveguide. The absorption can be related only to the presence of the azo dye, since polycarbonate is transparent in the visible spectral range. At the same time, it is known [8] that Methyl Red may partly occur in a cis form absorbing light in the wavelength interval 0.55–0.65 \( \mu \text{m} \). The method used for the measurement of the propagation constant allowed the real and imaginary parts of \( h \) to be determined for both guided and leaky modes, so that the absorption coefficient \( k \) of the waveguide material could also be determined in both cases. For the example under consideration, we obtained \( k_{TE} = 2.0 \times 10^{-4} \) and \( k_{TM} = 4.2 \times 10^{-4} \). Therefore, the obtained layers exhibit anisotropic absorption, which is apparently related to a certain orientation of the azo dye molecules rather than to the waveguide properties of dyed layers. The degree of this orientation can be evaluated in terms of the order parameter defined as \( F = (k_{TM} - k_{TE})/(k_{TM} + 2k_{TE}) \) [1]. For the given sample, this parameter was \( F = 0.26 \), which is comparable with the degree of orientation achieved using conventional methods [1, 2].

The data presented above indicate that inhomogeneous layers obtained upon diffusion of Methyl Red into a polycarbonate substrate are characterized by the orientation of molecules of both the polymer matrix and the azo dye. This alignment is probably explained by a chemical interaction of the azo dye with the polymer via hydrogen bonds formed between the OH groups of Methyl Red and C=O groups of the polymer matrix, which was previously observed in solution [9]. Some evidence is provided by a comparison of the IR spectra of the pure polycarbonate and that doped with Methyl Red, which showed a shift by \( \Delta \nu = 2 \text{ cm}^{-1} \) of the maximum of the absorption band belonging to C=O groups of the polymer. This shift can be interpreted as being indicative of the chemical interaction between these groups and the azo dye.

Naturally, all assumptions concerning the mechanisms responsible for the anisotropic absorption observed in the waveguide layers studied have to be verified by additional investigations.
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Abstract—When a nanocarbon film obtained by plasmachemical deposition is fixed between two parallel electrodes and exposed to the pulsed radiation of a Q-switched neodymium laser, a pulsed electric voltage appears between the electrodes, with the pulse shape repeating the laser pulse envelope. It is shown that the amplitude and polarity of the pulsed voltage strongly depend on the angle of incidence and polarization of laser beam and on the spatial orientation of a carbon film with electrodes relative to the laser beam. The observed phenomenon exhibits all features characteristic of the optical rectification effect. For the optimum spatial orientation of a film, the factor of conversion of the laser pulse power into electric voltage amounted to 500 mV/MW, which is many times greater than the values observed in the case of optical rectification in well-known dielectric nonlinear optical crystals. © 2004 MAIK “Nauka/Interperiodica”.

The phenomenon of optical rectification consists in that a sufficiently powerful laser pulse passing through a nonlinear optical crystal induces a dielectric polarization signal in this medium, whose shape repeats the laser pulse envelope [1, 2]. If such a nonlinear optical crystal is placed between electrodes, the laser-induced polarization will lead to the appearance of a voltage between these electrodes. In transparent media, the optical rectification effect is related to the second term in the expansion of the polarization vector into series with respect to the electric field strength (that is, to the second-order nonlinear permittivity). For this reason, observation of the optical rectification effect in the dipole approximation is possible only in nonlinear optical crystals possessing no center of inversion. Recently, Margulis et al. [3] theoretically studied the optical rectification effect in carbon nanotubes, which is possible because of the central symmetry breakage in a constant electric field. As is known, optical rectification was observed in a rather large number of noncentrosymmetric crystals (see, e.g., review [2]). To the best of our knowledge, no data have been reported on the investigation and observation of the optical rectification effect in thin-film graphite structures. It should be noted that the study of optical rectification is of interest from the standpoint of application of this effect to the measurement of the power, polarization, and shape of laser pulses in a broad range of electromagnetic radiation wavelengths and the generation of ultrashort electromagnetic pulses in the frequency range 0.1–50 THz [4].

This paper reports on the experimental observation of the optical rectification effect in nanocarbon films.

The experiments were performed with carbon films obtained by plasmachemical deposition from a methane–hydrogen mixture according to our standard method described elsewhere [5, 6]. The films were deposited onto 25 × 25-mm silicon substrates. The main structural elements in these carbon films are crystallites of an irregular shape comprising several (typically, five to fifty) parallel, well-ordered graphite layers. The thickness of these crystallites ranges from 2 to 20 nm, while the lateral dimensions vary within 1–3 μm. In all crystallites, the atomic layers exhibit predominant orientation in the direction normal to the substrate surface, with a maximum deviation not exceeding ±20°. The distance between crystallites is about 0.5–1 μm. Thus, the carbon films studied exhibit a clearly pronounced porous nanocrystalline structure. The average thickness of nanocarbon films was 3–4 μm.

Figure 1 shows a schematic diagram of the experimental arrangement. A nanocarbon film 6 on a silicon substrate 8 was pressed with two flat conducting elec-
trades 7 to a dielectric sample holder 9. The amplitude of the voltage $U$ appearing between the electrodes during laser irradiation of the graphite film was measured using a storage oscillograph 10 with an input impedance of 1 MΩ, while the shape of electric pulses was observed using an oscillograph with a pass band of 650 MHz. The radiation source was a single-mode single-frequency YAG:Nd$^{3+}$ laser [7] generating pulses of Gauss shape with a full width at half maximum (FWHM) of about 22 ns. The laser beam diameter was 2 mm. The laser beam was attenuated by neutral filters and passed through $\lambda/4$ plates (2, 3) and a polarizer 4. The quarter-wave plates changed the orientation of the polarization planes in the beam entering the polarizer, which allowed the power of linearly polarized radiation at the polarizer output to be smoothly controlled. The polarizer could be rotated up to $90^\circ$ around its axis, which allowed $p$- and $s$-polarized beams to be obtained.

Using divider plate 5 together with photodiode 11 and an automated multichannel registration system 12 [8], it was possible to measure the energy of pulsed radiation incident onto the sample film. Plate 1, together with an avalanche photodiode 13 enabled the observation of laser radiation pulses on an oscillograph screen. Measurements according to this scheme were also performed using second harmonic radiation of the same laser. All the results presented below were obtained for laser pulse energies below a threshold for the visible laser damage of the graphite films studied [9].

The results of our experiments showed that irradiation of a nanocarbon film by laser pulses at $\lambda = 1064$ nm is accompanied by the appearance of pulsed voltage between the electrodes. The shape of this signal was virtually identical to the laser pulse shape observed with the aid of the avalanche photodiode. Analogous results were obtained for the samples irradiated by second-harmonic radiation ($\lambda = 532$ nm) with a pulse width of 16 ns.

Further investigation showed that the amplitude $U$ and polarity of the pulsed voltage strongly depend on the polarization of laser beam and on the spatial orientation of a carbon film with electrodes relative to the laser beam. When the laser beam was perpendicular to the film plane, the response signal amplitude was zero irrespective of the beam polarization and the arrangement of electrodes.

Figure 2a shows the dependence of the response voltage pulse amplitude $U$ on the angle $\alpha$ of laser beam incidence relative to the film plane (Fig. 1) for the $p$- and $s$-polarized radiation. Note that, according to Fig. 1, $\alpha = 0$ when the film surface is perpendicular to the laser beam; $\alpha$ is positive (negative) when the film is rotated clockwise (counterclockwise) from the initial position. The axis of rotation passing through the point $O$, the plane of the film, and the electrodes are perpendicular to the plane of the figure, which coincides with the plane of laser beam incidence. It should also be noted that data corresponding to the incidence angles close to $\pm90^\circ$ are not presented in Fig. 2a because laser radiation incident at grazing angles on the sample surface partly illuminated the electrodes, which resulted in that the response voltage pulse duration became significantly longer than the laser pulse width. As can be seen from Fig. 2a, the experimental curves behave as uneven functions. In addition, it is seen that the absolute value $U$ is maximum at $\alpha = (45–55)^\circ$ and that the $U(\alpha)$ curves for the $p$- and $s$-polarized laser radiation are opposed with respect to the plane of the film.
polarization exceeds that for the radiation are significantly different. At fixed laser beam energy, the response voltage pulse amplitude for the $p$ polarization exceeds that for the $s$ polarization in the entire range of $\alpha$.

Figure 2b shows the plot of $U$ versus $\beta$, the angle of rotation of a sample film with electrodes 7 relative to the ON axis (Fig. 1) coinciding with the normal to the surface, measured for the $p$-polarized laser beam and a fixed incidence angle $\alpha = +50^\circ$. It should be noted that the values $\beta = 0^\circ$ and $180^\circ$ correspond to the positions of electrodes 7 perpendicular to the plane of laser beam incidence (plane of Fig. 1). As can be seen from Fig. 2b, rotation of the sample holder plate with electrodes around the ON axis leads to variation of the response voltage pulse amplitude according to the cosine law. When electrodes 7 are in the planes parallel to the plane of laser beam incidence ($\beta = 90^\circ$ and $270^\circ$) the response voltage pulse amplitude is zero. For $\beta = 180^\circ$, when the electrodes change their mutual arrangement (upper electrode becomes lower and vice versa, see Fig. 1), the response signal becomes negative, while its amplitude approximately corresponds to that observed for $\beta = 0^\circ$.

The results of our measurements performed for various fixed values of $\alpha$ and $\beta$ showed that, to a good approximation, the plots of $U$ versus the laser pulse energy $W$ are linear (see the inset in Fig. 2b). For $\alpha = 50^\circ$ and $\beta = 0^\circ$, the factor of conversion $n_\alpha = 1064$ nm of the pulsed laser power into response voltage was about 500 mV/MW, while the value of $n_\alpha = 532$ nm obtained for the second-harmonic radiation was about 650 mV/MW. It should be emphasized that, at a fixed laser pulse power, variation of the laser beam diameter did not lead to a change in the response voltage pulse amplitude measured between the electrodes.

The whole body of experimental results described above covers all features characteristic of the optical rectification effect [2]. However, in contrast to the previously reported investigations, our experiments demonstrated optical rectification on the surface of absorbing electrically conducting nanocarbon films. As is known, the projection of the vector of static polarization, quadratic with respect to the field, onto the $j$th Cartesian axis can be expanded in the general case as follows:

$$P_j(0) = P_j^D(0) + P_j^{DS}(0) + P_j^Q + P_j^M(0),$$

where the first two terms correspond to polarization in the dipole approximation and describe the volume and surface contributions, while the third and fourth terms reflect the volume quadrupole and magnetic-dipole contributions. For a centrosymmetric medium, the volume dipole term is absent, while the surface dipole and the volume quadrupole contributions to the quadratic polarization can be comparable [10]. It should be noted that, in the case of absorbing centrosymmetric crystals, the contributions to the quadratic polarization due to the volume quadrupole and magnetic-dipole terms can be significant. Indeed, the results of our preliminary theoretical analysis showed that the response voltage pulse amplitude for a quadrupole nonlinearity is proportional to $F(\alpha)\sin 2\pi \alpha \cos \beta$, where $F(\alpha)$ is a slowly varying function. This conclusion is confirmed by the results presented above.
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Abstract—A method for monitoring the process of electron accommodation during chemical reactions at the gas–solid (metal, semiconductor) interface is proposed. It is established that the tunneling electron current from a solid surface (Ni, Cu, Si steel) increases by a factor of $10^3$–$10^5$ when a heterogeneous chemical reaction ($H + H \rightarrow H_2$) proceeds on the surface. Autooscillations of the reaction-stimulated tunneling current have been observed. A method of investigation of the structure of surface catalytic centers on a nanometer resolution level is proposed. © 2004 MAIK “Nauka/Interperiodica”.

When heterogeneous chemical reactions proceed at the solid–gas interface, molecules of the intermediate and target products formed in the course of these reactions are stabilized due to the energy exchange between reacting species and the surface. This energy exchange involves both the crystal lattice (phonons) and the electron subsystem of the solid. The electron excitation of semiconductors in the course of heterogeneous chemical reactions on their surfaces is accompanied by luminescence [1], nonequilibrium conductivity [2], and electron emission [3]. In the case of metal substrates, methods for monitoring the generation of excited electrons during surface chemical reactions have not been developed. In particular, electron chemoemission from metal surfaces is observed quite rarely under certain special conditions (small work function of the surface, etc.) [3–6].

This paper demonstrates that the process of electron accommodation during chemical reactions on solid surfaces can be monitored using the phenomenon of electron tunneling, whereby excited electrons penetrate from a solid (acting as a reaction catalyst) to the gas phase through a potential barrier at the gas–solid interface. The parameters of this barrier depend on the strength of electric field between the catalyst (cathode) and a point probe (anode).

The experiments were performed using a setup described in detail elsewhere [7, 8]. A solid sample and a stainless-steel point (with a tip curvature radius of 2 µm) perpendicular to its surface were placed into a flow reactor. The reactor walls could be heated up to 500 K. The gap between the solid surface and the point tip could be controlled within $d = 2–20$ µm using a bellow manipulator with a micrometric drive mechanism [7]. The solid samples were of three types: a copper plate, phosphorus-doped single crystal silicon with a resistivity of 1 Ω cm, and a 30-nm-thick nickel film deposited onto a silicon crystal substrate. The electron excitation of solids was provided by the heterogeneous reaction of recombination of atomic hydrogen, $H + H \rightarrow H_2$, on the sample surface. For this purpose, the flow reactor was purged by spectral-purity (99.995%) hydrogen at a pressure of 50 Pa. Hydrogen molecules were dissociated in a high-frequency gas discharge. During the measurement of the tunneling current, the error caused by the discharge did not exceed $1 \times 10^{-14}$ A. The optical emission from discharge was absorbed by the Wood horn. While diffusing from the discharge to reactor, vibrationally and electronically excited molecules exhibited on the average no less that $10^3$ collisions with gas molecules and lost the excess energy [9]. The mixture of atomic and molecular hydrogen supplied from the discharge tube to the reactor consisted of particles in the ground and vibrationally excited states. The concentration of hydrogen atoms in the reactor measured by thermoprobe was $n = 3 \times 10^{13}$ cm$^{-3}$. Using a thermocouple and a thermoresistor, it was established that the increase in the sample temperature due to the reaction proceeding on the surface did not exceed 0.2 K.

The electric field strength between the solid surface and the point probe could be varied by applying a controlled bias voltage within $U = \pm (0–500)$ V. After switching on the source of H atoms, we observed a jumplike increase (by a factor of $10^3$–$10^5$) in the current of electron emission from the surface of all solid samples as well as from the probe surface. As the sample is kept for ~1 h at a constant electric field strength in an atmosphere containing H atoms, the tunneling current increases several tens of times due to the hydrogen-induced surface cleaning from oxides and the resulting decrease in the work function. For the same reason, the tunneling current exhibits additional sharp increase after heating the samples at $T = 400$ K in an atmosphere containing H atoms. The value of the current depends on the sample material and the applied field strength.
The current–voltage characteristics \( I(U) \) of the sample–probe system are nonlinear (Fig. 1). Variation of the surface–probe distance \( d \) at a fixed bias voltage showed that the tunneling current rapidly decreases with increasing \( d \) (Fig. 2). The kinetic curves \( I(t) \) showing variation of the current after switching on the source of \( H \) atoms (for samples with the surface cleaned by atomic hydrogen) exhibit a complicated behavior, with the shape depending on the sample nature. After switching the source of atomic hydrogen off, the tunneling current rapidly vanishes (Fig. 3).

The observed strong influence of the sample material and the state of its surface on the shape of the \( I(t) \), \( I(U) \), and \( I(d) \) curves indicates that the current is carried by electrons emitted from the sample surface rather than being transferred from the discharge plasma. Under the experimental conditions studied, switching of the source of atomic hydrogen on and off was accompanied by jumplike changes in the rate \( J \) of their heterogeneous recombination on the surface of nickel, copper, and other solids. As a result, the kinetic curve \( J(t) \) has the shape of rectangular pulses. The characteristic time of the solid surface filling by adsorbed \( H \) atoms is on the order of \( 10^2 \) s [7, 8, 10], which coincides with the time constant of the tunneling current variation after switching on the source of atomic hydrogen (Fig. 3). Therefore, the shape of the \( J(t) \) curves is determined by the process of generation of excited electrons in the course of the heterogeneous reaction \( H + H \rightarrow H_2 \) and by the process of variation of the work function as a result of this reaction and the establishment of adsorption equilibrium. The observed current kinetics \( h(t) \) corresponds to electron excitation in the recombination events, rather than in the adsorption events.

The yield of reaction-stimulated electron emission per \( H_2 \) molecule formed on the surface can be estimated as \( \eta = \eta_1 \eta_2 = I(\pi e J r^2)^{-1} \), where \( \eta_1 \) is the probability of excited electron generation in the solid during the \( H + H \rightarrow H_2 \) conversion, \( \eta_2 \) is the probability of electron tunneling, \( I \) is the measured tunneling current, \( e \) is the electron charge, \( J = 0.25 \pi v r \gamma \), \( v \) is the average velocity of thermal motion of \( H \) atoms in the gas phase, \( \gamma \) is the coefficient of heterogeneous recombination of \( H \) atoms on the solid surface (\( \gamma = 0.1 \) for Ni and \( =10^{-2} \) for Si), and \( r \) is the radius of an emission spot on the cathode surface emitting electrons toward the point anode. For silicon (Fig. 2, curve 1), the current becomes significant for \( d < 10 \mu m \). Assuming the emission spot radius to be \( 10 \mu m \) and using the values \( \gamma = 10^{-2} \) and \( I = 9 \times 10^8 \) A, we obtain \( \eta = 9 \). For nickel under analogous conditions (\( U = 10 \) V), we use the values \( \gamma = 0.1, I = 3 \times 10^{-11} \) A, and \( r = 15 \mu m \), from which it follows that \( \eta = 10^{-4} \). These results...
can be explained as follows. In nickel, the tunneling current is due to electrons excited in the course of reaction. In silicon, atomic hydrogen stimulates the tunneling current by decreasing the work function as result of ionization of the surface electron states in the course of the \( H + H \rightarrow H_2 \) reaction, so that the contribution of excited electrons to the tunneling current is negligibly small.

The tunneling current from nickel film on a silicon substrate exhibited autooscillations in atomic hydrogen, whereby the current periodically (for a time of 2–8 s) increased by a factor of 10^3 to reach \( I_{\text{max}} > 10^{-7} \) A (Fig. 3, curve 2). This phenomenon was reproduced in various samples upon prolonged (~3 h) keeping of a nickel film in atomic hydrogen. During these current autooscillations, the voltage between Ni film and the point probe remained constant. For the current autooscillations to arise, it is necessary that the voltage exceed a certain critical level (\( U_{\text{cr}} = 80–400 \) V) depending on the sample prehistory. An increase in the distance \( d \) between the point probe and the solid surface at \( U = \text{const} \) led to an increase in the period of current oscillations. Heating to a temperature of 400°C decreased the amplitude of current autooscillations by three orders of magnitude and reduced their period by a factor of 5. It was established that the effect of atomic hydrogen on the resistance of the nickel film on a silicon substrate was insignificant. In metals, hydrogen atoms accumulate the energy supplied to the solid, start intensive migration, and escape from the metal, thus stimulating rearrangement of the defect structure of the crystal lattice [12]. The observed behavior can be explained as follows. Featuring the adsorption and absorption of H atoms in the presence of electric field and the recombination reaction \( H + H \rightarrow H_2 \), the surface of nickel occurs in a nonequilibrium (stressed) state. Jumplike relaxation of the surface is accompanied by energy evolution, additional electron emission, and hydrogen desorption, after which the cycle is repeated.

Based on the obtained result, we propose a method for monitoring the process of electron accommodation during various chemical reactions at the interface between active gas and solids. According to this, by measuring the curves of \( I(E) \), \( I_1(E) \), and \( A(J) \), where \( E \) is the electric field strength, \( I_1 \) is the tunneling current in an inert gaseous medium, and \( A \) is the work function of the cathode surface, it is possible to obtain information about the energy spectrum of excited electrons generated during the chemical conversion events on the solid surface.

The tunneling current stimulated by a heterogeneous chemical reaction can be measured using a point probe (anode) scanning over the sample (cathode) surface. In this mode, it is possible to obtain information about the structure and distribution of centers responsible for the electron chemoemission. These centers, being involved in the surface energy exchange and favoring stabilization of the intermediate compounds and target products, are active centers of heterogeneous catalysis. In the first step, the sample is studied in the scanning tunneling microscopy regime at a fixed tunneling current \( I_1 \) in an inert gaseous medium in order to determine the surface microrelief. Then, a heterogeneous chemical reaction is initiated and the catalysis surface is scanned at the same tunneling current \( I = I_1 \). A comparative analysis of the two images provides information on the structure and surface arrangement of the active centers. Let us evaluate the necessary conditions of such an analysis for \( \eta = 0.1 \) and \( J = 10^{-14} \) A. In order to study the structure of the centers of heterogeneous catalysis, it is necessary to provide for a spatial resolution on the order of \( \sim 10^{-9} \) m, which requires that \( r = 10^{-9} \) m and \( J = (\pi\eta r^2)^{-1} = 2 \times 10^{23} \, \text{m}^{-2} \, \text{s}^{-1} \). This value of the reaction rate can be achieved for a large number of heterogeneous reactions. For example, the reaction of atomic hydrogen recombination on the surface of silicon proceeds at this rate if the concentration of H atoms in the gas phase is \( n = J(0.25\, \gamma)^{-1} = 3 \times 10^{22} \, \text{m}^{-3} \).

The surface of a catalyst is always inhomogeneous. Using the proposed method, it is possible to assess the role of this inhomogeneity in the acceleration of heterogeneous reactions, to establish the existence of active centers, to determine the catalytic activity of separate parts of the surface microrelief, to monitor the dynamics of the catalytic activity, and to study the relationships between the activity of microinhomogeneities and their structure, rearrangement, degradation, and sputtering in the course of reaction.
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Abstract—The process of europium diffusion in samarium sulfide (SmS) has been studied for the first time. Experiments performed with $^{152}$Eu radioactive isotope in a temperature interval from 950 to 1050°C showed that the diffusion coefficient varies within $10^{-12}$–$10^{-9}$ cm$^2$/s and depends on the temperature as $D = 6 \times 10^{19}\exp(-6.18/kT)$. It is concluded that Eu impurity atoms diffuse in the SmS lattice predominantly via the lattice sites. © 2004 MAIK “Nauka/Interperiodica”.

The need for studying the diffusion of europium in samarium sulfide arose in the course of investigations of the phenomenon of thermo emf in this semiconductor compound, since the carrier generation onset temperature and the thermo emf depend on the impurity concentration [1]. On the other hand, SmS and EuS are known to crystallize in the NaCl type structures with very close lattice parameters (5.967 and 5.968 Å, respectively). Semiconductors with lattice mismatch below 0.01 Å are considered most promising systems for the creation of heterostructures [2]. Taking into account the significant difference between the band structures of SmS and EuS (in particular, in the energies of 4$f$ levels [3]), in combination with good compatibility of thermal, electrical, and crystallochemical properties, the investigation of heterostructures based on these compounds is of considerable interest. In this context, the study of mutual diffusion in such heterostructures is the task of primary importance.

The experiments were performed with $8 \times 5 \times 3$-mm plane-parallel SmS plates cut via the (100) cleavage plane from a single-crystalline ingot grown as described in [4]. The samples were plane-parallel to within ±2 μm, which was ensured by high-precision dry grinding on fine emery papers and controlled with the aid of an IKV-1 optical meter (1-μm scale).

The process of diffusion was studied using $^{152}$Eu radioactive isotope, which was deposited from an ethanol solution onto one large face of an SmS plate. The substrate with a deposited isotope layer was placed into a tantalum container (preventing the interaction between SmS and quartz) and sealed into an evacuated quartz ampule. The diffusion annealing of samples in vacuum was performed in a temperature interval from 950 to 1050°C; the duration of annealing was varied from 1 to 21 h. The annealing was effected in furnaces of the SDO-125/4-4 type equipped with a programmable temperature controller (REPID) capable of maintaining a preset temperature to within ±2 K. After annealing, the ampules were cooled in air and the samples were extracted. The sample edges were ground off to a depth of no less that 500 μm in order to eliminate the contribution of the radioactive impurity from edges on the tracer activity in measured layers. Then, the samples were characterized by radiography so as to evaluate the homogeneity of impurity distribution over the sample area.

The impurity concentration–depth profiles were studied using the method of sequential layer removal. According to this, the tracer activity is measured in the material of thin layers sequentially removed from a sample by grinding on emery paper with the aid of a special sample holder. The thickness of a removed layer was determined using an IKV-1 optical meter. The measurements of radioactivity (γ emission from removed layers) were performed using a BDZA2-01 detector with a NaI(Tl) scintillation crystal and the corresponding counting electronics.

The absolute concentrations of the tracer were determined using a coefficient of proportionality between the measured activity and the impurity content. This coefficient was preliminarily determined by measuring the activity of standard samples with known concentrations of the given radioactive isotope. Using the absolute values of the tracer concentrations $c$ and thicknesses of sequentially removed layers, we constructed the concentration–depth profiles $c = f(x)$, where $x$ is the coordinate measured from the sample surface.

Using the method described above, we obtained the concentration–depth profiles of $^{152}$Eu radioactive iso-
tope in SmS single crystals annealed for various times at different temperatures, which had the shape of monotonically decreasing curves. Figure 1 shows the concentration–depth profiles of $^{152}\text{Eu}$ in SmS samples annealed at 950, 1000, and 1050°C. As can be seen from these data, the depth of tracer diffusion under these conditions reaches 40–150 μm. It should be noted that, as expected, the maximum tracer penetration depth at a given annealing time increases with the temperature. The concentration of $^{152}\text{Eu}$ is $10^{19}$–$10^{21}$ cm$^{-3}$ at the sample surface and decays to $10^{15}$–$10^{16}$ cm$^{-3}$ in the bulk.

The process of europium impurity diffusion in SmS can be described by Fick’s differential equation, which can be written in the one-dimensional case as [5]

$$\frac{\partial c}{\partial t} = D \frac{\partial^2 c}{\partial x^2},$$

where $D$ is the diffusion coefficient [5]. Since the thickness of our samples was much greater than the tracer penetration depth, the sample could be considered as a semi-infinite medium initially free of the diffuser, which corresponds to the case of diffusion from the so-called steady source.

A solution to Fick’s equation in the case under consideration is given by the formula

$$c(x, t) = c_0 \text{erfc}(x/\sqrt{4Dt}).$$

Using the method of calculation of the diffusion coefficient described in [6], we determined $D$ with an accuracy of 25%. Taking into account that the temperature dependence of the diffusion coefficient observed in our experiments obeyed the Arrhenius relation,

$$D = D_0 \exp(-\varepsilon/kT),$$

we determined the main diffusion parameters: the diffusion activation energy $\varepsilon$ and the preexponential factor $D_0$.

According to the results of our experiments, europium diffusion into single crystal SmS in the temperature interval studied is characterized by the diffusion coefficients $D = 10^{-12}$–$10^{-9}$ cm$^2$/s, an activation energy of 6.18 eV, and $D_0 = 6 \times 10^{19}$ cm$^2$/s (Fig. 2). The temperature dependence of the diffusion coefficient can be described by the expression $D = 6 \times 10^{19}\exp(-6.18/kT)$. Judging by the values of the activation energy and the diffusion rate, we suggest that Eu...
impurity atoms diffuse in the SmS lattice predominantly via the lattice sites.
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Thin SnO$_2$ films have been successfully used in the active layers of multisensor systems of gas analysis [1, 2]. Materials for such systems must provide for the effective modulation of the sensor conductivity in response to adsorbed particles. In polycrystalline semiconductor thin-film detectors, this condition is satisfied for a grain size not exceeding the Debye length [3–5]. In addition, it is necessary to provide for the access of molecules from the gas phase to the semiconductor surface. It is expected that both conditions can be met in gas recognition systems using ultradisperse films with developed internal surface [6–8]. In this context, development of the methods of synthesis of such films and investigation of their sensitivity to gases are of considerable importance.

Previously [2], we demonstrated that tin oxide (SnO$_2$) films deposited by RF magnetron sputtering of an oxide target and then recrystallized by high-temperature annealing in oxygen can be used for the formation of a multisensor system distinguishing acetone and ammonia vapors. However, some other pairs (for example, acetone and ethanol) were classified into the same group. However, the process of crystallization and, hence, the properties of deposited films can be controlled immediately in the course of deposition [9–11]. This paper reports on the results of investigation of SnO$_2$ films obtained by RF magnetron sputtering of an oxide target with additional supply of a volatile film component (oxygen) by directed flow to deposition zone.

The SnO$_2$ films were deposited onto polycrystalline sapphire (Polycor) substrates of two types: (A) Rectangular $1 \times 5 \times 10$-mm plates with metal (Fe/Cr) contacts with a 100-µm gap preliminarily formed on the surface. The samples deposited onto such substrates were used for the investigation of electrical properties and morphology of the films. (B) Square $0.3 \times 10 \times 10$-mm plates with a system of coplanar platinum (Pt) electrodes preliminarily formed on the front surface and resistive Pt heaters formed on the rear surface. The distance between electrodes was 100 µm, which allowed 38 sensor segments to be obtained on each sample. The sensor topology is described in more detail elsewhere [12]. These samples were used for the investigation of gas sensor characteristics and the ability of the multisensor microsystem to recognize gases.

The film thickness was measured using a Tencor P-10 stylus profilometer (KLA-Tencor Co, USA). The film composition and flow rate were controlled using needle leak valves and electronic flow meters (DRG-1). The total gas pressure in the chamber during deposition was $3 \times 10^{-3}$ Torr; the discharge power density at the target was 80 W/cm$^2$; and the substrate temperature was 250°C. The deposition was performed in the regime of stabilized self-sustained target bias potential. The substrate holder was electrically insulated; the anode, having the shape of a truncated cone, was situated between the target and the substrate and was grounded.

The SnO$_2$ films were deposited onto polycrystalline sapphire (Polycor) substrates of two types:
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Abstract—We have studied the microstructure, electrical properties, and gas sensor characteristics of thin tin dioxide (SnO$_2$) films obtained by RF magnetron sputtering of an oxide target. The synthesized films are composed of crystalline rods with a diameter of 10–60 nm and a length of up to 1000 nm oriented perpendicularly to the substrate plane. This morphology facilitates the access of gas molecules to the side surfaces of crystallites. Use of such SnO$_2$ films in a multisensor microsystem expanded the spectrum of recognized gases. © 2004 MAIK “Nauka/Interperiodica”.
this purpose, B type samples were incorporated in and connected to a 120-pin PGA-120 case (Kyocera Co, Japan). The resistance of each sensor element was measured using the corresponding pair of electrodes at a retrieval rate of 30 ms per segment. Homogeneity of the film surface heating was monitored using an IR camera of the Thermo Tracer TH3100MR type (NEC Sanei Instruments Ltd., Japan). The sample structure surface temperature was maintained on a level of 350° C.

The gas recognition ability was studied using a set of test gases (TGs) representing air mixtures with ethanol, propanol, acetone, and ammonia vapors. The TG humidity was determined using a TFA type device. For the gas recognition test, a sample was mounted in a chamber with a volume of about 50 cm³, to which TGs were admitted in a cyclic flow regime in the following order: air–TG1–air–TG2–air–TG2–air–TG3–air. The time of exposure to each TG was 1 min. The sensitivity with respect to a given TG was determined as the ratio of the sensor segment resistances measured in air and in this TG. The recognition ability of the microsystem with respect to a given TG was characterized by the ratio of the number of cycles with correct recognition using the linear discriminant analysis (LDA) to the total number of exposures to this TG.

The film thicknesses varied from 100 to 1000 nm, depending on the deposition time. Examination of the film surface morphology showed that the size of crystallite edges emerging at the film surface varied within 10–60 nm and was virtually independent of the deposited layer thickness (Fig. 1a). Figure 1b shows a micrograph of the transverse cross section (cleavage surface) of a 600-nm-thick film, which shows that the film is composed of crystalline rods with a diameter of 10–60 nm and a length equal to the layer thickness. This orientation of rods favors the access of gas molecules to the side surface of crystallites.

The results of X-ray diffraction measurements did not reveal any phases other than tin dioxide. Using measurements with a crystal monochromator, the average grain edge size was evaluated by the Scherrer formula as approximately 20 nm. This result agrees with the data of scanning electron microscopy (SEM) and indicates that a considerable fraction of the grain volume is crystalline.

The results of investigation of the electrical properties of SnO₂ films showed that the scatter of resistances of sensor segments in the structures of type B measured in vacuum coincides with the degree of nonuniformity of the layer thickness over the sample area (10–15%). In air, the scatter of the resistance was several tens of times greater than the degree of variation of the layer thickness, composition, or morphology (Fig. 2d). The admission of TGs to the test chamber modified the resistances of segments (Figs. 2a–2c) in a reproducible manner, whereby the particular segments exhibited up to a 100-fold change in the resistance. According to [13, 14], we used the LDA method to construct a computer model of the microsystem response to the action of TGs. After calibration, the recognition ability of the multisensor microsystem studied was no less than 86% and was virtually independent of the TG concentration and the humidity (in the RH = 30–60% range). The proposed system not only distributed TGs between the groups of pure air, ammonia vapor, and inflammable fluids (as in [2]), but it even recognized particular TGs in the latter group, distinguishing between acetone, ethanol, and propanol vapors (Fig. 3).

It should be noted that the SnO₂ films used in these experiments differed from those studied previously [2]: a decrease in the transverse size of crystallites improved the gas recognition ability of the new microsystems. Since the recognition of gases is based on the uncorrelated response of sensors to various gases, the difficulties in distinguishing gases (e.g., ethanol versus acetone vapors) producing a like physicochemical action upon the film sensors, which were encountered in [2], can be related to the fact that a change in the resistance of SnO₂ under the action of such substances are proportional in a broad range of concentrations.
TEXTURED TIN DIOXIDE FILMS FOR GAS RECOGNITION MICROSYSTEMS

within 10–60 nm decreased the correlation between responses of the sensor segments to the action of TGs. This circumstance improved the gas recognition ability and expanded the spectrum of reliable recognized substances. In particular, the new microsystem not only identifies ammonia vapor but also distinguished rather close (in physical and chemical properties) vapors of acetone, ethanol, and propanol.
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Abstract—Polycrystalline Cu(In,Ga)Se₂ (CIGS) films with various ratios of Cu, In, and Ga were grown by codeposition of all elements in vacuum. The X-ray diffraction study showed that the films are single-phase and possess a chalcopyrite structure with predominant [112] orientation. The films exhibited a mirror smooth surface and had a close-packed structure composed of crystallites with clear faceting and a transverse size of 0.1–0.3 µm. Related surface barrier structures of the (In,Ag)/Cu(In,Ga)Se₂ type were obtained and their spectra of the quantum efficiency of photoconversion were studied. The obtained structures can be used for optimization of the CIGS film technology. © 2004 MAIK “Nauka/Interperiodica”.

Introduction. The broad class of ternary analogues of A²B³ semiconductors, obtained by substituting atoms of groups I and III for two atoms of group II contains more than 30 semiconductors. The transition to ternary or more complicated compounds significantly expands the possibilities of the technology of semiconductor materials. In this class of compounds, direct-band solid solutions of the CuIn₁ₓGa₁₋ₓSe₂ (CIGS) system, possessing a high optical absorption coefficient (α > 5 × 10⁴ cm⁻¹), high thermal stability, and radiation resistance, are considered as most promising materials for low-cost solar cells [1, 2]. By means of simultaneous molecular beam epitaxy of all component elements (Cu, In, Ga, and Se), high-quality CIGS films were obtained and prototype solar cells with record efficiency (η = 19.2%) were created [3]. However, the photosensitivity of CIGS films is still insufficiently studied.

This investigation was devoted to the creation of photosensitive CIGS-based thin-film structures. Below, we present the first results concerning the photoelectric properties of surface barrier structures of the (In,Ag)/Cu(In,Ga)Se₂ type.

Synthesis and structure of thin CIGS films. CIGS films with a thickness of 1.3–1.5 µm and various ratios of Cu, In, and Ga were synthesized by means of simultaneous evaporation and codeposition of all elements in vacuum. The X-ray diffraction study showed that the films are single-phase and possess a chalcopyrite structure with predominant [112] orientation. The films exhibited a mirror smooth surface and had a close-packed structure composed of crystallites with clear faceting and a transverse size of 0.1–0.3 µm. Related surface barrier structures of the (In,Ag)/Cu(In,Ga)Se₂ type were obtained and their spectra of the quantum efficiency of photoconversion were studied. The obtained structures can be used for optimization of the CIGS film technology. © 2004 MAIK “Nauka/Interperiodica”.

Table 1. Elemental composition and electrical properties of two p-CIGS films at T = 300 K

<table>
<thead>
<tr>
<th>Sample</th>
<th>Conductivity type</th>
<th>ρ, Ω cm</th>
<th>Cu</th>
<th>In</th>
<th>Ga</th>
<th>Se</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZP3-4</td>
<td>p</td>
<td>10⁴–10⁵</td>
<td>26.75</td>
<td>22.23</td>
<td>5.36</td>
<td>45.47</td>
</tr>
<tr>
<td>ZP2</td>
<td>p</td>
<td>10⁶–10¹⁰</td>
<td>17.02</td>
<td>26.60</td>
<td>7.89</td>
<td>48.51</td>
</tr>
</tbody>
</table>

The results of quantitative analysis of the obtained CIGS films showed homogeneous distribution of all elements over the sample surface. Table 1 presents data on the content of components in two typical samples. The X-ray diffraction investigation showed that the deposited layers are single-phase and possess a chalcopyrite structure with predominant [112] orientation. In addition to the typical series of lines (112, 220/204, 312/116, etc.), the diffraction patterns exhibited superlattice reflections (101, 103, and 211) and revealed tetragonal splitting of 116/312 doublets characteristic of the ordered structure of chalcopyrite.

The surface morphology of CIGS films was studied using Stereoscan 360 scanning electron microscope (SEM). All CIGS films obtained by codeposition in usual soda glass with or without molybdenum coating (depending on the experiment). The pressure in the chamber during film deposition did not exceed (5–10) × 10⁻⁶ mBar.
vacuum exhibited a mirror smooth surface and had a close-packed structure (Fig. 1a), which confirmed the single-phase character of the deposit revealed by the X-ray diffraction data. Examination of the transverse sections showed a dense structure composed of coherently packed crystallites with clear faceting and an average diameter of 0.1–0.3 μm (Fig. 1b). The direction of growth was perpendicular to the substrate plane. All CIGS films exhibited $p$-type conductivity; the resistivity of samples showed a clear tendency to decrease with increasing copper content (Table 1).

Surface barrier structures. The samples of surface barrier structures based on CIGS films were obtained by thermal deposition of a film of pure indium with a thickness of $d \approx 0.05$ mm. Even without any thermal treatment such In/CIGS structures exhibited rectifying properties. The rectification coefficient $K$ determined as the ratio of forward and reverse currents at a bias voltage of $U \approx 50$ V we relatively low ($K \approx 5–20$). The forward current was passed in the direction corresponding to a positive polarity of the bias voltage on the CIGS film. We have also prepared surface barrier structures of the Ag/CIGS type. It is important to note that a system of spatially separated surface barrier structures with a width of about 0.7 mm formed on the same CIGS film showed a high local homogeneity of the photoelectric characteristics of such structures. This result confirms the data of the electron-probe microanalysis showing the lateral homogeneity of CIGS deposits.

Illumination of the In/CIGS structures gives rise to photo emf with a positive polarity typically on the CIGS film. The sign of the photo emf depends neither on the geometry of the exposure nor on the photon energy. The maximum voltage photoresponse of the best sample structures amounted to $S_u^m = 10^3$ V/W at $T = 300$ K and was usually observed for illumination from the barrier contact side.

Figure 2 (curve 1) shows the typical spectrum of the quantum efficiency of photoconversion $\eta(h\omega)$ for the surface barrier structures of the In/CIGS and Ag/CIGS types. As can be seen, $\eta$ exhibits exponential growth for $h\omega > 0.95$ eV with a slope of $S = (\ln\eta)/S(h\omega) = 29$ eV$^{-1}$. According to [4], such a high slope is indicative of the direct interband optical transitions. This conclusion agrees with the data reported previously for the bulk single crystals of CIGS solid solutions [3, 5].

At a photon energy of $h\omega = 1.10$ eV, the $\eta(h\omega)$ spectrum of the obtained surface barrier structures usually exhibits a change from exponential to parabolic behavior. At $h\omega > 1.3$ eV, the photoresponse reaches a maximum level and remains virtually constant up to $h\omega \approx 2.8$ eV. As can be seen from Fig. 2 (curve 2), the long-wavelength photoresponse of the In/CIGS Schottky

<table>
<thead>
<tr>
<th>Structure</th>
<th>$S_u^m$, V/W</th>
<th>$h\omega_m$, eV</th>
<th>$E_p$, eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>In/p-CuInGaSe$_2$</td>
<td>1000</td>
<td>1.3–2.7</td>
<td>1.10</td>
</tr>
<tr>
<td>Ag/p-CuInGaSe$_2$</td>
<td>350</td>
<td>1.3–2</td>
<td>1.10</td>
</tr>
</tbody>
</table>

Fig. 1. SEM micrographs of (a) the surface and (b) the cross section (cleavage) of a CIGS film (magnification, ×50000).
Fig. 2. The spectrum of the relative quantum efficiency of photoconversion $\eta(\hbar \omega)$ (curve 1) for the In/CIGS surface barrier structure (sample ZP2, $T = 300$ K) illuminated from the side of the barrier contact. The inset shows the plot of $(\eta \hbar \omega)^2$ versus $\hbar \omega$ (curve 2).

barriers is linearized in the coordinates of $(\eta \hbar \omega)^2$ versus $\hbar \omega$. According to [4], this is evidence of the direct interband transitions. The extrapolation for $(\eta \hbar \omega)^2 \to 0$ gives the bandgap width $E_g = 1.10$ eV at $T = 300$ K. This estimate is somewhat greater than the bandgap width reported for an ordered stoichiometric CuInSe$_2$ [5], which is probably related to the formation of solid solutions. Analogous results were obtained from the study of the spectral photosensitivity of Ag/CIGS structures. Note that the Schottky structures studied are characterized by a broad spectral range of maximum photoresponse (Table 2).

Conclusions. On the whole, the obtained results demonstrate the possibility of using the process of codeposition in vacuum for obtaining photosensitive structures based on CIGS solid solutions. The results of investigation of the photoresponse of CIGS-based surface barrier structures obtained by this rapid method can be used for optimization of the CIGS film technology.

Acknowledgments. This study was supported by the INTAS Foundation, grant no. 2001-283.
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Abstract—We have studied the formation of nanowhiskers (NWs) by molecular beam epitaxy (MBE) on GaAs(100) substrates. The MBE growth of NWs exhibits two stages (initial and developed) and leads to the formation of NWs with surface morphology of two types (nucleation and intergrowth). The stage of developed growth is characterized by the predominant formation of intergrown NWs oriented in the (111)B direction, having (110) habit (including the NW tip surface) and hexagonal cross sections with a transverse size within 50–300 nm. It was found that the transverse size of a hexagonal NW may significantly differ from that of an Au–GaAs melt droplet. The ratio of longitudinal and transverse dimensions of intergrown NWs can be on the order of 150 and above. When the transverse size of NWs exceeds a certain value (about 200 nm), the crystal length exhibits a slight decrease. The existence of two types of morphology is indicative of inhomogeneous character of the NW growth on a GaAs(100) surface, which depends on the catalyst droplet size, effective thickness of the deposited GaAs layer, and the growth temperature.

Anisotropic semiconductor crystals—whiskers—are promising materials for opto- and microelectronic devices such as light-emitting diodes, photodiodes, microchromatographs, and multipoint electron emitters. The formation of whiskers was discovered in the 1950s [1]. A combined three-phase mechanism of whisker growth was originally proposed by Wagner and Ellis [2] and then developed by Givargizov and Chernov [3, 4] in the form of the vapor–liquid–crystal (VLC) model. Subsequently, the formation and physical properties of whiskers grown in various systems have been extensively studied [3, 5–7]. In the early stage of development of the whisker growth technology, it was impossible to ensure a regular growth of whiskers with a transverse size significantly below 1000 nm, which hindered the wide use of such crystals. The only method capable of providing filamentary nanostructures was based on the formation of whiskerlike surface morphology in the course of ion beam etching of some crystals [8–10]. Investigations of the formation of this surface morphology were rather few and the developed approach was inapplicable to semiconductor materials such as GaAs and Si.

Considerable interest in nanowhiskers or nanowires (NWs) arose in the past two decades due to the development of new vapor phase epitaxy technologies such as chemical vapor deposition (CVD), in particular, metalorganic CVD (MOCVD), and molecular beam epitaxy (MBE). Using these methods, it is possible to obtain whiskers with characteristic transverse dimensions on the order of several tens of nanometers [11–13]. Previously [14], we studied the peculiarities and laws of the formation of NWs on a (111)B-oriented GaAs surface. This study, continuing these investigations, was aimed at determining the possibilities and peculiarities of NW formation on a GaAs(100) surface.

The experiments were performed on a commercial MBE setup of the EP-1203 type. The substrates were (100)-oriented single crystal GaAs plates. The substrates were placed into a growth chamber of the MBE setup, cleaned from native oxide layers by treatment at 610°C in a flow of As4, and coated with a ~250-nm-thick buffer layer of GaAs at 550°C. Then, the sample surface was coated with a ~1-nm-thick protective layer of arsenic in order to prevent the formation of a natural oxide layer during the transfer of samples from the MBE setup to a VUP-5 vacuum system (Elektron Company, Ukraine) for gold deposition. In this vacuum system, the samples were heated to T ~ 260–270°C so as to evaporate arsenic, cooled to T ~ 110–140°C, and coated with gold. The gold layer thickness had a preset value in the interval from 0.6 to 1.2 nm, which was checked by measuring the optical transmission with an accuracy no worse than ΔI/I ~ 0.1%. This error corresponds to a film thickness uncertainty of ~0.2 nm (in the region of small Au layer thicknesses). The patterns of reflection high-energy electron diffraction (RHEED) obtained from gold-coated samples showed evidence of an amorphous structure, which could be indicative both of the amorphous state of the gold film and of the presence of an amorphous oxide layer.

After gold deposition, the samples were returned to the growth chamber of the MBE system and heated to T ~ 610°C in order to remove the oxide layer from the substrate surface and to form Au droplets containing dissolved GaAs. Then, the sample temperature was
reduced to 550°C and a GaAs layer was deposited, which corresponded to the stage of NW growth. The effective rate of GaAs deposition was 1 monolayer per second and the ratio of Ga and As flow rates was such that the Ga/As flux density ratio was $J_{Ga}/J_{As} \approx 1$. The values of the effective thickness of deposited GaAs layers correspond to the thickness of a layer formed during planar growth and may reflect the integral flow rate of the deposited material. Special tests showed that the planar growth rates on the (100) and (111)B surfaces of GaAs were equal.

The process of NW formation was monitored in situ by measuring the RHEED patterns [15]. The RHEED data showed evidence of the epitaxial growth of NWs coherent with the substrate material. Analogous results were observed in other investigations of the NW growth [3–7].

The surface morphology of samples was studied in a CamScan S4-90FE scanning electron microscope (SEM) with a field cathode, operating in the regime of secondary electron emission with a probing electron beam energy of 20 keV. The results of these investigations revealed two main types of the NW morphology as illustrated in Figs. 1a and 1b. The first type (Fig. 1a) corresponds to the formation of NW nuclei extended along the substrate surface in the [110] and [110] directions. The characteristic longitudinal size of these nuclei is 200–300 nm and the transverse size is 50–150 nm. The ratio of the longitudinal to transverse size was approximately two. It should be noted that the transverse size of these NWs corresponds to that of Au–GaAs droplets. The surface number density of such NW nuclei was $5.3 \times 10^8$ cm$^{-2}$. The distribution of the Au–GaAs droplet size has a maximum in the region of 65 nm and the character of this distribution corresponds to the formation of droplets by mechanism of two-dimensional surface diffusion [16–18].

The second type of NW morphology (Fig. 1b) reflects the formation of intergrown NWs elongated in the [111] and [111] directions and oriented in the (110) plane. The NWs also exhibited dendritic branching in the (111)B directions (Fig. 1b). The characteristic distance between branches was on the order of 2000 nm. Investigation of the morphology of intergrown NWs showed that they exhibit a (110) habit with a hexagonal cross section (Fig. 2a). Note that the NW tip surface also has a (110) faceting (Fig. 2b). As can be seen from Fig. 2, this tip surface carries a droplet of Au–GaAs melt. The characteristic dimensions of Au–GaAs droplets fall within 10–40 nm. The transverse size of NWs ranges from 80 to 200 nm. The NW length is on the order of 15000 nm, which is 10–20 times the effective thickness of deposited GaAs. The ratio of longitudinal and transverse dimensions of intergrown NWs can be on the order of 150 and above, while their surface number density reaches $3.5 \times 10^7$ cm$^{-2}$. It should be noted that the ratio of longitudinal and transverse dimensions of intergrown NWs varies in a non-monotonic manner: for NWs with a transverse size below 200 nm, the longitudinal size increases; when the transverse exceeds a certain value of about 200 nm, the longitudinal size slightly decreases.

In addition to the NWs oriented in the (111)B direction, there is a certain fraction of NWs oriented in some other directions, usually low-index ones such as (100) and (112). The fraction of such NWs in their total amount is small. The NW structure (habit, tip shape) is analogous to that observed for NWs oriented in the [111]B direction upon a small change in the transverse size. In particular, the transverse size of NWs oriented in the (100) and (112) directions amounts to approximately 80–120 nm. The formation of NWs oriented in the directions other [111]B is probably related to the growth of extended defects emerging at the crystal surface.
The above results indicate that the formation of NWs in the course of MBE is significantly influenced by the crystallographic properties of the material. In this respect, the NWs grown by MBE substantially differ from those formed by ion etching [8–10]. Indeed, in the latter case, the filamentary elements of the surface morphology are oriented parallel to the direction of ion beam incidence and their characteristic dimensions depend on the exposure.

In the case of MBE growth of GaAs layers with an effective thickness of about 500 nm, only the structures with morphology of the first (nucleation) type are formed. When the effective GaAs layer thickness reaches 1500 nm, the samples predominantly exhibit morphology of the second (intergrowth) type. It should be noted that the growth rate of NWs of the second type is more than 15 times that of the epitaxial GaAs layers, which agrees with the model recently proposed in [19].

A comparison of the aforementioned morphological features is indicative of inhomogeneous character of the NW growth on a GaAs(100) surface. This process depends on the effective thickness of the deposited layer: the NW growth rate in the range of effective thicknesses below 500 nm is approximately equal to that of the planar epitaxial growth, while further increase in the effective thickness accelerates the NW growth by a factor of more than 15. It should be noted that the ratio of the growth rates of NWs ($V_1$) and planar crystals ($V_2$) was estimated as the ratio of changes in the characteristic NW size ($\Delta L_1$) and the effective GaAs layer thickness ($\Delta D_2$):

$$\frac{V_1}{V_2} = \frac{\Delta L_1}{\Delta D_2}.$$  

It should also be noted that the region near the sample edge predominantly features the formation of NW nuclei. This characteristic of the growth morphology can be explained by the influence of the temperature gradient developed in this region.

To summarize, we have demonstrated the possibility of growing oriented NWs on a GaAs(100) surface by means of MBE. It was established that the MBE growth of NWs exhibits two stages (initial and developed) and leads to the formation of NWs with the surface morphology of two types (nuclei and intergrown crystals). The stage of developed growth is characterized by the predominant formation of intergrown NWs oriented in the $\{111\}B$ direction, having $\{110\}$ habit (including the NW tip surface) and hexagonal cross sections with a transverse size within 50–300 nm. It was found that the transverse size of a hexagonal NW may significantly differ from that of a Au–GaAs melt droplet. The ratio of longitudinal and transverse dimensions of intergrown NWs can be on the order of 150 and above. When the transverse size of NWs exceeds a certain value (about 200 nm), the crystal length exhibits a slight decrease. The NW growth on a GaAs(100) surface exhibits inhomogeneous character, being dependent on the catalyst droplet size, effective thickness of the deposited GaAs layer, and the growth temperature.
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Abstract—Magnetoelectric (ME) response of a multilayer ferrite–piezoelectric structure to short magnetic field pulses has been measured. The frequency spectrum of the ME coefficient $\alpha_E$ of the structure in the range from several dozen hertz to 1 MHz has been determined by Fourier analysis of the ME response signal. The $\alpha_E$ value shows a general slow monotonic decrease with increasing frequency and exhibits a 7- to 30-fold resonance growth at certain frequencies, which is related to the excitation of intrinsic acoustic oscillations of the multilayer structure. In the low-frequency range, the ME coefficient has a maximum in the region of 1 kHz due to relaxation processes in the piezoelectric and ferrite layers. © 2004 MAIK “Nauka/Interperiodica”.

Multilayer planar structures consisting of ferrite and piezoelectric layers exhibit anomalously large magnetoelectric (ME) response, which makes such composites promising materials for magnetic field sensors and transducers [1–3]. The ME effect in these structures is due to a certain combination of properties of the component layers [4]. When a composite structure is magnetized by external magnetic field $H$, ferrite layers strained as a result of magnetostriction produce deformation of the mechanically coupled piezoelectric layers. This leads to a change in polarization of these layers and induces electric charge at the piezoelectric–ferrite interfaces, which results in the appearance of voltage $U$ between surfaces of the structure. The effect is characterized by the ME coefficient $\alpha_E = U/Hd$, where $d$ is the total thickness of piezoelectric layers in the structure.

The ME effect in multilayer structures has been previously studied by means of harmonic modulation of the field [1, 5], whereby a structure was placed between poles of a magnet creating a constant field $H_0$, an alternating field of small amplitude $h$ and frequency $f$ (variable from 0.1 to 10 kHz) was generated by modulating coils, and the response voltage $U$ was measured at the modulation frequency. Using this technique, it is difficult to study the frequency characteristic of the ME effect in a broader frequency range, because an increase in the frequency is accompanied by a sharp drop (caused by the inductance of modulating coils) in amplitude of the modulation field and, hence, of the ME response signal.

In this study, we have measured for the first time the ME response of a multilayer structure to short magnetic field pulses. The results show that this pulse technique provides information about the frequency characteristic of the ME effect in multilayer structures in the range from several dozen hertz up to about 1 MHz.

The ME effect was studied on a multilayer planar structure comprising alternating layers of nickel ferrite Ni$_{0.7}$Zn$_{0.3}$Fe$_2$O$_4$ (NF) and lead zirconate titanate PbZr$_{0.52}$Ti$_{0.48}$O$_3$ (PZT) prepared using thick-film ceramic technology [1]. The structure consisted of 16 NF and 15 PZT layers, each 18 μm thick, and had the lateral dimensions $6.2 \times 8.9$ mm. The external surfaces were covered with a conducting silver paste.

The structure was polarized in external electric field with a strength of 30 kV/cm applied perpendicularly to the sample plane. Then, the structure was placed between poles of a magnet creating a constant field $H_0 = 0–3$ kOe tangent to the plane. Simultaneously, a pulsed magnetic field $h(t)$ was applied parallel to the constant field. The magnetic field pulses were generated by a coil wound on the sample. The coil was 8 mm in diameter, 10 mm long, and contained 10 turns of a wire with a diameter of 0.5 mm. The pulses were excited by rectangular current pulses with an amplitude of up to 30 A, a duration of 1–100 μs, a front width below 0.2 μs, and a repetition rate of 50 ms. At the maximum current amplitude, the amplitude of the magnetic pulse $h(t)$ in the sample was ~240 Oe. The ME response voltage $U(t)$ between metallized surfaces of the sample structure was measured with the aid of a digital oscilloscope.
The measurement was performed in a constant field of $H_0 = 120$ Oe, for which the ME response was maximum. The narrow peak of positive polarity observed in the vicinity of $t = 0$ corresponds to the signal of direct electromagnetic induction and repeats the shape of the magnetic field pulse. When the field pulse terminates, the system features exponentially decaying oscillations of the ME voltage. The period of these oscillations is $T = 4.35 \, \mu$s and the characteristic amplitude decay time is $\tau = 262 \, \mu$s, which corresponds to a resonator with the quality factor $Q = \pi \tau T = 189$. Figure 1 also reveals an additional modulation of the amplitude of decaying oscillations, which is indicative of the presence of beats at several frequencies in the resonator.

A more illustrative and complete notion of the frequency characteristic of the ME effect in a multilayer structure is provided by the Fourier analysis of the observed time series. Figure 2 shows a plot of the ME coefficient $\alpha_E$ versus frequency $f$ for the structure studied. This plot is obtained by dividing the Fourier spectrum $U(f)$ of the signal by the Fourier spectrum $h(f)$ of the magnetic field pulse and the total thickness $d = 270 \, \mu$m of PZT layers in the sample structure. Use of a rather short field pulse ($\sim 1 \, \mu$s) with the first zero in the vicinity of $1 \, \text{MHz}$ ensures the absence of nonphysical peaks in $\alpha_E(f)$ related to the division by a small quantity.

An analysis of the obtained frequency spectrum $\alpha_E(f)$ of the ME coefficient leads to the following main conclusions.

(i) For the multilayer NF–PZT structure studied, the $\alpha_E$ value weakly depends on the frequency and monotonically decreases from $\sim 7$ to $\sim 4 \, \text{mV/(Oe cm)}$ as the frequency increases from several kilohertz to $\sim 200 \, \text{kHz}$.

(ii) There is a sharp (7-to 30-fold) increase in the $\alpha_E$ value at some frequencies. This is probably related to the excitation of intrinsic acoustic oscillations of the multilayer structure, leading to a resonance growth in the amplitude of deformation and, hence, in the ME signal amplitude [6]. The main resonances with maximum amplitudes correspond to $f_1 = 234.7 \, \text{kHz}$ and $f_2 = 368.6 \, \text{kHz}$. There are two smaller resonances at the second harmonics, $2f_1 = f_3 = 473.0 \, \text{kHz}$ and $2f_2 = f_4 = 733.6 \, \text{kHz}$. The calculations [6] performed using the acoustical parameters of NF and PZT showed that oscillations corresponding to the standing waves in the plane of the structure fall precisely within the frequency range $200$–$400 \, \text{kHz}$. In our case, the resonances at $f_1$ and $f_2$ correspond to the fundamental modes excited along and across the sample. This is confirmed by the ratio of frequencies of the main resonance peaks $f_1/f_2 = 0.64$, which is close to the ratio of width and length ($\sim 0.69$) in the structure studied. The measured $Q$ of the main resonances at $f_1$ and $f_2$ were $Q_1 = 186$ and $Q_2 = 112$, which approximately coincide with the values calculated using the characteristic time of decay of the ME signal. The beats between the resonance frequencies of the system lead to additional modulation of the ME response amplitude observed in Fig. 1. It should be noted that a rather large value of the $\alpha_E$ value at the second harmonic frequencies of the fundamental acoustic modes is evidence of a nonlinear character of the ME effect in the multilayer structure studied.

(iii) There is a broad local maximum in $\alpha_E(f)$ in the vicinity of $1 \, \text{kHz}$, which is clearly pronounced when the spectrum is plotted on a greater frequency scale.
The ME coefficient at $f_{\text{max}} = 0.9$ kHz reaches 11.4 mV/(Oe cm). An analogous maximum was observed in the frequency characteristics of the ME effect in the same structure studied by the harmonic field modulation technique [5]. A drop of the ME coefficient at frequencies below $f_{\text{max}}$ is related to compensation of the induced charges caused by the finite conductivity of piezoelectric layers [7]. A decrease in $\alpha_E(f)$ at the frequencies above $f_{\text{max}}$ is probably caused by relaxation processes in the ferrite layers.

Thus, we have studied the ME response of a multilayer ferrite–piezoelectric structure to short magnetic field pulses. The ME coefficient $\alpha_E$ of the structure monotonically decreases with increasing frequency, exhibits a sharp increase at the frequencies of acoustic resonances of the sample, and has a local maximum in the low-frequency region.
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Abstract—We have experimentally studied the dependence of the kinetics of preexplosion conductivity (σ) and luminescence intensity (I) on the energy of the initiating laser pulse. The rates of the σ and I buildup in the initial stage of the induction period increase with the laser pulse energy, while the values of preexplosion conductivity and luminescence intensity on the plateau are independent of this energy.

Previously [1, 2], we studied the preexplosion phenomena (conductivity and luminescence) observed in the initial stages of the explosive decomposition of heavy metal azides, between the initiating pulse and the onset of sample destruction (i.e., during the so-called induction period). It was found that the kinetics of these processes reflects the kinetics of a chain reaction of the explosive decomposition [3].

Recently [4], a model of the initiation process has been proposed which relates the reaction onset to recharge of the trapping centers, providing an increase in the cross section of hole trapping on these centers and in the reaction rate. This model predicts an interesting kinetic effect [4], whereby the rate of the preexplosion conductivity (σ) and luminescence intensity (I) buildup in the initial stage must increase with the energy density in the initiating pulse. Then, σ and I must attain a plateau, where these values are independent of the initiating pulse energy.

Experimental observation of this nontrivial behavior would provide considerable evidence in favor of the proposed model [4]. This study was aimed at verification of the peculiarities in the kinetics of preexplosion processes predicted by the theory.

The experiments were performed with silver azide whiskers having the characteristic dimensions 100 × 100 × 1000 μm. The explosion decomposition was initiated by picosecond pulses of a YAG: Nd³⁺ laser (λ = 1064 nm, t = 30 ps, H = 15–300 mJ/cm²).

The signals due to preexplosion conductivity and photoluminescence were measured directly by oscillographs. Each output signal was fed via a matched T junction to the inputs of two high-speed S7-19 oscillographs. In one of these, the input signal was attenuated 1 : 10 and used for monitoring the whole induction period, including the stage where the response signal amplitude attained a plateau. The other oscillograph was used to monitor the kinetics of initial stages of the preexplosion processes. This procedure allowed the dynamic range of measurements to be expanded by two orders of magnitude. The images from both oscillographs were recorded (by means of a videocamera and a video interface) into computer memory and stored in the form of graphical files. Subsequent processing of these files gave kinetic curves of the process.

The optical emission was detected by photomultipliers of the ELUF type, while the conductivity signal was detected using specially designed measuring cells. The time resolution was ~1 ns for the photoluminescence signal channel and ~0.3 ns for the conductivity signal channel. The time was measured from marker pulses generated in the response signal detectors upon arrival of the initiating laser pulse. The results of repeated

![Fig. 1. Typical kinetics of the preexplosive conductivity in silver azide whiskers initiated by picosecond laser pulses with energy densities $H_1 \approx 100$ mJ/cm² and $H_2 \approx 250$ mJ/cm². The increase in $H$ results in a higher $\sigma$ buildup rate in the initial stage, while $\sigma$ on the plateau is independent of $H$.](image-url)
measurements showed that the time scale was accurate to within ±2 ns. The experimental techniques are described in more detail elsewhere [3]. The experiments were performed on silver azide whiskers synthesized in one batch, with ten repetitions for each value of the initiating pulse energy density.

Figures 1 and 2 show the typical kinetic curves. As can be seen from these data, both the preexplosion conductivity (Fig. 1) and the preexplosion photoluminescence (Fig. 2) exhibit qualitatively similar behavior depending on the laser pulse energy. In the initial stages, an increase in the laser pulse energy density leads to a higher buildup rate of both the conductivity (Fig. 1) and the photoluminescence (Fig. 2) signals. At the late stages, both signal kinetics exhibit a plateau where the signals are independent of the laser pulse energy (Figs. 1, 2).

Thus, the observed results confirm the kinetic effects predicted by the model [4] and, hence, can be considered as considerable evidence in favor of this theory.
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Abstract—We have studied the spectrum and kinetics of optical emission accompanying the explosive decomposition of silver azide crystals initiated by a nanosecond electron beam (0.25 MeV, 20 ns, 0.1–2 kA/cm²). The emission kinetics reveals a component observed during the initiating pulse action, whose spectrum coincides with the spectrum of preexplosive luminescence observed in the subsequent stages of the initiation reaction. It is shown that the explosive decomposition reaction is initiated directly during the electron beam action and has a nonmonotonic kinetics. © 2004 MAIK “Nauka/Interperiodica”.

Previously [1–3], it was demonstrated that the reaction of explosive decomposition in heavy metal azides initiated by nanosecond pulsed electron beams or picosecond laser pulses develops in the initial stage according to the chain mechanism. The development of this process is accompanied by optical emission characterized by a continuous spectrum, which does not obey the Planck formula and is referred to as the preexplosive luminescence [1–3]. In later stages, the emission has a linear spectrum related to the products of explosive decomposition [2, 3].

The kinetics of preexplosive luminescence reflects the kinetics of the explosive decomposition reaction and, hence, can be used for monitoring the initiation process. A model describing preexplosive optical emission and the chain reaction of decomposition was developed in [2]. A refined divacancy model of this reaction was recently proposed in [4].

The experiments described in [1–3] were performed using pulsed electron beams with a current density of ~200 A/cm². In such cases, the intensity of emission accompanying the initiation reaction increases within a time interval of ~0.5 µs and is virtually absent during the excitation pulse at T = 300 K [3]. However, subsequent experiments showed that this behavior changed as the electron beam current density was increased: there appeared an emission component observed immediately during the initiating beam pulse, followed by the continuous preexplosive luminescence and the linear emission from decomposition products.

This study was aimed at elucidating the nature of the first emission component.

The experiments were performed with 3 × 1 × 1-mm silver azide single crystals. The samples were initiated by 20-ns pulses of a 0.25-MeV electron beam with a current density varied from 200 to 2000 A/cm². The samples were fixed on a massive metal substrate and placed into a vacuum chamber of the electron accelerator with a residual gas pressure of 10⁻³ Pa and a temperature of 300 K.

The emission from samples was monitored by a method described in detail elsewhere [3], using a setup based on a spectrograph and a streak chamber. Using this method, it is possible to perform spectral measurements during explosion of a single sample at a time resolution determined by the initiating pulse duration. The spectra can be measured in a wavelength interval from 550 to 1000 nm.

For initiating beam current densities above 1000 A/cm², the emission kinetics clearly revealed two components with continuous emission spectra, followed by a component possessing a linear spectrum. The intensity of the first component increased with the electron beam current density. Figure 1 shows the kinetics of explosive luminescence from a silver azide crystal measured at 770 nm (coinciding with one line in the spectrum of decomposition products). Here, the leading front width of the first peak corresponds to the electron beam pulse duration. The amplitude, duration, and magnitude of the subsequent decay are determined by the excitation current density and individual features of each sample.

Figure 2 shows the continuous luminescence spectra of the first two kinetic components (with allowance for the spectral sensitivity of the measuring setup, normalized to the maximum intensity). The spectra virtually coincide with each other and with the spectrum of preexplosion luminescence observed previously [2] for significantly lower current densities of the exciting electron beam. The latter fact leads to the conclusion
that both emission components have the same nature related to the reaction of explosive decomposition of silver azide.

An analysis of the observed spectral and kinetic characteristics of the explosive emission, in combination with our previous results [1–4], leads to the following conclusions. The reaction of explosive decomposition is initiated immediately during the initiating electron beam pulse (Fig. 1, first luminescence peak). The following decay is related to the interplay of processes including the filling of traps and recombination centers and the multiplication of active species (holes). The kinetics of reaction in the next stage (Fig. 2, second luminescence peak) is described within the framework of the model proposed in [4].

It should also be noted that the results presented above do not conform to the concept of a thermal mechanism of development of the explosive decomposition of heavy metal azides.
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Abstract—Experiments confirm the possibility of obtaining a dispersed liquid–gas mixture with the aid of a piston machine. The mixture is formed as a result of the Rayleigh–Taylor instability development and the turbulent mixing in a very thin layer of a liquid at the end of a piston moving with deceleration. The possibility of using this phenomenon for (i) obtaining dispersed water–air mixtures for extinguishing fires and (ii) preparing fuel–air mixtures in internal combustion engines is discussed. © 2004 MAIK “Nauka/Interperiodica”.

Introduction. The motion of a piston in the piston machine [1] is described by the relations \( x = r \cos \gamma + \text{const} \), \( v = -r \gamma \sin \gamma \), and \( a = -r \gamma^2 \cos \gamma \), where \( x \) is the path traveled by the piston, \( r \) is the pin radius of the crankshaft, \( \gamma \) is the angular speed of the crankshaft (the angle measured from the top dead center), and \( v \) and \( a \) are the linear velocity and acceleration of the piston, respectively. In the interval of crankshaft angles \( \pi/2 < \gamma < 3\pi/2 \), the accelerated piston exhibits additional artificial gravity and a small amount of liquid occurring at the flat piston end spreads on this surface to form a thin layer. In the interval of angles \( 3\pi/2 < \gamma < 2\pi \), the piston moves with deceleration and the boundary between the liquid layer on the piston surface and the gas compressed by the piston occurs in an unstable state. Here, the Rayleigh–Taylor instability [2, 3] is developed and a zone of turbulent mixing is formed [1].

We have developed a method for the investigation of this process and performed experiments which confirmed the possibility of obtaining a dispersed liquid–gas mixture with the aid of a piston machine as proposed in [1].

Previously [4], the development of a zone of turbulent mixing at the boundary of a thin liquid layer accelerated by a compressed gas was experimentally studied in the “compressed gas–liquid layer–compressed gas–hard wall” geometry. It would also be important to study the development of the Rayleigh–Taylor instability in a very thin liquid layer at a hard wall, that is, in the “hard wall–liquid layer–compressed gas–hard wall” geometry, which is of interest for both basic knowledge and applications. Below, we describe the results of such experiments.

Experimental. The experiments were performed using a scheme of the “hard wall–compressed gas (driver)–piston (with a thin liquid layer)–compressed gas–hard wall” type. The piston (20.5-mm-thick capron) moved in a cylindrical channel of constant cross section with a diameter of 50 mm. Initially, the piston moves with acceleration under the action of compressed gas (the products of detonation of an acetylene–oxygen mixture at a pressure of ~1 MPa) and then it is decelerated by increasing pressure of a compressed gas (air at the initial atmospheric pressure). This scheme qualitatively reproduces the dynamics observed in the piston machine. The perimeter of the upper piston surface had a circular barrier with a height of 0.4 mm and a width of ~20 mm, so that a ~0.4-mm-deep well with a diameter of 10 mm was at the center, in which a drop of water (~35 mg) was placed.

The explosive gas mixture in the chamber was initiated by electric spark discharge. The acceleration and deceleration of the piston were monitored by a high-speed camera of the SFR type with pulsed illumination from an IFK-120 lamp. The light passed through a transparent wall at the end of the acceleration channel and illuminated the zone of turbulent mixing.

Results. Figure 1 shows a photochronogram illustrating the acceleration and deceleration of the piston. In the initial stage \( t < 1.4 \text{ ms} \), the piston moves with acceleration and the water–gas interface is stable. Water (initially, in the form of a drop) exhibits oscillations on the piston surface. In the stage of deceleration of the piston \( t > 1.4 \text{ ms} \), photographs reveal rapid growth of the zone of turbulent mixing, which arises almost simultaneously over the entire width of the liquid layer. This zone is visualized due to the light scattering ion water. After impact on the channel end \( t = 2.29 \text{ and 2.45 ms} \) the cloud of dispersed water exhibits flattening and spreading. If water initially covered the whole piston surface, the entire channel volume would be filled with dispersed water–air mixture.
Figure 2 shows plots of the coordinate $X$ versus time $t$ for the upper surfaces of the piston and the zone of turbulent mixing. Figure 3 shows variation of the width of the zone of turbulent mixing with the time measured from the moment of detonation of the explosive gas mixture.

The experimental data were processed by approximating the $X(t)$ curve of the upper piston surface using a fourth-order polynomial and by differentiating this curve. This treatment provided information about the scale of acceleration ($a \sim 2 \times 10^4$–$10^5$ m/s$^2$) and velocity ($v \sim 30$–$40$ m/s) reached in our experiments. The compression of the mixture of air with dispersed liquid in the channel did not exceed $\sigma_1 \sim 7.5$ during the period of time from the onset of motion to the moment of maximum compression, and $\sigma_2 \sim 3$ during the period of time from the onset of piston deceleration to the moment of maximum compression.

**Discussion.** The results of our experiments confirmed the possibility of obtaining a dispersed liquid–gas mixture with the aid of a piston machine. This method can be used, in particular, for (i) continuous preparation of dispersed water-air dispersed water–air mixtures in large volumes (for example, for extinguishing fires and localization of armful aerosols) and (ii) preparation of dispersed fuel–air mixtures in diesel engines (without using fuel injectors).

The process of extinguishing fires by dispersed (or sprayed) water with a droplet size below 100 $\mu$m is much more effective than the use of a compact stream [5]. Cre-
ation of a water aerosol cloud ensures the use of water with a 100% efficiency (for the traditional method of extinguishing fires, this value is on the order of 5%) [6].

Short-lived dispersed water aerosols precipitating onto the ground surface can also be effectively used for absorbing aerosols, harmful gases, dust, etc., formed in clouds upon explosions. Mixing with dispersed water–air mixture will significantly restrict the area of contamination around the center of explosion [7, 8]. Liquid dispersion technologies are also widely used in some other fields, such as spray drying, application of coatings, fog sprinkling, and dust trapping.

The proposed method [1] can also be used for the continuous preparation of large volumes of dispersed water–air mixtures. The crankshaft of the piston machine can be driven by any motor (electric, internal combustion, etc.). A piston machine intended for this purpose must only be equipped with a device injecting the required amount of water at the stage when artificial gravity is developed on the piston surface. Each cylinder of the piston machine must also be provided with a valve opening at a time close to the moment of maximum compression. The dispersed water–air mixture is driven to the output by its own pressure and then distributed in desired directions.

The results of our experiments also confirmed the possibility of using the proposed method [1] for preparing fuel–air mixtures in internal combustion engines. For example, consider a situation when the piston machine is an internal combustion engine with a crankshaft pin radius of \( r = 47 \) mm and angular speed of \( \gamma = 800–4200 \) rpm. The maximum piston velocity is \( v = 3.9–20.7 \) m/s and the acceleration \( a = 330–9100 \) m/s\(^2\) (depending on the crankshaft angular speed). These values of the velocity and acceleration are close to those used in our experiments.
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Abstract—The process of chaotic synchronization of two coupled dynamical systems with slightly different parameters has been studied. The transition from phase to lag synchronization regime is related to the fact that an increasing number of spectral components in the Fourier spectra of the coupled oscillators are synchronized. For this reason, it is possible to introduce the notion of the degree of phase synchronization. A method of description of the degree of phase synchronization is proposed and it is shown that this value increases with the coupling parameter. © 2004 MAIK “Nauka/Interperiodica”.

The phase synchronization of systems in the regime of dynamical chaos is among the important problems in the modern theory of nonlinear oscillations [1, 2]. This phenomenon is described and analyzed using the concept of the phase \( \Phi(t) \) of a chaotic signal [1–6]. The phase synchronization implies that the phases of chaotic signals are mutually entrained, while their amplitudes remain uncorrelated and appear chaotic. The entrainment of phases leads to the coincidence of frequencies of the two signals. The frequency of a chaotic signal is defined as the average rate of phase variation,

\[ \Omega = \langle \dot{\Phi}(t) \rangle. \tag{1} \]

At the same time, in some cases (in particular, for the so-called systems with poorly defined phase [3, 5]), attempts at describing the phenomenon of phase synchronization in terms of the phase \( \Phi(t) \) may lead to incorrect results [7]. This is related to the fact that the chaotic time series for such systems is characterized by a Fourier spectrum containing no clearly pronounced main spectral component (or there are several such components). In the case when a chaotic signal spectrum has a single pronounced frequency component, the phase \( \Phi(t) \) of this signal is in fact associated with this main frequency and, hence, chaotic signal frequency (1) must coincide with the main frequency (see [7]).

If there is no dominating frequency component in the spectrum, the phase \( \Phi(t) \) of a chaotic signal cannot adequately describe the system dynamics. For such systems, we have recently [8, 9] suggested to use a family of phases \( \Phi_i(t) \) introduced using a continuous wavelet transform [10] so that each particular phase \( \Phi_i(t) \) is associated with its own time scale \( s \). In this case, the phenomenon of phase synchronization is manifested by a synchronous behavior of the phases of coupled chaotic oscillators observed on certain synchronized time scales \( s \), for which

\[ |\Phi_{s1}(t) - \Phi_{s2}(t)| < \text{const}. \tag{2} \]

It was demonstrated [8] that the range of synchronized scales \( s \) increases with the coupling parameter until all time scales are synchronized. This corresponds to the state of lag synchronization [11], whereby the coinciding states of interacting oscillators are shifted in time relative to each other: \( x_i(t - \tau) = x_{s}(t) \). Further increase in the coupling parameter leads to a decrease in the time shift \( \tau \). The oscillators tend to the regime of complete (full) synchronization, \( x_i(t) = x_{s}(t) \), and the phase difference \( \Phi_{s1}(t) - \Phi_{s2}(t) \) tends to zero on all time scales.

Thus, the family of phases introduced by a wavelet transform for a chaotic signal allows the regime of phase synchronization of coupled oscillator to be effectively revealed. On the other hand, the continuous wavelet transform is characterized by a lower frequency resolution than the Fourier transform (see [10]). The continuous wavelet transform appears to smoothen the Fourier spectrum, whereby the dynamics on a time scale \( s \) is determined not only by the spectral component \( f = 1/s \) of the Fourier spectrum. This dynamics is also influenced by the neighboring components as well, the degree of this influence being dependent both on their positions in the Fourier spectrum and on the intensities. Thus, the fact that coupled chaotic oscillators exhibit synchronization on a time scale \( s \) of the wavelet spectrum by no means implies that the corresponding component \( f = 1/s \) of the Fourier spectrum of these systems is also synchronized.

This study was aimed at elucidating the question as to how the synchronization of separate spectral components in the Fourier spectra of coupled chaotic oscillators observed on certain synchronized time scales \( s \), for which

\[ |\Phi_{s1}(t) - \Phi_{s2}(t)| < \text{const}. \tag{2} \]
tors proceeds depending on the coupling parameter in the phase synchronization regime.

Let \( x_1(t) \) and \( x_2(t) \) be the time series generated by the first and second coupled chaotic oscillators, respectively. The corresponding Fourier spectra are determined by the relations

\[
S_{1,2}(f) = \int_{-\infty}^{+\infty} x_{1,2}(t) e^{-i2\pi ft} dt.
\]  

Accordingly, each spectral component \( f \) of the Fourier spectrum \( S(f) \) can be brought into correspondence with an instantaneous phase \( \phi_f(t) = \phi_{f0} + 2\pi ft \). However, since the phase \( \phi_f(t) \) corresponding to the frequency \( f \) of the Fourier spectrum \( S(f) \) linearly increases with the time, the phase difference of the interacting oscillators at this frequency, \( \phi_{f1}(t) - \phi_{f2}(t) = \phi_{f01} - \phi_{f02} \), is always limited and, hence, the traditional condition of phase entrainment (used for determining the phase synchronization regime),

\[
|\phi_{f1}(t) - \phi_{f2}(t)| < \text{const},
\]

is useless. Apparently, a different criterion should be used to define the phase synchronization of coupled oscillators at a given frequency \( f \).

In the regime of lag synchronization, the behavior of coupled oscillators is synchronized on all time scales \( s \) of the wavelet transform (see [8]). Therefore, we may expect that all frequency components of the Fourier spectra of the systems under consideration should be synchronized as well. In this case, \( x_1(t - \tau) = x_2(t) \) and, hence, by virtue of (3), we must have \( S_1(f) = S_2(f) \exp(i2\pi ft) \). Thus, in the case of coupled chaotic oscillators occurring in the regime of lag synchronization, their instantaneous phases corresponding to the spectral component \( f \) of the Fourier spectra \( S_{1,2}(f) \) will be related as \( \phi_{f2}(t) = \phi_{f1}(t) + 2\pi ft \) and, hence, the phase difference \( \phi_{f2}(t) - \phi_{f1}(t) \) must obey the relation

\[
\Delta\phi_f = \phi_{f1} - \phi_{f2}(t) = 2\pi ft. \tag{5}
\]

According to this, the points corresponding to the phase difference of the spectral components of chaotic oscillators in the regime of lag synchronization in the \((f, \Delta\phi_f)\) plane must fit to a straight line sloped at \( k = 2\pi \) (see also [12]).

It was demonstrated [8] that breakage of the lag synchronization regime (e.g., as a result of decrease in the coupling of oscillators) and transition to the regime of phase synchronization results in the loss of synchronism for a part of time scales \( s \) of the wavelet spectra. Accordingly, we may expect some of the spectral components of the Fourier spectra in the phase synchronization regime will also lose synchronism and the points on the \((f, \Delta\phi_f)\) plane will deviate from the aforementioned straight line. It is natural to assume that synchronism will be lost primarily for the spectral components accounting for a small fraction of energy, while the components corresponding to a greater energy fraction will remain synchronized and the corresponding points on the \((f, \Delta\phi_f)\) plane will be situated at the straight line. As the coupling parameter further decreases, an increasing part of the spectral components will deviate from synchronism. However, as long as the most "energetic" components remain synchronized, the coupled systems will exhibit the regime of phase synchronization.

Let us introduce a quantitative characteristic of the number of spectral components of the Fourier spectra \( S_{1,2}(f) \) occurring in the regime of synchronism,

\[
\sigma_L = \frac{\int_{-\infty}^{+\infty} H(S_1(f) - L)H(S_2(f) - L)(\Delta\phi_f - 2\pi ft)^2 df}{\int_{0}^{+\infty} H(S_1(f) - L)H(S_2(f) - L)df}, \tag{6}
\]

where \( H(\xi) \) is the Heaviside function, \( L \) is the threshold power level (in dB) above which the spectral components are taken into account, and \( \tau \) is determined by the time shift of the most energetic frequency component \( f_m \) in the Fourier spectra \( S_{1,2}(f) \):

\[
\tau = (\phi_{f_m2} - \phi_{f_m1})/(2\pi f_m). \]

The quantity \( \sigma_L \) provides a measure of the degree of phase synchronization. This characteristic tends to zero in the regimes of complete and lag synchronization. In the case of phase synchronization, \( \sigma_L \) increases with the number of desynchronized spectral component of the Fourier spectra \( S_{1,2}(f) \) of coupled oscillators.

Real data are usually represented by discrete time series of a finite length. In such cases, continuous Fou-

\footnote{It is obvious that, in the regime of complete synchronization, \( x_1(t) = x_2(t) \), the phase difference \( \Delta\phi_f \) is zero for all components \( f \) of the Fourier spectrum.}
The Fourier transform (3) has to be replaced by its discrete analogue, and integral (6), by the sum
\[ \sigma_L = \frac{1}{N} \sum_{j=1}^{N} (\Delta \phi_j - 2\pi f_j)^2 \]
(7)
taken over all spectral components of the Fourier spectra \( S_{1,2}(f) \) with powers above \( L \). In calculating \( \sigma_L \), it is expedient to perform averaging over a set of time series [12, 13].

In order to illustrate the approach proposed above, let us consider two coupled Rössler systems in the vortex chaos regime,
\[
\begin{align*}
\dot{x}_{1,2} &= -\omega_1 x_{1,2} - \omega_2 y_{1,2} + \varepsilon(x_{2,1} - x_{1,2}), \\
\dot{y}_{1,2} &= \omega_1 x_{1,2} + \omega_2 y_{1,2} + \varepsilon(y_{2,1} - y_{1,2}), \\
\dot{z}_{1,2} &= p + z_{1,2}(x_{1,2} - c),
\end{align*}
\]
(8)
where \( \varepsilon \) is the coupling parameter, \( \omega_1 = 0.98 \), and \( \omega_2 = 1.03 \). By analogy with the case studied in [14], the values of control parameters were selected as follows: \( a = 0.22 \), \( p = 0.1 \), and \( c = 8.5 \). It is known [14] that two coupled Rössler systems with \( \varepsilon = 0.05 \) occur in the regime of phase synchronization. For \( \varepsilon = 0.15 \), the same systems exhibit lag synchronization.

Figure 1a shows a plot of the degree of phase synchronization \( \sigma_L \) versus coupling parameter \( \varepsilon \). As can be seen, \( \sigma_L \) tends to zero when the coupling parameter increases, which is indicative of the transition from phase to lag synchronization. Figures 1b–1e illustrate the increase in the number of synchronized spectral components of the Fourier spectra \( S_{1,2}(f) \) of the two coupled systems with increasing \( \varepsilon \). Indeed, Fig. 1b corresponds to the case of weak phase synchronization (\( \varepsilon = 0.05 \)), when this regime has just appeared; Figs. 1c and 1d show well-pronounced phase synchronization (\( \varepsilon = 0.08 \) and 0.1, respectively); and Fig. 1e reflects the state of lag synchronization (\( \varepsilon = 0.15 \)), whereby all spectral components are synchronized.
Another important question is which spectral components of the Fourier spectra of interacting chaotic oscillators are synchronized first and which are last. Figure 2a shows a plot of the degree of phase synchronization $s_L$ versus power $L$ at which the spectral components $f_j$ of the Fourier spectra $S_{1,2}(f)$ are taken into account in formula (7). As can be seen, “truncation” of the spectral components possessing small energies leads to a decrease in $s_L$. Figures 1b–1e illustrate the distribution of the phase difference $\Delta\phi_f$ of the spectral components $f$ with the power exceeding the preset level $L$. The data in Fig. 2 show that the most “energetic” spectral components are first synchronized upon the onset of phase synchronization. On the contrary, the components with low energies first go out of synchronization upon breakage of the lag synchronization regime.
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Abstract—High-intensity quasi-parallel X-ray microbeams with a radiation flux density on the order of $10^{10}$ photon/(s mm$^2$) and a divergence of several milliradians, which is close to the parameters of synchrotron radiation, were obtained using a microfocus source based on a transmission-type X-ray tube. The divergent X-ray radiation was converted into a quasi-parallel beam using a cylindrical structure of Kumakhov polycapillary optics with a micron channel diameter. © 2004 MAIK “Nauka/Interperiodica”.

Solving some problems of X-ray microanalysis requires using high-intensity microbeams. In addition, some applications pose limitations with respect to the radiation beam divergence [1]. The problem of obtaining high-flux-density X-ray radiation beams under laboratory conditions is important because conventional high-intensity radiation sources such as synchrotrons and water-cooled X-ray tubes with rotating anode are expensive and not readily accessible. Additional requirements concerning quasi-parallel microbeams make the task even more difficult. A possible solution is offered by X-ray systems implementing Kumakhov polycapillary optics in combination with usual X-ray tubes of the transmission and reflection types. In this way, it is possible to obtain X-ray microbeams with required parameters even using low-power X-ray tubes [2–4].

The possibility of using Kumakhov semilenses for obtaining quasi-parallel beams is well known [2–4]. Using microfocus semilenses with focal distances below 1 mm, it is possible to obtain X-ray sources with a beam divergence on a level of the critical total external reflection angle and a flux density on the order of $10^{10}$ photon/(s mm$^2$) for monochromatic radiation (e.g., CuK$_\alpha$) based on usual X-ray tubes without water cooling [2]. However, the cross-section area of the X-ray beam is determined by the output diameter of a semilens, which is typically on the order of a millimeter. Such dimensions are not suited for some applications of X-ray microanalysis, while placing a diaphragm restricting the beam size past this system significantly decreases the radiation intensity.

There are two possible ways to decrease the beam cross section and increase the radiation flux density in quasi-parallel microbeams. The first way is via improvement of the optical element, and the second, via modification of the X-ray source. We have achieved the desired result by combining both methods. The new possibilities were provided, first, by the development of special microfocus X-ray sources enabling ultimate approach to the focal spot [4] and, second, by the development of a technology of cylindrical polycapillary structures with micron channels [2].

This study was aimed at experimental verification of the possibility to obtain high-intensity quasi-parallel X-ray microbeams using the aforementioned microfocus X-ray source and a polycapillary optical element.

The essence of the proposed method is as follows. The optimized cylindrical polycapillary structure is placed maximally close to the focal spot of a specially modified X-ray tube. An intense X-ray quasi-parallel microbeam is obtained at the output of the polycapillary structure [5]. The experimental optical scheme is depicted in the figure, where $d_0$ is the focal spot size of the X-ray tube, $f_{in}$ is the focal distance (maximum approach to the focal spot), $d_{in}$ is the input diameter (exposed spot), and $d_{out}$ is the output diameter (output beam size). Using this scheme, it is possible to obtain beams with a diameter determined by the size of the effective focal spot of the X-ray tube and a distance from the focal spot to the input of the polycapillary structure $d_{in} = d_{out} = d_0 + 2f_{in}/\theta$, where $\theta$ is the angle of critical total external reflection from the inner capillary.
walls. Since the critical angles are small, the increase in the output beam diameter as a result of the divergence of a beam passing through the polycapillary structure is not large. For example, at the distance achieved in our experiments (200 μm) and a radiation energy of 8 keV ($\theta_c \approx 4 \times 10^{-3}$ rad), the corresponding divergence is as small as $d_{\text{out}} \approx 2\theta_c f_{\text{in}} = 2 \times 4 \times 10^{-3} \times 200 = 1.6$ μm. The operating beam diameter is also determined by the divergence and the distance to an object: $d_{\text{op}} = d_{\text{out}} + 2\theta_c f_{\text{out}}$. The divergence of obtained beams was on the order of double critical total external reflection angle. Moreover, according to some data [6], the real divergence is even smaller due to the considerable role of the wave properties in submicron channels.

Owing to the maximum proximity of the polycapillary structure to the X-ray source (in our case, a transmission-type X-ray tube), the input radiation flux density increases and the output beam diameter $d_{\text{out}}$ is equal to the diameter of the working zone of a polycapillary structure (exposed spot) $d_{\text{in}}$ of a straight-wall cylindrical capillary structure (i.e., the spot size is transmitted without changes) [5]. The straight-wall cylindrical capillary structure provides for a greater transmission than that of a structure with bent channels (such as a semilens). Thus, the polycapillary cylindrical structure (column) with the minimum possible channel size is, probably, among the optimum structures for obtaining high-intensity quasi-parallel X-ray microbeams due to the maximum approach to the focal spot.

The microfocus X-ray source (designed and developed at the Institute for Roentgen Optics, Moscow) was specially optimized for use with polycapillary optics. The source makes use of a BS-11 transmission-type X-ray tube. The electron beam is focused by a system of magnetic lenses. The thickness of a beryllium foil in the exit window was 200 μm. The tube design provides for the maximum approach to the anode: a polycapillary structure can be situated at a distance of $f_{\text{in}} \approx 200$ μm from the focal spot.

The polycapillary cylindrical structure (also developed at the Institute for Roentgen Optics, Moscow) had a minimum column length necessary only for a small-angle collimation (involving several reflections). For example, a column with a capillary diameter of 1 μm provides for 4 reflections of CuKα radiation over a length of 1 mm, but such short columns are not convenient in use. We used a 1-cm-long column with a capillary diameter of 2 μm and a total structure diameter of 2 mm.

The experiments were performed using an X-ray tube with a copper anode. The maximum tube power for operation without any risk of damaging a target is 10 W. The tube was operated at 25 keV and a current of 10 μA. The measured radiation beam intensity at the output of the polycapillary cylindrical structure was $3 \times 10^9$ photon/s. Measurements of the beam size showed that the full width at half maximum intensity was 20 μm. It was established that the tube exhibits a direct dependence of the intensity on the current; for this reason, the intensity was extrapolated to a value per unit power (1 W).

The radiation flux density calculated using the results of measurements was $10^9$ photon/(s mm²) per 1 W of electron beam. Increasing the tube power to 10 W yields $10^{10}$ photon/(s mm²), which is comparable with the values for synchrotron radiation sources. For example, FOP synchrotron (ESRF) provides for a flux density of $5 \times 10^{10}$ photon/(s mm²) in the energy range from 7 to 21 keV, while ANKA synchrotron (Karlsruhe) yields $10^{12}$ photon/(s mm²) in the 4–20 keV range.

Thus, we have obtained high-intensity quasi-parallel X-ray microbeams with a cross-section diameter on the order of 10 μm and a radiation flux density on the order of $10^{10}$ photon/(s mm²). The laboratory source is based on a usual transmission-type X-ray tube without water cooling. Additional optimization of the scheme and components will provide for a further increase in the radiation flux density in the beam up to $10^{12}$–$10^{13}$ photon/(s mm²).
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Abstract—Manifestations of the competition of surface effects in a thin nematic liquid crystal (LC) layer are considered. It is shown that the LC director field lines remain straight irrespective of the preferred anchoring angles at the LC boundary surfaces. The angle between the director field lines and the plane of the LC layer depends on these preferred anchoring angles and on the Rapini–Papoular energy ratio at the boundary surfaces. There are two possible director orientations differing by 90°. Switching between these states can be induced by chemical factors or by external fields. In contrast to the well-known Fréedericksz transition, the work required for such switching is partly performed by the competing surfaces. Hence, the LC layer switching only requires overcoming the difference between the Rapini–Papoular energies, which can be rendered small by properly selecting LC–substrate pairs. © 2004 MAIK “Nauka/Interperiodica”.

This paper considers orientation of a liquid crystal (LC) in a layer of thickness smaller than the correlation length, whereby the two LC boundaries exhibit a competitive action upon the LC state. To the best of our knowledge, this problem was only briefly and not quite correctly touched upon in the monograph of de Gennes and Prost [1, Ch. 3.1.4.2, p. 112], while thorough analysis has not been performed so far.

However, such an analysis leads to interesting and nontrivial conclusions. In particular, it turns out that the LC director field lines in a thin LC layer virtually remain straight irrespective of the preferred angles of orientation (anchoring) of the LC molecules at the boundary surfaces and of the corresponding surface energies \( W_0 \) and \( W_1 \). Moreover, for the given preferred anchoring angles, there are two possible stationary LC orientations, only one of which corresponds to the absolute minimum of energy of the LC layer. By changing the ratio of \( W_0 \) and \( W_1 \) values, it is possible to switch the LC from one state to another. This transition is to a certain extent analogous to the well-known Fréedericksz transition, but the role of an “external field” is played by one boundary with respect to another.

**Free energy of a planar LC layer.** In the absence of external fields, the free energy of a nematic LC layer can be represented as a sum of the bulk and surface components:

\[
F = F_{LC} + F_S. \tag{1}
\]

Here, \( F_{LC} \) is the LC volume free energy and \( F_S \) is the energy of interaction between the LC and the layer boundaries.

Considering a flat LC layer and assuming that the director field depends only on the transverse coordinate \( z \) (and is independent of the coordinates \( x \) and \( y \) in the layer plane), we can write the Frank (Frank–Oseen–Zohar) energy [1] as

\[
F_{LC} = \frac{K_3}{2} \int \left[ (1 - \gamma \sin^2 \Theta) \left( \frac{\partial \Theta}{\partial z} \right)^2 + \sin^2 \Theta (1 - \beta \sin^2 \Theta) \left( \frac{\partial \Psi}{\partial z} \right)^2 \right] d\Omega, \tag{2}
\]

where \( K_1, K_2, \) and \( K_3 \) are the Frank coefficients characterizing “elasticity” of the nematic LC; \( \Omega \) is the LC volume; \( \Theta \) and \( \Psi \) are the polar and azimuthal angles of the LC director at a given point, respectively; \( \gamma = (K_3 - K_1)/K_3; \) and \( \beta = (K_3 - K_2)/K_3 (|\gamma|, |\beta| < 1). \)

The surface energy consists of two parts. The first part is the saddle-splay energy

\[
F_{S1} = -\int s \frac{1}{2} K_{SS} ((\text{div } \mathbf{n} + \mathbf{n} \times \nabla \times \mathbf{n}) \cdot \mathbf{N}) dS. \tag{3}
\]

The second part describes the interaction between LC molecules and the surface. We will use a simple model of this interaction described by the Rapini–Papoular energy

\[
F_{S2} = \int s \left( \frac{1}{2} W (1 - (\mathbf{n} \cdot \mathbf{\eta})^2) \right) dS. \tag{4}
\]
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Here, \( \mathbf{n} \) is the unit vector of the director field, \( \mathbf{n} \) is the unit vector determining preferred LC orientation at the surface, and \( W \) is the characteristic of “stiffness” of this orientation. Vector \( \mathbf{n} \) is described in terms of the polar (\( \Theta \)) and azimuthal (\( \Phi \)) angles. Where necessary, the angles are provided with subscripts 0 and 1, indicating the two surfaces (layer boundaries).

**Nematic LC without twist.** With a view to further analysis of the general case with arbitrary preferred orientation angles, let us first study the structure of the director field inside the LC layer. We use the complete presentation angles, let us first study the structure of the director field inside the LC layer. We use the complete analysis of the general case with arbitrary preferred orientations at the boundaries by the polar and azimuthal angles \((\Theta_0, \Psi_0)\), \((\Theta_1, \Psi_1)\) for one surface and \((\Theta_3, \Psi_3)\) for the other surface). Minimizing the volume Frank energy, we obtain two Euler’s equations

\[
\frac{d}{dz} \left[ (1 - \gamma \sin^2 \Theta) \frac{d\Theta}{dz} \right] + \gamma \sin \Theta \cos \Theta \left( \frac{d\Theta}{dz} \right)^2 - \sin \Theta \cos \Theta (1 - 2\beta \sin^2 \Theta) \left( \frac{d\Psi}{dz} \right)^2 = 0,
\]

\[
\frac{d}{dz} \sin^2 \Theta (1 - \beta \sin^2 \Theta) \left( \frac{d\Psi}{dz} \right) = 0.
\]

Equation (6) yields the relation

\[
\frac{d\Psi}{dz} = \frac{C}{\sin^2 \Theta (1 - \beta \sin^2 \Theta)},
\]

where \( C \) is a constant determined from the boundary conditions for the azimuthal angles

\[
C = \frac{\Psi_1 - \Psi_0}{\int_0^1 \sin^2 \Theta (1 - \beta \sin^2 \Theta) dz}.
\]

As can be seen, this constant characterizes the “twist” of the nematic LC. Eliminating the derivative \( d\Psi/dz \) from Eq. (5) with the aid of formula (7), we obtain an equation for the polar angle

\[
\frac{d}{dz} \left[ (1 - \gamma \sin^2 \Theta) \frac{d\Theta}{dz} \right] + \gamma \sin \Theta \cos \Theta \left( \frac{d\Theta}{dz} \right)^2 - \frac{\cos \Theta (1 - 2\beta \sin^2 \Theta) C^2}{\sin^3 \Theta (1 - \beta \sin^2 \Theta)^2} = 0.
\]

Equation (9) appears rather awkward. However, it can be simplified and readily solved in the absence of twist, which corresponds to \( C = 0 \).

This equation has an evident solution

\[
q(z) \equiv E(\Theta|\gamma) = Az + B,
\]

where \( A \) and \( B \) are constants determined from the boundary conditions:

\[
A = \frac{E(\Theta_1|\gamma) - E(\Theta_0|\gamma)}{H}, \quad B = E(\Theta_0|\gamma).
\]

Thus, the general solution for \( \Theta(z) \) inside the LC layer without twist in the implicit form appears as

\[
E(\Theta(z)|\gamma) = \frac{E(\Theta_1|\gamma) - E(\Theta_0|\gamma)}{H} z + E(\Theta_0|\gamma).
\]

Now, let us consider the surface contribution to the free energy. As can be readily shown, the saddle-splay energy \( F_{S2} \) in the case under consideration is zero and only the Rapini–Papoular energies have to be taken into account. Since vectors \( \mathbf{n}_0 \) and \( \mathbf{n}_1 \) have equal azimuthal angles, we select a coordinate system in which these angles are zero and obtain

\[
F_{S2} = \mathcal{F}_{S2} + \int_s \left[ \frac{1}{2} \left( W_0 \cos^2 (\Theta_0 - \delta_0) \right) + W_1 \cos^2 (\Theta_1 - \delta_1) \right] ds,
\]

where \( \delta_0 \) and \( \delta_1 \) are the polar angles of vectors \( \mathbf{n}_0 \) and \( \mathbf{n}_1 \), respectively, and \( \mathcal{F}_{S2} \) is the angle-independent part of the energy.

The final expression for the energy of the nematic LC layer is

\[
F = \mathcal{F}_0 + \frac{1}{2} \int_s \left[ K_3 \left( \frac{E(\Theta_1|\gamma) - E(\Theta_0|\gamma)}{H} \right)^2 \right. \]

\[
+ \left[ W_0 \cos^2 (\Theta_0 - \delta_0) + W_1 \cos^2 (\Theta_1 - \delta_1) \right] ds.
\]

By minimizing the total energy, we obtain two equa-

---

1 In fact, this equation has an analytical solution, but it has a complicated form hindering insight into the physics of the problem and is not presented here.
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tions for the boundary angles $\Theta_0$ and $\Theta_1$: 

\[
\frac{E(\Theta_1|\gamma) - E(\Theta_0|\gamma)}{\sqrt{1 - \gamma \sin^2 \Theta_0}} + \kappa_0 \cos(\Theta_0 - \vartheta_0) \sin(\Theta_0 - \vartheta_0) = 0, 
\]

\[
\frac{E(\Theta_1|\gamma) - E(\Theta_0|\gamma)}{\sqrt{1 - \gamma \sin^2 \Theta_1}} - \kappa_1 \cos(\Theta_1 - \vartheta_1) \sin(\Theta_1 - \vartheta_1) = 0, 
\]  

(16)  

(17)  

where 

\[
\kappa_0 = \frac{W_0 H}{K_3}; \quad \kappa_1 = \frac{W_1 H}{K_3}. 
\]  

(18)  

In the special case when $\vartheta_0 = \vartheta_1 = \vartheta$, Eqs. (16) and (17) have a trivial solution $\Theta_0 = \Theta_1 = \vartheta$ which is independent of the parameters $\kappa_0$ and $\kappa_1$. The form of relation (13) shows that, as can be expected, the current polar angle $\Theta$ in this case is independent of $z$ and equal to $\vartheta$. Following [1, 2], let us introduce the characteristic (extrapolation) lengths, $L_0 = K_3/W_0$ and $L_1 = K_3/W_1$. These quantities characterize the relative contributions of the surface and bulk effects. In terms of $L_0$ and $L_1$, the coefficients $\kappa_0$ and $\kappa_1$ can be expressed as $\kappa_0 = H/L_0$ and $\kappa_1 = H/L_1$. 

The general solution to the problem of equilibrium distribution of the LC director is given by relation (13), where the angles $\Theta_0$ and $\Theta_1$ are determined as solutions of the system of Eqs. (16) and (17). The general solution has the following form: 

\[
E(\Theta(z)|\gamma) = E(\Theta_0(\vartheta_0, \vartheta_1, W_0, W_1, H)|\gamma) + (E(\Theta_1(\vartheta_0, \vartheta_1, W_0, W_1, H)|\gamma) - \frac{E(\Theta_0(\vartheta_0, \vartheta_1, W_0, W_1, H)|\gamma)}{H}(z - z_0). 
\]  

(19)  

This solution can be studied analytically, but we will consider here only two limiting cases, corresponding to the “thick” and “thin” LC layers. 

If the LC layer is thick, whereby $\kappa_0$ and $\kappa_1 \gg 1$, we may neglect the first terms in Eqs. (16) and (17). This yields a trivial solution 

\[
\Theta_0 = \vartheta_0; \quad \Theta_1 = \vartheta_1. 
\]  

(20)  

In this case, the director field is determined by relation (13) where the angles $\Theta_0$ and $\Theta_1$ are replaced by $\vartheta_0$ and $\vartheta_1$: 

\[
E(\Theta(z)|\gamma) = E(\vartheta_0|\gamma) + (E(\vartheta_1|\gamma) - E(\vartheta_0|\gamma)) \frac{z - z_0}{H}. 
\]  

(21)  

(22)  

(23)  

(24)  

In other words, this situation corresponds to so-called strong anchoring. In this context, it should be noted that (in contrast to widely spread opinion) the “strong” or “weak” anchoring is not merely a characteristic of the LC–substrate interaction but also depends on the system dimensions. 

**Equilibrium of a thin LC layer.** In this case, corresponding to $\kappa_0, \kappa_1 \ll 1$, Eqs. (16) and (17) immediately show that $\Theta_0$ and $\Theta_1$ must have close values irrespective of the preferred angles $\vartheta_0$ and $\vartheta_1$, since the difference $E(\Theta_1|\gamma) - E(\Theta_0|\gamma)$ is as small as $\kappa_0 \sim \kappa_1 \sim H/L$. Taking this into account, we can expand this difference into Taylor series. Retaining the main term in this expansion, we have 

\[
E(\Theta_1|\gamma) - E(\Theta_0|\gamma) = \left(\frac{dE(\Theta|\gamma)}{dz}\right)_0 \Delta \Theta 
\]  

(22)  

where $\Delta \Theta = \Theta_1 - \Theta_0$. Substituting this expression into Eqs. (16) and (17), we obtain 

\[
\Delta \Theta = -\frac{\kappa_0}{2} \frac{\sin(2(\Theta_0 - \vartheta_0))}{2(1 - \gamma \sin^2 \Theta_0)}, 
\]  

(23)  

\[
\Theta_0 = \frac{1}{2} \arctan\left(\frac{W_0 \sin 2 \vartheta_0 + W_1 \sin 2 \vartheta_1}{W_0 \cos 2 \vartheta_0 + W_1 \cos 2 \vartheta_1}\right) \pm \frac{\pi k}{2}, 
\]  

(24)  

where $k$ is an arbitrary integer. However, since rotation of the director by $\pi$ returns LC back to the initial state, we may consider only the two angles corresponding to $k = 0$ and 1. 

Thus, there are only two significant values of the angle $\Theta_0$, which differ by $\pi/2$. Both these values correspond to extrema of the total energy of the LC layer. The dependence of the resultant effective slope of the director on the preferred orientation angles on the boundaries for both branches of the solution at various values of the ratio $\tau = W_1/W_2$ is presented in the figure. As can be seen, the main effective angle tends to the preferred boundary angle corresponding to a greater energy, and the other branch differs by $\pi/2$. 

The question as to which of the two possible $\Theta_0$ values brings the global energy minimum is most simply solved by directly comparing the total energies for the boundary angles $\Theta_0$ and $\Theta_0 + \pi/2$. 

**Orientational phase transition in a thin LC layer.** Let us consider another particular case, assuming that the preferred orientation angle for one surface is $\Theta_0 = \pi/2$, that on the other surface is $\Theta_1 = 0$, and $W_0 \neq W_1$. In this case, 

\[
\Theta_0 = \frac{1}{2} \arctan\left(\frac{0}{W_1 - W_0}\right) = 0 \text{ or } \frac{\pi}{2}, 
\]  

(25)  

(26)  
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which implies that one of the two possibilities can be realized, whereby the LC layer occurs either in a homeotropic or in a homogeneous state. Which of the two states is practically realized? Comparing the layer energies, we readily establish that the global energy minimum is provided by an angle corresponding to the surface with a greater value of the Rapini–Papoular energy, that is, a stronger boundary alone (it should be recalled that the director field lies are straight) determines the LC orientation throughout the layer. The director is oriented parallel to the layer plane for $W_0 > W_1$, and it is oriented in the perpendicular direction for the opposite relation between the surface energies. The configurations are switched at $W_0 = W_1$. At this point, the director field orientation is undetermined.

Switching of the LC director orientation can be considered as a special phase transition induced by the competition of surface effects and mediated by the LC long-range order. This phase transition has a physical nature substantially different from that of the purely surface phenomena such as the jumplike change in the anchoring type, the Kosterlitz–Thouless phase transition, and quasi-critical surface energy behavior. It can be rather compared to the well-known Fréedericksz transition [3] induced by an external field but, in the case under consideration, the role of the external field is played by the stress field induced by a competing boundary.

On the other hand, the phase transition described above differs from the Fréedericksz transition in one important respect. In order to switch the LC layer between the states with different orientations in the case of the Fréedericksz transition, it is necessary to perform work, roughly speaking, against the total energy $W_0$ or $W_1$. In contrast, for such a switching in the case under consideration, it suffices to perform work only against the energy difference $W_0 - W_1$, which can be significantly smaller than either of the $W_0$ or $W_1$ val-
ues. A part of the work is performed by the competing boundary of the LC layer.

The properties of thin LC layers described in this paper can be used for the development of chemical and physical sensors.
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Abstract—A modification of the geometric-probabilistic Kolmogorov model of crystallization is proposed which allows a finite size of the system to be taken into account. A generalized equation is obtained which describes the degree of filling of a finite system as a function of the time. The results are used to determine the growth rate of a crystal face of an arbitrary size in the case of lateral growth. It is shown that small crystal faces grow at a lower rate than large faces. The general expression for the normal growth rate asymptotically yields the well-known formulas in the limiting cases of very large and very small crystal faces. © 2004 MAIK “Nauka/Interperiodica”.

The process of crystal growth from molecular beams, vapor phase, and liquid solutions and melts is widely encountered in the technology of synthetic materials [1]. In many important cases, the growth of crystals proceeds layer by layer (lateral growth). One of the most important characteristics of the crystal growth process is the rate of the normal growth \( V_H = dH/dt \), where \( H \) is the film thickness (below, \( H \) is expressed in units of the monolayer thickness). The main characteristics of the lateral growth of a crystal monolayer on a singular face are [1, 2] the intensity \( I \) of appearance of two-dimensional nuclei (nucleation rate), the rate of their lateral growth \( \nu = dr/dt \) (\( r \) is the radius of the nucleus), and the crystal face size \( R \). In the general case, the normal growth rate \( V_H \) depends on all these quantities, \( V_H = V_{I\nu}(I, \nu, R) \).

However, to the best of our knowledge, this dependence is still not determined for a crystal face of arbitrary size. Only expressions for the growth rate of very large and very small faces are known, which are derived as follows [1]. Consider a crystal face having the shape of a circle of radius \( R \), let the nuclei have the shape of disks of radius \( r \) and a monoatomic height, and assume that the functions \( I \) and \( \nu \) are independent of the time \( (I = I_0, \nu = \nu_0) \). The time required for a growing nucleus to cover the entire face is \( R/\nu_0 \), and the time between two sequential nucleation events on the face is \( 1/(\pi R^2 I_0) \). The ratio of these quantities yields a dimensionless parameter

\[
\alpha \equiv \frac{\pi I_0 R^2}{\nu_0}.
\]  

(1)

For \( \alpha \ll 1 \) (small crystal face), the nucleus will cover the entire face before the next nucleus appears (one-center nucleation). In this case, the normal growth rate \( V_H = \pi R^2 I_0 \) is independent of \( \nu_0 \). When \( \alpha \gg 1 \) (large crystal face), the growth proceeds with polycenter nucleation, whereby many nuclei simultaneously occur on the crystal surface and a continuous layer is formed as a result of their coalescence. The normal growth rate in this case \( V_H = (\pi \nu^2 I_0^2 / 3)^{1/3} \) is independent of \( R \). Thus, crystal growth rate in the two known limiting cases is [1]

\[
V_H = \begin{cases} \pi R^2 I_0, & \alpha \ll 1, \\ (\pi \nu_0^2 I_0^2 / 3)^{1/3}, & \alpha \gg 1. \end{cases}
\]  

(2)

This study was aimed at obtaining and analyzing a modified expression for the crystal growth rate generalizing formulas (2) to the case of arbitrary crystal face.

The original geometric-probabilistic model of crystallization proposed by Kolmogorov in 1937 [3] is widely used for the description of processes involving the growth of crystalline films [1, 2, 4, 5]. Let us consider the two-dimensional growth of a layer on a round crystal face of radius \( R \) under the following assumptions [4]: (i) nucleation obeys the Poisson law; (ii) the linear growth rate \( \nu \) of a nucleus is independent of its size \( r \); (iii) all nuclei have the same round shape; (iv) the coalescence of nuclei proceeds by the solid state sintering mechanism; (v) spatial homogeneity: although, in contrast to the case of an infinite system (to which the Kolmogorov formula [3] is only applicable), we will take into account the finite size \( R \), but it will be assumed that \( I \) and \( \nu \) are independent of the distance to the boundary.

Let us denote by \( q(t) \) the probability for a certain point \( A \) on the surface to remain uncovered by the growing layer at the time \( t \). Following [3], we introduce the concept of aggressor—a nucleus capable of reach-
If the above assumptions (i)–(v) are valid, the probability for an aggressor to appear at the moment \( t' \) is

\[
\mu(t, t') = I(t')S(r(t, t'), x, R),
\]

where

\[
r(t, t') = \int_{0}^{t} \nu(t'')dt''
\]

is the current size of a nucleus appearing at \( t' \) and \( S(r, x, R) \) is the area of the surface on which an aggressor may appear at the time \( t' \) (this area depends on the coordinate \( x \) on the growth surface and on the face size \( R \)). Substituting expression (4) into Eq. (3), we obtain

\[
g(t) = 1 - \exp\left(-\int_{0}^{t} I(t')S(r(t, t'), x, R)dt'\right).
\]

In the system geometry under consideration, the area \( S(r, x, R) \) depends only on the distance \( r = x \). There are three possible situations as depicted in Fig. 1. In case I, the crystal face size is large and \( S = \pi r^2 \) irrespective of \( R \) and \( r \). In the opposite case III, the crystal face is small and, hence, any nucleus is an aggressor and \( S = \pi R^2 \) irrespective of \( r \) and \( R \). In the intermediate case II, the area \( S \) depends on the three variables \( r, \rho, \) and \( R \). According to Fig. 1,

\[
S(r, \rho, R) = \begin{cases} 
\pi r^2, & r \leq R - \rho, \\
R^2(\theta/2 - \sin\theta/2) + r^2(\phi/2 - \sin\phi/2), & R - \rho < r < R + \rho, \\
\pi R^2, & r \geq R + \rho, 
\end{cases}
\]

where \( \theta = 2 \arctan[(R^2 + \rho^2 - r^2)^{1/2}/2R\rho] \) and \( \phi = 2 \arccos[(r^2 + \rho^2 - R^2)/2r\rho] \). Substituting Eq. (6) into relations (7) yields the modified Kolmogorov formula, which is valid for the growth on a face of arbitrary size.

Formulas (6) and (7) are not convenient for calculations and analysis, because expression (6) for the degree of filling retains the coordinate dependence and expression (7) contains trigonometric functions. In order to obtain simplified expressions, let us average \( S(r, x, R) \) over the surface,

\[
S(r(t, t'), R) = \frac{2}{R^2} \int_{0}^{R} S(r(t, t'), \rho, R) d\rho,
\]  

and substitute the result into (6). This procedure introduces some uncertainty, since we must, strictly speaking, average the filling \( g \) rather than the area \( S \). However, for a small face, the loss of accuracy related to this substitution is not large, while for a large face, we are averaging an almost constant quantity. Detailed analysis of expression (7) shows that the function \( S(r, R) \) calculated using Eqs. (7) and (8) for \( r < 2R \) is approxi-
we obtain

\[ S(y, R) = \pi R^2 f(y), \]

\[ f(y) = \begin{cases} 
   y^2 - (3/8)y^3 - (1/16)y^4 + (1/32)y^5, & y \leq 2, \\
   1, & y > 2, 
\end{cases} \tag{9} \]

where \( y(t, t') = r(t, t)/R \). Thus, a simplified formula for the degree of filling appears as

\[ g(t) = 1 - \exp \left( -\pi R^2 \int_0^t f(y(t, t')) dt' \right), \tag{10} \]

where \( f(y) \) is defined in Eq. (9).

For the constant values of \( I = I_0 \) and \( v = v_0 \), expression (10) simplifies to

\[ g(t) = g(y) = 1 - \exp[-\alpha F(y)], \tag{11} \]

where \( y = v_0 t/R \) is the dimensionless time, \( \alpha = \text{const} \) is the parameters defined by formula (1), and \( F(y) \) is the function defined as

\[ F(y) = \begin{cases} 
   (1/3)y^3 - (3/32)y^4 - (1/80)y^5 + (1/192)y^6, & y \leq 2, \\
   y - 0.9, & y > 2. 
\end{cases} \tag{12} \]

According to formula (11), the characteristic time of face covering is \( t_\alpha = R y_\alpha / v_0 \), where \( y_\alpha \) is a solution of the transcendental equation

\[ \alpha F(y) = 1. \tag{13} \]

The normal growth rate \( V_H = 1/t_\alpha \) can be expressed as

\[ V_H = \frac{v}{R y_\alpha(\alpha)}. \tag{14} \]

Formulas (12)–(14) solve the problem of obtaining a modified expression for the growth rate on a finite crystal face of an arbitrary size. This expression yields correct asymptotic behavior for very small and very large faces. Indeed, for small \( \alpha \), (Fig. 3) \( f(y) = y \gg 1 \) and we obtain \( y_\alpha = 1/\alpha \). For large \( \alpha \), \( f(y) = y^3/3 \ll 1 \) and, hence, \( y_\alpha = (3/\alpha)^{1/3} \) that yields formula (2). The plot of \( V_H/V_0 \) versus \( R/R_0 \) (Fig. 3) constructed using Eqs. (12)–(14) and formula (1) for fixed \( I_0 \) and \( v_0 \) shows an increase in the normal growth rate with increasing crystal face size.

The theory developed above can be used for studying the formation of nanodimensional crystals, in particular, nanowhiskers grown by the vapor–liquid–crystal mechanism [6], and for solving other problems.
encountering dimensional effects related to small sizes of growing crystals.
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Abstract—We have studied the temperature dependence of the Hall effects in multilayer selectively doped InGaAs/GaAs heterostructures with quantum dots (QDs). It was found that structures possessing photoconductivity in the IR range exhibit a sharp (nearly exponential) growth of the conductivity and Hall mobility in the temperature interval from 8 to 30 K at a virtually constant Hall coefficient and electron density. A new mechanism of the lateral photoconductivity in the structures with QDs is proposed which is related to the change in the electron mobility in the two-dimensional channel as a result of a decrease in the Coulomb scattering on charged QDs.
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Introduction. In recent years, there has been extensive investigation of the possibility of using semiconductor heterostructures with quantum dots (QDs) as detectors for the middle and far infrared (IR) range. Owing to the zero-dimensional character of the dimensional quantization, the IR detectors based on QD heterostructures (in contrast to those with quantum wells) are capable of detecting radiation of any polarization at normal incidence. In addition, the QD structures may exhibit reduced electron scattering on phonons, which significantly increases the lifetime of photoexcited carriers—one of the main parameters determining the responsivity of IR photodetectors—and gives hopes for the possibility to operate at elevated temperatures.

Initially, the photoconductivity of QD heterostructures were performed in the vertical electron transport geometry standard for structures with quantum wells. The possibility of detecting radiation in the middle and far IR range (4–20 μm) using InGaAs/GaAs structures with QDs of various dimensions at normal incidence was demonstrated in [1–7]. The lateral IR photoconductivity of such structures was studied more recently [2, 8–11]. In heterostructures with quantum wells, this geometry is impossible because the lateral conductivity is shunted by strongly doped layers. It was pointed out [8, 10] that the systems with lateral charge transport may be expected to possess greater lifetimes of photoexcited electrons and, hence, higher quantum efficiencies than the structures with vertical transport. In the lateral geometry, the transfer of photoexcited electrons from QDs mostly proceeds via wetting layers or parallel high-conductivity channels. The record photosensitivity of such structures with QDs achieved at present is 11 A/W at 30 K [10]. It should be noted that both lateral and vertical current transfer in QD structures is considered within the framework of a single mechanism of IR photoconductivity based on a change of the sample resistance as a result of increase in the density of free charge carriers as a result of the photoexcitation of electrons trapped on QD levels.

This paper is aimed at attracting attention to a new mechanism of the photoconductivity in QD structures with lateral electron transport, which is based on a change of the charge carrier mobility under the action of IR radiation. Such a possibility is evidenced by the results [12–14] showing a considerable change in the mobility of carriers in two-dimensional (2D) channels situated near a QD layer, depending on the QD population and the distance to this layer. This implies that the scattering of 2D electrons near the QD layer is determined to a considerable degree by the Coulomb scattering on charged QDs and, hence, the carrier mobility will increase as a result of neutralization of these QDs. Since the lifetime of photoexcited carriers in QD structures are usually much greater compared to the momentum relaxation times, it is obvious that such phenomena can also be observed in the study of the lateral IR photoconductivity.

Recently [15], we have studied the IR photoconductivity of multilayer selectively doped InGaAs/GaAs heterostructures with QDs and observed two peaks at 5 and 16 μm, with rapid quenching of the long-wavelength line at $T > 40$ K. This paper presents the results of investigation of the lateral electron transport in such heterostructures at low temperatures.

Growth of InGaAs/GaAs heterostructures with QDs. Multilayer selectively doped InGaAs/GaAs heterostructures with 10 QD layers (Fig. 1) were grown by
metalorganic vapor phase epitaxy technique. The QD and interlayer growth procedure is described in detail elsewhere [15]. The QD layers were selectively doped by depositing 2-nm-thick δ:Si layers beneath each QD layer. Analysis of the transmission electron microscopy images of the transverse section of the heterostructure showed that QDs had a height of 3 nm and a lateral size of 20 nm. A characteristic feature of the structures under consideration is the presence of a clearly pronounced wetting layer. The results of photoluminescence (PL) measurements (Fig. 2) confirmed a high quality of crystal structure in the wetting layer (the peak intensity of PL from the wetting layer exceeds that from QDs) and provided information on the energy states in the quantum well formed by the wetting layer. At $T = 4.2$ K, the energy of the main transition in the wetting layer differs by 100 meV from the bandgap width of GaAs; the PL line width was about 20 meV.

The lateral transport was studied in a sample structure doped to $1.2 \times 10^{11}$ cm$^{-2}$ for each QD layer, which corresponds to two to four electrons per QD. For this reason, all QDs are populated at low temperatures and a considerable fraction of electrons occur in the wetting layer. This provides for the absence of electron freezing even at the lowest temperatures employed.

**Results.** Figure 3 shows the temperature dependence of the sample resistance $R$ and the surface density of electrons determined as $n_H = 1/eR_H$, where $e$ is the electron charge and $R_H$ is the Hall coefficient. In the temperature interval from 8 to 30 K, the resistance exhibits a strong (nearly exponential) temperature dependence, $R = R_0 \exp(T_0/T)$, where $T_0 = 29$ K. This dependence is even stronger than that observed [16] for the lateral transport in InAs/GaAs heterostructures with QDs, $\sim \exp(T_1/T)^{1/3}$, which corresponded to the Mott law for the hopping conductivity (the peak of PL from the wetting layer was not observed in [16]). Since the Hall coefficient $R_H$ and the electron density $n_H$ in this temperature interval varied rather slightly (Fig. 3), the change in the resistance was accompanied by an analogous (nearly exponential) change in the Hall mobility.

Application of a magnetic field perpendicular to the sample surface gave rise to a negative magnetoresistance (Fig. 4, curve 2) characteristic of the weak localization effects. For a magnetic field applied along the surface, we observed the usual positive magnetoresistance (Fig. 4, curve 1). We believe that the observed anisotropy of the magnetoresistance confirms the assumption concerning a 2D character of the electron transport in the temperature interval studied.

**Discussion.** As the temperature is increased in the entire interval studied (1.5–40 K), a certain fraction of electrons trapped in QDs is transferred to the ground state in the wetting layer, while their thermal ejection from this layer is low probable. Since a change in the total density of free electrons is small (because of a high doping level), the observed considerable variation of the resistance is indicative of changes in the scattering of 2D electrons or in the conditions of their localization at random potential fluctuations in the wetting layer. In the wetting layer, 2D electrons exhibit strong Coulomb scattering on charged QDs. We attribute a sharp increase in the Hall mobility $\mu_H(T)$ of 2D electrons in the quantum well formed by the wetting layer to a decrease in the number of effectively scattering charged QDs as a result of their neutralization upon thermal ejection of bound electrons caused by increasing temperature. A similar effect was considered.

![Fig. 1. Schematic diagram of a InGaAs/GaAs heterostructure with 10 layers of selectively doped QDs.](image)

![Fig. 2. PL spectrum of a InGaAs/GaAs heterostructure with 10 layers of QDs measured at 4 K.](image)
in [12–14] for 2D electrons in the channels of heterojunctions near QD layers. On the other hand, analogous behavior of $\mu_H(T)$ was observed for 2D carriers in the inversion channels at the Si–SiO$_2$ interface [17] in the interval of temperatures $T = 1.5–8$ K. This behavior was explained by the localization of carriers in the 2D channel on the random potential fluctuations related to the oxide charging. In the QD–wetting layer system, charged QDs play the same role as do the charges in SiO$_2$. However, the QD structures exhibit a significant difference from the Si–SiO$_2$ structures, which is related to a change in the number of charged QDs depending on the temperature. Apparently, the two possible explanations presented above for the observed behavior of $R(T)$, $n_H(T)$, and $\mu_H(T)$ are equiprobable.

It should be emphasized that, for the lifetime of photoexcited electrons exceeding the momentum relaxation times (which is characteristic of the structures with QDs), the same temperature dependence takes place for the effective mobility of photoexcited electrons. The photoexcitation of carriers from QDs under the action of IR radiation will give rise to a significant photocurrent due to a change in the effective mobility even at small variations in the total density of free electrons. The maximum variation of mobility in the QD structures studied was observed in the interval of temperatures from 8 to 30 K. In the same interval, we have previously observed the maximum IR photosensitivity [15] of the given structure with QDs. We believe that this coincidence is not accidental; preliminary discussion of the photoconductivity mechanism can be found in [15].

It should be noted that in this study we deal with a structure in which the wetting layer plays the role of a 2D channel. Evidently, analogous effects must be observed in the IR detectors with additionally formed 2D channels and a deeper potential well. We believe that, by varying the band structure in such quantum dot–quantum well structures, it is possible to expand toward higher temperatures the interval in which the proposed photoconductivity mechanism is operative.

Conclusions. We have studied the phenomena related to the lateral electron transport in multilayer selectively doped InGaAs/GaAs heterostructures with QDs. It was demonstrated that the electron transport in these structures in the region of temperatures from 1.5 to 40 K proceeds via 2D channels formed by the wetting layers. As the temperature increases from 8 to 40 K, the electron mobility exhibits exponential growth at a slight increase in the electron density, which is related to a decrease in the influence of random scattering fields of charged QDs as a result of their neutralization. Using this mechanism, it is possible to provide for a significant increase in the sensitivity of IR photodetectors employing QD structures with lateral electron transport in comparison to the systems featuring the well-known concentration mechanism of photoconductivity.
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