Zn Atoms in Lithium Niobate and Mechanism of Their Insertion into Crystals
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Precision X-ray structural studies were carried out for LiNbO$_3$ : Zn$_x$ single crystals with $x = 0.0$, 2.87, 5.20, and 7.60 at. %. It was found that the insertion of the Zn atoms into the Li position was accompanied by a decrease in the concentration of intrinsic Nb$_{Li}$ defects. At $x = 7.6\%$, the Zn atoms change their locations in the lattice and partially occupy the Nb positions. This clarifies the structural nature of the “threshold” Zn concentration, which manifests itself as singularities in the concentration dependences of various optical properties. The structural origin of the threshold concentration is likely a common feature of all nonphotorefractive impurities (Mg, Zn, In, and Sc) in LiNbO$_3$. A change in the intrinsic defect structure of the LiNbO$_3$ crystals with different Zn concentrations is discussed. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 61.72.Dd; 61.72.Ss; 61.66.Fn; 61.10.Eq

Lithium niobate is a universal material for optical applications. Of considerable interest are LiNbO$_3$ crystals containing the Mg, Zn, In, and Sc impurities named “nonphotorefractive” or “optical-damage resistant” (see bibliography in reviews [1, 2]) because they suppress photorefraction by no less than two orders of magnitude at certain doping levels and, thereby, enhance crystal tolerance to intense laser radiation. Doping with these ions also modifies some optical properties of LiNbO$_3$. Numerous studies have led to the conclusion that the main role of the ions of these type amounts to controlling the concentration of intrinsic (structural) defects in LiNbO$_3$ [1, 2]. Recall that intrinsic defects arise in LiNbO$_3$ crystals as a result of the deviation from the stoichiometry caused by the Li deficiency [1]. According to the presently adopted model that was substantiated by the structural studies [3–5], some of the Li vacancies are occupied by Nb atoms, which typically form the Nb$_{Li}^{4+}$ structural defects.\(^1\) Their charges are compensated by either V$^+_{Li}$ [4, 6] or V$^{5-}_{NB}$ [1, 3]. This model implies that the nonphotorefractive ions, when they occupy the Li position, reduce the concentration of the intrinsic Nb$_{Li}$ defects and, correspondingly, the concentration of their compensators. The location of Mg in the Li position is proved by structural measurements [7]. A decrease in the Nb$_{Li}$ concentration is precisely the factor which was assumed to be the main reason why the effect on the optical properties of LiNbO$_3$ is common to all nonphotorefractive impurities [1, 2]. The commonness of the effect of these impurities is clearly demonstrated by the occurrence of singularities (extremes, kinks, or breaks) in the concentration curves for different optical properties (e.g., maxima in the concentration dependences of 90° phase matching in SHG, parallel shifts of IR bands, etc.) at certain “threshold” concentrations. The threshold concentrations are close for the bivalent Mg and Zn ions (5–6 and 7–8 at. %, respectively) and tervalent In and Sc ions (1.5–2%). There is some debate over the nature of the threshold concentrations [1, 2, 8–10]: in particular, it was speculated that they are associated with a change in the location of dopants in the lattice [1, 2, 8]. However, so far all structural models for the insertion of nonphotorefractive ions into the LiNbO$_3$ lattice and the discussion about the relation between the threshold concentrations and changes in the defect structure have been based only on chemical analysis data [9, 10] and spectroscopic tests [1, 2] without structural studies.

Our precision X-ray structural study was aimed at determining the location of the Zn atoms for different concentrations in the LiNbO$_3$ lattice. The main purpose of this work was to trace the influence of Zn on the intrinsic defect structure of LiNbO$_3$ and analyze the structural origin of the threshold concentration. The choice of impurity was dictated by the fact that the highest threshold Zn concentration (~7%) provided the most reliable estimates.

Single-domain crystals were grown by the Czochralski method from a congruent melt ([Li$_2$O]/[Nb$_2$O$_5$] = 48.5 : 51.5 mol %); zinc was added to the melt in the form of oxide. Samples with zinc contents of 0.0, 2.87, 5.20, and 7.60 at. % in the crystal...
were studied. The method of preparing single-domain samples is described in [11].

X-ray experiments were carried out for samples shaped like spheres with diameters ranging from 0.15(1) to 0.28(1) mm. Measurements were accomplished on an Enraf-Nonius CAD-4F diffractometer using MoKα radiation. Diffraction data were collected over a full reflection sphere of the reciprocal space for the scattering angles constrained to 2θ ≤ 100°. Intensity arrays containing from 3559 to 5092 reflections with I ≥ 3σ(I) were obtained for different samples. Averaging of the symmetrically equivalent reflections gave working arrays containing from 640 to 943 unique structure amplitudes. After averaging, the discrepancy factors did not exceed 2.2%. The maximum number of refined structural parameters did not exceed 5 even if the anisotropy and anharmonicity of atomic thermal vibrations were taken into account. All calculations were performed using the Prometheus program package [12].

The structure of LiNbO₃ is realized in the R3c space group with unit-cell parameters a = 5.149(1) and c = 13.862(2) Å of the matrix crystal in hexagonal basis. The structural models were refined by the full-matrix least-squares method with a step-by-step scan if there was a strong correlation between the refined parameters [13]. The correlations considerably hampered the reliable determination of site occupancies for atoms. The final discrepancy factors between the calculated and experimental moduli of structure amplitudes were 0.90–1.62% for the unweighed and 0.79–1.38% for the weighed R factors. Selected structural crystallographic data for the single crystals under study are given in the table. A large number of experimental structure amplitudes for each refined parameter and low ~1% R factors are evidence for a high reliability of the results.

The main and basically new result of this work is that a part of the Zn ions were located in the Nb positions at a concentration of 7.6% (table), i.e., at a concentration falling within the range of “threshold” changes in crystal properties [2]. Preliminary measurements carried out for crystals with 8.2% Zn lead to the same conclusion about the Zn location. At lower concentrations, Zn occupies only the Li positions, displacing NbLi, and partially substituting for Li. This confirms the a priori suggestion, made on the basis of the available spectroscopic data [1, 2] and model calculations [8], about the interconnection between the threshold concentrations of non-photorefractive ions and their simultaneous insertion into two basis cationic positions.

Let us consider in more detail a “stepwise” transformation of the intrinsic defect structure of LiNbO₃ with increasing concentration of the inserted Zn ions. The discussion will be based on the model [4, 7]. Notice that the composition of the undoped crystal is consistent with the literature data for congruent crystals [3–5] and can be schematically represented by the well-known formula [Li₁₋₅xNbₓO₃] (☐ stands for the vacancies, and the first and second square brackets denote the Li and Nb sites, respectively). In accordance with the above-mentioned a priori assumptions, the insertion of Zn into the Li position is accompanied by a decrease in the NbLi concentration (table); NbLi defects are fully

<table>
<thead>
<tr>
<th>Atoms</th>
<th>site multiplicity</th>
<th>site occupancy</th>
<th>x/a</th>
<th>y/b</th>
<th>z/c</th>
<th>B_eff. Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb</td>
<td>6</td>
<td>100.0(2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.41</td>
</tr>
<tr>
<td>(Li, Nb)</td>
<td>6</td>
<td>95.2(3)</td>
<td>0</td>
<td>0</td>
<td>0.281(1)</td>
<td>0.99</td>
</tr>
<tr>
<td>O</td>
<td>18</td>
<td>100.0(2)</td>
<td>0.0482(1)</td>
<td>0.3432(1)</td>
<td>0.0645(2)</td>
<td>0.54</td>
</tr>
<tr>
<td>Zn: 2.87 mol %; a = 5.150(1) Å; c = 13.861(2) Å; R = 0.009, R_w = 0.008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb</td>
<td>6</td>
<td>100.0(3)</td>
<td>0</td>
<td>0</td>
<td>0.27786(1)</td>
<td>1.00</td>
</tr>
<tr>
<td>(Li, Zn, Nb)</td>
<td>6</td>
<td>94.4(6)</td>
<td>0</td>
<td>0</td>
<td>0.0640(2)</td>
<td>0.59</td>
</tr>
<tr>
<td>O</td>
<td>18</td>
<td>100.0(5)</td>
<td>0.0479(1)</td>
<td>0.3429(1)</td>
<td>0.0645(2)</td>
<td>0.63</td>
</tr>
<tr>
<td>Zn: 5.2 mol %; a = 5.151(1) Å; c = 13.862(2) Å; R = 0.011, R_w = 0.010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb</td>
<td>6</td>
<td>100.0(2)</td>
<td>0</td>
<td>0</td>
<td>0.2810(1)</td>
<td>0.95</td>
</tr>
<tr>
<td>(Li, Zn)</td>
<td>6</td>
<td>95.2(3)</td>
<td>0</td>
<td>0</td>
<td>0.0633(2)</td>
<td>0.57</td>
</tr>
<tr>
<td>O</td>
<td>18</td>
<td>100.0(5)</td>
<td>0.0485(1)</td>
<td>0.3438(1)</td>
<td>0.0633(2)</td>
<td>0.57</td>
</tr>
<tr>
<td>Zn: 7.6 mol %; a = 5.152(1) Å; c = 13.867(2) Å; R = 0.016, R_w = 0.014</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
absent in a crystal with 5.2% Zn. According to the model [4, 6], the intrinsic Nb\_Li defect is compensated by 4V\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_Li\_\_L

LiNbO\_3 is a hexagonal close packing of O atoms, with two-thirds of octahedra each being occupied, respectively, by Nb and Li atoms while the last one-third being empty. Figure 1a demonstrates the close packing and the positioning of niobium and lithium in the octahedral cavities of the structure. For clarity, some of the Li and Nb octahedra are seen. Figure 1b displays the LiNbO\_3 structure of stoichiometric composition. (a) Close packing of the O atoms (large spheres) and positioning of the Nb atoms (dark spheres) and Li (light spheres) in octahedral cavities of the structure. (b) Nb and Li octahedra; a pair of such face-sharing octahedra is seen.

**Fig. 1.** Crystal structure of lithium niobate LiNbO\_3 of stoichiometric composition. (a) Close packing of the O atoms (large spheres) and positioning of the Nb atoms (dark spheres) and Li (light spheres) in octahedral cavities of the structure. (b) Nb and Li octahedra; a pair of such face-sharing octahedra is seen.
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Under rather general assumptions about the properties of a quantum channel with noise, a quantum protocol providing implementation of secret bit commitment with the probability as close to unity as is wished is proposed. © 2001 MAIK “Nauka/Interperiodica”.
PACS numbers: 03.67.Hk; 03.67.Dd

Weisner has come up in [1] with an idea that quantum physics can ensure higher security in information transmission than classical physics does. Later, after publications [2, 3], the secret key distribution (quantum cryptography) was studied in a number of papers. Apart from the key distribution protocol, other cryptographic protocols, so-called bit commitment (BC) and coin tossing (CT) protocols [4, 5], are important for applications and are of interest themselves. The quantum variant of these protocols was proposed in [6].

The BC protocol is an exchange protocol allowing two participants A and B, who do not trust each other, to implement the following scheme. Participant A sends a portion of information about his secret bit to participant B (\(b = 0\) or \(1\), the commitment stage), so that, knowing this portion, participant B cannot determine what participant A contemplates. However, this portion of information is such that participant A cannot change the value of his secret bit \(b\) at the revelation stage when participant B claims the remaining portion of information. The CT protocol is a scheme through which two distant participants, who do not trust one another, can realize an honest coin tossing procedure.

The classical variants of the protocols are based on the unproved computational complexity of some trap functions (functions whose reversion requires exponentially large computation time with a classical computer) [7, 8].

It was believed that quantum protocols based not on computational complexity but on the fundamental exclusions imposed by quantum mechanics are unconditionally secure [9]. However, it was demonstrated later that the nonrelativistic quantum BC protocol is insecure [10, 11]. Participant A can cheat successfully by using a so-called Einstein–Podolsky–Rosen (EPR) attack [12]. The proof of the possibility of EPR attack is essentially based on the result obtained in [13] for measurements in quantum ensembles of composite systems.

All the above-mentioned nonrelativistic quantum protocols are based only on the properties of quantum states in the Hilbert space and do not explicitly include the effects of the state propagation from one distant participant of the protocol to the other. In practice, information is transmitted from one participant to another through Minkowski space-time. Allowance made for this fact in an explicit form extends the possibilities of constructing quantum relativistic protocols [14] and noticeably simplifies the proof of their security [15]. Restrictions imposed by special relativity on the measurability of quantum states allow one to realize the secret BC and CT protocols in an ideal channel [16]. An EPR attack is inefficient in the relativistic case because a state extended in space-time cannot be instantaneously measured. Moreover, it is impossible to instantaneously separate even one of a pair of orthogonal states with certainty. Restrictions imposed by special relativity on the measurability of quantum states were discussed even by Landau and Peierls [17].

In this paper, we propose the relativistic quantum BC protocol in a quantum channel with noise. The notion of the protocols is intuitively simple. Participant A prepares (turns on a source) one of a pair of orthogonal states corresponding to \(0\) or \(1\), which, being formed, are sent to a communication channel with the highest possible speed (speed of light \(c\), which is taken as \(c = 1\) in what follows). Until the whole states are available for participant B, he cannot with certainty determine what the value is of the secret bit, \(0\) or \(1\). Due to existing highest propagation speed, participant A cannot affect that portion of the state which has been sent to the communication channel; i.e., participant A is committed to the bit (commitment stage). When the whole state becomes available to participant B, he can determine the value of the secret bit with certainty, because of the orthogonality of the states, and can compare this value with the one that will be reported to him by participant A through a classical communication channel at the revelation stage. Restrictions imposed by special relativity on the measurability of quantum
states allow one to realize the original idea of the BC protocol about placing a portion of information at the disposal of one of the participants. The restriction of the accessible coordinate space automatically leads to the restriction of a part of the Hilbert space of states even for internal degrees of freedom of a quantum system (spin and polarization) because these degrees of freedom do not exist in isolation from the spatial degrees of freedom.

The protocol uses a pair of single-photon states which have orthogonal polarizations and spatial amplitude of a special form and correspond to 0 and 1:

$$|\psi_{0,1}\rangle = \int dk \mathcal{F}(k)a^\dagger(k)|0\rangle \otimes |e_{0,1}\rangle$$

$$= \int dk \mathcal{F}(k)|k\rangle \otimes |e_{0,1}\rangle = |\mathcal{F}\rangle \otimes |e_{0,1}\rangle,$$

where $a^\dagger(k)$ is the creation operator of the state with momentum (energy) $k > 0$, $\mathcal{F}(k)$ is the amplitude in the $k$ representation, $|e_{0,1}\rangle$ is the polarization state, and

$$\int dk |\mathcal{F}(k)|^2 = 1, \quad [a(k), a^\dagger(k')] = \delta(k - k'),$$

$$\langle e_i|e_j\rangle = \delta_{ij}, \quad i, j = 0, 1, \quad k \in (0, \infty).$$

In the space–time $\tau$ representation, the states have the form

$$|\psi_{0,1}\rangle = \int d\tau \mathcal{F}(\tau)|\tau\rangle \otimes |e_{0,1}\rangle,$$

$$\mathcal{F}(\tau) = \int dk \mathcal{F}(k)e^{-ik\tau},$$

$$\langle k|\tau\rangle = \frac{1}{\sqrt{2\pi}} e^{ik\tau},$$

$$\tau = t - x, \quad \tau \in (-\infty, \infty),$$

where $\mathcal{F}(\tau)$ is the amplitude in the $\tau$ representation. This form corresponds to the intuitive notion of a packet that moves in the positive direction along the $x$ axis with the speed of light and has a space–time form of $\mathcal{F}(\tau)$. The normalization condition in the $\tau$ representation, with allowance made for [18], has the form

$$\delta(\tau - \tau') + \frac{i}{\pi\tau - \tau'} = \int |\mathcal{F}(\tau)|^2 d\tau.$$

The following two points are important for the protocol: (i) there is the highest speed of state propagation and (ii) the orthogonal states are indistinguishable with certainty if they are not available as a whole, even though they remain orthogonal under the restriction on the region accessible for measurements. The values of the classical bits 0 and 1 are attributed to two orthogonal polarization states $|e_0\rangle$ and $|e_1\rangle$. Because there is no polarization state in isolation from the spatial degrees of freedom $\mathcal{F}(\tau)$, for the states to be distinguished with certainty, i.e., with unit probability, the whole spatial region, where the amplitude $\mathcal{F}(\tau)$ is nonzero, should be accessible. More precisely, any measurement in the restricted $\tau$ region has nonzero error in distinguishing between states. Any measurement is described as a decomposition of unity in the Hilbert space $\mathcal{H}$ [19–23] and, when the restricted region $\Delta(\tau)$ is accessible $[\Delta(\tau)$ is the complement with respect to the whole space $\tau \in (-\infty, \infty)$], is given as the following decomposition of unity:

$$I = \int d\tau|\tau\rangle \langle \tau| \otimes I_{c^2}$$

$$= \int d\tau|\tau\rangle \langle \tau| \otimes (\mathcal{P}_0 + \mathcal{P}_1) + \int d\tau|\tau\rangle \langle \tau| \otimes I_{c^2},$$

$$\mathcal{P}_{0,1} = |e_{0,1}\rangle\langle e_{0,1}|,$$

where $\mathcal{P}_{0,1}$ are the projectors onto the polarization states $|e_{0,1}\rangle$. If the measurement outcome is in the region $\Delta(\tau)$ accessible for measurement, the probabilities of the outcomes in two orthogonal channels $\mathcal{P}_0$ and $\mathcal{P}_1$ have the form

$$\text{Tr}\{\rho(0, 1)(I(\Delta(\tau)) \otimes \mathcal{P}_0, 1)\} = \int d\tau|\mathcal{F}(\tau)|^2 = N(\Delta(\tau)),$$

where $\rho(0, 1) = |\psi_{0,1}\rangle\langle \psi_{0,1}|$ and $N(\Delta(\tau))$ is the fraction of the outcomes in the accessible region. In this case, the probability of error due to the channel orthogonality is $p_e(\Delta(\tau)) = 0$. However, if the outcome is not obtained in the region accessible for measurements, the probability of error is $p_e(\bar{\Delta}(\tau)) = 1/2$ and the fraction of these outcomes is

$$\text{Tr}\{\rho(0, 1)(I(\bar{\Delta}(\tau)) \otimes I_{c^2})\} = \int d\tau|\mathcal{F}(\tau)|^2 = N(\bar{\Delta}(\tau)).$$
The total error is

\[ P_e = p_e(\Delta(\tau))N(\Delta(\tau)) + p_e(\tilde{\Delta}(\tau))N(\tilde{\Delta}(\tau)) \]

\[ = 0 \cdot N(\Delta(\tau)) + \frac{1}{2} N(\tilde{\Delta}(\tau)) = \frac{1}{2} \int_{\Delta(\tau)} d\tau |\mathcal{F}(\tau)|^2 \neq 0. \tag{8} \]

The protocol uses states with the space–time amplitude of a special form, namely, the states consisting of two highly localized halves separated by the interval \( \tau_0 \):

\[ \mathcal{F}(\tau) = \frac{1}{\sqrt{2}} [f(\tau) + f(\tau - \tau_0)], \]

\[ \int_{-\Delta t}^{\Delta t} d\tau |f(\tau)|^2 = \int_{-\Delta t}^{\Delta t} d\tau |f(\tau - \tau_0)|^2 = 1 - \delta, \tag{9} \]

where \( \delta \) is taken as small as is wished. The amplitude \( f(\tau) \) cannot have a compact carrier [23]. However, the localization as strong as is wished and the falloff as close to exponential as is wished are possible [23, 24]. In what follows, we will omit the parameter \( \delta \), bearing in mind that it can be taken as the smallest parameter in the problem with any accuracy. The last statement means that, if the accessible region of the space–time \( \tau \) covers the interval \(-\Delta t < \tau < \Delta t + \tau_0 \), the probability of error (8) is \( P_e = 0 \). If only one of the halves of the state is available, the probability of error (8) is \( P_e = 1/4 \). This means that, in order to distinguish between a pair of orthogonal states of form (9) with certainty, the space–time region of a size \( \tau_0 \) should be accessible, which cannot be ensured in a time shorter than \( \tau_0 \) because of the existence of the limiting propagation speed.

Participant A sends the initial states \( \rho_{in}(0, 1) = |e_{0, 1}\rangle \otimes \langle F|/(|F| \otimes \langle e_{0, 1}|) \) to a quantum communication channel. The description of the quantum communication channel with noise reduces to the specification of an instrument [19–23], which is sometimes called superoperator, converting input density matrices into output ones which need not be normalized. Each quantum communication channel specifies an affine mapping of the set of input density matrices into the set of output density matrices. Any such mapping is reduced to the specification of the instrument \( \mathcal{F} \):

\[ \rho_{out}(0, 1) = \mathcal{F}[\rho_{in}(0, 1)] \]

\[ = \int_{-\infty}^{\infty} d\tau d\tau' \rho_{out}(\tau, \tau')|\langle e_{0, 1}| \otimes \rho(e_{0, 1} e_{1}) \]

\[ = \sum_{i=1}^{\infty} \lambda_i (|e_{i, 0, 1}\rangle \otimes |u_i\rangle)(|u_i\rangle \otimes \langle e_{i, 0, 1}|), \tag{10} \]

where \( |u_i\rangle = \int_{-\infty}^{\infty} d\tau u_i(\tau)|\rangle \) are eigenvectors of the operator of an output density matrix, i.e., of the kernel \( \rho_{out}(\tau, \tau') \). Taking Eq. (4) into account, we have

\[ \int_{-\infty}^{\infty} d\tau \rho_{out}(\tau, \tau')u_i(\tau') = \lambda_i u_i(\tau), \]

\[ \int_{-\infty}^{\infty} d\tau u_i(\tau)u_i^*(\tau) = \delta_i, \quad \sum_{i=1}^{\infty} \lambda_i \leq 1. \tag{11} \]

The output polarization vectors are \( |e_{i, 0, 1}\rangle = \alpha_{i, 0, 1}|e_{0}\rangle + \beta_{i, 0, 1}|e_{1}\rangle \) (\( |\alpha_{i, 0, 1}|^2 + |\beta_{i, 0, 1}|^2 = 1 \)). Any instrument can be represented in the form \( \mathcal{F}[\rho] = \sum_i V_i \rho V_i^+, \) with \( \sum_i V_i V_i^+ \leq I \) [19–22] (here, it is sufficient to restrict our consideration to the discrete outcome space \( i \)). For the case under consideration, this representation can be written as

\[ \mathcal{F} [... ] = \sum_{i=1}^{\infty} \lambda_i (|e_{i, 0, 1}\rangle \otimes |u_i\rangle)(|e_{0, 1}\rangle \otimes \langle F|)[...] \]

\[ \times (|F\rangle \otimes |e_{0, 1}\rangle)(|u_i\rangle \otimes \langle e_{i, 0, 1}|) + \mathcal{F}_\perp[...], \tag{12} \]

where \( \mathcal{F}_\perp[...] \) is the instrument’s part that identically gives zero on the linear shell of vectors \( |F\rangle \otimes |e_{0, 1}| \).

Since the time of preserving the secret bit is determined by the extent \( \tau_0 \) of the states, the channel can have an arbitrary length. Therefore, this length may be taken as 0 without loss of generality. In fact, the specification of an instrument is the description of the properties of the quantum communication channel, similarly to the classical case when the probability distribution over the output alphabet is specified for each symbol of the input alphabet. This mapping can intuitively be treated (with minor reservations) as the transformation of the input state \( |\psi_{in}\rangle \) with the form \( \mathcal{F}(\tau) \) and polarization \( e_{0, 1} \) to one of the output states, which have the form \( u_i(\tau) \) and polarization \( e_{i, 0, 1} \) and occur with the probability \( \lambda_i \). In the case under consideration, the fact that the sum of probabilities does not exceed unity, i.e., \( \sum_i \lambda_i \leq 1 \), can be treated as disappearance (absorption) of a photon in the channel. The channel properties are specified by the functions \( u_i(\tau) \) and probabilities \( \lambda_i \), which are assumed to be a priori known and can be determined from the channel calibration. If one can choose a new interval \( D \tau \) of the localization of the
the states become entirely available after the protocol

\[ \forall i = 1, \infty, \frac{1}{2} \int_{D\tau} d\tau |u_i(\tau)|^2 = \frac{1}{2} - \delta, \]

\[ \frac{1}{2} \int_{-D\tau + \tau_0} d\tau |u_i(\tau)|^2 = \frac{1}{2} - \delta, \quad D\tau < \tau_0, \]  

(13)

where \( \delta \) is as small as is wished, as in Eq. (9), the channel fits for implementing the proposed protocol. In other words, the channel is organized so that the states strongly localized at the input remain strongly localized at the output within an accuracy of \( D\tau < \tau_0 \) and \( D\tau > \Delta\tau \) (see figure) but can change their form and polarization. The \( D\tau \) value controls the accuracy with which a possible delay in the choice of the secret bit by participant \( A \), i.e., the delay in sending the state to the communication channel, is detected. The probability of detecting the states at the output by participant \( B \) in the space–time window \( \Delta\tau \) covering only one of the halves \( u_i(\tau) \) independently of the outcome in the channels \( \mathcal{P}_{0,1} \) is

\[
\Pr \{ \Delta(\tau) \} = \text{Tr} \{ \mathcal{T} \{ \rho_{in}(0,1) \} (I(\Delta(\tau)) \otimes I_{c^2}) \} \\
= \sum_{i=1}^{\infty} \lambda_i \int_{\Delta(\tau)} d\tau |u_i(\tau)|^2 \leq \left( \frac{1}{2} - \delta \right) \sum_{i=1}^{\infty} \lambda_i \leq \frac{1}{2} - \delta \leq \frac{1}{2}  
\]  

(14)

and can be made as close to 1/2 as is wished (with exponential accuracy by appropriately choosing \( D\tau \) and \( \tau_0 \)). In this case, when only one half is available, i.e., during the time \( \approx \tau_0 \), the probability of distinguishing between the states is not higher than \( 1/2 \cdot 1/2 = 1/4 \), according to Eq. (8).

Let us now calculate the probability of error when the states become entirely available after the protocol time \( D\tau + \tau_0 = \tau_0 \) (recall that this distinguishing error is equal to zero in an ideal channel). If a state is entirely available (the time \( \approx \tau_0 \) after the protocol beginning), the probability of the outcome in one of the channels \( \mathcal{P}_{0,1} \) is

\[
\Pr \{ \Delta(\tau) + \Delta(\tau) \} = \text{Tr} \{ \mathcal{T} \{ \rho_{in}(0,1) \} (I(\Delta(\tau)) \otimes I_{c^2}) \} = \sum_{i=1}^{\infty} \lambda_i \leq 1.  
\]  

(15)

The inequality \( \Pr \{ \Delta(\tau) + \Delta(\tau) \} \leq 1 \) means that the states do not all attain the channel output; i.e., states are absorbed in the channel with a probability of \( 1 - \sum_{i=1}^{\infty} \lambda_i \). Formally, with this probability they are never accessible for measurement by participant \( B \). In this case, when the instrument of participant \( B \) does not change state, he can only guess what has been sent. The contribution of these events to the probability of error is \( 1/2(1 - \sum_{i=1}^{\infty} \lambda_i) \).

\[
\sum_{i=1}^{\infty} \mathcal{P}_i \otimes (E_0 + E_1) + \mathcal{P}_\perp \otimes I_{c^2} = I \otimes I_{c^2},  
\]

(16)

\[
\mathcal{P}_i = |u_i\rangle\langle u_i|, \quad \mathcal{P}_\perp = I - \sum_{i=1}^{\infty} \mathcal{P}_i.  
\]

Here,

\[
E_0 + E_1 = I_{c^2}, \quad E_0 = \langle \tilde{e}_0 | \tilde{e}_0 \rangle, \\
I_{c^2} = |e_0\rangle\langle e_0| + |e_1\rangle\langle e_1|,  
\]

(17)

where \( |\tilde{e}_0\rangle \) is the eigenvector of the operator

\[
\Gamma = \gamma_{00}|e_0\rangle\langle e_0| + \gamma_{01}|e_0\rangle\langle e_1| + \gamma_{10}|e_1\rangle\langle e_0| + \gamma_{11}|e_1\rangle\langle e_1|,  
\]

(18)

with

\[
\gamma_{00} = \frac{1}{2} \sum_{i=1}^{\infty} \lambda_i (|\alpha_i|_0^2 - |\alpha_i|_1^2), \\
\gamma_{11} = \frac{1}{2} \sum_{i=1}^{\infty} \lambda_i (|\beta_i|_0^2 - |\beta_i|_1^2),  \\
\gamma_{01} = \frac{1}{2} \sum_{i=1}^{\infty} \lambda_i (\alpha_i \beta_{i,1}^* - \alpha_i \beta_{i,0}^*), \quad \gamma_{10} = \gamma_{01}^*.  
\]

(19)

Taking into account Eq. (18) and the fact that \( a \) \textit{a priori} probabilities of choosing the states 0 or 1 by participant \( A \) are equal to 1/2, one can represent the total error in distinguishing between the polarization states on the
honest input states, when they are entirely available, in the form

\[
P_e = \frac{1}{2} \left(1 - \sum_{i=1}^{\infty} \lambda_i \right) + \frac{1}{2} \text{Tr} \left\{ \mathcal{T} \left[ \rho_{in}(0) \right] \left( \sum_{i=1}^{\infty} \mathcal{P}_i \right) \otimes E_1 \right\}
\]

(20)

\[
+ \frac{1}{2} \text{Tr} \left\{ \mathcal{T} \left[ \rho_{in}(1) \right] \left( \sum_{i=1}^{\infty} \mathcal{P}_i \right) \otimes E_0 \right\} = \frac{1}{2} - \left| \gamma_2 \right| < \frac{1}{2},
\]

where \( \gamma_2 \) is the negative eigenvalue of the operator \( \Gamma \) appearing in Eq. (18):

\[
\gamma_2 = \frac{1}{2} (\gamma_{00} + \gamma_{11}) - \frac{1}{2} \sqrt{(\gamma_{00} - \gamma_{11})^2 + 4 |\gamma_{01}|^2}.
\]

(21)

Assuming that the polarizations \( |\psi_0\rangle \) and \( |\psi_1\rangle \) are identically confused in the channel, one has \( \gamma_2 = -|\gamma_{01}|. \) As follows from Eqs. (18)−(20), the error in an ideal channel is \( P_e = 0. \)

The protocol is specified as follows. (i) The participants check only their local neighborhoods. Previously, they came to an agreement about the time of the protocol onset, the form \( \mathcal{P}(\tau) \) of the states, and the polarization basis \( |\psi_{0,1}\rangle \) for 0 and 1. (ii) Participant A encodes the secret bit \( b \) (0 or 1) by the parity bit over \( N \) states \( \hat{1}, \hat{0} \), consisting of the blocks of \( k \) states \( b = \sum_{i=1}^{N} a[i,j], i = 1, \ldots, k \), where all \( a[i,j] \) belonging to the same block are identical), and sends \( k \cdot N \) states alternately through \( k \cdot N \) quantum communication channels, while participant B carries out measurement (16). (iii) At the revelation stage at any \( \Delta t < \tau < \Delta t + \tau_0 \), participant B can request through the classical channel what has been sent by participant A. (iv) As the protocol time passes, participant B compares the outcomes of his measurements with what has been reported by participant A. (v) If all the tests are successful, the protocol is completed; otherwise it is broken.

So long as the protocol is not finished, the probability of the correct determination of the secret bit by participant B exceeds \( 1/2 \), which is the probability of simple guessing, only by an exponentially small quantity. Indeed, the number of binary rows of length \( k \cdot N \) in the block representation with \( \hat{0} \) and \( \hat{1} \) is (see [27] for the summation)

\[
N_{\text{odd}} = N_{\text{even}} = \frac{1}{2} \sum_{m=0}^{N} \binom{N}{N-k} \cdot k
\]

\[
= \frac{2^N k}{2k} \sum_{i=1}^{N-k} \cos^{N-k} \left( \frac{\pi i}{k} \right) \cos \left( \frac{i}{k} \right) \approx \frac{1}{2} - \frac{1}{2} \pi < \frac{1}{2},
\]

and is virtually equal to the total number of binary rows of length \( N \cdot k \). Shannon’s information [28–30] in the set of the block rows is (within an accuracy of round-off error) the number of binary rows of symbols that are necessary for identifying the row parity:

\[
I = \log_2 \left( \frac{\sum_{i=1}^{k} \cos^{N-k} \left( \frac{\pi i}{k} \right) \cos \left( \frac{i}{k} \right) \approx \frac{1}{2} - \frac{1}{2} \pi \right) \right)
\]

(23)

\[
\eta = 1;
\]

(i.e., almost all bits in the row should be known. However, when only half of the state is accessible \( \Delta t < \tau < \Delta t + \tau_0 \), the probability of error in determining a bit in each position is equal to or less than \( 1/4 \), according to Eq. (8), even in a channel without noise. Therefore, the probability that participant B has determined the parity bit until the protocol is finished does not exceed

\[
P(\text{parity}) = \frac{1}{2} + 2^{-\frac{1}{2} \eta}.
\]

Let us calculate the probability of error in determining the parity bit by participant B after the protocol is finished. The block representation for even \( k \) is stable (errors are corrected by the majority voting method) when the number of errors in each block is no more than \( k/2 - 1 \). The probability of error in the block \( \hat{0} \) or \( \hat{1} \) is

\[
P_e(k) = \sum_{i=0}^{k} C_i P_e^i (1 - P_e)^{k-i}
\]

\[
= \frac{2}{N} \left( \frac{\eta}{k} \right) \left( \frac{1}{2} \right)^k.
\]

(25)

which may be made smaller than any preset quantity by choosing \( k \). The total error in determining the parity bit is (\( N \) is assumed to be even)

\[
P_e(\text{parity}) = \sum_{i=0}^{N} C_i P_e^i (1 - P_e)^{N-i},
\]

(26)

where the summation is performed only over odd superscripts \( i \) because error in the parity bit arises when malfunction occurs in an odd number of blocks. Taking into account that

\[
\frac{1}{2} \left( (x+y)^N - (x-y)^N \right) = \sum_{i=0}^{N} C_i x^i y^{N-i}
\]

and setting \( z = P_e(k) \) and \( y = 1 - P_e(k) \) \( (x + y = 1) \), we find

\[
P_e(\text{parity}) = \frac{1}{2} \left( 1 - (1 - 2P_e(k))^N \right).
\]

(27)

(28)

By choosing large enough \( k \) for a given quantum channel, the probability \( P_e(k) \) can be made as small as is wished so that \( N P_e(k) \ll 1 \) is exponentially small. In this case, the error in determining the parity bit after the
protocol is finished is also as small as is wished and the probability of correct determination is as close to unity as is wished.

Let us discuss now the stability of the protocol to deception by participant A. Because the minimal distance (according to Hamming) between two block rows of different parities equals $k$ (the minimal number of different positions), $k$ positions, as a minimum, should be changed for changing the parity of the whole row. Since the probability of correct determination of each block $0$ or $1$ is no less than $1 - P_c(k) \rightarrow 1$ [$P_c(k)$ is exponentially small, see Eq. (25)], the probability that deception by participant A cannot be detected by participant B does not exceed this quantity.

The protocol is also stable to the delay in choosing the secret bit by participant A after the protocol onset. Recall that, for honest undelayed input states, the probability of the outcome in the channel $P_\perp = I - \sum_{i=1}^{\infty} P_i$ is equal to zero:

$$\Pr(\Delta(\tau) + \bar{\Delta}(\tau)) = \text{Tr}\{ (\mathcal{T}[\rho_{in}(0, 1)] + \mathcal{T}[\rho_{in}(0, 1)]) \times (\mathcal{P}_\perp \otimes I_{C'}) \} = \text{Tr}\left\{ \left( \sum_i \lambda_i |\alpha_{i, 0, 1}|^2 P_i \right) \otimes |e_0\rangle\langle e_0| \right\}$$

$$+ \left( \sum_i \lambda_i |\alpha_{i, 1, 0}|^2 P_i \right) \otimes |e_1\rangle\langle e_1|$$

$$+ \left( \sum_i \lambda_i |\beta_{i, 0, 1}|^2 P_i \right) \otimes |e_1\rangle\langle e_1|$$

$$+ \left( \sum_i \lambda_i |\beta_{i, 1, 0}|^2 P_i \right) \otimes |e_0\rangle\langle e_0|$$

$$\times \left( I - \sum_j P_j \right) \otimes I_{C'} = 0,$$

with allowance made for $|\alpha_{i, 0, 1}|^2 + |\beta_{i, 0, 1}|^2 = 1$ and $P_i P_j = \delta_{ij} P_i$.

Any state delayed by more than $D\tau$ can be detected with the probability as close to unity as is wished. This detection can be ensured by the restrictions imposed on instrument (12) by special relativity, more precisely, by existence of a limiting propagation speed. If a state prepared at the input of any quantum communication channel is strongly localized, i.e., the squared amplitude is $\int_{-\Delta\tau}^{\Delta\tau} d\tau |\mu(\tau)|^2 = 1 - \delta$, where $\delta$ is exponentially small and $\Delta\tau \rightarrow 0$, this state cannot be detected at the channel output in a time shorter than $t = L/c$, where $L$ is the channel length; more precisely, detection with the probability as close to unity as is wished is possible in the time window $-\Delta\tau + L/c \leq t \leq \Delta\tau + L/c$. For the case under consideration, instrument (12) must convert states prepared later at the input into states which appear later at the output. The shift value for the leading edge of the state amplitude at the output cannot be less than the corresponding shift at the input.

Any delayed input state can be presented in the form (polarization degrees of freedom are omitted for brevity)

$$\rho_{delay} = \sum_i \mu_i |\mu_i\rangle\langle \mu_i|, \quad \sum_i \mu_i = 1,$$

$$|\mu_i\rangle = \int d\tau \mu_i(\tau)|\tau\rangle,$$

where $|\mu_i\rangle$ are the eigenstates of the density matrix and the functions $\mu_i(\tau)$ have a carrier which does not overlap in the interval $D\tau$ with the carrier of the leading half of any of the functions $u_i(\tau)$ obtained at the channel output from undelayed states. At the channel output, the density matrix $\rho_{delay}$ is converted to such a density matrix that the carriers of the eigenfunctions $|\eta_k\rangle$ also do not overlap with the leading half $u_i(\tau)$ in the interval $D\tau$:

$$(\mathcal{T} + \mathcal{T}_\perp)[\rho_{delay}] = \sum_k \eta_k |\eta_k\rangle\langle \eta_k|,$$

$$\sum_k \eta_k \leq 1, \quad |\eta_k\rangle = \int d\tau \eta_k(\tau)|\tau\rangle.$$

Therefore, $|(|\eta_k|\mu_i|^2| \leq 1/2$, because $\eta_k(\tau)$ does not cover the leading half $u_i(\tau)$ where one-half of the squared modulus of $u_i(\tau)$ is gained.

The probability of the outcome on delayed states in the channel $\sum_i P_i < I$ is

$$\text{Tr}\left\{ \left( \sum_k \eta_k |\eta_k\rangle\langle \eta_k| \right) \left( \sum_i P_i \right) \right\} < 1,$$

and the probability of the outcome on undelayed states is equal to unity. Similarly, the probability of the outcome in the channel $P_\perp = I - \sum_{i=1}^{\infty} P_i$ is (recall that this probability is equal to zero on honest states)

$$\text{Tr}\left\{ \left( \sum_k \eta_k |\eta_k\rangle\langle \eta_k| \right) \left( I - \sum_i P_i \right) \right\} = p_\perp \neq 0.$$

The sum of probabilities of the outcomes in both channels is equal to unity if all states attain the channel output, i.e., are not absorbed, $\sum_k \eta_k = 1$.

Delay in choosing the secret bit (state delay) is detected upon appearance of the outcomes in the channel $P_\perp$ with the probability $p_\perp$. For changing parity bit,
it is sufficient to delay the states only in one of the blocks of $k$ states. The probability that delay of $k$ states by participant A remains undetected is equal to the probability that all $k$ delayed states do not give an outcome in the channel $P_\perp$ and, therefore, imitate the statistics of measurement outcomes for honest states. This means that

$$P_{\text{cheat}} = (1 - p_\perp)^k \leq 1,$$

which can be achieved by taking large enough $k$ for known probability $p_\perp$.

Thus, the protocol provides implementation of honest bit commitment protocol with the probability as close to unity as is wished.
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The induced gluon emission from a fast quark passing through a finite-size QCD plasma is studied within the light-cone path integral approach. It is shown that the leading log approximation used in previous studies fails when the gluon formation length becomes on the order of the length of the medium traversed by the quark. Calculation of the energy loss beyond the leading log approximation gives the energy loss which grows logarithmically with quark energy, contrary to the energy-independent prediction of the leading log approximation.

ΔE_{BDMS} = \frac{C_F \alpha_s L^2 \mu^2}{4 \lambda_g} \log \frac{E}{\mu}, \quad (1)

where \( L \) is the length of QGP traversed by the quark, \( \mu \) is the Debye screening mass, \( \lambda_g \) is the mean free path of the gluon in QGP, \( C_F \) is the color Casimir for the \( \bar{q}q \) system. For a quark produced inside a finite-size QGP, the BDMS prediction is

The energy-independent \( \Delta E \), Eq. (1), differs from that obtained recently by Gyulassy, Levai, and Vitev (GLV) [13]. By calculating the Feynman diagrams for single scattering [first order \((N = 1)\) in opacity], they obtained

\[ \Delta E_{GLV} = \frac{C_F \alpha_s L^2 \mu^2}{4 \lambda_g} \log \frac{E}{\mu}. \quad (2) \]

Since \( \Delta E_{BDMS} \) should include the \( N = 1 \) contribution, the contradiction between Eqs. (1) and (2) at \( E \to \infty \) seems to be surprising. Until now, there has not been given any explanation of this fact, except for the argument of the authors of [13] that it can be connected with the neglect of the finite kinematic bounds in the analysis [4]. However, it is clear that it cannot be important at \( E \to \infty \).

In [4], the quark energy loss \( \Delta E \) has been evaluated analytically by treating interaction of the \( \bar{q}q \) system

\[ \Delta E_{BDMS} \]

with the Debye-screened centers in the Leading Log Approximation (LLA), which is equivalent to the harmonic oscillator approximation for the Hamiltonian of the \( \bar{q}q \) system. For a quark produced inside a finite-size QGP, the BDMS prediction is

\[ \Delta E_{BDMS} = \frac{C_F \alpha_s L^2 \mu^2}{4 \lambda_g} \log \frac{E}{\mu}. \quad (1) \]

The energy-independent \( \Delta E \), Eq. (1), differs from that obtained recently by Gyulassy, Levai, and Vitev (GLV) [13]. By calculating the Feynman diagrams for single scattering [first order \((N = 1)\) in opacity], they obtained

\[ \Delta E_{GLV} = \frac{C_F \alpha_s L^2 \mu^2}{4 \lambda_g} \log \frac{E}{\mu}. \quad (2) \]

Since \( \Delta E_{BDMS} \) should include the \( N = 1 \) contribution, the contradiction between Eqs. (1) and (2) at \( E \to \infty \) seems to be surprising. Until now, there has not been given any explanation of this fact, except for the argument of the authors of [13] that it can be connected with the neglect of the finite kinematic bounds in the analysis [4]. However, it is clear that it cannot be important at \( E \to \infty \).

In [4], the quark energy loss \( \Delta E \) has been evaluated analytically by treating interaction of the \( \bar{q}q \) system

\[ \Delta E_{BDMS} \]

with the Debye-screened colored Coulomb scattering centers [12].

In [4], the quark energy loss \( \Delta E \) has been evaluated analytically by treating interaction of the \( \bar{q}q \) system

\[ \Delta E_{BDMS} \]

with the Debye-screened colored Coulomb scattering centers [12].

In [4], the quark energy loss \( \Delta E \) has been evaluated analytically by treating interaction of the \( \bar{q}q \) system

\[ \Delta E_{BDMS} \]
In this paper, the above puzzle of discrepancy between the BDMS and GLV predictions is resolved. It is demonstrated that the absence of the logarithmic energy dependence in Eq. (1) is connected with the fact that the LLA fails when the gluon formation length becomes on the order of \( L \). In this case, the spectrum is dominated by the \( N = 1 \) scattering, which simply vanishes in the LLA. It is shown that, if one uses the actual imaginary potential, the energy loss grows logarithmically with quark energy. However, the denominator in the argument of the logarithm is not the Debye mass, as it is in Eq. (2).

We will work in the LCPI formalism \([6]\). The probability distribution of the induced gluon emission from a quark produced at \( z = 0 \) can be written as \([10]\)

\[
\frac{dP}{dx} = \int dz n(z) \frac{d\sigma_{BH}(x, z)}{dx},
\]

where \( x \) is the gluon fractional momentum, \( n \) is the number density of the medium, and

\[
\frac{d\sigma_{BH}(x, z)}{dx} = \text{Re} \int dp \Psi^*(p, x) \sigma_3(p, x) \Psi_m(p, x, z). \tag{4}
\]

Here, \( \sigma_3 \) is the cross section for interaction of the \( \bar{q}qg \) system with a scattering center. The relative transverse separations in the \( \bar{q}qg \) system are \( p_{qg} = (1 - x)p \) and \( p_{\bar{q}g} = -xp \). \( \Psi(p, x) \) is the light-cone wave function for the \( q \rightarrow gq \) transition in vacuum, and \( \Psi_m(p, x, z) \) is the quark light-cone wave function in the medium for the longitudinal coordinate \( z \) (spin and color indices are omitted). The wave functions (modulo color factor) read

\[
\Psi(p, x) = P(x) \left( \frac{\partial}{\partial p_+} - is_y \frac{\partial}{\partial p_-} \right) \frac{1}{\sqrt{L_f}} e^{\frac{i\xi}{L_f}} \mathcal{H}_0(p, \xi|p', 0) \bigg|_{\rho = 0}, \tag{5}
\]

\[
\Psi_m(p, x, z) = P(x) \left( \frac{\partial}{\partial p_+} - is_y \frac{\partial}{\partial p_-} \right) \frac{1}{\sqrt{L_f}} e^{\frac{i\xi}{L_f}} \mathcal{H}(p, z|p', z-\xi) \bigg|_{\rho = 0}, \tag{6}
\]

where \( P(x) = xM(x) \frac{s_+}{2} + 2s_qx \) and \( \mathcal{H} \) is the Green’s function for the two-dimensional Hamiltonian

\[
\mathcal{H}(z) = -\frac{1}{2M(x)} \left( \frac{\partial}{\partial p} \right)^2 - n(z) \sigma_3(p, x) / 2, \tag{7}
\]

and

\[
\mathcal{H}_{\alpha\beta}(p_2, z_2|p_1, z_1) = \frac{M(x)}{2\pi i(z_2 - z_1)} \exp \left[ \frac{-iM(x)\beta_{12}p_1}{2(z_2 - z_1)} \right] \tag{8}
\]

is the Green’s function for Hamiltonian (7) with \( \nu(p, z) = 0 \) and \( M(x) = Ex(1 - x) \). The three-body cross section can be written as \([14]\)

\[
\sigma_3(p, x) = \frac{C_A}{2\alpha_s} \left[ \sigma_2((1 - x)p) + \frac{1}{N_c^2} \sigma_2(xp) \right], \tag{9}
\]

where \( C_A = N_c \) is the octet color Casimir and \( \sigma_2(p) \) is the dipole cross section for scattering of a \( \bar{q}q \) pair by a color center. For the parametrization \( \sigma_2(p) = C_2(p^2) \), the factor \( C_2 \) is

\[
C_2(p) = \frac{C_F C_A^2}{2M(x)} \int dq \left[ 1 - \exp(-iq\rho) \right]. \tag{10}
\]

Here, \( C_F \) is the color Casimir of the scattering center. In the region \( \rho \ll 1/\mu \), which dominates the spectrum for strong suppression, Eq. (10) takes the form

\[
C_2(p) \sim C_F C_A \frac{\alpha_s^2 \pi}{2} \log \left( \frac{1}{\rho \mu} \right). \tag{11}
\]

The LLA consists in replacing \( C_2(p) \) by \( C_2(p_{\text{eff}}) \), where \( p_{\text{eff}} \) is the typical value of \( p \). This seems to be a reasonable procedure, since \( C_2(p) \) has only a slow logarithmic dependence on \( p \). Then \( \sigma_3(p, x) \sim C_1(x)p^2 \), where \( C_1(x) = C_2(p_{\text{eff}})A(x) \), with \( A(x) = (1 + \alpha s x - x^2/N_c^2)C_A/2C_F \), and Hamiltonian (7) takes the oscillator form with frequency \( \Omega(x) = \sqrt{-iC_3(x)n/M(x)} \).

The value of \( p_{\text{eff}} \) is connected with the gluon formation length \( l_f \) by the Schrödinger diffusion relation \( p_{\text{eff}}^2 \sim l_f^4/2M \). \( l_f \) is the typical scale of \( \xi \) in Eqs. (5) and (6) when the wave functions are substituted in Eq. (4).

Let us discuss the gluon emission at a qualitative level. We begin with estimating \( p_{\text{eff}} \) and \( l_f \). Let us first estimate these quantities for gluon emission from a quark in an infinite medium. We will denote them by \( p_{\text{eff}}^\parallel \) and \( l_f^{\parallel} \). They should also be related to each other by the Schrödinger diffusion relation. On the other hand, the absorption effects for the \( \bar{q}qg \) system should
become strong at the scale $\tilde{t}_f$. It means that 
$\tilde{t}_fnC_3\rho_{\text{eff}}^2/2 \sim 1$. From these conditions one gets $\rho_{\text{eff}} \sim [E_a(x(1-x)\pi C_3]^{-1/4}$ and $\tilde{t}_{\text{eff}} \sim 2\sqrt{E_a(x(1-x)/n\pi C_3}$. These estimates are valid when $\tilde{\rho}_{\text{eff}} \leq 1/\epsilon$ and $\tilde{t}_{\text{eff}} \leq L_f$.

Let us now turn to the gluon emission from a quark produced inside a finite-size medium. In this case, two qualitatively different situations are possible in the high-energy limit. The first regime occurs for the gluons with $x$ such that $\tilde{t}_f \leq L$. In this case, the finite-size effects play a marginal role and $\rho_{\text{eff}} \sim \tilde{\rho}_{\text{eff}}$. The spectrum can roughly be calculated using the effective Bethe–Heitler cross section for the infinite medium. We call this regime the infinite-medium regime. The second regime occurs for the gluons for which $\tilde{t}_f \approx L$. In this case, $\rho_{\text{eff}} \sim \rho_d(L)$, where $\rho_d(L) = \sqrt{L/2M}$ is simply the diffusion radius on the scale of quark path length inside the medium. In this regime, the effective Bethe-Heitler cross section is chiefly controlled by the finite-size effects. We will call this regime the diffusion regime. Thus, one can write for the above two regimes

$$\rho_{\text{eff}} \sim \min(\tilde{\rho}_{\text{eff}}, \rho_d(L), 1/\epsilon).$$

Here, it is taken into account that $\rho_{\text{eff}} \leq 1/\epsilon$. In terms of $x$, the infinite-medium regime occurs at $x \leq \delta$ and $(1-x) \leq \delta$ and the diffusion regime occurs at $\delta \leq x \leq (1-\delta)$, where

$$\delta \sim nC_3L^2/4E.$$  

For definiteness, only the region $x \leq 0.5$ is discussed below. At $x \approx \delta$, the probability of interaction of the $\bar{q} gg$ system with the medium [it is of the order of $n\sigma_3(\rho_f, x)L$] becomes small. Thus, it is clear that, in the developed diffusion regime, the spectrum is dominated by the $N = 1$ scattering. It is surprising that this proves to be in apparent contradiction with the prediction of the LLA. The LLA spectrum can be obtained by using the oscillator Green’s function in Eq. (6). For zero parton masses, it gives

$$\frac{dP}{dx} = \frac{2G(x)}{\pi} \text{Re} \int_0^L d\xi \int_0^{\frac{\Omega^2}{\cos^2\Omega\xi}} \Omega^2 d\xi,$$

where $G(x) = \alpha_sC_F[1-x+x^2/2]/x$. This spectrum was derived in [4]. Note that $|\Omega L| \sim 1$ at $x \sim \delta$. For the diffusion regime, one gets from Eq. (14)

$$\frac{dP}{dx}_{\text{LLA}} \sim \frac{G(x)C_3^2nL^4}{8\pi E^2x^2(1-x)^2},$$

Since the right-hand side of Eq. (15) $\sim n^2$, it is clear that it corresponds to the $N = 2$ term. Thus, one sees that the $N = 1$ contribution is simply absent in the LLA.

The fact that the LLA fails in the diffusion regime can be directly seen from the calculation of the $N = 1$ contribution. To obtain it, one should use free Green’s function (8) in Eq. (6). Then, in the massless limit, Eq. (4) gives

$$\frac{d\sigma_{BH}(x, z)}{dx} = \frac{G(x)A(x)M(x)}{2\pi}$$

For $C_2(p) = \text{const}$, the $p^2$ integral in Eq. (16) has zero imaginary part and the right-hand side of Eq. (16) is also zero. On the other hand, using Eq. (11) one gets from Eq. (16)

$$\frac{d\sigma_{BH}(x, z)}{dx} \sim \frac{\alpha_s^2C_F^2G(x)A(x)z}{4E(x-1)}.$$  

Then Eq. (3) yields

$$\frac{dP}{dx} \sim \frac{\alpha_s^2C_F^2G(x)A(x)nL^2}{8E(x-1)}.$$  

Let us see why the LLA fails in momentum representation, in which Eq. (4) reads

$$\frac{d\sigma_{BH}(x, z)}{dx} \sim \frac{\alpha_s^2C_F^2G(x)A(x)}{(2\pi)^2}$$

In the massless limit, one can obtain from Eq. (19)

$$\text{Re} \int \frac{d\mathbf{p}d\mathbf{q}}{2\pi} G^\dagger(\mathbf{p}, x - \mathbf{q} + \mathbf{p}) = \frac{\alpha_s^2C_F^2G(x)A(x)}{2\pi} \left[ 2\int d\mathbf{p}d\mathbf{q} \frac{F(p, q)}{q^2 + \mu^2} \right]$$

where $\phi$ is the angle between $\mathbf{q}$ and $\mathbf{p}$. The logarithmic situation with dominance of $q^2 \ll p^2$ would correspond to $F(p, q) \propto q^2$ at $q^2 \ll p^2$. However, the azimuthal $\phi$ integral in Eq. (21) equals $2\pi\theta(q^2 - p^2)$, and the process is dominated by hard $t$-channel exchanges with $q^2 > p^2 - 2M(x)/\epsilon$. After integrating over $p^2$ and $q^2$ in Eq. (20), one reproduces Eq. (17).
It should be emphasized that the LLA fails only in
the diffusion regime. But it is a good approximation in
the infinite-medium regime when $\Psi_0$ falls off rapidly at
a scale much smaller than $\rho_L(L)$. It is also worth noting
that boundary (13), beyond which the diffusion regime
occurs, is obtained assuming that LPM suppression in
the infinite-medium regime is strong [it means that $\bar{\rho} (x \sim \delta) \ll 1/\epsilon$]. It is possible that the Bethe–Heitler
(BH) situation takes place in this case. One can easily
show that then $\delta \sim L \mu^2/2E$. Thus, in general, the diffusion
regime occurs for the gluons with energy $\omega \simeq \omega_c$, where

$$\omega_c \sim \max \left( \frac{n C_s \mu^2}{4}, \frac{L \mu^2}{2} \right). \quad (22)$$

Let us now discuss the energy loss. It can be written as

$$\Delta E = \int d\omega \omega \frac{dP}{d\omega} \omega \omega_{\max} \frac{d\omega}{d\omega}. \quad (23)$$

One can show that the first term in Eq. (23) is independent of energy and is on the order of $\Delta E_{\text{BH}} (1)$ for both LPM and Bethe–Heitler situations. At $E \rightarrow \infty$, the energy loss is dominated by the second term in Eq. (23), which grows logarithmically with $E$. Then, using Eq. (18) to logarithmic accuracy, one can obtain in the high-energy limit

$$\Delta E = \frac{C_r \alpha_c L \mu^2}{4} \log \frac{E}{\omega_c}. \quad (24)$$

Here, we have used that $\alpha_c^2 \pi C_r C_T A(0)n/\mu^2 = 1/\lambda_c$. Note that, since $L \gg 1/\mu$, from Eq. (22) it follows that always $\omega_c \gg \mu$. The qualitative estimates (including the region $\omega \leq \omega_c$) show that the appearance of $\omega_c$ under the logarithm in Eq. (24), instead of $\mu$ in Eq. (2) for the RHIC conditions ($L \sim 4$ fm), can suppress the energy loss at $E \sim 10$ GeV by a factor of $\sim 0.5$. For the SPS conditions ($L \sim 2$ fm), the suppression is not strong ($\sim 0.7$–$0.8$ at $E \sim 5$ GeV). The above estimates are obtained for the plasma temperature $T = 250$ MeV. Note that the absence of $\omega_c$ in the GLV prediction, Eq. (2), is connected with the neglect in [13] of the mass effects in evaluating the phase factor which controls the interference of the gluon emission from different points of the quark trajectory.

The above analysis is valid for the gluon emission from a fast quark as well. In this case, $C_r$ in Eq. (24) should be replaced by $2C_r$ (the factor 2 comes from symmetry of the spectrum with respect to substitution $x \rightarrow (1 - x)$).
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The topological string theory (TST) is based on the 2D conformal topological theory that has nilpotent odd symmetry $Q$ and $Q$-exact energy–momentum tensor: $T = Q(G)$. The $n$-point amplitude (traditionally denoted as $F$) in TST is given as an integral over the moduli space $M_{g,n}$ of complex structures on the genus $g$ Riemann surface $\Sigma_g$ with $n$-marked points. The integrand is the correlator of $n$ $Q$-closed vertex operators $\Phi_{i_1}, \ldots, \Phi_{i_n}$ and $2n + 2g - 6$ superpartners of the energy–momentum tensor $G$:

$$F_{i_1,\ldots, i_n} = \int_{M_{g,n}} \left( \Phi_{i_1}(P_1) \cdots \Phi_{i_n}(P_n) \right)$$

$$\times \prod_{a=1}^{3g+n-3} \left( \int_{\Sigma} \left( m^a G_L dm^a \right) \right),$$

where $G_L(G_R)$ is the superpartner of the energy–momentum tensor for the left (right) movers respectively and $m_a$ is the basis in the space of Beltrami differentials corresponding to coordinates $m^a$ on the moduli space [1–5].

The notion of the amplitude in TST can be extended to the notion of Generalized Amplitude (GA) $GA_{i_1,\ldots,i_n}$ [6, 7] taking values in cohomologies of the Deligne–Mumford compactification $\overline{M}_{g,n}$ of the moduli space of complex structures. Its value on the cycle $C_A \subset \overline{M}_{g,n}$ is given by the integral

$$GA_{i_1,\ldots,i_n}(C_A) = \int \left( \Omega_{i_1,\ldots,i_n} \right)_{\dim C_A},$$

where $\Omega_{i_1,\ldots,i_n}^{\dim C_A}$ is the dimension component of the closed form $\Omega_{i_1,\ldots,i_n}$ given by the correlator

$$\Omega_{i_1,\ldots,i_n} = \left( \Phi_{i_1}(P_1) \cdots \Phi_{i_n}(P_n) \right)$$

$$\times \exp \left( \int_{\Sigma} \left( \sum_{a} m^a G_L dm^a \right) \right) \exp \left( \int_{\Sigma} \left( \sum_{a} \bar{m}^a G_R dm^a \right) \right).$$

S. Keel [8] found that the homology ring $H_*$ of $\overline{M}_{0,k}$ is generated by cycles numbered by trees. These cycles correspond to the degeneration of a sphere into a collection of spheres joined by the double points with each other. Each sphere correspond to a vertex, and a point of junction of two spheres corresponds to an edge. Below, we will denote such vertices by parentheses containing labels of points and the labels of double points. For example, a cycle that corresponds to degeneration of the sphere with five marked points (such that

---

1This article was submitted by the authors in English.
points 1, 2, 3 belong to the first sphere and points 4, 5 belong to the second) is denoted as (1236)(745). Here, 6 and 7 are labels of the point of junction on the first and the second spheres, respectively.

Let us further assume that conformal dimensions of all fields in conformal topological theory are greater than or equal to zero, and the only fields that have zero dimensions are vertex operators $\Phi_p$. Then, from the factorization properties of the correlators in conformal field theory, we conclude that the correlator on the degenerated surface is expressed in terms of correlators on components with insertions of the full basis of vertex operators at the place of the double point. For example, the correlator on a surface that is a junction of two spheres looks like

$$\Omega_{i_1\ldots i_n} = \Omega_{i_1\ldots i_{n+k}}\eta_{i_k^1}^1,$$  

where $\eta_{ij}$ is inverse to the bilinear pairing on vertex operators (given by a two-point correlator on the sphere) [1, 3, 9].

Keel described relations between cycles corresponding to trees. The evaluation of GA on these relations gives a set of constraints that are compactly represented as follows.

Introducing formal parameters $T_i$, we define the formal series

$$F(T) = \sum_{k=3}^{\infty} \frac{1}{k!} F_{i_1\ldots i_k} T_{i_1} \ldots T_{i_k}.$$  

Keel’s relations, together with the factorization conditions, lead to Associativity (WDVV) equations [2, 9, 3, 7] that were extensively studied in [10]:

$$\frac{\partial^3 F(T)}{\partial T_{i_1}\partial T_{i_2}\partial T_{i_3}} \eta_{i_4} = \frac{\partial^3 F(T)}{\partial T_{i_2}\partial T_{i_3}\partial T_{i_4}} \eta_{i_1},$$  

$$= \frac{\partial^3 F(T)}{\partial T_{i_3}\partial T_{i_4}\partial T_{i_5}} \eta_{i_2}.$$

We say that the TST(I · II) is a product of theories I and II if its Lagrangian is a sum of Lagrangians. From this we get

$$Q_{I}^{II} = Q_{I}^{I} + Q_{I}^{II};$$  

$$G_{I}^{II} = G_{I}^{I} + G_{I}^{II};$$  

$$\Phi_{I}^{II} = \Phi_{I}^{I} \cdot \Phi_{I}^{II}.$$  

Thus, the differential form $\Omega_{I_1\ldots I_n}^{II}$ in the product theory is a pointwise product (on the moduli space of complex structures) of differential forms $\Omega_I$ and $\Omega_{II}$:

$$\Omega_{I_1\ldots I_n}^{II} = \Omega_{I_1\ldots I_n}^{I} \cdot \Omega_{I_1\ldots I_n}^{II}.$$  

Therefore, the GA for the product of two theories is a product of GA in cohomologies. It can be computed using the intersection product in homologies; in particular, the amplitude equals

$$F_{I_1\ldots I_n}^{II} = (F_I^{I} \cdot F_{II}^{II})_{I_1\ldots I_n},$$  

$$= (N^{-1})^{AB} G_{A_1\ldots A_n}^{I} (C_A) G_{B_1\ldots B_n}^{II} (C_B),$$  

where $C_A$ is the basis in the space of homologies, $N_{AB} = C_A \cap C_B$. Due to factorization property (4), the GA can be expressed in terms of $F$; thus, Eq. (8) can be considered as a formal product of solutions to WDVV equations (even if these solutions are not coming from any TST) [11].

It is believed that the above scheme of reasoning (with some modifications) can be applied to the wider class of theories, for example, to theories that can contain gravitational descendants (that lead to Morita–Mumford classes on the Deligne–Mumford compactification of moduli space). In particular, action in such theory can be deformed by adding to it 2-observables, corresponding to gravitational descendants. As was shown in [12–14, 11], the generalized amplitudes in these theories also can be considered as maps to cohomologies of $\overline{M}_{0,n}$ and, thus, lead to solutions of WDVV equations. So the product operation for GA can be defined in these theories as above.

Each 2D topological theory contains a supersymmetric quantum mechanics whose Hilbert space $\mathcal{H}$ is a space of wave functions associated to the circle (that are invariant under the rotations of this circle), with supersymmetries and Hamiltonian [15, 16]

$$Q_\pm = Q_{L,0} \pm Q_{R,0};$$  

$$G_\pm = G_{L,0} \pm G_{R,0};$$  

$$H = T_{L,0} + T_{R,0}$$

that obey (anti)commutation relations

$$\{Q_+, G_+\} = \{Q_, G_\} = H.$$  

This quantum mechanics also contains $Q_+$-closed operators $\phi_i = \int_{x=0}^{2\pi} \Phi(x) dx$, where $0 \leq x \leq 2\pi$ is a standard coordinate on $S_I$.

We assume that the kernel $W$ of the Hamiltonian consists of $Q_+$ and $G_+$ closed states, and the rest of its eigenvalues have a strictly positive real part.

One can show that the regularity of the form $\Omega_{I_1\ldots I_n}$ (3) at points of degeneration of Riemann surface leads to

$$[\phi_i, \phi_j] = [\phi_i, [G_+, \phi_j]] = 0.$$  

Given $N$ operators $\phi_{i_1}, \ldots, \phi_{i_N}$, we define the form $\omega_{i_1\ldots i_N}$ on $(\mathbb{C}^N)^{\otimes N}$, taking values in linear operators in $W$ as follows.
Let us parameterize points on $C^*$ by two standard real coordinates $l > 0$ and $\varphi$ (taking the value in the interval $[0, 2\pi]$): $z = \exp(l + i\varphi)$. Consider the space of $N$ points on $(C^*)^N$—it is parameterized by coordinates $l_i$ and $\varphi_i$, $i = 1, \ldots, N$.

Let us delete all $l$ diagonals ($l_i = l_j$ for some pair $(i, j)$) from the space $(C^*)^N$. The rest of the space is divided into regions labeled by permutations $\sigma$ of the first $N$ integers, such that

$$l_{\sigma(k)} > l_{\sigma(m)} \iff k > m. \quad (11)$$

The form $\omega_{i_1 \ldots i_N}$ is defined separately in each region:

$$\omega_{i_1 \ldots i_N} = \Pi_{i_1} \Phi_{\lambda(i_1)} \exp(\hat{H}_{\lambda(i_1)}(\lambda(2)) \Phi_{\lambda(i_2)}) \times \exp(\hat{H}_{\lambda(2)}(\lambda(3)) \ldots \Phi_{\lambda(i_N)} \Pi_{i_N}, \quad (12)$$

where

$$\hat{H}_{km} = -H(l_k - l_m) + G_s(d l_k - d l_m) + G_s(d \varphi_k - d \varphi_m) \quad (13)$$

and $\Pi_{i_N}$ is the projector on $W$.

One can easily check that in each region the form is closed: $Q_s \Pi_{i_N} = 0$ and

$$d(\hat{H}_{km}) = [Q_s, \hat{H}_{km}]. \quad (14)$$

Now, we would like to get the closed form on the union of regions: we need to take care about discontinuities. Suppose that at the boundary of the regions $l_k = l_m$. Then, discontinuities in the terms containing $d(l_k - l_m)$ are irrelevant—these terms are closed anyway. So, we have to take care about terms containing no differentials in the $l_k - l_m$ direction and about terms containing $d(\varphi_k - \varphi_m)$, but these discontinuities are absent due to Eq. (10).

Now we come to the issue of the “sausage” compactification: the proper compactification of $(C^*)^N/C^*$ is such that $\omega_{i_1 \ldots i_N}$ is defined and closed on it.

The obvious “infinites” are directions when $(l_{\lambda(p+1)} - l_{\lambda(p)}) \rightarrow +\infty$, where $\exp(-(l_{\lambda(p+1)} - l_{\lambda(p)})H) \rightarrow \Pi_{i_N}$.

The component of the differential form $\omega_{i_1 \ldots i_N}$ that does contain neither $d\varphi_{\lambda(p+1)} - d\varphi_{\lambda(p)}$ for $l_{\lambda(p+1)} - l_{\lambda(p)}$ tends to its factorized value, while components that contain any of them rapidly tend to zero, because $G_s \Pi_{i_N} = G_s \Pi_{i_N} = 0$.

The proper compactification of $(C^*)^N/C^*$ was introduced and studied in [17, 18]. In particular, it was shown that the set of forms $\omega_{i_1 \ldots i_N}$ are maps to cohomologies of the new moduli spaces $\tilde{L}_n$ taking values in linear operators in $W$ that satisfy the factorization property. It was shown that (similar to $\tilde{M}_b, n$ case) all cycles in $\tilde{L}_n$ can be represented as a sequence of spheres containing marked points and special points 0 and $\infty$, such that the $\infty$ of the $k$th sphere is attached to the 0 of the $k + 1$ sphere. Below, we will denote a sphere with marked points by parentheses containing labels of these points, and the sequence of spheres, by a sequence of such parentheses.

Relations between cycles in the homology group of $\tilde{L}_n$ spaces were studied in [18], where it was shown that all these relations are generated as pullbacks of the Commutativity relation

$$\omega_{i_1 \ldots i_N} = \omega_{i_1 \ldots i_N} \omega_{i_{n+1} \ldots i_{n+n}} \quad (15)$$

under the forgetful map $\tilde{L}_n \rightarrow \tilde{L}_2$ that forgets the positions of $(n - 2)$ points.

From the factorization property of $\omega$ discussed above, we see that, if the sequence $S_1 S_2$ is a junction of two sequences $S_1$ and $S_2$, then

$$\int_{S_1 S_2} \omega_{i_1 \ldots i_n} = \int_{S_1} \omega_{i_1 \ldots i_m} \int_{S_2} \omega_{i_{m+1} \ldots i_{m+n}} \quad (16)$$

Evaluation of $\omega$ on cycles that are relations in cohomology gives equations for

$$\tau_{i_1 \ldots i_n} = \int_{\tilde{L}_n} \omega_{i_1 \ldots i_n}. \quad (17)$$

If we consider the generating function

$$\tau(t) = \sum_{m} \frac{1}{m!} \tau_{i_1 \ldots i_n} t^{i_1} \ldots t^{i_n}, \quad (18)$$

these equations would be equivalent to the Commutativity equations (known also as a $t$ part of $t - t^*$ equations [19]):

$$\frac{\partial \tau}{\partial t} \frac{\partial \tau}{\partial t'} = \frac{\partial \tau}{\partial t} \frac{\partial \tau}{\partial t'}. \quad (19)$$

Now consider the product of two theories:

$$H^{I \Pi} = H^I \otimes H^{II}, \quad Q^{I \Pi} = Q^I + Q^{II}, \quad (19)$$

$$G^{I \Pi} = G^I + G^{II}, \quad \phi^{I \Pi} = \phi^I \otimes \phi^{II}. \quad (20)$$

The form $\omega^{I \Pi}$ on the space $\tilde{L}_N$ is

$$\omega^{I \Pi}_{i_1 \ldots i_N} = \omega^{I}_{i_1 \ldots i_N} \otimes \omega^{\Pi}_{i_{N+1} \ldots i_{2N}} \quad (21)$$

Thus,

$$\int_{\tilde{M}_{b,n}} \omega^{I \Pi}_{i_1 \ldots i_N} = (n^{-1})^{AB} \int_{C_A} \omega^{I}_{i_1 \ldots i_N} \otimes \int_{C_B} \omega^{\Pi}_{i_{N+1} \ldots i_{2N}} \quad (22)$$
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Here, classes of $C_A$ form a basis in the space of homologies of $L_N$, and $n$ is the intersection matrix in homologies of $L_N$.

Due to the factorization property, $\int c_{\lambda} \omega_{i_1 \ldots i_n}$ can be expressed in terms of products of $\int c_{\lambda} \omega_{i_1 \ldots i_n}$; thus, $\tau^{\prime} \cdot \tau^{\prime \prime}$ can be expressed in terms of $\tau^{\prime}$ and $\tau^{\prime \prime}$. As in the case of product of solutions to WDVV equations, Eq. (22) can be considered as a formal product operation on solutions to Commutativity equations (even if they are not coming from any TST). In [20], it was proposed that, starting with a solution to the Commutativity equation as follows. We pick up a vector $\hat{v}$, state that is generated by the functional integral over a disk in the theory with two-observable (corresponding to the first gravitational descendant) added to the action (in particular, it is well known [19] that adding to the action the first gravitational descendant of $1$ corresponds to the rescaling of $\hat{h}$).

The above heuristic considerations lead to the conjecture that can be rigorously checked and is really checked below in the first nontrivial case (corresponding to $M_{0,5}$ and $L_3$, that the CTA map is compatible with the product operation

$$\text{CTA}(\tau^{\prime} \cdot \tau^{\prime \prime}, h^1 \otimes h^\prime) = \text{CTA}(\tau^{\prime}, h^1) \cdot \text{CTA}(\tau^{\prime \prime}, h^\prime).$$

It would extremely desirable to have a complete proof of the conjecture (25), but at the moment the direct check looks very complicated.

In preparation to the check of this conjecture, we will make the linear parameter redefinition ($\theta \rightarrow T$)

$$\theta^a = T^{\prime} \frac{\partial \tau_{ab}}{\partial T^i} \bigg|_{T=0} h^b.$$ 

In these coordinates, the metric equals $\eta_{ij} = \langle h \tau_i \tau_j \rangle$.

Let us get an explicit expression for the rhs of Eq. (25). The five-point amplitude looks like

$$F_{ijklm} = \langle h \tau_i [\tau_{jk}, \tau_m] \rangle + \langle h [\tau_{im}, \tau_j] \tau_{jk} \rangle \tag{26}$$ 

Let us choose the basis in the space of cycles such that the intersection matrix is nondegenerate (it has rank $5$):

$$(ik)(jlm) + (jl)(ikm) + (jm)(ikl); \quad (ij)(klm); \quad (jl)(ikm); \quad (jm)(ikl).$$

In this basis, the intersection matrix is diagonal: diag$(1; -1; -1; -1; -1)$.

The five-point amplitude for the tensor product of two theories in terms of amplitudes of these theories can be symbolically rewritten as

$$F_{(5)}^1 = (F_{(5)}(\tilde{F}_3)\tilde{F}_3) + (F_{(3)}F_{(3)}\tilde{F}_3)(\tilde{F}_5) + (F_{(4)}F_{(3)}\tilde{F}_3\tilde{F}_4)(N^{-1})_{ab},$$

where $F_{(a)}$ denotes $F_{i_1 \ldots i_a}$, the first two terms correspond to intersection of cycles of real dimension $4$ and $0$, and the last term corresponds to intersection of cycles of real dimension $2$. $F_{(6)}$; $\tilde{F}_{(3)}$ correspond to the first and second theory correspondingly. Using Eq. (28), we get

$$F_{ijklm}^1 = \langle h \tau_i \tau_j \tau_k \tau_l \tau_m \rangle + \langle h \tau_i \tau_j \tau_k \tau_l \tau_m \rangle \tilde{F}_{ijklm}$$

$$= \langle h \tau_i \tau_j \tau_k \tau_l \rangle \langle h \tau_i \tau_j \rangle \langle h \tau_i \rangle \langle h \rangle$$

$$+ \langle h \tau_i \tau_j \rangle \langle h \tau_i \rangle \langle h \rangle$$

$$+ \langle h \tau_i \tau_j \rangle \langle h \tau_i \rangle \langle h \rangle$$

$$+ \langle h \tau_i \tau_j \rangle \langle h \rangle \langle h \rangle$$

$$+ \langle h \tau_i \rangle \langle h \rangle \langle h \rangle$$

$$+ \langle h \rangle \langle h \rangle \langle h \rangle$$

(29)

For $L_3$ moduli space, the intersection matrix of 2-cycles has rank $4$. In the basis of cycles

$$(j)(k) + (j)(l) + (j)(k) + (k)(j),$$

(30)
the intersection matrix is diagonal: diag(1;−1;−1;−1).

The lhs of Eq. (25) can be written as

\[
F_{ijkl}^{\otimes 2} = \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, \tau_{kl}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

+ \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, h_{\tau_{ij}, \tau_{kl}}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

+ \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, h_{\tau_{ij}, \tau_{kl}}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

+ \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, h_{\tau_{ij}, \tau_{kl}}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

where

\[
h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} = h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \tau_{ij}^{\otimes 2} \tau_{kl}^{\otimes 2}
\]

\[
\tau_{ij}^{\otimes 2} = \tau_{ij} \otimes \tau_{ij}
\]

\[
\tau_{kl}^{\otimes 2} = \tau_{kl} \otimes \tau_{kl}
\]

\[
\tau_{ijkl}^{\otimes 2} = \tau_{ijkl} \otimes \tau_{ijkl}
\]

\[
\tau_{ijkl}^{\otimes 2} = \tau_{ijkl} \otimes \tau_{ijkl} + \tau_{ijkl} \otimes \tau_{ijkl} + \tau_{ijkl} \otimes \tau_{ijkl} + \tau_{ijkl} \otimes \tau_{ijkl}
\]

Substituting Eq. (32) into Eq. (31), one gets

\[
F_{ijkl}^{\otimes 2} = \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \tau_{kl}^{\otimes 2} \right\rangle \tau_{ijkl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, \tau_{kl}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

The intersection matrix is diagonal: diag(1;−1;−1;−1).

The lhs of Eq. (25) can be written as

\[
F_{ijkl}^{\otimes 2} = \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \tau_{kl}^{\otimes 2} \right\rangle \tau_{ijkl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, \tau_{kl}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

+ \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, h_{\tau_{ij}, \tau_{kl}}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

+ \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, h_{\tau_{ij}, \tau_{kl}}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

+ \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, h_{\tau_{ij}, \tau_{kl}}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

where

\[
h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} = h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \tau_{ij}^{\otimes 2} \tau_{kl}^{\otimes 2}
\]

\[
\tau_{ij}^{\otimes 2} = \tau_{ij} \otimes \tau_{ij}
\]

\[
\tau_{kl}^{\otimes 2} = \tau_{kl} \otimes \tau_{kl}
\]

\[
\tau_{ijkl}^{\otimes 2} = \tau_{ijkl} \otimes \tau_{ijkl}
\]

\[
\tau_{ijkl}^{\otimes 2} = \tau_{ijkl} \otimes \tau_{ijkl} + \tau_{ijkl} \otimes \tau_{ijkl} + \tau_{ijkl} \otimes \tau_{ijkl} + \tau_{ijkl} \otimes \tau_{ijkl}
\]

Substituting Eq. (32) into Eq. (31), one gets

\[
F_{ijkl}^{\otimes 2} = \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \tau_{kl}^{\otimes 2} \right\rangle \tau_{ijkl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, \tau_{kl}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

+ \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, h_{\tau_{ij}, \tau_{kl}}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

+ \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, h_{\tau_{ij}, \tau_{kl}}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

+ \left\langle h_{\tau_{ij}, \tau_{kl}} \tau_{ij}^{\otimes 2} \right\rangle \tau_{kl}^{\otimes 2} [\tau_{ij}^{\otimes 2}, h_{\tau_{ij}, \tau_{kl}}^{\otimes 2}] h_{\tau_{ij}, \tau_{kl}}^{\otimes 2} \right\rangle
\]

Straightforward but tedious calculations show that Eq. (33) is Eq. (29), so (25) is fulfilled.

In this paper, we motivated and checked the compatibility between product operations on solutions to Commutativity and Associativity equations in the first nontrivial case. It is not excluded that in more complicated cases these two product would give different results. If this happens, it would give a nontrivial indicator of whether solution to Commutativity equations came from TST or not. At the same time, if conjecture turns out to be a theorem, it would drastically simplify the calculation of the product on solutions to Associativity equations (because spaces $\mathcal{L}_n$ are much more tractable than $\mathcal{M}_{0,n}$).
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The nonlinear Bloch theorem for the temporal and spatial Schrödinger solitons in dispersive and nonlinear periodic structures is proved. It is shown that bright and dark solitary nonlinear Bloch waves exist only under certain conditions and that the parameter functions describing dispersion and nonlinearity periodic inhomogeneities cannot be chosen independently. © 2001 MAIK “Nauka/Interperiodica”.

A fundamental theorem concerning electrons in a crystal was proved by F. Bloch in 1928 [1]. It was shown that the wave functions of electrons in a periodic crystal lattice have the Bloch form

\[ \Psi(x) = U(x) \exp(ikx), \]  

(1)

where the function \( U(x) = U(x + L) \) possesses the same periodicity as the lattice, and the wave number \( k \) is related to the de Broglie wavelength of the electron. The Bloch function in one-dimensional form (1) corresponds to a free electron wave function, \( \exp(ikx) \), modulated by a function \( U(x) \), which has the periodicity of the crystal lattice. The Bloch theorem is one of the basic concepts in solid state physics (see, for example, [2–6]).

In this letter, we show that there exists a nonlinear Bloch theorem for temporal and spatial Schrödinger solitons propagating through an inhomogeneous nonlinear and dispersive structures characterized by translational symmetry.

Let us consider the nonlinear Schrödinger equation (NLSE) model with periodically varying nonlinearity and dispersion:

\[ i \frac{\partial \Psi^\pm}{\partial Z} \pm \frac{1}{2} D(Z) \frac{\partial^2 \Psi^\pm}{\partial X^2} + R(Z) |\Psi^\pm|^2 \Psi^\pm = 0. \]  

(2)

Equation (2) is written here in the standard soliton units, as they are commonly known. It is assumed that periodic perturbations to the dispersion \( D(Z) = D(Z + nL) \) and nonlinearity \( R(Z) = R(Z + nL) \) are not limited to the regime where they are smooth and small. Here, we also assume that the periods of these functions are arbitrary values. Due to a spatial–temporal analogy, both temporal and spatial solitons are described by Eq. (2).

**Nonlinear Bloch theorem.** The transformation law for the bright \( \Psi^+(Z, X) \) and dark \( \Psi^-(Z, X) \) NLSE solitons propagating through an inhomogeneous medium characterized by translational symmetry \( D(Z) = D(Z + nL) \) and/or \( R(Z) = R(Z + nL) \) is defined by the self-reproducing stable configuration:

\[ \Psi(Z) = \left[ \sqrt{C} \eta \tanh(\eta P(Z)X) \right] \left[ \sqrt{C} \eta \sech(\eta P(Z)X) \right] \times \exp \left[ \pm i \frac{P(Z)}{2} X^2 + i \int_0^Z K(\zeta) d\zeta \right]. \]

(3)

where the real function \( P(Z) \) possesses the same periodicity as the medium: \( P(Z) = P(Z + nL) \). Nonlinear Bloch waves exist only under certain conditions given by the following relations:

\[ P(Z) = P_0 \left[ 1 + P_0 \int_0^Z \Phi(Z') dZ' \right]^{-1}; \]

\[ R(Z) = P(Z) \Phi(Z)/C, \]

(4)

where the dispersion parameter function is assumed to be given in the form of a periodic function \( D(Z + nL) = \Phi(Z + nL) \).

\[ \text{PACS numbers: 42.65.Tg; 42.81.Dp; 05.45.Yv} \]

\[ \text{Original English Text Copyright © 2001 by Serkin, Matsumoto, Belyaeva.} \]
In another case, when the nonlinearity is assumed to be a given periodic function \( R(Z) = R(Z + nL) \), the nonlinear Bloch wave exists only under conditions

\[
P(Z) = P_0 \exp \left[ -\frac{Z}{C} \int R(Z) dZ \right];
\]

\[
D(Z) = CR(Z)/P(Z).
\]

Parameter \( C = D_0 P_0 / R_0 \) in Eqs. (4) and (5) is determined by the initial conditions at \( Z = 0 \).

**Proof.** Substitution of the nonlinear Bloch’s function

\[
\Psi(Z) = \sqrt{P(Z)} Q(S)
\]

\[
\times \exp \left[ \pm \frac{P(Z)}{2} X^2 + i \int K(\zeta) d\zeta \right]
\]

in Eq. (2) leads to

\[
\pm \frac{1}{2} \frac{\partial^2 Q^2}{\partial S^2} + \frac{R}{DP} \left( Q^2 \right)^3
\]

\[
- Q^2 \frac{K^2}{DP^2} + \frac{S^2 Q^2}{2DP^2} (DP^2 + \frac{\partial P}{\partial Z}) = 0,
\]

\[
\left( DP^2 + \frac{\partial P}{\partial Z} \right) \left( \frac{1}{2} Q^2 + S \frac{\partial Q^2}{\partial S} \right) = 0.
\]

One can transform the general system of Eqs. (7), (8) to an exactly integrable form. Let us consider the complete nonlinear regime, when Eq. (7) represents the “classical,” exactly integrable NLSE model and when two Eqs. (8) have a nonsingular solution for the \( Q \) function. The necessary transformation can be expressed by the following system of equations:

\[
P^{-1}(Z) = C + \int D(\zeta) d\zeta;
\]

\[
D(Z) P(Z) = R(Z) C.
\]

The eigenvalues \( E^\pm = K^2/DP^2 \) in Eq. (7) must satisfy \( E^+ = 0.5\eta^2 \) and \( E^- = \eta^2 \) for the bright and dark nonsingular soliton solutions of Eqs. (7), (8):

\[
Q(S) = \begin{cases} \eta \text{sech}(\eta P(Z) X) \\ \eta \text{tanh}(\eta P(Z) X) \end{cases}.
\]

So, it is not surprising to find from Eqs. (9) that the variation of soliton shape is also periodic, \( P(Z) = P(Z + nL) \), if the following relations are satisfied:

\[
\frac{R(Z + nL)}{R(Z)} = \frac{D(Z + nL)}{D(Z)}.
\]

Notice that the necessary condition for the existence of a Bloch theorem in the NLSE model with periodic gain or loss \( \Gamma(Z) = \Gamma(Z + nL) \) is

\[
D(Z) P(Z) = R(Z) C \exp \left[ 2 \int \Gamma(\xi) d\xi \right].
\]

It should also be noted that exact integrability of the model (2) under conditions (9) means that there exists a transformation law (nonlinear Bloch theorem) for the high-order soliton solutions of Eq. (2) as well.

Two features of the exact self-reproducing stable solutions (3)–(5) and (9) are noteworthy.

(1) Solutions (3)–(5) and (9) can be considered as nonlinear Bloch waves with a periodic scattering potential, which is reproduced by a solitary wave itself from cell to cell of a periodic structure. Unlike the homogeneous medium solution \([D(Z) \equiv 1 \text{ and } R(Z) \equiv 1]\), the soliton amplitude, pulse width and chirp (for the case of temporal solitons), or the radius of curvature of the wavefront (for the case of spatial solitons) has periodicity of the medium symmetry.

(2) The dependence of soliton pulse width and phase profile on the propagation distance is defined by the same periodic function \( P(Z) \). This remarkable result opens up the possibility to construct different nonlinear Bloch functions by using the algorithm proposed.

The fundamental set of nonlinear Bloch waves can be represented by Jacobi elliptic functions:

\[
P(Z) = A + Bdn^2(Z ; \eta);
\]

\[
D(Z) = \frac{s^2 Bsn(2Z ; \eta)[1 - s^2 sn^4(Z ; \eta)]}{[A + Bdn^2(Z ; \eta)]^2},
\]

where \( dn^2 = 1 - s^2 sn^2(Z ; \eta) \), and \( sn(Z ; \eta) \) is the elliptic sine function with the module parameter \( m = s^2 \). Periodic function \( P(Z) \), represented by Eq. (13), has a period equal to \( 2K(s) \), where \( K(s) \) is a complete elliptic integral of the first kind \([6]\). Periodic function \( P(Z) \) (13) transforms to a sinelike wave for parameter \( s \ll 1 \):

\[
P(Z) = A + B(1 - s^2 \sin^2 Z);
\]

\[
D(Z) = s^2 B\sin(2Z)
\]

(with asymptotic period given by \( 2K(s) = \pi(1 - s^2/4) \) for \( s \ll 1 \)); and it transforms to a periodic train of sechlike solitons for \( s \rightarrow 1 \):

\[
P(Z) = A + B \text{sech}^2(Z);
\]

\[
D(Z) = \frac{2s^2 B \text{sech}^2(Z) \tanh(Z)}{[A + B \text{sech}^2(Z)]^2},
\]

with period given by asymptotic value \( 2K(s) = \ln(16/(1 - s^2)) \) for \( s \rightarrow 1 \).

In the case when a periodic structure is closed in the form of a loop with a total length equal to \( Z = nL \), such
a structure can be considered as an example of the soliton memory [7]. One of the simplest periodic solutions of Eq. (2) in this case is given by a periodic function $P(Z)$:

$$P(Z) = \frac{\sqrt{1-\beta^2}}{1-\beta \cos kZ}.$$  \hspace{1cm} (15)

which, for $\beta \rightarrow 1$, becomes a periodic grating of delta functions and, for $\beta \rightarrow 0$, a constant $P(Z) \rightarrow 1$. Then, the nonlinear Bloch theorem (3) leads to the requirement that dispersion and nonlinearity of the soliton memory loop must be given by periodic functions:

$$D(Z) = \frac{\beta k \sin kZ}{\sqrt{1-\beta^2}}; \quad R(Z) = \frac{\beta k \sin kZ}{1-\beta \cos kZ}. \hspace{1cm} (16)$$

It seems very attractive to use the nonlinear Bloch concept to design novel types of soliton lasers. The most noteworthy feature of the quasi-steady-state soliton laser operation scenario is the fact that the gain and losses are exactly compensated during one soliton pulse round trip. One can model the effective distributed gain and losses inside the laser cavity by a periodic function such as

$$\Gamma(Z) = \frac{\sin Z}{\Delta^2}; \quad \Delta = \sqrt{1-\delta^2 \sin^2 Z}. \hspace{1cm} (17)$$

The nonlinear Bloch theorem (3), (4) states that the corresponding dispersion function must satisfy

$$D(Z) = -2 \frac{\sin Z}{\Delta^2} \exp \left[ -\frac{2}{(1-\delta^2)} \left( 1 - \frac{\cos Z}{\Delta} \right) \right]. \hspace{1cm} (18)$$

The main soliton features of the nonlinear solitary Bloch waves predicted analytically were investigated by using direct computer simulations. The nonlinear Bloch waves scenario for the case represented by Eqs. (3), (15), and (16) is shown in Fig. 1. Nontrivial
(nonzero) initial velocities in the comoving frame of reference are given via the Galileian transformation of Eq. (3). A periodic "snake" effect arises in the space–time domain for solitons with nonzero initial velocities in the retarded frame of reference (see Fig. 2). In Fig. 3, we illustrate typical interactions between nonlinear solitons. An important feature of the solitary nonlinear Bloch waves consists in an elastic character of their interaction, which is shown in Fig. 3.

Recently, the possibility of spatial self-trapping of quasi-periodic waves due to cascaded self-focusing was numerically demonstrated, and the quasi-periodic envelope soliton concept was introduced [8]. The concept of nonlinear Bloch waves, which are localized nonlinear waves in periodic structures, was proposed for the first time by Haus and Chen [9]. Haus and Chen tried to construct the steady-state solutions for the nonlinear problem as a superposition of the Hermit–Gaussians polynomials of the linear propagation problem [9]. In this letter, the exact solution of the nonlinear problem is obtained. It is shown that solitary nonlinear Bloch waves exist only under certain conditions, and the nonlinear Bloch theorem is proved.

In summary, we predict a novel class of nonlinear solitary bright and dark Bloch waves in inhomogeneous media characterized by translational symmetry. "Classical" solitonlike features of the nonlinear Bloch waves are confirmed by accurate direct computer simulations. The nonlinear Bloch theorem obtained in this letter is of general physical interest and should be readily verified experimentally in periodic nonlinear and dispersive structures in different branches of physics, where the "universal" NLSE model is applicable. For example, it seems very attractive to use the nonlinear Bloch wave concept in ultrashort pulse photonics applications and soliton laser design [10]. The best soliton laser performance is obtained when there is a sign-reversal periodic dispersion and/or nonlinearity inside the laser cavity, according to the nonlinear Bloch theorem.

We would like to express special gratitude to Professor Akira Hasegawa for reading and commenting the entire manuscript and for fruitful suggestions.
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In this article, we report the results of our numerical simulation of a one-dimensional modified MMT model, which includes the processes of “one-to-three” wave interactions. We show that this model, with properly chosen parameters, behaves according to the weak-turbulence theory. In particular, it demonstrates the validity of the Kolmogorov spectrum over a wide range of wave numbers. © 2001 MAIK “Nauka/Interperiodica”.
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1. The problem of Kolmogorov spectra is the core of the theory of weak wave turbulence. These spectra appear as exact solutions of stationary kinetic equation for mean squared wave amplitudes [1]. In our opinion, the Kolmogorov weak-turbulence spectra should be used for the theoretical explanation of power-law spectral distributions of energy in ensembles of stochastic nonlinearly interacting waves of any nature. Spectra of such type are observed systematically. The most conspicuous example of this sort is the spectrum $\varepsilon_\omega = g_\nu / \omega^4$, which is routinely observed in the systems of wind-driven gravity sea waves.

However, this viewpoint is not shared by everybody. Moreover, the very applicability of the kinetic equation for waves to the real situation is under discussion (see, for instance, [2]). The derivation of the kinetic equation from the initial dynamic equation implies the validity of the assumption of phase randomness, which can be destroyed by the formation of some coherent structures, like solitons or wave collapses. Actually, this criticism has serious foundations. In real situations, the coherent structures are common, but there is no reason for complete abandonment of the weak-turbulence theory. The real life is multicolor, and in many particular situations the coherent structures coexist with weak turbulence, sharing the processes of transport and dissipation of energy and other integrals of motion.

Hence, there is a strong motivation to continue the study of weak turbulence and explore both the case where the coherent structures are important and the case when the influence of such structures is negligible.

2. One of the most promising approaches for the study of weak turbulence is a direct numerical simulation of nonlinear dynamic equations describing wave systems. In many cases, these equations can be effectively solved by the use of a spectral code. Of course, numerical simulation of the equation completely relevant to the real physical situation is most preferable. However, a considerable amount of interesting information can be extracted from the solution of simplified, more or less artificial models, which account for the basic features of the real physical equations. Since the weak turbulence is a very general theory, its main statements—applicability of the kinetic equation, existence of the Kolmogorov-type spectra and structures of high-order correlation functions, etc.—can be properly tested with these simple models, for which computer simulation can be carried out more easily.

One-dimensional models are the most attractive ones from this point of view. Even a modest modern computer makes it possible to perform numerical simulation of a system of nonlinear waves including a thousand modes and three decades of scaling. Historically, the first such simulation was accomplished in 1997 by the authors of [2]. They used a model which is called now, after their names, the MMT model. The MMT model is the generalized nonlinear Schrödinger equation conserving not only energy and momentum but also the wave action (number of particles).

Further simulation with the MMT model was performed by the same authors in [3]. Later on, numerical experiments with the MMT model were performed in [4, 5]. The results of both groups basically coincide. The MMT model demonstrates a complicated many-variant behavior that cannot be considered as a certain confirmation of the weak-turbulence theory. In our opinion, this is so because of an interference of the coherent structures, which are present in all versions of the MMT model.

In this article, we report results of our numerical simulation with a modified MMT model, which includes processes “one-to-three” wave interactions not conserving wave action. We will show that this model, with properly chosen parameters, behaves...
according to the weak-turbulence theory. In particular, it demonstrates the validity of the Kolmogorov spectrum in the range of more than two decades.

3. We study the following model:

\[
\begin{align*}
\frac{i}{\hbar} \left( \frac{\partial \psi}{\partial t} + \gamma_k \psi_k \right) &= k^\alpha \psi + \alpha \left\{ |k| |k_1| |k_2| |k_3| \right\}^{\beta/4} \\
&\times \psi_{k_1} \psi_{k_2} \psi_{k_3} \delta_{k+k_1+k_2+k_3} dk_1 dk_2 dk_3 \\
&\times \delta(k-k_1-k_2-k_3) \delta(\omega_k - \omega_{k_1} - \omega_{k_2} - \omega_{k_3}) dk_1 dk_2 dk_3 \\
&+ g \left\{ |k| |k_1| |k_2| |k_3| \right\}^{\beta/4} \left( \psi_{k_1} \psi_{k_2} \psi_{k_3} \delta_{k-k_1-k_2-k_3} \\
&\times \delta(k-k_1-k_2-k_3) \delta(\omega_k - \omega_{k_1} - \omega_{k_2} - \omega_{k_3}) dk_1 dk_2 dk_3 \right\}.
\end{align*}
\]

If \( g = 0 \), this model becomes the MMT model.

Model (1) can be written as

\[
\frac{i}{\hbar} \left( \frac{\partial \psi}{\partial t} + \gamma_k \psi_k \right) = \frac{\delta H}{\delta \psi_k^*},
\]

where

\[
H = H_0 + H_{int}, \quad H_0 = \int |k|^\alpha \psi_k^* \psi_k dk,
\]

\[
H_{int} = \alpha \left\{ \frac{1}{2} \left| \frac{1}{kk_1 k_2 k_3} \right|^{\beta/4} \psi_{k_1}^* \psi_{k_2}^* \psi_{k_3}^* \psi_k \delta_{k+k_1+k_2+k_3} \\
&\times \delta(k-k_1-k_2-k_3) \delta(\omega_k - \omega_{k_1} - \omega_{k_2} - \omega_{k_3}) dk_1 dk_2 dk_3 \right\}.
\]

Hamiltonian \( H \) describes the following four-wave processes:

(a) scattering obeying the resonant conditions

\[
\omega_k + \omega_{k_1} = \omega_{k_2} + \omega_{k_3}, \quad k + k_1 = k_2 + k_3;
\]

(b) “one wave-to-three” decay and the reverse process of gluing three waves to one wave, obeying the resonant conditions

\[
\omega_k = \omega_{k_1} + \omega_{k_2} + \omega_{k_3}, \quad k = k_1 + k_2 + k_3.
\]

Here, \( \omega_k = |k|^\alpha \).

We have studied only the case \( \alpha > 1 \). In this case, resonant conditions (5) have only a trivial solution

\[
k_2 = k, \quad k_3 = k_1 \quad \text{or} \quad k_2 = k_1, \quad k_3 = k,
\]

while resonant conditions (6) describe \( 2-D \) manifold in space \( (k, k_1, k_2, k_3) \). If \( a > 0 \) and \( g \) is small, then Hamiltonian (4) is positively defined. This makes it possible to get rid of any kinds of localized structures.

Under these assumptions, system (1) is described by the kinetic equation

\[
\frac{\partial n}{\partial t} + 2\gamma_k n_k + st(n, n, n),
\]

where

\[
st(n, n, n) = 4\pi a^2 g^2 \int (kk_1 k_2 k_3)^{\beta/2} \\
\times (n_{k_1} n_{k_2} n_{k_3} - n_{k_1} n_{k_2} - n_{k_1} n_{k_3} - n_{k_2} n_{k_3} - n_{k_1} n_{k_2} n_{k_3}) \\
\times \delta(k-k_1-k_2-k_3) \delta(\omega_k - \omega_{k_1} - \omega_{k_2} - \omega_{k_3}) dk_1 dk_2 dk_3 \\
+ 3 \int (kk_1 k_2 k_3)^{\beta/2} (n_{k_1} n_{k_2} n_{k_3} + n_{k_1} n_{k_2} n_{k_3}) \\
+ n_{k_1} n_{k_2} n_{k_3} \delta(k-k_1+k_2+k_3) \\
\times \delta(\omega_k - \omega_{k_1} + \omega_{k_2} + \omega_{k_3}) dk_1 dk_2 dk_3
\]

By definition,

\[
\langle \psi_k \psi_k^* \rangle = n_k \delta_{k-k}.
\]

A stationary equation

\[
st(n, n, n) = 0
\]

has, for the proper values of \( \alpha \) and \( \beta \), a power-law solution

\[
n_k = a_k \omega_k^{\lambda/4}/k^\lambda,
\]

\[
\lambda = \frac{2}{3} \beta + 1.
\]

This is the Kolmogorov spectrum carrying a constant flux of energy \( p \) to the large-\( k \) region, and \( \alpha \) is the dimensionless Kolmogorov constant.

4. We have performed the numerical simulation of Eq. (1) by the use of the standard spectral code. We set \( \alpha = 3/2, \beta = 9/4, a = 1 \) for different values of the dimensionless parameter \( g = 0, 0.05, 0.1, 0.15, 0.2 \).

Our spectral array included 2048 modes, \( -1024 < k < 1023 \). The system was pumped at low wave numbers, \( \gamma_k = -0.005 \) at \( 5 \leq |k| \leq 10 \). The energy sink at large wave numbers was provided by damping, \( \gamma_k = 400(k/512 - 0.5)^2 \) at \( |k| > 512 \).

In all variants of our computations, we observed a growth and stabilization of the total energy \( H \) of the wave system. According to the weak-turbulence theory, the stabilization level depends drastically on the \( g \) parameter.

Figure 1 clearly demonstrates that \( 1 \longrightarrow 3 \) processes play the main role in establishing equilibrium.

Figure 2 displays typical stationary spectra at \( g = 0.15 \). One can see that, in the range \( 30 < k < 300 \), they can be well approximated by the Kolmogorov exponent \( \lambda = 5/2 \). A typical value of nonlinearity

\[
\epsilon = H_{int}/H
\]

is \( \epsilon = 0.15 \).

In conclusion, we would like to claim that our result is the first clear confirmation of the validity of the
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weak-turbulence theory for the $1-D$ case. A similar confirmation for the $2-D$ case was done in work [6]. However, in the present $1-D$ case, the range of scales where the Kolmogorov spectrum is observed is substantially larger.
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EXPERIMENTAL RESULTS

In [1], an ultracold plasma with unique parameters (the charge density \( N_e \sim 2 \times 10^9 \) cm\(^{-3} \), electron temperature \( T_e \sim 0.1 \) K, ion temperature \( T_i \sim 10 \) \( \mu \)K, and degree of ionization \( \alpha \sim 0.1 \) ) was reported to have been obtained. The plasma was produced via two-step (\( \lambda_1 \approx 882 \) nm and \( \lambda_2 \approx 514 \) nm) ionization of the xenon 6s[3/2] metastable state. Xenon metastable atoms were produced in a discharge, slowed down using the Zeeman deceleration technique, accumulated in a magnetic–optical trap, and underwent radiative cooling via the 6s[3/2] → 6p[5/2], (\( \lambda_1 \approx 882 \) nm) transition to a temperature of \( \sim 10 \) \( \mu \)K. The ionizing photon energy (\( \lambda_2 \approx 514 \) nm) was chosen such that the kinetic energy of an electron created during photoionization would be low, \( E/\hbar \omega_0 = 0.1–1000 \) K.

Such a plasma is strongly nonideal, because the Coulomb coupling parameter \( \gamma = e^2/aT_{ii} \) (the ratio of the mean particle potential energy to the kinetic energy) is large: \( \gamma_e \approx 34 \) for electrons and \( \gamma_i \approx 3.4 \times 10^5 \) for ions (where \( e \) is the electron charge and \( a = (4\pi N_e/3)^{1/3} \approx 5 \times 10^{-4} \) cm is the average distance between charged particles). According to the conventional theory of three-body recombination, such a plasma should instantly be decomposed and heated. The characteristic time of three-body recombination \( \tau_{\text{rec}}^{(0)} \sim 0.3(m_e^{1/2}I_e^{9/2})e^{10}N_e^2 \) (where \( e \) and \( m_e \) are the electron charge and mass, respectively) is equal to \( \tau_{\text{rec}}^{(0)} \approx 5 \times 10^{-16} \) s for \( N_e \approx 2 \times 10^9 \) cm\(^{-3} \) and \( T_e \approx 0.1 \) K and \( \tau_{\text{rec}}^{(0)} \approx 2 \) ns for \( N_e \approx 2 \times 10^8 \) cm\(^{-3} \) and \( T_e \sim 1 \) K. However, a plasma lifetime of \( \sim 100 \) \( \mu \)s observed in experiments [1] was many orders of magnitude longer. In [1], it was pointed out that the lifetime of an ultracold plasma was anomalously long, but no explanation for this fact was presented.

THEORETICAL PREDICTION OF A METASTABLE PLASMA

An anomalously slow recombination of an overcooled plasma was predicted in the late 1980s by analyzing the results of simulations based on the fundamental principles of dynamics of a large ensemble of Coulomb particles (see reviews [2–5] and the literature cited therein). To verify this conclusion experimentally, it was proposed to form a bunch of nonideal plasma by ionizing atoms with a laser with a photon energy close to the ionization energy [6, 7]. A concept of “frozen” recombination in a dynamic system was supported in [8]. Below, it is shown that the experimental results [1] can be explained based on the previously developed theory [2–5].

INITIAL STAGE OF RELAXATION

Although, in [1], it was declared that an electron temperature of \( T_e \sim 0.1 \) K was achieved, the experimental results were presented only for \( T_e \) of approximately several K. It is not accidental. The point is that, according to our results, in a time of about one-half of the inverse plasma frequency \( t = 0.5\omega_p^{-1} \), where \( \omega_p = (4\pi e^2N_e/m_e)^{1/2} \), the electrons are heated due to collective interactions. During this time, the dynamic mixing of phase trajectories of a large ensemble of Coulomb particles occurs. The mixing is characterized by the Lyapunov exponent \( \lambda = 2.4\omega_p \) [4, 5]. Due to mixing, the coupling parameter decreases to \( \gamma \sim 0.4–0.8 \).
To simulate experiments [1], we calculated the dynamics of a large ensemble of particles using a technique described in [2, 3]. As before, the electrons and ions were represented by small interpenetrating spheres of diameter \( d = 0.02 N_e^{-1/3} \) with a uniform surface charge density. The density of charged particles was \( 2 \times 10^6 \text{ cm}^{-3} \), and the interaction energy of the touching particles was equal to 105 K. The initial conditions, which simulated the photoionization of neutral atoms, were defined as follows. At the initial time, the ions \((n = 512)\) were randomly (with a uniform probability density) distributed within a simulation box (a cube with an edge of \((n/N_e)^{1/3}\) with specularly reflecting walls). The initial ion velocities were specified according to the Maxwellian distribution with the temperature \( T_i = 10 \mu\text{K} \). Each ion was superimposed by an electron (the initial electron coordinates coincided with the ion coordinates), the electron velocity vectors were uniformly distributed in directions, and the electron kinetic energy was set equal to the ionization energy for a given pair of particles (an “atom”). Then, the Newton equations for 2n particles were solved taking into account all the electrostatic interactions, and statistical data were accumulated.

Under the given initial conditions, the stage of electron thermalization is preceded by the escape of electrons from the potential wells at the descending portion of the temperature dependence (see Fig. 1). As multiparticle interactions are involved, the electrons, as in our previous studies, thermalize, and, in a time of \( 0.5 \omega_T^{-1} = 0.2 \text{ ns} \), the electron temperature stabilizes due to heating at a level of \( T_e \approx 3.3 \text{ K} \), which corresponds to \( \gamma = 1 \). Then, \( T_e \) slowly increases, so that its average value is 4.8 K.

Note that the use of the classical approximation to examine the free particle motion under conditions of experiments [1] is well justified. Even at \( T_e \sim 0.1 \text{ K} \), the quantity \( a(m_e T_e)^{1/2}/\hbar \), which characterizes the ratio of the mean interparticle distance to the de Broglie wavelength, is large: \( a(m_e T_e)^{1/2}/\hbar \sim 53 (a(m_e T_e)^{1/2}/\hbar \sim 370 \text{ at } T_e \sim 5 \text{ K}) \). For the ions and atoms, we have \( a(m_{Xe} T_i)^{1/2}/\hbar \sim 260 \text{ at } T_i \sim 10 \mu\text{K}, \) where \( m_{Xe} \) is the mass of a xenon atom.

Thus, even if laser ionization produces electrons with zero kinetic energy, the electron temperature will stabilize at a value of several K in a time less than one nanosecond. This agrees with the results of [1].

**RECOMBINATION MECHANISM**

Simulation of the dynamics of a large ensemble of particles [2–5] showed that, in the metastable state, the electron velocity distribution function was Maxwellian; however, the total electron energy distribution function \( f(\varepsilon) \) (where \( \varepsilon \) is the electron energy) differed substantially from the Boltzmann distribution. At negative energies \( (\varepsilon < 0) \), the distribution function \( f(\varepsilon) \) in the metastable state decays exponentially, \( f(\varepsilon) \sim \exp(\varepsilon) \), which drastically differs from the Boltzmann distribution, characterized by exponential growth. A similar result was obtained by us when modeling experiments [1] (see Fig. 2).

Previously, we developed a recombination theory [2, 3] that provided an explanation why the effect of frozen recombination was not observed under ordinary conditions. The theory, which is consistent with the results of computer simulations, is based on the idea that the well-known relations between the kinetic coefficients cannot be used in the region of exponential decay. These relations are based on the detailed equilibrium principle and the assumption that the Boltzmann distribution for the high-lying excited states is equilibrium. Actually, an equilibrium distribution for the high-lying excited states is the above-mentioned distribution with an exponential decay (see [4, 5] for details). However, for the electrons, whose negative energy is high enough,

\[
\varepsilon < -\varepsilon_1 \equiv \text{Ry}(e^2 N_e^{1/3}/2\text{Ry})^{2/3},
\]

\[
\text{Ry} \equiv m_e e^4/2\hbar^2 \approx 13.6 \text{ eV},
\]

a discrete nature of the spectrum becomes of importance, and relaxation due to pair collisions, which can be described by the conventional kinetic models, starts to dominate. Solving the equation for diffusion along the energy axis with allowance for the new relations

\[
\frac{\partial f}{\partial t} = D \nabla^2 f - \frac{1}{2} (\varepsilon + \varepsilon_0) f - \frac{1}{2} (\varepsilon_1 + \varepsilon_0) f,
\]

\[
D \equiv m_e e^4/2\hbar^2,
\]

\[
\varepsilon_0 \equiv \text{Ry} e^2 N_e^{1/3}/2\text{Ry},
\]

\[
\varepsilon_1 \equiv \text{Ry}(e^2 N_e^{1/3}/2\text{Ry})^{2/3},
\]

\[
\text{Ry} \equiv m_e e^4/2\hbar^2 \approx 13.6 \text{ eV},
\]
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\]
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\]
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\]
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\varepsilon_0 \equiv \text{Ry} e^2 N_e^{1/3}/2\text{Ry},
\]

\[
\varepsilon_1 \equiv \text{Ry}(e^2 N_e^{1/3}/2\text{Ry})^{2/3},
\]

\[
\text{Ry} \equiv m_e e^4/2\hbar^2 \approx 13.6 \text{ eV},
\]

\[
\frac{\partial f}{\partial t} = D \nabla^2 f - \frac{1}{2} (\varepsilon + \varepsilon_0) f - \frac{1}{2} (\varepsilon_1 + \varepsilon_0) f,
\]

\[
D \equiv m_e e^4/2\hbar^2,
\]

\[
\varepsilon_0 \equiv \text{Ry} e^2 N_e^{1/3}/2\text{Ry},
\]

\[
\varepsilon_1 \equiv \text{Ry}(e^2 N_e^{1/3}/2\text{Ry})^{2/3},
\]

\[
\text{Ry} \equiv m_e e^4/2\hbar^2 \approx 13.6 \text{ eV},
\]
which the slowdown of recombination in an electron–ion plasma—was realized in [1]. The initial electron heating occurs due to dynamic relaxation. An anomalous slowdown of relaxation is in quantitative agreement with our theory (up to now, there has been no alternative explanation). The experimental realization of a metastable plasma state is of great importance from the standpoint of the fundamental principles of statistical physics and phase transition theory (see [5] for details). In ion–ion plasmas, the slowdown of relaxation should be even more pronounced [2, 3].

Note that the recombination theories that take into account that the plasma is nonideal [9, 10] also give a recombination time close to $\tau_{\text{rec}}^{(0)} = 25$ ns for $T_e = 5$ K and $N_e = 2 \times 10^9$ cm$^{-3}$.

Thus, experiments [1] can naturally be explained by the theory [2–5]. Hence, it is reasonable to assume that a new physical object—a metastable overcooled plasma—was realized in [1]. The initial electron heating occurs due to dynamic relaxation. An anomalous slowdown of relaxation is in quantitative agreement with our theory (up to now, there has been no alternative explanation). The experimental realization of a metastable plasma state is of great importance from the standpoint of the fundamental principles of statistical physics and phase transition theory (see [5] for details). In ion–ion plasmas, the slowdown of relaxation should be even more pronounced [2, 3].
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A better understanding of the initial stage in the electrical explosion of refractory metal wires is extremely important for modern Z-pinches. The impressive result [1, 2] of 1.8 MJ of X rays radiated in 5 ns FWHM, achieved on the Z-facility at Sandia National Laboratories, crucially depends on mitigating the Rayleigh–Taylor instability, which degrades plasma compression. The initial perturbations for this instability arise in the plasma shell formed from the exploded wire array. Increased peak X-ray power correlates with decreased wire gap, presumably because this leads to the formation of a smoother plasma shell. Similarly, the dynamics of single-wire Z-pinches depends on how energy is initially absorbed by the load.

It is assumed [3] that surface impurities, such as absorbed gases and hydrocarbons, play an important role in energy deposition processes. It is supposed that heated fast-vaporizing impurities create a gas shell around the wire and, after field flashover, the current is switched from the wire to the ionized gas shell. The effectiveness of Joule energy deposition decreases after flashover. The main strategy to avoid the influence of the early surface flashover is preliminary heating of the wire in vacuum for surface degasation. Preheating the wire has been shown [4] to increase the mass and uniformity of the plasma surrounding the cold core. Nevertheless, the maximum wire resistivity in experiments [4] did not reach the level of tungsten melting, and the deposited energy was less than the energy needed for vaporization. The other approaches to increase energy deposition before surface flashover were dielectric coating of the wire [5], explosion of the wire in oil [6], in deionized water [7], and in gas [8]. It has been shown that electrical explosion of tungsten wire in a dense medium and with a coating results in enhanced energy deposition before surface flashover.

We have found a new approach to significantly enhance the efficiency and homogeneity of the electrical explosion of pure tungsten wire in vacuum. In our experiments, we find, for the first time, a connection between the rate of energy deposition and the absolute value and homogeneity of deposited energy into the tungsten wire before surface flashover. For an energy deposition rate of $\sim 0.1$ (eV/atom)/ns, we observe an “energy deposition barrier,” when surface flashover reconnects current from the wire to the surface before melting. In this case, the wire becomes mainly disintegrated into parts. Parts of the wire that absorbed some energy expand with a velocity of $\sim 0.1–0.2$ km/s. For a
faster energy deposition rate, \(\sim 0.7\) (eV/atom)/ns, we observe a qualitative and quantitative breakthrough in the energy deposition processes. Tungsten wire was exploded homogeneously, and the deposited energy was \(\sim 3\) times higher. In this case, we observe strong light emission synchronized with surface flashover, and the wire expansion velocity reaches the value \(\sim 1\) km/s.

A 120-kV Maxwell 40151-B pulse generator with stored energy of 12.6 J (7 nF, 60 kV) provides the current and voltage used to drive the wire explosions. A 50-\(\Omega\) 9-m coaxial transmission line delivers the positive-voltage pulse from the generator to the wire. The setup produces a fast pulse with a \(\sim 170\)-A/ns current rise into a short circuit (voltage rate \(\sim 11\) kV/ns in an open circuit) or, with an inductor inserted before the generator output, a slower pulse with a \(\sim 22\)-A/ns current rise into a short circuit (voltage rate \(\sim 1\) kV/ns into an open circuit). The slower rise is characteristic of the prepulse through individual wires on the Z-facility at Sandia National Laboratories. The electrical pulse is applied to a single tungsten wire 2 cm in length and 16 \(\mu\)m in diameter. The wire forms the central conductor of a coaxial line evacuated to a pressure of \(\sim 10^{-5}\) torr to prevent early gas breakdown.

The current flowing through the wire is measured with a 2-GHz bandwidth shunt resistor, and the voltage drop across the wire is measured with a resistive high-voltage probe (100 kV, 1.5 ns rise time). From current and voltage data, the resistive component of the voltage, the load resistance, and the Joule heating of the wire can be determined throughout the wire explosion. The evolution of space-integrated light intensity emitted from the exploding wire is monitored by a PIN diode with a rise time of less than 1 ns. The light is focused by a \(f/0.7\) lens with a focal length of 50.3 mm. Streak camera shadowgrams of the wire during the explosion are obtained using a high-power diode pulsed laser back lighter (905 nm, 10 W, 200 ns). From these streaked images, the plasma expansion velocity and the starting time of the explosion are determined. Time-integrated visible-light CCD images of wire explosions give information on the two-dimensional structure of the energy deposition. We also analyze the time-integrated emission spectra using a visible imaging spectrometer.

Typical time-integrated images of exploding 16-\(\mu\)m diameter and 2-cm long W wire are shown in Fig. 1. There are big differences in the energy deposition structure between the explosions driven by fast and slow pulses. The fast pulse produces a homogeneous “cylindrical” (a) or a “conical” (b) structure. The “conical” explosion (b) is wider at the anode and narrower at the cathode side. The slow pulse results in many peripheral vacuum arcs between the wire and the ground cylinder 2.8 cm away. Part of the wire is left unvaporized (d) after the slow pulse shot (c). For the cylindrical (a) and the conical (b) explosion modes, the region surrounding the wire glows brightly. For the slow pulse case (c), the light emission is over an order of magnitude less and comes mostly from the peripheral vacuum arcs.

The velocity of expansion is dramatically greater for the fast pulse explosion than for the slow pulse case (Fig. 2, data from the shots shown in Fig. 1). The velocity of expansion in the middle of the 16-\(\mu\)m diameter W wire is 0.83 km/s for the fast cylindrical explosion.

![Fig. 1](image-url)
mode (Figs. 2a and 1a), 0.59 km/s for the fast conical explosion mode (Figs. 2b and 1b), and 0.15 km/s for the slow-pulse explosion (Figs. 2c and 1c). In slow-pulse explosion, the wire expands only in the region where the peripheral vacuum arcs are absent. The wire remains unvaporized in the arcing region. The wire starts to expand after the voltage reaches the maximum value, i.e., after surface flashover. The expansion proceeds at a constant speed, indicating minimal heating of the wire after flashover.

Optical spectra for the fast and slow explosion of 16-μm W wire contain a high level of continuum radiation combined with spectral lines of W and some light species.

Temporal evolution of current (I), voltage (V), deposited Joule energy (E), and light emission (L) for fast cylindrical (a) and slow (b) explosion modes of 16-μm W wire is presented in Figs. 3a and 3b. For both types of explosions, we can see the same feature: after reaching the maximum value, the voltage drops fast and then becomes inductive. The rate of specific energy deposition for the fast explosion is seven times higher than for the slow one [-0.7 (eV/atom)/ns for fast explosion and ~0.1 (eV/atom)/ns for slow explosion]. The maximum electrical power for the fast explosion reaches the value of ~61 MW and ~5.5 MW for the slow one. The extremely fast rising (~2 ns initial spike) light intensity for the fast cylindrical explosion coincides in time with the rapid decrease in voltage and rapid increase in current, i.e., with surface flashover. Fast explosions yield the most powerful light emission. The first radiation peak is 4–5 times weaker for wires driven by the slow explosion.

There is a large difference in the long-time behavior of light emission for fast and slow explosion modes. The fast explosion mode gives a strong (3–4 times) increase in the light after the first peak for ~500 ns and a slow drop for ~5–10 μs. For the slow explosion mode, light intensity only drops after the first peak. Interestingly, the long-scale temporal shape of radiation for the fast exploding mode is typical only for W. Other substances give significantly different temporal shapes for the radiation, indicating quite different conditions of the wire core and coronal plasma. For the fast cylindrical mode of explosion, the temporal shape of the radiation depends very strongly and distinctly on the wire material, but not much on the wire diameter.

The dependence of load resistivity (I), current density (J), electrical power (P), and magnetic field pressure (B) on deposited Joule energy for fast cylindrical (c) and slow (d) explosion modes is presented in Figs. 3c and 3d. During the voltage increase, we cannot attribute the recovered value of resistivity to only the wire or flashover property. The resistivity curves (I) in Figs. 3c and 3d for fast and slow exploding wires coincide for low value of energy deposition. The only difference is the point at which surface flashover occurs (~3 eV/atom for the fast cylindrical mode and ~1.5 eV/atom for the slow explosion mode). For fast explosions, the wire resistivity (I) reaches ~185 μΩ cm, far above the melting boundary [9] corresponding to the saturation plateau in [10]. In contrast, the resistivity with the slowly rising pulse (3) only reaches ~120 μΩ cm, which is below the melting boundary [9]. The maximum current densities before flashover (Figs. 3c, 3d) are substantial, ~250 MA/cm² for fast pulses and ~130 MA/cm² in the slow case. The maximum magnetic field at the wire surface before flashover is ~131 kG and ~67 kG for the fast and slow pulses, respectively. The maximum of the average pressure inside the wire is approximately equal to the magnetic-field pressure on the wire surface and corresponds to ~135 MPa for the fast explosion and ~36 MPa for the slow explosion modes. The magnetic-field pressure in the fast explosion mode is 40% of the critical pressure for W (p_{cr} = 337 MPa, [11]) and can suppress boiling at
The result of this new scenario for the initial stages of the electrical explosion of tungsten wire. For the slow explosion mode, current flows through the wire and increases the temperature for the first ~45 ns. Before melting, the surface flashover starts. Current switches from the wire to surface flashover for a few nanoseconds and practically stops the heating of the substance. In this case, the wire becomes mainly disintegrated on macroparts.

Let us now dwell on flashover reasons. Tungsten is known as a strong electron emitter. It has been found in [6] that, in rapid electrical heating of fine W wire in a vacuum, there is an “anomalous electron emission” phenomenon when thermal electron emission exceeds the normal value by ~100 times before melting. Emitted electrons may be a “trigger” for the ionization of vapors surrounding the wire and the creation of a low-resistance plasma shell [12]. Ionization of the vapor shell can be due to direct electron–atom collisions or/and photoionization by X-ray and UV radiation generated in the collisions of emitted electrons with a high-density wire surface. The strong electron emission from the W wire creates an “energy deposition barrier” to effective heating of the substance up to vaporization.

We can support this flashover scenario, because, in the slow pulse case, effective wire resistivity stops to grow at the level of W wire melting. Furthermore, we observe a set of peripheral vacuum arcs (Fig. 1c), which can be initiated by electron emission from the wire during the negative period of the electrical pulse (~400 ns after explosion initiation). The high level of continuum radiation in the optical spectra for the fast and slow explosion modes may support the electron emission hypothesis, because it is well known that the interaction of electrons with the wire generates bremsstrahlung radiation. There is another argument for the electron emission hypothesis. Experiments with W wire coated with vacuum pump oil demonstrate significantly higher values of deposited energy and expansion velocity than with uncoated wire. In this case, oil can “deactivate” emitted electrons because of high density at the metal–
oil interface. We will describe in detail these experiments in future publications.

We found one of the first descriptions of “wire disintegration regime” in [13] and in recent investigations using high-resolution X-ray back lighting [14]. It has been found that, in the slow explosion mode (~10–20 A/ns), W wire is disintegrated into longitudinal and radial parts, separated into drops [15, 16], and destroyed into microscopic sol with sizes on the order of the electron free path in a metal ~10 nm [17].

Energy deposition into the W wire is significantly improved in the fast implosion regime. In this case, surface flashover starts far after melting. The W wire resistivity reaches a maximum value of ~185 μΩ cm, which is beyond the melting level for W [9] and corresponds to the saturation plateau under normal density [10]. For this value of wire resistivity (at normal density), the temperature before the surface flashover is supposed to be ~1 eV [10]. For the fast explosion mode, the wire is heated at a larger value of current density and magnetic field than for the slow mode. In this case, the larger magnetic insulation of the wire may result in the surface flashover occurring at a temperature that is much higher than the melting temperature. The first narrow peak in light emission, which coincides with time of flashover, can be attributed to the radiation of the exited atoms and recombination of the ions produced due to the ionization of a vapor shell surrounding the wire. Analysis of the role of electron emission in the explosion of the refractory metals wire at current densities ~10−7–10−8 A/cm² can be found in [18].

There is no essential difference between the fast cylindrical (Fig. 1a) and the fast conical (Fig. 1b) explosion modes. For the fast conical explosion mode, electron emission may start the flashover at smaller values of absorbed energy and the maximum resistivity does not reach a resistivity plateau [10] but passes through the melting level. For the fast cylindrical explosion mode, flashover starts at higher absorbed energy (close to the vaporization energy) and the maximum resistivity reaches a plateau [10]. The conical deposition energy was observed for many substances with large vaporization energy: W, Mo, Pt, Ti, Ni, and Fe; however, it was never observed for low vaporization energy substances: Au, Cu, Al, and Ag. We will discuss this effect in later publications.

In our experiments, the energy necessary to start wire melting is 1.5 eV/atom, which is ~1.8 times as large as the tabulated value. This agrees with the observation of increased specific heat capacity before melting, discussed in [18]. The high magnetic pressure may also play a certain role in increasing the energy deposition.

Finally, let us summarize the major results of this work. It has been shown that the quality of the electrical explosion of tungsten wire is critically dependent on the rate of energy deposition. The processes vary from electrical disintegrating of the wire into macroscopic parts (under slow-pulse mode ~20 A/ns) to the homogeneous explosion with a large value of deposited energy (under fast-pulse mode ~170 A/ns). The main barrier to enhanced energy deposition in the slow explosion mode is caused by the initiation of high thermal electron emission before wire melting. Current becomes reconnected to the surface flashover, and heating of the wire stops. This “energy deposition barrier” can be avoided by increasing the wire heating rate. In this case, heating occurs at higher current density, so that a larger magnetic field may restrict the electron emission before melting. In the fast explosion mode, the wire resistivity reaches a value of ~185 μΩ cm, which is a plateau for the normal density of tungsten [10]. In this case, the temperature of the wire before expansion reaches the values of ~1 eV, the energy deposition is homogeneous along the axis, and the expansion velocity reaches a maximum value of ~1 km/s.

The effect of significant enhancement of energy deposition before surface flashover with increasing energy deposition rate was observed for all available pure metal wires (Mo, Pt, Ti, Ni, Fe, Ag, Cu, Al, and Ag); we will discuss the results in future publications.
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A high-pressure study of the crystal structure and superconductivity of Ti–Zr alloys demonstrates an increase in the \( \omega-\beta \) transition pressure from about 30 to 43–57 GPa when the titanium content in the alloys increases from 0 to 50 at. %. The isobaric values of the BCC \( \beta \) phase superconducting temperature (at 46 GPa) increase from 5.7 to more than 15 K between 0 and 50 at. % Ti, the latter value being the absolute maximum for BCC \( d \)-metal alloys. These data correlate with the earlier assumption of an \( s-d \) electron transfer in Zr under pressure. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 64.70.Kb; 74.62.Fj

1. Titanium and zirconium at normal conditions are stable in the hexagonal close-packed structure (the HCP \( \alpha \) phase) and transform to the body-centered cubic (BCC) \( \beta \) phase above 1155 and 1136 K, respectively [1]. The hexagonal \( \omega \) phase becomes stable for both metals under pressures of \( P > 2 \) GPa at room temperature [1–4]. Recently, Xia et al. [5] found that \( \omega-Zr \) compressed to \( P \approx 30 \) GPa at room temperature undergoes a transition to a BCC phase which is also called \( \beta \)-phase, by analogy with the low-pressure/high-temperature phase. The hard-sphere packing ratio for the BCC structure is not as high as in the close-packed FCC or HCP structures; therefore Xia et al. related this transition to the \( s-d \) electron transfer in Zr, which results in a reduction of the atomic volume [5], as discussed in theoretical studies on the relation between the crystal structure and the \( d \)-band occupancy in the nonmagnetic \( d \)-band metals (see, e.g., [6–11]). Later, Akahama et al. [12] measured the pressure dependence of the superconducting temperature, \( T_c \), for Zr and presented new arguments for the \( s-d \) electron transfer also in relation to the structural transition and to the similarity in the behavior of Zr under pressure to Group VB metals. Actually, the \( T_c \) values increase under pressure moderately in the stability ranges of the \( \alpha-Zr \) and \( \omega-Zr \) phases, but a sharp jump by several degrees is observed near \( P = 30 \) GPa [12]. The idea of an electronic transition was used later in order to explain a similar \( \omega-\beta \) transition in Hf around 71 GPa [13], as well as an isostructural BCC-to-BCC transition in Zr which was claimed to be seen at 56 GPa [14]. Titanium does not undergo a transition to the BCC phase at room temperature up to 87 GPa [13].

The hypothesis of a strong \( s-d \) electron transfer for the Group IVb metals under pressure opens a door for a new study. In fact, there is a considerable difference between the Group IVb and VB metals, as well as between the binary Group IVb–VB and VB–VB metal alloys, with respect to their phase diagrams and superconducting properties. For example, the Ti–Zr alloys form homogeneous solid solutions in both liquid and solid states (solid \( \alpha \) solutions at low and moderate temperatures and \( \beta \) solutions up to melting) [15]. The superconducting temperatures of pure Ti and Zr, as well as of their HCP \( \alpha \)-alloys, are low and show a maximum of \( T_c = 1.7 \) K at the eutectic composition, TiZr [16]. The Group VB metals have a BCC lattice and higher \( T_c \) values (\( T_c = 5.4 \) and 9.26 K for V and Nb, respectively) [15, 16]. The solubility of the Group VB metals in HCP \( \alpha \)-Ti and \( \alpha \)-Zr amounts only to a few percent, but the BCC alloys of Group IVb–VB elements are homogeneous over a much broader concentration range; e.g., the homogeneity ranges of the \( \beta \) phase in the Ti–V or Ti–Nb systems at room temperature are extended from about 20 to 100 at. % V or Nb. The concentration dependence of the superconducting temperature, \( T_c(x) \), in the stability range of the BCC Group IVb–VB alloys has a maximum between 60 and 75 at. % Group VB metal [15–18].

One can assume from this consideration that Ti–Zr alloys become similar to the Group IVb–VB alloys above the high-pressure electronic transition in Zr with the respective consequences; i.e., the BCC solid solutions of titanium in \( \beta \)-Zr extend their stability range...
as the pressure is increased, and the superconducting temperature increases also as the Ti content in \( \beta \)-Zr is increased under isobaric conditions. These assumptions are examined here by \( T_c \) measurements for Zr and its alloys with 30 and 50 at. % Ti under pressures up to the transition to the BCC phase, and the \( \alpha \rightarrow \omega \rightarrow \beta \) structural sequence is confirmed by X-ray diffraction.

**2. Experimental.** Alloys were prepared from Zr and Ti iodide rods melted in vacuum by electron arc. The purities of molten Zr and Ti were 99.96 and 99.98 at. %, respectively, the interstitial impurities being taken into account. The final alloy compositions were measured by an electron-probe X-ray microanalyzer JXA-5, with the results of \( x = 69.3 \pm 0.8 \) and \( x = 50.4 \pm 0.4 \) at. % Zr for the samples used in superconductivity measurements and \( x = 71.9 \pm 0.8 \) and \( x = 50.4 \pm 0.4 \) at. % Zr for the structural studies.

The superconducting transitions in the samples were detected as anomalies in the magnetic susceptibility curves, \( \chi(T) \), measured with alternating current [19]. The diamond-anvil apparatus made of nonmagnetic materials and the experimental details were described elsewhere [19, 20]. Cooling of the diamond apparatus results in its mechanical relaxation and a marked pressure increase; therefore, pressure determination in these experiments was carried out at room temperature at the end of each experimental cooling/heating cycle. Energy-dispersive X-ray diffraction (EDXD) with synchrotron radiation and diamond-anvil high-pressure cells was performed at HASYLAB (DESY, Hamburg), as described previously in [21, 22].

**3. Results.** Typical experimental \( \chi(T) \) curves for \( \text{Ti}_{30}\text{Zr}_{70} \) measured on heating at constant pressures are represented in Fig. 1. Similar curve shapes were characteristic of Zr and the equiatomic alloy. The jumps due to the superconducting transition are clearly visible in each curve. The jumps in most of the \( \chi(T) \) isobars are very steep, indicating a single-phase state of the alloy. There are, however, some pressure intervals where the superconducting \( \chi(T) \) anomalies either are extended over several degrees (e.g., the 35.6 GPa isobar in Fig. 1) or consist of two jumps separated by an inclined plateau (the 35.0 GPa decomposition isobar in Fig. 1). A strong distortion of the \( \chi(T) \) anomalies is typical for pressure intervals, where the \( \omega-\beta \) phase transition takes place and the alloy is in a two-phase state. In the pressure intervals of the \( \omega-\beta \) transition, distortions of the \( \chi(T) \) anomalies are rather small. The superconducting temperature was determined as the intersection point between the steepest tangent to the \( \chi(T) \) curve and the linear extension of the high-temperature section of the \( \chi(T) \) curve, as shown in Fig. 1.

The corresponding \( T_c \) values for the three alloys are plotted versus pressure in Fig. 2 together with the literature data [12, 23, 24] for pure Zr (bottom curve). Figure 2 shows a good agreement between the different data below 30 GPa. Above this pressure, the \( T_c \) values from Akahama et al. [12] are systematically larger than the present values, probably, due to the difference in the experimental techniques: Akahama et al. [12] determined the \( T_c \) values from the resistivity measurements, unlike the present \( \chi(T) \) data. One can also see from Fig. 2 that the \( T_c(P) \) curve in the \( \omega-Zr \) range is almost a smooth continuation of the \( T_c(P) \) curve in the \( \alpha-Zr \) range. The \( \omega-\beta \) transition occurs in a very narrow pressure interval near 30 GPa, as reported earlier [5, 13]. After the \( T_c \) jump from 4.1 to 9.4 K due to the \( \omega-\beta \) transition, further pressure increase results in a gradual decrease in \( T_c \).

The alloys have similar \( T_c(P) \) dependences in the \( \alpha \)- and \( \omega-\beta \)-phase regions: \( T_c \) grows with pressure buildup for both phases. Transitions to the \( \omega \)-phase are observed near 10 GPa as a small but distinct decrease in \( T_c \). The slope of the \( T_c(P) \) dependence for the \( \omega \)-phase of the equiatomic TiZr alloy is smaller than for the \( \alpha \)-phase. The process of the \( \omega-\beta \) transition in the alloys is different from that in pure Zr. For \( \text{Ti}_{30}\text{Zr}_{70} \), the \( \chi(T) \) jump is very broad around 35 GPa on increasing pressure, and two \( \chi(T) \) jumps are observed in this range on decompression. This is an indication of an intermediate two-phase state occurring in an extended pressure interval. The transition hysteresis, however, remains rather small. Above the \( \omega-\beta \) transition, \( T_c(P) \) does not decrease as steeply as in pure Zr. The two-phase nature of the \( \omega-\beta \) transition is most clearly seen in the equiatomic TiZr alloy. The broad \( \chi(T) \) anomaly around 40 GPa changes to two jumps at \( P \geq 43 \) GPa, and these two jumps are observed up to the highest pressure of \( P = 47 \) GPa where \( T_c \) for the \( \beta \) phase is 15.5 K.
The in situ EDXD measurements confirm for both alloys that the high-pressure $T_c$ jump is related to the formation of the BCC phase. The coexistence interval of the $\omega$ and $\beta$ phases for the TiZr alloy is rather broad: the $\omega$ phase is observed up to 56.3 GPa, and the alloy becomes purely $\beta$ phase at $P = 57.0$ GPa. At 47 GPa, the $\omega$ phase is still the dominant phase of the TiZr alloy, with only about 20% of the $\beta$ phase. So far, $T_c$ seems to increase with pressure, at least until the $\omega$–$\beta$ transition is completed at 57.0 GPa.

**4. Discussion.** The present study over a wide pressure range allowed one to determine the $T_c(P)$ dependence for Zr and Ti$_{30}$Zr$_{70}$ in the pure $\beta$ phase. For the equiatomic alloy, the $T_c$ value for the pure $\beta$ phase at the end of the transition should be higher than the value in the two-phase state. For the sake of comparison, Fig. 3 shows the $T_c$ values for the present alloys in the $\beta$ phase at $P = 46$ GPa and their dependence on the Zr concentration. Figure 3 shows also the earlier ambient-pressure data for the $\beta$ phase Ti–V and Ti–Nb alloys [16]. From a comparison with these alloys, one could have anticipated, also for the $\beta$ phase Ti–Zr alloys, only a small initial increase in $T_c$ with increasing Ti content on the Zr-rich side of this diagram. However, the highest observed value of $T_c = 15.5$ K for $\beta$ TiZr at 47 GPa is much higher than $T_c$ for pure Zr as well as for any other BCC phase in the transition-metal alloys.

The increase in $T_c$ in the $\omega$ + $\beta$ two-phase region of the TiZr alloy may result from proximity effects in the process of nucleation and growth of the $\beta$-phase grains. If this is the case, the $T_c$ values for $\beta$-TiZr should further increase until the bulk $\beta$ grains are well developed.

The $T_c$ values increase upon the $\omega$–$\beta$ transitions. Thus, the present experimental data support a correlation between the high-pressure structural $\omega$–$\beta$ transition and the expected $s$–$d$ electron transfer in Zr. This observation also fits the general assumption of a progressive $s$–$d$ electron transfer in the earlier transition metals under pressure [6–11]. This correlation can be further elucidated by a more detailed study of $T_c(P)$ for $\beta$-TiZr at higher pressures, as well as by further studies closer to the possible maximum in the isobaric $T_c(x)$ curve for the $\beta$-Ti$_{1-x}$Zr$_x$ alloys.

The present determination of the $\omega$–$\beta$-transition pressures in the Ti$_{1-x}$Zr$_x$ alloys at room temperature shows their strong nonlinear increase with the $1 - x$ increase in the range $0 \leq 1 - x \leq 0.5$ in such a way that the transition in pure Ti may be expected only above 100 GPa. The $T_c$ values also increase with increasing $1 - x$ and become larger than 15 K for TiZr under pressure, which is the record for BCC transition metals and alloys. The $T_c$ increase due to the $\omega$–$\beta$ transition is in agreement with the general assumption of a progressive $s$–$d$ electron transfer in the earlier transition metals under pressure.

This work was supported by the RFBR (grant no. 00-02-17562). HASYLAB experiments were performed under project no. II-96-76.
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It is shown that nonadiabatic corrections to the dispersion law of optical phonons in the region of small wave vectors in the case of branches, for which the vibration with a zero wave vector is not accompanied by the appearance of a dipole moment in the ionic lattice, are significant for all possible directions of the wave vector. If a dipole moment arises, nonadiabatic corrections reach a noticeable value only for the wave-vector directions that are almost perpendicular to the direction of the dipole moment.

The adiabatic approximation, which suggests that the electron density distribution corresponds to an instantaneous configuration of the ionic lattice, is commonly used to calculate phonon spectra. It was shown [1] that the nonadiabatic corrections in the absence of nesting in the electronic system of the crystal can become significant at \( \omega_0(q) \approx q v_F(e) \) (where \( q \) is the wave vector, \( v_F(e) \) is the adiabatic dispersion law for the \( p \)th phonon branch, and \( v_F(e) \) is the Fermi velocity of electrons), i.e., for the optical phonon branches in the region of small wave vectors. The nonadiabatic corrections are small for \( q = q_B \), where \( q_B \) is the Brillouin wave vector, because they are proportional to the \((m/M)^{1/2}\) ratio \((m \) is the electron mass and \( M \) is the ion mass).

It is in the region of wave vectors \( q \approx \omega_0(q)/v_F \ll q_B \) that the corrections to the bare vertex of electron–phonon interaction become significant [2].

These corrections were taken into account in [3, 4] under the assumption that the electron screening effects are insignificant. At the same time, it was demonstrated in [5] that the screening effects can almost fully compensate for the nonadiabatic corrections.

This article is devoted to examining the screening process and to finding the phonon modes for which the nonadiabatic corrections are not compensated.

The electron–phonon interaction Hamiltonian has the form

\[
H_{e-ph} = \sum_{n, n', k, k'} \Gamma_{n, n', k, k'} \hat{a}_{n, k}^+ \hat{a}_{n, k} \times [b(k' - k) + b^*(k - k')],
\]

where \( \hat{a}_{n, k}^+ \) and \( \hat{a}_{n, k} \) are the second quantization operators of electrons belonging to the \( n \)th band; \( k \) is the wave vector; and \( b^*(q), b(q) \) are the second quantization operators of phonons. For simplicity, we will restrict our consideration to one optical phonon branch with the adiabatic dispersion law \( \omega_0(q) \). The unscreened matrix element of the electron–phonon interaction has the form

\[
\Gamma_{n, n', k, k'} = -\sum_{s=1}^{r} \left( \frac{\hbar N}{2 M_s \omega_0(k' - k)} \right)^{1/2} \times \int \psi_{n, k}^s(r)(\nabla W_s(r), \epsilon_s(k' - k))\psi_{n', k'}^s(r) \, d^3r,
\]

where the summation is over all ions in the unit cell, \( N \) is the number of unit cells in the crystal, \( \psi_{n, k}^s(r) \) is the Bloch function of an electron of the \( s \)th band, \( W_s(r) \) is the potential energy of electron interaction with the \( s \)th ion of mass \( M_s \) and charge \( Z_s \) in the equilibrium position, and \( \epsilon_s(q) \) is the polarization vector of the corresponding ion for a given vibrational mode.

Consider the diagonal matrix element \((n = n')\). The major contribution to the integral on the right-hand side of Eq. (2) comes from distances \( r = |k' - k|^{-1} \) large as compared to the interatomic distance \( d \). It can be assumed that

\[
\psi_{n, k}(r) \equiv \psi_{n, k}(r) \exp(i kr) = \psi_{n, k}(r) \exp(i k') \cdot (3)
\]

and the Bloch function can be replaced by plane waves. Then, in the rigid-ion approximation, \( \Gamma_{n, n', k, k'} = \Gamma(k' - k) \);
i.e., this quantity depends only on the difference \( k' - k \) and equals

\[
\Gamma(q) = -i \left( \frac{\hbar N}{2 \omega_0(q)} \right)^{1/2} \frac{4 \pi e^2}{q^2} (q, A),
\]

(4)

where

\[
A = \sum_{s=1}^{l} \frac{Z_s}{M_{s}^{1/2}} \varepsilon_s(0).
\]

(5)

Two cases are possible in the region \( q \ll q_B \):

(a) If \( A = 0 \) and the angle between \( q \) and \( A \) is not too small, \( \Gamma(q) \approx q^{-1} \).

(b) If \( A \neq 0 \) or the cosine of the angle \( \varphi \) between \( q \) and \( A \) is small (\( \cos \varphi \approx q/q_B \)), the next terms of the expansion of \( U_{n,k}(r) \) in terms of \( q \) in the vicinity of \( k' = k \) must be taken into account. In this case, the \( \Gamma_{n,n',k,k'} \) function no longer has a singularity at \( k' \to k \), depends on \( k' \) and \( k \) separately, and is of the same order of magnitude as the nondiagonal \( (n \neq n') \) matrix elements, for which the distances \( r = d \) make the major contribution when taking the integral in Eq. (2).

The Coulomb matrix element of electron–electron interaction can be considered in a similar way. Because of the scalar nature of a Coulomb vertex, divergence always takes place at small transferred momenta if both interacting electrons (from \( n \) and \( n' \) bands, respectively) remain in the initial bands

\[
V_{n,n'}(q) = 4 \pi e^2 / q^2.
\]

(6)

Therefore, one may neglect the other nonsingular contributions to screening in the region of small \( q \) and restrict the consideration to the random phase approximation.

Let us consider the renormalization of the phonon Green’s function \( D(q, \omega) \) in the presence of nonadiabatic corrections

\[
D^{-1}(q, \omega) = \frac{\omega^2 - \omega_0^2(q)}{2 \omega_0(q)} - \Delta \Pi(q, \omega),
\]

(7)

where

\[
\Delta \Pi(q, \omega) = \Pi(q, \omega) - \Pi(q, 0),
\]

(8)

while the polarization operator \( \Pi(q, \omega) \), with regard to screening, is given, similarly to [5], by the following series:

\[
\Pi(q, \omega) = \\text{vertex} + \text{dashed line} + \text{shaded loop} + \ldots
\]

(9)

where a vertex with a wavy line corresponds to \( \Gamma_{n,n',k,k'} \), the dashed line corresponds to the Coulomb interaction, and the shaded loop is formed by two electron Green’s functions

\[
G_n(k, \varepsilon) = \left[ \varepsilon - \epsilon_n(k) + \mu - \Sigma_n(k, \varepsilon) \right]^{-1},
\]

(10)

where \( \epsilon_n(k) \) is the dispersion law for electrons in the \( n \)th band, \( \mu \) is their chemical potential, and \( \Sigma_n(k, \varepsilon) \) is the self-energy part. The loop contains all ladder-type corrections caused by the electron–phonon interaction

\[
\text{loop} = \text{vertex} + \text{dashed line} + \text{shaded loop} + \ldots
\]

(11)

The summation in Eq. (9) goes over all indices of bands \( n \).

In the case (a), the contribution to \( \Pi(q, \omega) \) from the terms diagonal in \( n \) and relating to partially occupied bands takes the following form after making allowance for the screening effects:

\[
\Pi(q, \omega) = -\frac{|\Gamma(q)|^2 P(q, \omega)}{1 + 4 \pi e^2 P(q, \omega)/q^2},
\]

(12)

where \( P(q, \omega) \) is given by series (11).

The second term in the denominator of Eq. (12) by far exceeds the first one in the region of small wave vectors. Therefore, to the corrections of order \( mL/M \), \( P(q, \omega) \) cancels at \( q \ll \omega_0/\nu_F \), and the corresponding contribution to \( \Delta \Pi(q, \omega) \) equals zero. The ladder corrections to the vertex are small for the terms nondiagonal in \( n \), and the same is true for the nonadiabatic corrections [which are of order \( (mL)^{1/2} \)]. Thus, in the case (a), the nonadiabatic corrections to the adiabatic dispersion law of optical phonons in the region of small wave vectors are of the same order of smallness, \( (mL)^{1/2} \), as at \( q = q_B \), and the dispersion is small in the region \( q \ll \omega_0/\nu_F \). It is this case that was considered in [5].

In the case (b), the contribution of the terms diagonal in \( n \) is no longer expressed by Eq. (12). The point is that \( \Gamma_{n,n',k,k'} \) depends on the angle between \( k \) and \( q = k' - k \). Therefore, the integral over \( k \) in a loop containing one Coulomb and one phonon vertex gives a zero result to the leading order in \( q \) [6]. At the same time, the integral in a loop containing two phonon vertices is nonzero. Thus, in the case (b), the screening effects are unimportant, the nonadiabatic corrections to the terms nondiagonal in \( n \) are significant, and the contribution from the nondiagonal terms is the same as in the case (a). Finally, for the case (b), the nonadiabatic corrections to the adiabatic dispersion law of optical phonons in the region \( q \ll \omega_0/\nu_F \) are on the order of \( \omega_0 \) and must be taken into account in the calculation of phonon spectra. It is precisely the case (b) to which the results of calculations in [3, 4] relate.

Because the displacement of the \( s \)th atom in the unit cell for a given phonon mode is proportional to \( e_s/M_s^{1/2} \), the vector \( A \) [Eq. (5)] is proportional to the ionic dipole moment of the unit cell, which arises for an optical vibration with \( q = 0 \). If \( A = 0 \) for a given optical phonon branch (that is, the dipole moment does not arise), the nonadiabatic corrections are significant for all \( q \ll \omega_0/\nu_F \). If \( A \neq 0 \) for a given optical branch (a dipole moment arises), the nonadiabatic corrections are signif-
significant only for \( \mathbf{q} \) directions that are virtually perpendicular to the dipole moment vector, namely, for the stripe

\[
(\mathbf{q}, \mathbf{A})/qA \approx q/q_B.
\]

In these cases, a notable dispersion due to nonadiabatic corrections must occur in the region of wave vectors \( q \approx \omega_0/v_F \), which can be observed experimentally. Because the adiabatic approximation overestimates the screening effect, the nonadiabatic corrections must lead to a rise in phonon frequency. This behavior of the phonon spectrum was observed for osmium [7] by Raman scattering spectroscopy.

If the nonadiabatic corrections for a given \( \mathbf{q} \) are significant for several optical branches, their mixing must be taken into account. This mixing is accomplished by the polarization operator nondiagonal in the phonon branch number, i.e., having vertices relating to different phonon branches. The hybridization with the other phonon branches for which the adiabatic approximation is adequate is insignificant.

Of interest is an experimental investigation of the angular dependence of dispersion in the region of small wave vectors for phonon modes with \( \mathbf{A} \neq 0 \). The investigation of centrosymmetric metal compounds, for which these modes are Raman-inactive, can be carried out by hyper-Raman or neutron scattering spectroscopy.

I am grateful to E.G. Maksimov for valuable discussions that led to writing this article.
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The hyperbolic metric of the dispersion law (the effective mass tensor components of carriers are opposite in sign) in the vicinity of the Fermi contour in high-$T_c$ superconducting cuprates in the case of repulsive interaction gives rise to a superconducting state characterized by the condensate of pairs with a large total momentum (hyperbolic pairing). The gain in the energy of the superconducting state over the normal state is due to the fact that a change in the kinetic energy of pairs (because of the negative light component of the effective mass) dominates over the change in the potential energy (corresponding to energy loss). The shift of the chemical potential upon the transition to the superconducting phase is substantial in this case. With increasing repulsive interaction, the superconducting gap $\Delta_K$ increases and the resulting gain in energy changes to an energy loss at a certain critical value of the repulsive potential. The low temperature $T_c$ of the superconducting transition and the large value of $\Delta_K$ in this region of potential values are the reasons for the high value of the $2\Delta_K/T_c$ ratio and for the developed quantum fluctuations that are observed in underdoped cuprate superconductors.

When quasiparticles in a Fermi system are paired into pairs with a nonzero quasimomentum $K$, the quasimomentum of the relative motion of a pair belongs to a certain region $\Xi_k$ inside the Brillouin zone $[1, 2]$. The size and the shape of this region depend on $K$ and are determined by the condition that the quasimomentum of two quasiparticles forming a pair must be either outside or inside the region bounded by the Fermi surface.

The electronic states in high-$T_c$ superconducting compounds are of quasi-2D character, and the structure of energy bands is such that the equienergy lines in the vicinity of the Fermi level contain long, almost rectilinear sections, which provides almost ideal Fermi-contour nesting $[3]$. Thus, if pairs with $K \ll k_F$ rather than $K \approx 2k_F$ $[4, 5]$ are considered, where $k_F$ is the Fermi momentum for a given direction, the $\Xi_k$ region has a form of a long narrow stripe, as is shown schematically in Fig. 1 for the case when $K$ is aligned with the [010] axis. The $k_1$ axis divides the $\Xi_k$ region into two parts. If in one of the parts (the upper part in Fig. 1a) the quasimomentum of the relative motion of a hole pair equals $k$ and the spin of a hole with the quasimomentum $k_+ = K/2 + k$ is, by convention, oriented up (↑), then in the other (lower) part the quasimomentum of the relative motion equals $-k$ and the spin of a hole with the quasimomentum $k_- = K/2 - k$ at singlet pairing has the orientation ↓. Inside $\Xi_k$ disposed in the vicinity of a saddle point of the dispersion law, holes have a rather weak dispersion (extended flat-band saddle point $[3]$), and the (negative) effective mass along the $k_2$ axis is significantly smaller in magnitude than the effective mass along the $k_1$ axis (the corresponding Fermi velocities $v_{F1}$ and $v_{F2}$ along $k_1$ and $k_2$ differ from each other by more than an order of magnitude, $v_{F1}/v_{F2} \approx 0.1$ $[6]$).

The singularity of the scattering amplitude for the relative motion of two holes $[2]$ subject to Coulomb repulsion (Fig. 2) points to the possibility of pairing $(k_+ \uparrow; k_- \downarrow)$. Pairs with a positive decay correspond to quasistationary states that can be responsible for the formation of a pseudogap $[1]$. The occurrence of states with a negative decay $[2]$ reflects the tendency toward a rearrangement of the ground state of the system with the formation of a superconducting pair condensate.

Consider a $\Xi_k$ region corresponding to hole energies lower than the Fermi energy (Fig. 1). Let us write the Hamiltonian describing the relative motion of hole pairs with quasimomentum $K$ in the form

$$\hat{H}_K = \sum_{k \in \Xi_k} \left\{ \varepsilon \left( \frac{K}{2} + k \right) \hat{a}_{k}^{\dagger} \hat{a}_{k}^{\dagger} - \varepsilon \left( \frac{K}{2} - k \right) \hat{a}_{k} \hat{a}_{k} \right\} + \sum_{k, k' \in \Xi_k} U(k-k') \hat{a}_{k}^{\dagger} \hat{a}_{k'}^{\dagger} \hat{a}_{k'} \hat{a}_{k} \tag{1}$$

Here, $\varepsilon(k)$ is the energy of a hole with quasimomentum $k$, $\hat{a}_{k\alpha}$ ($\hat{a}_{k\alpha}$) is the creation (annihilation) operator of a
hole with quasimomentum $k$ and spin projection $\alpha$, $U(k)$ is the Fourier transform of the energy of correlation interaction between two holes, and the summation over quasimomenta is restricted to the $\Xi_K$ region. Choosing the Hamiltonian in the form of Eq. (1) corresponds to the Bardeen–Cooper–Schrieffer (BCS) approximation in the sense that only the interactions directly leading to the pairing of holes with total quasimomentum $K \approx 2k_F$ are taken into account. As usual, it is assumed that the interactions not included in Eq. (1) exert no significant direct effect on the condensation energy. The average number of holes participating in pairing is evidently constant. Therefore, the corresponding condition for the operator

$$\hat{N}_K = \sum_{k \in \Xi_K} \left( \hat{a}_K^{+\dagger} \hat{a}_K^{+\dagger} + \hat{a}_K^{\dagger} \hat{a}_K^{\dagger} \right)$$

(2)

can be, as usual, taken into account in the diagonalization of Eq. (1) by the Lagrange multiplier method. Denote a Lagrange multiplier by $\mu_K$ and introduce new quasiparticle operators by using the Bogoliubov transformation

$$\hat{a}_K^{+\dagger} = u_{Kk} \hat{b}_{k,+1} + v_{Kk} \hat{b}_{k,-1},$$

$$\hat{a}_K^{\dagger} = u_{Kk} \hat{b}_{k,+1} + v_{Kk} \hat{b}_{k,-1},$$

$$\hat{a}_{-k,\downarrow}^{+\dagger} = u_{Kk} \hat{b}_{k,-1} - v_{Kk} \hat{b}_{k,+1},$$

$$\hat{a}_{-k,\downarrow}^{\dagger} = u_{Kk} \hat{b}_{k,-1} - v_{Kk} \hat{b}_{k,+1}.$$  

(3)

This allows the Hamiltonian in Eq. (1) to be represented, to an accuracy of $b^2$, in the form

$$\hat{H}_K = E_{K0} + \hat{H}_K^{(0)} + \hat{H}_K^{(1)}.$$  

(4)

The ground-state energy can be written as

$$E_{K0} = -2 \sum_{k \in \Xi_K} \xi_{Kk} \nu_{Kk}^2 + \sum_{k \in \Xi_K} \Delta_{Kk} u_{Kk} \nu_{Kk},$$

(5)

where $2\xi_{Kk} = 2\mu_K - \varepsilon(K/2 + k) - \varepsilon(K/2 - k)$ and, by definition,

$$\Delta_{Kk} = \sum_{k \in \Xi_K} U(k - k') u_{Kk} \nu_{Kk}.$$  

(6)

The part of the Hamiltonian diagonal in the operators $\hat{b}$ can be represented as

$$\hat{H}_K^{(0)} = \sum_{k \in \Xi_K} \eta_{K\beta}(k) \hat{b}_{K\beta}^{\dagger} \hat{b}_{K\beta},$$  

(7)

Fig. 1. (a) Domain of definition of the quasimomentum of the relative motion of a pair with quasimomentum $K$. The section of the hole Fermi contour is distinguished by a thick line. The part of the $\Xi_K$ region with a negative excitation energy ($\xi_{Kk} < 0$) is shaded. In the unshaded area, $\xi_{Kk} > 0$. The kinetic energy of a pair goes to zero on lines $a$–$a'$ and $b$–$b'$. The point $S$ is a saddle point of the dispersion law of a pair. (b) Illustration of the dispersion law of a pair for directions $k_1$ and $k_2$.

Fig. 2. Graphical solution of the equation $f(\varepsilon) + \lambda_K = 0$ determining the real part of the pole of scattering amplitude for the relative motion of a hole pair in the case of repulsive interaction of holes [1, 2]. One of the solutions (SC) disappears at $\lambda_K < \lambda_{Km}$ and corresponds to a superconducting condensate of pairs [2], and the second one (QSS) corresponds to quasistationary states of pairs [1].
where
\[ \eta_{\alpha\beta} = \left[ \varepsilon \left( \frac{K}{2} + \beta k \right) - \mu_k \right] u_{kk}^2 - \left( \varepsilon \left( \frac{K}{2} - \beta k \right) - \mu_k \right) v_{kk}^2 - 2\Delta_{kk} u_{kk} v_{kk}. \]

The nondiagonal part (bilinear in the operators \( \hat{b} \)) takes the form
\[ \hat{H}_K^{(1)} = -\sum_{k \in \Xi_k} \left\{ 2\xi_{kk} u_{kk} v_{kk} - (u_{kk}^2 - v_{kk}^2) \Delta_{kk} \right\} \left( \hat{b}_{k+1}^+ \hat{b}_{k-1} + \hat{b}_{k-1} \hat{b}_{k+1} \right). \]

The minimization of \( E_{K0} \) with respect to \( u_{kk} \) and \( v_{kk} \) under the additional condition \( u_{kk}^2 + v_{kk}^2 = 1 \) leads to the cancellation of the \( \hat{H}_K^{(1)} \) contribution; that is, the braces expression in Eq. (9) identically goes to zero. The equation obtained is fulfilled identically for a solution taken in the form
\[ v_{kk}^2 = \frac{1}{2} \left( 1 - \frac{\xi_{kk}}{\sqrt{\xi_{kk}^2 + \Delta_{kk}^2}} \right), \]  
\[ u_{kk}^2 = \frac{1}{2} \left( 1 + \frac{\xi_{kk}}{\sqrt{\xi_{kk}^2 + \Delta_{kk}^2}} \right). \]

Then, the equation determining \( \Delta_{kk} \) takes the form conventional for BCS
\[ \Delta_{kk} = \frac{1}{2} \sum_{k' \in \Xi_k} \frac{U(k - k')\Delta_{kk'}}{\sqrt{\xi_{kk'}^2 + \Delta_{kk'}^2}}. \]

The \( d \)-type orbital symmetry of the superconducting gap observed in high-\( T_c \) superconducting cuprates follows from Eq. (11) if, as noted in [1], it is considered that \( \Delta_{kk} \) as a function of the pair quasimomentum \( K \) corresponds to the irreducible representation \( B_{3g} \) of the crystal symmetry group.

At \( \Delta_{kk} \to 0 \), the system can be formally considered [1] as a gas of hole pairs (with a zero binding energy). In this case, the transformation defined by Eq. (3) leads to “correct” zero-order (with respect to the interaction of holes forming a pair) wave functions. Not the entire region \( \Xi_k \) but only its part in which \( \xi_{kk} < 0 \) contributes to these wave functions. That is, these wave functions are constructed from the states with a positive kinetic energy of the motion of a pair in which the positive heavy component of the effective mass is predominant.

The Lagrange multiplier is determined from the condition
\[ 2 \sum_{k \in \Xi_k} v_{kk}^2 = 2 \sum_{k \in \Xi_k} 1 \equiv \langle N_K^{(c)} \rangle, \]

where \( \langle N_K^{(c)} \rangle \) is the mean number of pairs in the condensate at \( \Delta_{kk} \to 0 \). The asymmetry in the distribution of states with effective masses of opposite sign within the \( \Xi_k \) region can be characterized by the parameter \( \delta_k \)
\[ 2\delta_k = \sum_{k \in \Xi_k} 1 - \sum_{k \in \Xi_k} 1 = \sum_{k \in \Xi_k} \frac{\xi_{kk}}{\sqrt{\xi_{kk}^2 + \Delta_{kk}^2}}. \]

The parameter in Eq. (13) can, in principle, have any sign. However, one can see from Fig. 1a, where the \( \Xi_k \) region typical for high-\( T_c \) superconducting compounds with the hole type of doping is shown, that \( \delta_k > 0 \) at a sufficiently strong anisotropy of the dispersion law of holes, as observed in high-\( T_c \) superconducting cuprates [6]. Passing in Eq. (13) from summation to integration over the \( \Xi_k \) region and replacing the density of states for the relative motion of pairs within this region by some averaged value \( g_K \) [a logarithmic singularity occurring in the density of states \( g_K(\xi) \) at \( \xi = 0 \) only slightly affects the values of integrals within \( \Xi_k \)], we find that the Lagrange multiplier takes the form
\[ \mu_{K0} = \delta_k g_K \] at \( \Delta_{kk} = 0 \). As in [2], it is assumed for simplicity that the pair energy (in the absence of interaction) varies within symmetric limits \( |\varepsilon(k) + \varepsilon(k) - 2\varepsilon(K/2)| \leq 2\varepsilon_{K0} \) where \( \varepsilon_{K0} \) is the maximum kinetic energy of the relative motion of a hole pair within the \( \Xi_k \) region (Fig. 1b).

It is evident that a nontrivial solution \( \Delta_{kk} \neq 0 \) also exists. In this case, \( \Delta_{kk} \neq 0 \) throughout the \( \Xi_k \) region, and the part of this region in which states with a negative effective mass along the \( k_z \) axis predominate (that is, bound states can form [1]) leads to a change in the Lagrange parameter. We obtain approximate solutions of Eqs. (11) and (13) by making a radical simplifying assumption that \( U(k - k') = U_K = \text{const} \) within the \( \Xi_k \) region, which is equivalent to the BCS approximation. The consequence of this simplification is that the parameter \( \Delta_{kk} \) becomes independent of \( k \), \( \Delta_{kk} \Rightarrow \Delta_K \). This allows the change in the Lagrange parameter \( \Delta \mu_K \) upon the formation of a pair condensate to be found from Eq. (13)
\[ \Delta \mu_K = \frac{\mu_{K0} \Delta_{kk}^2}{\varepsilon_{K0}^2 - \mu_{K0}^2 / 2}. \]
With this approximation, the solution of Eq. (11) can be written as

$$\Delta_k = 2\sqrt{|\varepsilon_{k_0} - \mu_{k_0}|} \exp\left(-\frac{1}{U_k g_k}\right).$$

Here, it is taken into account that $|\Delta_k| \ll |\varepsilon_{k_0} \pm \mu_{k_0}|$, which formally corresponds to the weak coupling approximation $U_k g_k \ll 1$.

Rewrite the ground state energy of the system as

$$E_{K_0} = -\sum_{k \in \Xi_K} \varepsilon_{k_0} \left(1 - \frac{\varepsilon_{k_0}}{\sqrt{\varepsilon_{k_0}^2 + \Delta_k^2}}\right) + \frac{1}{2} \sum_{k \in \Xi_K} \frac{\Delta_k^2}{\varepsilon_{k_0}^2 + \Delta_k^2}.$$ (16)

At $\Delta_k \neq 0$, the quasiparticle energy is reckoned from $\mu_k = \varepsilon(K/2) + \mu_{k_0} + \Delta_k$, and the ground-state energy [Eq. (16)] of the superconducting phase at $\mu_{k_0} \ll \varepsilon_{k_0}$ can be written, to an accuracy of $-\Delta_k^2$, as

$$E_{K_0}^{(x)} = E_{K_0}^{(n)} - \frac{1}{2} g_k (\Delta_{km}^2 - \Delta_k^2).$$ (17)

Here, $\Delta_{km}^2 = 4\mu_{k_0}e_{k_0}$, and $E_{K_0}^{(n)} = g_k e_{k_0}$ is the ground-state energy of the normal phase in the case when the states of the relative motion of a pair throughout the $\Xi_K$ region are uniformly occupied [in this case, $\langle N_k^{(n)} \rangle = 1$, which corresponds to choosing the coefficients in Eq. (12) in the form $\nu_{k_0}^2 = 2\pi^2/5\Xi_K$, where $S$ is the normalization area]. Thus, in the weak coupling approximation and under the condition $\Delta_k < \Delta_{km}$, it turns out that $E_{K_0}^{(x)} < E_{K_0}^{(n)}$; i.e., the formation of a condensate provides a gain in the ground-state energy.

The condensation energy can be determined as $E_{K_0}^{(x)} = E_{K_0}^{(n)} - E_{K_0}^{(x)}$ and written in the form of a sum over the $\Xi_K$ region using Eq. (16). A plot of the function $F(x)$ under the corresponding sum (in $\Delta_k$ units) against the dimensionless variable $x = \xi_{k_0}^2/\Delta_k$ is schematically shown in Fig. 3. This figure illustrates how the shift of the chemical potential $\Delta_k$ caused by the formation of a superconducting condensate provides a gain in the condensation energy on account of the kinetic energy of pairs. It is seen in Fig. 3 that a gain corresponding to positive values of $F(x)$ is achieved when the maximum kinetic energy of a pair $\varepsilon_{k_0}$ [this value determines the limits of integration in Eq. (16)] exceeds a certain value at which the contribution of repulsive interaction (which leads to a loss in the condensation energy) is cancelled (the region in Fig. 3 in which $F(x) < 0$).

The phenomenological picture with a gain in the superconducting state energy on account of the kinetic energy was presented in [7].

In the limiting case of weak coupling, $\Delta_k$ decreases exponentially at $\lambda_k^{-1} \equiv U_k g_k \rightarrow 0$, and the pole of the scattering amplitude, which is determined [2] from the condition $f(\varepsilon) + \lambda_k = 0$, shifts toward the point $\varepsilon_{k_0}$ as shown in Fig. 2. In this case, the decay remains negative and tends to zero at $\varepsilon \rightarrow \varepsilon_{k_0}$. It is evident in Fig. 2 that, with an increase in the coupling constant $\lambda_k^{-1}$, the solution of the equation $f(\varepsilon) + \lambda_k = 0$ disappears starting at a certain value $\lambda_{km}^{-1}$. Nevertheless, the parameter $\Delta_k$ does not go to zero; moreover, it increases with increasing $\lambda_k^{-1}$. However, with increasing $\Delta_k$ at a constant $\varepsilon_{k_0}$, the positive contribution to the ground-state energy increases, whereas the negative contribution simultaneously decreases, both because of the “contraction” of the limits of integration $\pm \xi_{k_0}/\Delta_k$ over the dimensionless variable $z$. It is seen in Fig. 3 that the contribution of the region with $F(x) > 0$ decreases much faster than the contribution of the region with $F(x) < 0$ (the latter contribution leads to a loss in the condensation energy). As a result, as $\Delta_k$ increases, the situation is attained in which $E_{K_0}^{(x)} > E_{K_0}^{(n)}$. Thus, the disappearance of the instability of the normal state at $\lambda_{km}^{-1}$ [2] corresponds to the disappearance of the gain in the energy of the superconducting state over the normal state. As $\lambda_k^{-1}$ tends to $\lambda_{km}^{-1}$, the superconducting transition temperature $T_c$ must tend to zero. The low temperature $T_c$ and the large value of $\Delta_k$ in this region of variation of coupling constant $\lambda_k^{-1}$ are apparently the reasons for the large value of the ratio $2\Delta_k/T_c$ and the developed quantum fluctua-
tions that are observed in underdoped cuprate superconductors [8].

The existence of a saddle point in the vicinity of the Fermi level was used in [9] to explain the peak in inelastic neutron scattering observed in high-$T_c$ superconductors.

One of the authors (Yu.V. Kopaev) is grateful for support from the Russian Federal Program “Integration,” project nos. A0133 and A0155.
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It is shown that a purely antiferromagnetic oscillatory mode can be excited by an ac electric field in a two-sublattice single-position ferromagnet. The oscillation eigenfrequency and the corresponding susceptibility tensor are calculated. © 2001 MAIK “Nauka/Interperiodica”.
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In considering spin-wave representations for a single-position four-sublattice magnet (four magnetic atoms all occupy crystallographically identical positions in the unit cell), it was shown that, besides the known oscillation types (ferromagnetic in the ferromagnetic phase and quasi-ferromagnetic and quasi- antiferromagnetic in the antiferromagnetic phase), the purely antiferromagnetic modes can also exist in this system [1] (see also [2]). Each of the first two types contains two components of ferromagnetic vector \( M \) (precession!) in addition to the dynamic (oscillatory) variables, while only a single component \( M \) oscillates in the third type; the remaining variables relate to the antiferromagnetic vectors \( L_i \) (\( i = 1, 2, 3 \)). In a purely antiferromagnetic mode, all variables of the spin-wave representation relate to the antiferromagnetic vector, so that these oscillatory modes cannot be excited by a magnetic field \( H(t) = H_1 \exp(-i\omega t) \) (there is nothing for them to “clutch at”). One should thus search for the other (other than thermal motion) external perturbations that can excite these modes. Under certain conditions (see below), these may be the ac electric fields and elastic stress.

For brevity, the purely antiferromagnetic excitations will be referred to as antimagnons.

In my opinion, the existence of antimagnons in a purely ferromagnetic phase with the parallely directed magnetization vectors of all sublattices in the ground state is an interesting and, to some extent, exotic fact. It is the purpose of this letter to consider the antimagnons for this particular case.

From the text of articles [1, 2], an impression might occur that the antimagnons (although they were not considered there!) can exist only in the multisublattice magnets (four or more magnetic atoms per unit magnetic cell). However, such is actually not the case. Below, a simple example of a crystal with the twofold position of magnetic atoms (two magnetic sublattices) is presented, in which the purely antiferromagnetic mode (antimagnon) exists in the ferromagnetic phase. It is reasonable to start investigation of the antimagnons with this very simple example.

Let us consider a twofold 2\( i \) position \( 1(x00) \) and \( 2(x00) \) in the orthorhombic group \( Pnmm \) (\( D_{2h}^5 \)), in which magnetic atoms 1 and 2 are related by the center of symmetry \( \bar{1} \) (taken as the origin). There are a total of six positions of this type in the group \( (i, j, k, l, m, n) \) [3], and the subsequent analysis can be reproduced for each of them. The same can also be done for the twofold positions \( e \) and \( f \) in another orthorhombic group \( Pnma \) (\( D_{2h}^5 \)).

Introducing, instead of the sublattice magnetizations \( M_1 \) and \( M_2 \), the usual basis ferromagnetic \( M = M_1 + M_2 \) and antiferromagnetic \( M_1 - M_2 \) vectors corresponding to the exchange magnetic structures coded \( \bar{1} + 2_x (+) 2_y (+) \) and \( \bar{1} - 2_x (+) 2_y (-) \), it is straightforward to construct the following table for the variable transformations under the indicated symmetry operations taken as generators of the \( Pnmm \) group. (The transformations for the bracketed \( 2_x = 2_y = 2_z \) element are given for convenience.)

This table contains all symmetry information that is necessary for further consideration. The rows \( \Gamma_1 - \Gamma_6 \) in the upper left part of the table give the one-dimensional irreducible representations of the \( Pnmm \) group in terms of the components of vectors \( M \) and \( L \). The + and – signs indicate how these components are transformed (either remain unchanged or change their sign) under the corresponding symmetry operation. Each row corresponds to a phase (magnetic structure) specified by a single nonzero component of vector \( M \) or \( L \). For example, \( M \parallel Z \) for the \( \Gamma_3(M_z) \) phase while all remaining components of \( M \) or \( L \) are zero. At the right, the magnetic point group is indicated for each phase in terms of...
the unprimed $m_i (i = x, y, z)$ and primed $m_i' = m_i \cdot 1'$ symmetry planes ($1'$ denotes the time inversion operation, $t \rightarrow -t$). The transformation rules are also given for the components of electric field $E$ and elastic stress tensor $T_{ij}$.

Using the rules formulated in [1, 2], one can determine the spin-wave representations for each of the six phases. There are two spin-wave representations for the above-mentioned purely ferromagnetic $\Gamma_3(M_0)$ phase of interest: a purely ferromagnetic mode $\Gamma_{12}(M_x, M_y)$ (magnon) and a purely antiferromagnetic mode $\Gamma_{45}(L_x, L_y)$ (antimagnon).\(^1\)

The oscillatory spectrum for a homogeneous system can be found from the Onsager equations

$$\dot{x}_n = \alpha_{nk} \frac{\partial \Phi_2}{\partial x_k} \tag{1}$$

(summation goes over the repeated indices), where $x_1 \equiv L_x$ and $x_2 \equiv L_y$ are the dynamic variables of the $\Gamma_{45}$ mode and $\Phi_2$ is the corresponding quadratic part of the thermodynamic potential. The kinetic tensor $\alpha_{nk}(M_0)$ is a function of the ground state with $M_\tau = M_0$. In the absence of dissipation, only the antisymmetric part of the $\alpha_{nk}$ tensor should be taken into account:

$$\alpha_{nk} = \alpha_{nk}'(M_0) = -\alpha_{kn}'(M_0) = \alpha_{nk}(M_0) \equiv \gamma M_0. \tag{2}$$

In Eq. (2), the Onsager relation is also used and only the linear term is kept in the expansion of $\alpha_{nk}$ in powers of $M_0$; $\gamma$ is a constant for which one can only say that it has the dimensionality of gyromagnetic ratio.

Let us now write the thermodynamic potential (see the table) in the form

$$\Phi_2 = \frac{1}{2} \varepsilon_1 L_x^2 + \frac{1}{2} \varepsilon_2 L_y^2 - \frac{h}{M_0} M_\tau L_x E_z(t), \tag{3}$$

which includes the dynamic variables $L_x$ and $L_y$ relevant to the $\Gamma_{45}$ mode. The $\varepsilon_1$ and $\varepsilon_2$ constants describe both exchange (for which $\varepsilon_1 = \varepsilon_2$) and magnetic anisotropy. The last term in Eq. (3) is a linear magnetoelectric (ME) interaction (the $M_\tau = |M_{z\tau}|$ term in the denominator makes the $h$ constant dimensionless, similar to $\varepsilon_{1,2}$). One can see from the table that this is the only ME invariant corresponding to the ground ferromagnetic state with $M \parallel Z$. As will be seen below, it is this interaction which can excite antimagomagnons at the appropriate $\omega$ frequency if $E_z(t) \equiv \exp(-i\omega t)$.

Equations (1), with allowance made for Eqs. (2) and (3), take the form

$$\dot{L}_x = \gamma M_0 \varepsilon_1 L_y, \quad \dot{L}_y = -\gamma M_0 (\varepsilon_1 L_x - h E_z). \tag{4}$$

The corresponding solution $L_x \propto L_y \propto E_z \propto \exp(-i\omega t)$ defines the antimagnon susceptibility tensor $\beta_{ij}$ in the relationships

$$L_x = \beta_{xz} E_z, \quad L_y = \beta_{yz} E_z. \tag{5}$$

Only two components of this tensor are nonzero:

$$\beta_{xz} = \frac{\omega^2 \varepsilon_1 E_z}{\omega_0 - \omega}, \quad \beta_{yz} = -i \omega \frac{\beta_{xz}^*}{\omega M_0}, \quad \omega M = \gamma M_0. \tag{6}$$

Here, the quantity

$$\omega^2 = \omega_0^2 - \omega \varepsilon_1 E_z \tag{7}$$

defines the square of “antimagnon resonance” frequency, whence it follows that the latter has an exchange nature.

Since $\beta_{xz}$ and $\beta_{yz}$, according to Eq. (6), are shifted in phase by $\pi/2$ and, generally, have different magnitudes, the end of the $L$ vector describes an ellipse around the vector $M \parallel Z$. Near the resonance frequency $\omega = \omega_0$, the ratio

$$\frac{L_x}{L_y} = \frac{\beta_{xz}}{\beta_{yz}} = i \frac{\omega \varepsilon_1 E_z}{\omega_0 - \omega} \equiv i \frac{\varepsilon_1 E_z}{\omega_0}. \tag{8}$$

This implies that, in a uniaxial crystal considered as a particular case of the orthorhombic crystal with $\varepsilon_1 = \varepsilon_2$, the elliptic polarization becomes circular.

The dissipation, when taken into account, determines heat loss $Q$ associated with the antimagnon excitation by the $E_z(t)$ field. Since the coefficient of $E_z(t)$ in Eq. (3) plays the role of electric induction (displacement), one has

$$Q = \frac{d \Phi}{dt} = -h L_x \frac{d E_z(t)}{dt}, \tag{8}$$

where the capping bar denotes time averaging over $t \gg 2\pi/\omega$.

Setting $E_z(t) = E_z \exp(-i\omega t) + E_z^* \exp(i\omega t)$ (and similarly for $L_x$), one obtains from Eq. (8) with the use of Eqs. (5) and (6)

$$Q = -i \omega h (\beta_{xz} - \beta_{yz}^*) |E_z|^2. \tag{9}$$

Needless to say, $Q = 0$ if there is no dissipation and, hence, $\beta_{xz}$ is real, according to Eq. (6). As usual, the damping can be most simply included by substituting in Eqs. (4) $\omega^2 \rightarrow \omega^2 - i \Gamma \omega$, where $\Gamma$ is the damping parameter.\(^2\)

---

1 Recall how the modes are found for the phase under consideration [1, 2]: to a certain mode one attributes the variables of those two rows for which the products of transformations $(+1$ or $-1)$ yield a row corresponding to the phase under consideration. For the $\Gamma_3$ phase, one has: the product of $(+\cdots)(M_x)$ and $(+\cdots)(M_y)$ is $(+\cdots)$, which corresponds to $M_z$; and the product of $(+\cdots)(L_x)$ and $(\cdots\cdots)(L_y)$ is also $(+\cdots)$.

2 One can readily verify that this result can be obtained by adding to the right-hand sides of Eqs. (4) the terms proportional, respectively, to $L_x$ and $L_y$ (as in the case of Bloch equations in paramagnetic resonance [4]).
Finally,  
\[ \beta_{xz} = \beta'_{xz} + i\beta''_{xz}, \]  
(10)  

where  
\[ \beta'_{xz} = \frac{(\omega_0^2 - \omega^2)\omega_M^2\varepsilon_2h}{(\omega_0^2 - \omega^2)^2 + (\Gamma\omega)^2}, \]  
(11)  
\[ \beta''_{xz} = \frac{\Gamma\omega_0^2\varepsilon_2h}{(\omega_0^2 - \omega^2)^2 + (\Gamma\omega)^2}. \]  

Equation (9) then gives  
\[ Q = 2\omega h\beta''_{xz}|E_3|^{2}. \]  

This letter, to some extent, may be considered as a tentative prediction of a new type of spin waves (antimagnons) that are excited by an electric field rather than by a magnetic field, as well as some of their properties. The point is that magnets with the magnetic structure considered in this letter are unknown to me (even if it is taken into account that a purely ferromagnetic phase can be prepared artificially by applying a strong magnetic field). For this reason, the system considered is a very simple model that realizes the predicted phenomena. In particular, one can see from it that for this phenomena to exist the magnet must contain magnetic ions related to each other by center of symmetry \( \tilde{T} \), as is typical of the systems with magnetoelastic interactions. Besides, the interaction of the form \( M_{ij}E_{yz} \) can play the active part in such systems (this interaction may be called piezomagnetoelastic).

The table in this letter indicates the existence of \( M_{ij}E_{txz} \) and \( M_{ij}E_{tyz} \) invariants in the thermodynamic potential, as a result of which the antimagnons can be excited in the \( G_3(M_z) \) phase by electric field \( E_y(t) \) or \( E_x(t) \), provided that a constant elastic stress \( t_{xz} \) or \( t_{yz} \) is additionally applied. On the other hand, inhomogeneous antimagnons can be excited by the inhomogeneous elastic stress \( t_{xz}(t) \) or \( t_{yz}(t) \), provided that a constant electric field \( E_y^0 \) or \( E_x^0 \) is applied.

These and other issues arising in a more complicated (four-sublattice) system will be considered elsewhere in a separate paper.

I am grateful to V.V. Nikolaev and M.I. Kurkin for discussion and helpful remarks. This work was supported by the Russian Foundation for Basic Research, project no. 99-02-16268.
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The transition caused by a change in the ground state of a rare-earth ion upon level crossing, an analogue of the induced Jahn–Teller transition in rare-earth compounds, is observed. It is shown that a jumpwise change in the Jahn–Teller interactions of α and γ symmetries, caused by a change in the corresponding quadrupole moments in DyPO₄ upon level crossing, diminishes the critical field by ~20 kOe and leads to a sharper change in magnetization M and differential magnetic susceptibility dM/dH near the crossover point. © 2001 MAIK “Nauka/Interperiodica”.
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In recent years, new impressive discoveries in solid state physics in the fields of high-temperature superconductivity and colossal magnetoresistance of compositionally complex perovskites containing Jahn–Teller (JT) Cu²⁺ and Mn³⁺ ions have rekindled interest in the JT systems. Investigations into the spontaneous and induced phase transitions associated with orbital and magnetic ordering, charge-carrier localization, etc., in these compounds have now become the hottest problem of solid state physics. Similar problems, in particular, the spontaneous and magnetic-field-driven structural phase transitions of JT nature (quadrupolar ordering), are currently being studied in rare-earth (RE) paramagnets with the zircon tetragonal structure RXO₄ (X = P, As, and V; space group D₄h = I4₁/amd), which are ideal objects for the examination of the quadrupolar effects [1]. Reliable experimental data on the interaction parameters of these compounds, in conjunction with modern theoretical approaches, allow not only the qualitative study of the quadrupole interaction effects but also their description on a good quantitative level.

Pronounced quadrupolar effects can be observed in the RE compounds only if the quadrupole interaction constants are large while the electronic structure (spectrum and wave functions of the RE ion) exhibits certain specific features. The RE quadrupole interaction constants are the characteristics of a family of isomorphous compounds and vary, following the Stevens parameter αᵣ, in a known manner along the RE series. Therefore, the presence or absence of the quadrupolar ordering or, more generally, of the observable quadrupolar effects in RE zircons is dictated by the electronic structure of the RE ion. In the absence of a magnetic field, only those RE zircons show cooperative Jahn–Teller effect which are characterized by a high quadrupole moment in the low-lying levels (TbVO₄, DyVO₄, TmVO₄, and TbPO₄). A strong magnetic field modifies the spectrum and wave functions of the RE ion and may form, under certain conditions, electronic structures with high quadrupole moments, rendering the quadrupolar effects observable.

The electronic structure of RE compounds changes cardinally upon level crossing (crossover). An analysis shows that the level crossing or, more generally, avoided crossing of RE energy levels occurs in strong and ultrastrong magnetic fields for almost all RE vanadates and phosphates having the zircon structure. The crossover was observed and studied in detail for RE zircons HoVO₄ [2, 3], YbPO₄ [4], and PrVO₄ [5] in a magnetic field aligned with the tetragonal axis. In this work, the strengthening of quadrupole interaction caused by a change in the ground state upon level crossing is studied experimentally and theoretically for DyPO₄, an example of the ideal Ising-type magnet at low temperatures [6, 7].

The magnetization M(H) of the DyPO₄ crystal was studied at low temperatures in a field aligned with the hard axis [100]. Measurements were made by the induction method in pulsed magnetic fields up to 300 kOe (field raise time in the pulse was 10 ms). The digital recording of the signals from the measuring M(t) and field H(t) coils was made at 0.02-ms intervals during the field pulse (about 500 points). The decompensation signal from the measuring coil was recorded under the same conditions in the absence of a sample and subtracted by a program. The programmed experimental data processing consisted in calculating smoothed magnetization function M(H) and its derivative dM(H)/dH.

The magnetization along the [100] axis is small in weak fields at low temperatures and increases jump-
wise near the critical field $H_c \sim 140$ kOe, approaching saturation in higher fields (Fig. 1). The critical field $H_c$ can be determined more trustworthily from the curves for differential susceptibility $dM/dH$ (inset in Fig. 1). The magnetization in a strong field is close to a value of $\sim 10\mu_B$, corresponding to the total magnetic moment of the Dy$^{3+}$ ion. The $M(H)$ and $dM(H)/dH$ curves exhibit a small hysteresis at low temperatures (see curves at $T = 17$ K). In our opinion, it is not caused by the measurement error. With a rise in temperature, the $M(H)$ dependence starts to smear and the critical field slightly increases.

The Zeeman effect and the DyPO$_4$ magnetization in a magnetic field were calculated with the Hamiltonian including the crystal-field (CF) Hamiltonian $H_{CF}$, the Zeeman interaction $H_Z$, and the bilinear $H_B$ and quadrupole $H_{QT}$ interactions written in terms of the Stevens equivalent operators $O_n^m$ in the quadrupolar and molecular-field approximations (for more detail, see, e.g., [8]):

$$H_{CF} = \alpha J B_0^2 O_2^1 + \beta J (B_0^4 O_4^1 + B_0^4 O_4^1)$$
$$+ \gamma J (B_0^6 O_6^1 + B_0^6 O_6^1),$$

$$H_Z = -g_J \mu_B H \cdot J,$$

$$H_B = -g_J \mu_B H_B \cdot J,$$

$$H_{QT} = -G^a \langle O_2^0 \rangle O_2^0 - G^f \langle O_2^0 \rangle O_2^2.$$  

In these expressions, $\alpha_J$, $\beta_J$, and $\gamma_J$ are the Stevens parameters; $g_J$ and $\mu_B$ are the Landé splitting factor and the Bohr magneton, respectively; and $B_0^m$ are the CF parameters. The total quadrupole constants $G^a = G_{ME}^a + K^a = (B^a)^2/C_B^a + K^a$ ($\mu = \alpha$ and $\gamma$ are the sums of contributions from both single-ion magnetoelastic $B^a$ and pair quadrupole $K^a$ interactions ($C_B^a$ is the elastic constant in the absence of interactions). Only the $\alpha$- and $\gamma$-symmetry modes are kept in the $H_{QT}$ Hamiltonian, because only these terms are nonzero in the field $H \parallel [100]$. The crystal field for DyPO$_4$ is assumed to be firmly established from numerous experimental data, including neutron inelastic scattering [9]. The CF parameters were borrowed from [10], where they were determined for the lowest multiplet. The bilinear interactions are not small for DyPO$_4$ and are responsible for the antiferromagnetic ordering of the Dy$^{3+}$ ions at $T_N \sim 3.4$ K [11]. The quadrupole interaction parameters of DyPO$_4$ were determined in [10] for all symmetry modes from the measurements of nonlinear susceptibility and parastriction at low temperatures. The corresponding values $\theta = -1.5$ K, $G^a = 1.5$ mK, and $G^f = 4.4$ mK are used in the following calculations.

In the pulsed fields with a pulse duration of $\sim 15$ ms, the magnetization proceeds in a near-adiabatic regime and, generally, is accompanied by a considerable magnetocaloric effect. For the sake of comparison with the experiment, the adiabatic and isothermal magnetization curves and the differential susceptibility were calculated together with the magnetocaloric effect. It turned out that the sample heating for the magnetization along the hard [100] axis is small (does not exceed 5 K) at $H < H_c$ and reaches $\sim 20$ K at $H > H_c$.

The Dy$^{3+}$ spectrum calculated with the above parameters for a magnetic field directed along the [100] axis (Zeeman effect) is presented in Fig. 2. Only six lower levels making the main contribution to the thermodynamic properties at low temperatures are shown in this figure. The lowest Dy$^{3+}$-$H_{15/2}$ multiplet is split in the phosphate crystal field in such a way that the “isolated” Kramers doublet with almost the highest possible angular-momentum projection onto the $z$ axis (the smallest onto the $x$ axis) becomes the ground level. The nearest excited doublet is separated by a gap of $\sim 100$ K and has, on the contrary, the greatest $g$ factor along the $x$ axis ($g^x \gg g^z$). It is precisely this feature of the Dy$^{3+}$ spectrum which determines its Ising-like character and is favorable to the level crossing for the field orientation along the hard [100] axis.

As expected, the ground doublet with the largest $g^z$ component is weakly split in the $H \parallel [100]$ field, whereas the first excited level is split much more strongly. As a result, the lowest sublevel of the first excited doublet with large $\langle M_z \rangle$ projection approaches in a critical field $H_c$ the ground level with small projec-
tion of magnetic moment \(\langle M_x \rangle\), causing a dramatic increase in the magnetic moment.

A comparison of the spectra calculated with and without taking account of the quadrupole interactions (dashed and solid lines in the inset) indicates that their role appreciably increases above the crossover field. The fact that the spectra coincide in the fields lower than critical means that the Jahn–Teller contribution can be neglected. The calculation with inclusion of only the CF and Zeeman terms yields a value of \(\sim 160\) kOe for the field \(H_c\) corresponding to the level closest approach and to a maximum in the differential susceptibility curve \(dM/dH\) (Fig. 3, curve 1). This is appreciably higher than the experimental value (curve 4). Note that the demagnetizing field for our sample did not exceed \(3\) kOe. In view of the fact that the CF parameters are established quite reliably, this discrepancy can be considered as indicative of an additional contribution from the Jahn–Teller interaction.

A sharp increase in this contribution is caused by a change in the quadrupole moments of the Dy\(^{3+}\) ion at \(H > H_c\). Because of a strong modification of the Dy\(^{3+}\) electronic structure, the quadrupole moment \(\langle Q_2^{ij} \rangle\) decreases near the crossover point and a large quadrupole moment \(\langle O_2^{ij} \rangle \approx 50\) simultaneously arises. This signifies that the contributions from both terms in the \(H^\text{QT}\)-Hamiltonian [Eq. (4)] strongly change. A change of \(-G^\alpha\Delta Q_0 O_2^{ij} [\Delta Q_0 = \langle O_2^{ij} \rangle(H) - \langle O_2^{ij} \rangle(0) < 0]\) in the contribution from the \(\alpha\) interactions reduces the effective second-order CF parameter \(B_2^\alpha\) and diminishes the critical field. Similarly, the \(\gamma\) interactions \(-G^\gamma(O_2^0)O_2^2\), though being negligible in the absence of a magnetic field, noticeably diminish the critical field after the \(\langle O_2^2 \rangle\) moment increases jumpwise near the crossover point. Thus, both types of interaction decrease the critical field by approximately \(20\) kOe.

Note that the contribution from the quadrupole interactions of \(\alpha\) symmetry is nonzero even in the absence of a magnetic field and adds \(-G^\alpha(O_2^0)/\alpha_J\) to the second-order CF parameter \(B_2^\alpha\). Due to a large quadrupole moment \(\langle O_2^0 \rangle = 100\), this addition amounts to \(\sim 10\%\) of the static zero-field parameter \(B_2^0\) at helium temperatures and, with regard to the Stevens parameter \(\alpha_J\), is negative. The experimentally determined low-temperature effective parameter \(B_2^\alpha = B_2^0 - G^\alpha(O_2^0)/\alpha_J\) already includes this addition because it properly describes the low-lying Dy\(^{3+}\) levels. The calculations with only the \(B_2^0\) parameter (without inclusion of \(G^\alpha(O_2^0)/\alpha_J\)) would give, e.g., for the energy of the first excited doublet a value greater by \(\sim 20\) K than its experimental value.

The JT-induced modification of the Dy\(^{3+}\) spectrum near the crossover point should alter various thermodynamic characteristics, in particular, the magnetization curves. To estimate the contributions from different interactions, the \(M(H)\) and \(dM(H)/dH\) curves were calculated with inclusion of the bilinear and \(\alpha\) and \(\gamma\) quadrupole interactions (Fig. 3, curves 2 and 3). As expected, the negative bilinear interactions with \(\theta = -1.5\) K slightly increase \(H_c\). By contrast, the quadrupole interactions decrease the critical field and sharpen the jump, while the peak in \(dM/dH\) becomes stronger and narrower. The inclusion of the quadrupole interactions with \(G^\alpha = 1.5\) mK and \(G^\gamma = 4.4\) mK reduces the critical field down to \(\sim 140\) kOe and increases twofold the maximum of differential susceptibility, in accordance with the experiment. It should be emphasized that all the calculations were carried out without any fitting parameters and using the values that were determined previously from independent weak-field experiments.

Thus, it is demonstrated in this work that the modification of the electronic structure of a RE ion near the crossover point and a change in the RE ground state can strongly alter the contribution from the quadrupole interactions, leading to the observed quadrupolar effects. At zero magnetic field, the DyPO\(_4\) crystal is not a JT compound, contrary to DyVO\(_4\), which exhibits spontaneous quadrupolar ordering. This is due to the fact that the CF parameters \(B_2^\alpha\) in phosphates differ from those in vanadates, causing a change in the elec-
In the electronic structure of the Dy$^{3+}$ ion in phosphate, where the quadrupole moments of Dy$^{3+}$ are small at $H = 0$, the magnetic field forms the electronic structure in such a way that the quadrupolar effects for the Dy ion near the crossover field $H_c$ in phosphate and at $H = 0$ in vanadate become comparable. A considerable increase (or change) in the quadrupole moments (which are small at zero field) near the crossover point results in an increase in the contribution from the quadrupole terms in the $H_{QT}$ Hamiltonian. Not only the magnetic moment but also the quadrupole moment $\langle O_2^z \rangle$ increases jump-wise at the critical field $H_c$, typical of the induced JT transition. However, inasmuch as the magnetic field induces a deformation of the same symmetry as the quadrupole interactions do, the order parameter $\langle O_2^z \rangle$ of the induced transition is nonzero even in a weak field, while the quadrupole interactions lead to its sharp change in the crossover region. This situation is identical with that observed, e.g., for JT magnetics exhibiting spontaneous transition at $T > T_c$ in a field oriented along the direction of spontaneous crystal deformation [12].

It follows from the calculations that the Zeeman effect for the low-lying levels becomes more complicated upon switching on the quadrupole interactions and strongly depends on the quadrupole interaction constants. In this connection, it is of interest not only to study the thermodynamic characteristics but also to directly examine the Zeeman effect in DyPO$_4$ in the presence of level crossing.

This work was supported by the Russian Foundation for Basic Research, project no. 00-02-17756.
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Conductance $G$ of a 2DEG-Superconductor (S) device in a high magnetic field is studied; $G(\nu)$ is calculated. When the cyclotron diameter in 2DEG is larger than the width of the 2DEG-S surface, $G(\nu)$ becomes a non-monotonistic function, owing to the Aharonov–Bohm-type interference of quasiparticles at the surface. At certain parameters of the junction, the conductance oscillates with $\nu$. © 2001 MAIK “Nauka/Interperiodica”.
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In recent years, the study of hybrid systems consisting of superconductors in contact with normal metals in strong magnetic field has attracted considerable interest [1–5]. Investigation of physical phenomena in S-2DEG devices in high magnetic fields may be helpful in establishing a link between mesoscopic superconductivity and quantum Hall physics. It was found experimentally [1] that zero-bias conductance $G$ of a ballistic S-2DEG-S junction in the Integer Quantum Hall (IQH) regime exhibits quantization upon varying the magnetic field. The quantum of $G$ was not equal to a universal value in this experiment, as, for instance, in IQH or in a quantum point contact [6], but was an oscillating function of field $H$. Numerical simulations [4, 5] showed that the conductance of a 2DEG-S contact in the IQH regime is a nonmonotonic function of the filling factor $\nu$; the quantization of $G$ is nonuniversal if the 2DEG-S boundary is perfect; in the specific range of magnetic fields, $G(\nu)$ oscillates. A phenomenological theory of conductance oscillations was suggested in [5]. But it is still unclear under which conditions the conductance becomes sensitive to $H$, why it exhibits oscillations, and how one can analytically describe $G(H)$. The analytical form of $G(\nu)$ is studied in this paper. It is shown that the conductance becomes sensitive to $H$ if $2R_e \geq L$, where $R_e$ is a cyclotron radius in 2DEG and $L$ characterizes the length of the 2DEG-S boundary; the nonlinearities in $G(\nu)$ result from Aharonov–Bohm-type interference of quasiparticles at the boundary.

We consider a junction consisting of a superconductor, 2DEG, and a normal conductor segments (Fig. 1). Magnetic field $H$ is applied along the $z$ direction perpendicular to the 2DEG plane. It is supposed that the quasiparticle transport is ballistic (mean free path of an electron $l_o \gg L$, where $L$ is the length of the 2DEG-S boundary). Current $I$ is assumed to flow between the normal (N) and superconducting (S) terminals (voltage $V$ is applied across them). The conductance $G(H, L) = I/V$ at $V \rightarrow 0$ is studied in this paper.

Following [7], we will describe the transport properties of the junction in terms of electron and hole quasiparticle scattering states satisfying the Bogolyubov–de Gennes (BdG) equations. Then, the conductance

\[ G = \left. \frac{\partial I}{\partial V} \right|_{V \rightarrow 0} = \frac{2e^2}{h} \sum_{l_o, n_i} R_{he, l_o, n_i} = \frac{4e^2}{h} \mathcal{R}_t, \tag{1} \]

where $R_{he, l_o, n_i}$ is the probability of Andreev reflection of an electron with energy $E = 0$ (measured from $E_o$), incident on the superconductor in the channel with quantum number $n_i$, into a hole moving from the superconductor in the channel $l_o$.

Before explicit calculation of $G$, let us discuss, on a qualitative level, how $G$ should depend on $H$. When $H$ is small ($R_e \ll L$), then $R_{he, l_o, n_i} = R_{he, n_i} \delta_{l_o, l},$ with $R_{he}$ weakly depending on $H$. So,

\[ \mathcal{R}_t = R_{he} N, \quad N = L p / 2\pi. \tag{2} \]

If $2R_e \approx L$, the quasiparticles reflected from the superconductor (S) in the normal and Andreev reflection of an electron return to S again because of trajectory bending in a magnetic field. The resulting $G(H)$ dependence is not weak. We will investigate the conductance using the semiclassical approximation $\nu \gg 1$. An electron (hole) quasiparticle in 2DEG can be treated in semiclassics as a beam of rays (in a similar way, light propagation in classical optics is described by beams of rays [8]). Trajectories of the quasiparticle rays can be found.

---

1 This article was submitted by the authors in English.
2 The S-2DEG boundary is considered “perfect” if the probability of Andreev reflection of an electron or hole quasiparticle with zero energy and momentum directed perpendicular to the surface is close to unity.
from the equations of classical mechanics. If \( R_c \gg L \) (\( v \ll L/\hbar \)), the edge states in 2DEG do not overlap. Then the quantum numbers \( n_r, l_i \) (1) of the incident electron and the reflected hole correspond to the edge states. Reflection of an electron from the superconductor is schematically illustrated in Fig. 1. The electron ray (Fig. 2) reflects from S into the electron and hole rays at \( y_0 \). These rays reflect into another hole and electron rays at \( y_1 \). So, two hole and two electron rays propagate between \( y_1 \) and \( y_2 \). Then eight hole rays come from S to N propagating along the same hole path beginning at \( y_2 \). One can approximate the probability \( P \) of this hole path by the expression

\[
P(y_0, n_r, n_a) = |r_{he}r_{ee}e^{iS_e - i\pi/2}|^2 + |r_{hh}r_{he}e^{iS_h + 2iS_e - i\pi/2} + \ldots|^2,
\]

where \( r_{he} \) is the amplitude of reflection of a quasiparticle \( a \) into a quasiparticle \( b \) from the superconductor. \( S_{e(h)} \) is the quasiclassical action of an electron (hole), taken along the part of the trajectory connecting adjacent points of reflection. Then, \( R_{eh, l_a, n_r} = \langle P(y_0) \rangle = \delta_{n_a, l_a} \), where the average is taken over \( 0 < y_0 < d(n_i) \), with \( d \) being the length of quasiparticle “jump” along the edge of 2DEG (see Fig. 2). Equation (3) includes the interference terms depending on \( S_e - S_h \). Since \( S_e - S_h = 2\pi(v - 1/2) \), one can expect that the conductance is a nonlinear function of \( v \), due to the interference terms. The nature of this nonlinearity, indeed, resembles the Aharonov–Bohm effect, as it was assumed in [5], for which the conductance oscillates with \( H \) because the vector potential changes the phases of electrons moving from a source along different paths. It will be seen below that, under certain conditions, the S-2DEG conductance oscillates with \( v \).

The above semiclassical estimates assume that spin degeneracy takes place; \( T; eV = 0 \); and that diffraction is small: the difference in the hole and electron momenta at \( E > 0 \) is neglected. This approximation is valid if \( \max\{T, [eV, gL(\mu)]\mu \ll \lambda_x/\lambda \) \( \), where \( \lambda_x \) is the Fermi wavelength in 2DEG. Below, these conditions are also assumed to be satisfied in the conductance calculation.

The conductance of the 2DEG-S structure will be calculated as a semiclassical asymptotic limit (\( v \gg 1 \)) of Eq. (1). If the S-2DEG surface is flat, then the approach described in [7, 9] gives an idea how one can express \( R_{eh, l_a, n_r} \) via the semiclassical asymptotic form of the Green’s functions of BdG equations. The relevant calculations confirm that the above naive estimates of \( G \) actually lead to the semiclassical asymptotic expression for the conductance:

\[
\mathcal{R} = \sum_{n_r} \int_0^{d(n_r)} \left\{ \rho(n_r, y_0) \sum_{l_a} t_{l_a} e^{iS_a - i\frac{\pi}{2} \mu_a} \right\}^2 dy_0
\]

\[
= \frac{4e^2}{\hbar} \sum_{n_r} \sum_{l_a} \rho(n_r, y_0) dy_0 = 1, \quad \text{generally depends on the shape of the 2DEG-S contact. If 2DEG spreads over the region } x > 0, y > 2R_c + L, y < -2R_c, \text{ as in Fig. 2}, \quad \text{then } \rho = 1/d. \quad \text{Equation (4) is the key result of this work.}
\]

The sum over trajectories in Eq. (4) can be converted into the analytical expression

\[
G = \frac{4e^2}{\hbar} \sum_{n_r} \sum_{l_a} \frac{R_{eh,s}^2 \lambda_x^3}{1 - R_{eh,s} \cos^2(\Omega)}
\]

where \( n_r \) is the index of the edge state of an electron incident on the superconductor; \( d(n_i) \) is the quasiparticle jump length; and \( t_{l_a} \) is the probability amplitude for the classical quasiparticle trajectory from \( y = y_0 \) to \( y = y_{l_a} \), the coordinate of the last reflection from the superconductor. The amplitude \( t_{l_a} \) is a product of the Andreev and the normal reflection amplitudes; \( S_a \) is the action taken from \( y_0 \), the coordinate of the first quasiparticle reflection, to \( y_{l_a} \), the coordinate of the last reflection (see Fig. 2); and \( \mu_{l_a} \) is Maslov index of the trajectory. For example, \( t_{l_a} = t_{rh}r_{ee}r_{he}r_{he} \) and \( S_a = S_h + 2S_e \) for the trajectory drawn by the bold line in Fig. 2. Summation over \( a \) means the sum over all paths connecting \( y_0 \) with \( y_{l_a} \) at the 2DEG-S boundary. The weight function \( \rho(n_r, y_0) \), where \( \int_0^{d(n_r)} \rho(n_r, y_0) dy_0 = 1 \), generally depends on the shape of the 2DEG-S contact. If 2DEG spreads over the region \( x > 0, y > 2R_c + L, y < -2R_c \), as in Fig. 2, then \( \rho = 1/d \). Equation (4) is the key result of this work.
where $\Omega = \pi v + \theta - 2\lambda p_f$; $\theta = \text{arg}(r_e)$ is the phase of the electron–electron reflection amplitude from the superconductor, $R_{ee} = |r_e|^2$; $p_\perp = p_\perp(n_i)$ is the perpendicular momentum component of a quasiparticle at the instant it reflects from the superconductor; $\lambda$ is the penetration depth of the superconductor; and $v = E_i/(\hbar v_F) = 1/2$. Function $P_s$ is the probability that $s$ reflections happened from the surface of the superconductor. If $p = 1/d$, this function can be expressed through the maximum number of jumps $g = \lfloor L/d \rfloor$ across the S-2DEG surface, where $\lfloor \ldots \rfloor$ denotes the integral part:

$$P_s = \begin{cases} \frac{L - gd}{d} & \text{if } s = g + 1 \\ \frac{1}{d} - \frac{L - gd}{d} & \text{if } s = g \\ 0 & \text{otherwise.} \end{cases}$$ (6)

Equations (4), (5) are the key result of this work; they show how the conductance depends on magnetic field and parameters of the contact. For small magnetic fields, Eq. (5) reduces to Eq. (2). It follows from Eq. (5) that at $2R_e \approx L$ the conductance becomes sensitive to $H$. Some limiting cases of Eq. (5) will be considered below for this regime. The Aharonov–Bohm-type conductance oscillations are the most interesting property of $G(v)$. It follows from Eq. (5) that the oscillations are visible when $\lambda/L \ll R_e^2/L^2$ and $R_{eh} \ll 1/2$. A typical contact, for which the S terminal is made from type-I superconductor and 2DEG is formed from GaAs, has $\lambda \sim \lambda_F \sim 10^{-6}$ cm and $L \sim 10^{-3}$ cm. It follows from the conditions given above that, if $R_e \sim L$, the oscillations can be seen in the contact. (These oscillations were numerically investigated in [4, 5]. It was checked that the theory presented in this paper is consistent with the numerical calculations.) When $R_{ee} \ll 1$, the conductance shows step features. It is of interest to investigate the regime $R_{eh} \ll 1, L/R_e \gg 1$. For this regime, the functional dependence $G(v)$ resembles the light intensity distribution $I(\delta)$ that is observed in optics with a Lummer–Gerike interferometer [8], if one considers $s$ as the number of beams in the interferometer and $\delta = 2\Omega$ as the phase difference between successive beams. The probability $R_{eh}$ will correspond to the transmission probability through the mirror of the interferometer. Examination of the quasiparticle trajectories making the main contribution to the conductance in Eq. (4) shows that they are similar to the trajectories of light beams in the interferometer.

Figure 3 illustrates how the conductance depends on the magnetic field according to Eq. (5). One curve corresponds to $\lambda p_f = 1$ (dots), and the other to $\lambda p_f = 3$ (solid line). The solid line parallel to the $X$ axis is for conductance (2). If $2R_e \approx L$, the conductance oscillates because of the quasiparticle interference, but when $v$ becomes larger ($2R_e \approx L$), the interference phenomena become less probable and the conductance approaches (2). The graph also demonstrates that an increase in the ratio $\lambda/L$ leads to smearing of the oscillations. The following contact parameters were used: $Lp_f = 80$ and $Z = 5$. Parameter $Z$ [10] characterizes the normal scattering from the superconductor caused by Schottky barriers, differences in the effective masses in 2DEG and S, and so on. Amplitudes $r_{ee}$ and $r_{eh}$ of the normal and the Andreev reflections from the superconductor were calculated for zero magnetic field by matching the quasiparticle wave functions in 2DEG with the wave functions in S. This procedure is true if $(\lambda/R_e)^2 \ll 1$, where $R_e$ is the cyclotron radius in the superconductor. Magnetic fields used in the plot satisfy this condition. The ratio $\Delta p / E_j$ was equal to 0.02, and the gap $\Delta(x) = \Delta_0$ in the superconductor is zero in 2DEG.

It seems important to determine how a disorder at the S-2DEG surface affects $G(v)$. The disorder can be caused by surface roughness, impurities, and so on. It may induce fluctuations of $S_0$ and $t_n$ in Eq. (4), thus breaking the quasiparticle interference. In this work, the disorder is characterized by the mean free path $l_n$ of electron elastic scattering from impurities and by the root-mean-square deviation $\delta n = \sqrt{\langle (n - n_0)^2 \rangle}$ of the normal unit vector to the S-2DEG boundary from the $n_0$ direction of the $X$ axis, where $\langle (n - n_0)^2 \rangle = \int_0^L dy (n(y) - n_0)^2 / L$. Then, one can deduce that Eq. (5) is correct if $R_e \ll l_n$, and $\delta n \ll \min \{ l_n^2 / L^2, 1/p_f L \}$.

If the superconductor surface is diffusive, i.e., $\delta n \approx \max \{ 1/l_n, 1/v \}$ or $l_n \ll R_e$, then there is no interference between different paths in Eq. (4). One can estimate the
reflection probability in this regime by neglecting the interference terms in Eq. (5). Then,
\[ \mathcal{R} = \sum_{n_i} \int d(y) \sum_a |t_a| / d(n_i). \] (7)

The number of quasiparticle reflections from the surface of the superconductor is estimated as
\[ s_0 = \left| L / 2 R_c \right|; \]
then,
\[ \frac{G}{h} = \frac{4e^2}{h} \mathcal{R} \left[ 4e^2 / h \langle R_{eh} \rangle \right] \times \left( 1 - 2 \langle R_{eh} \rangle \right)^{1 - s_0^2 / 2} U_{s_0}(\langle R_{eh} \rangle) / \sqrt{1 - 2 \langle R_{eh} \rangle}, \]
where \( U_s(x) = \sin(s \arccos(x)) / \sin(\arccos(x)) \) is a Chebyshev polynomial of the second kind [11]. As \( s_0 \to \infty \), conductance (8) tends to \( [\sqrt{v}]2e^2/h \).

One can assume that the deviations from the ideal conductance quantization (with the universal step \( 2e^2/h \)) observed in experiment [1] are due to the above-mentioned interference of quasiparticles. The S-2DEG boundary of the device used in [1] was hardly flat, so that the contributions from harmonics with large \( s \) [see Eq. (5)] should be suppressed. Then, it is reasonable to approximate the conductance \( G \) by \( (2e^2/h) / (1 + a \cos(\pi \nu + \varphi_0)) \), where \( a \ll 1 \) characterizes the disorder at the surface, \( \varphi_0 \) is a phase shift, and \( f(\nu) \sim [\nu] \) describes the shape of the conductance “quantum.” This formula was found to be a good fit to the experimental data.
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A model is suggested that explains the stationary high-frequency magnetization oscillations observed previously by M. Tsoi et al. when passing dc current through a silver tip mounted on a magnetic Co/Cu multilayer. At the interface between nonmagnetic and ferromagnetic (N/F) metals, Aronov’s gap (difference in the electrochemical potentials of electrons with opposite spins) arises upon the passage of electric current, thereby energetically promoting magnon creation. Electrons flowing from the nonmagnetic to the ferromagnetic metal become spin-polarized. In a magnetic field, magnetization fluctuations in a mesoscopic ferromagnet give rise to magnetization precession around the magnetic field. The precession is damped due to the viscous losses. In the presence of spin-polarized electron flow, the fluctuations also produce a current-induced torque that compensates for the dissipative torque, leading to stationary high-frequency magnetization oscillations. © 2001 MAIK “Nauka/Interperiodica”.
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High-frequency magnetization oscillations (HFMOs, magnons) induced by electric current flowing perpendicular to a magnetic multilayer were predicted by Slonczewski and Berger [1, 2] and observed in [3, 4]. In [3, 4], HFMOs were excited by passing dc current through a microcontact formed by a silver tip mounted on a Co/Cu multilayer composed of 20–50 pairs of ~2-nm-thick layers exposed to a strong magnetic field $H$, which was higher than the Co spontaneous magnetization field and aligned with the normal to the multilayer surface ($H \parallel N$). The HFMOs were detected by measuring electrical resistance of the microcontact. The excitation of HFMOs appeared as a stepwise increase in the microcontact resistance and was observed only for one current direction. The HFMOs were also observed, e.g., in [5–7] for multilayers with two ferromagnetic layers. In [5, 7], as in [3], the resistance was measured. The microcontact used in [5] was fabricated by electron-beam lithography and mounted on a Cu/Co film structure exposed to a strong magnetic field $H \parallel N$. The observation of the HFMOs in a multilayer with one cobalt layer in zero external magnetic field was also reported in [5]. The multilayer system used in [7] consisted of alternating copper and cobalt disks ~100 nm in diameter, and the HFMOs were observed in a strong magnetic field both parallel and perpendicular to the multilayer surface. In [6], HFMOs were excited by ac current flowing through a tip into a Fe/Cr film structure in a magnetic field $H \perp N$, and the oscillations were detected using Brillouin light scattering.

In the theoretical works on HFMOs [1, 2], two different models were applied to a five-layer structure of alternating ferromagnetic and nonmagnetic metal layers, namely, three layers of a normal metal and two ferromagnetic layers crossed by a flow of conduction electrons. The conductor cross sections in the layer plane were assumed to be mesoscopic, the external field was taken to be zero, and the ferromagnet magnetizations were noncollinear. The HFMOs result from the magnetization transfer to the ferromagnetic layer by the spin-polarized electron flow carrying (spin) angular-momentum flux. For the magnetization to transfer between two ferromagnets, the following conditions must be fulfilled: (1) the first ferromagnet must polarize spins of the nonpolarized electron flow from the nonmagnetic metal and make the outflowing electrons spin-polarized; (2) the thickness of the normal metal spacer between the ferromagnets is smaller than the spin-relaxation length $L_{\text{SR}}$ in it, so that the electron flow incident on the second ferromagnet is spin-polarized and the angular-momentum flux into the second ferromagnet is nonzero; (3) the ferromagnet magnetizations must be noncollinear, otherwise no magnetization transfer occurs; and (4) the angular-momentum flux must be absorbed by the second ferromagnet. For identical ferromagnets, the magnetization transfer results in a propeller-like rotation of the ferromagnet magnetizations in their common plane [1, 2]. In [8], the ballistic model [1] was used to develop, under the same basic assumptions, a macroscopic theory of HFMOs excited by passing dc current through a microcontact mounted on a multilayer film containing two ferromagnetic lay-
ers and exposed to a strong magnetic field perpendicular to the film surface.

In real experiments [3–5, 7], the basic conditions for applicability of the theory of current-induced HFMO excitation [1, 2, 8] are broken. In particular, (a) all magnetizations are collinear, and, hence, condition (3) is broken, and (b) the layer thicknesses are much smaller than the spin-relaxation length $\Lambda_{\text{sf}}$ in the ferromagnet, and, hence, conditions (1) and (4) are also broken (about spin relaxation, see, e.g., [9]).

In this work, the experimental situations realized in [3–5, 7] are critically analyzed and a model is suggested that explains the stationary current-induced HFMO excitation in the thin film and disk magnetic multilayers and the HFMO excitation in a single ferromagnetic layer. The model explains the HFMO excitation only for (one and not for the opposite) current direction and the presence of a current threshold for the excitation.

At finite temperature, spin waves are always present in a ferromagnet. The spin-wave amplification (generation) by a flow of charged particles was predicted by Akhiezer, Bar’yakhtar, and Peletminskiĭ as early as 1963 (see [10]). The problem of current-driven magnon excitation amounts to the problem of macroscopic spin-system “buildup.” Energetic estimates suggest (see Fig. 2 in [3]) that almost every electron injected into the ferromagnet creates a magnon. Under these conditions, it seems natural to describe the current-driven magnon generation by using the Landau–Lifshitz equation [11].

The key conditions for HFMO excitation in ferromagnet $F$ are as follows: (I) energetically, magnons can be created in $F$; (II) the conduction electrons incident on $F$ are spin-polarized; (III) the magnetization vector $\mathbf{M}$ in ferromagnet $F$ and the polarization vector $\mathbf{S}$ of electron beam are noncollinear; and (IV) the angular-momentum flux dissipates in ferromagnet $F$. For condition I to be met, high current density $I$ is necessary. The current assists in creating electronic states with opposite spins. Due to the transitions between these states, the ferromagnet magnetization changes and the energy necessary for creating a magnon is released. Two mechanisms are operative (Fig. 1): (1) the formation of Aronov’s gap $\Delta_0(I)$ at the N$/$F interface [12] (Fig. 1a) and (2) the generation of nonequilibrium excitations with energy $\Delta_0(I)$ by electric current [2] (Figs. 1b, 1c).

The reasons for the appearance of a spin-polarized electron beam entering the nonmagnetic metal from the ferromagnet are apparent [12]. The polarization arises as a result of the transformation of the electronic spectrum at the N$/$F interface under the condition that the electrochemical potential, as well as the electron flow for each of the spin polarizations, is continuous [15]. The problem can exactly be solved for the diffusion conduction mechanism [12]. For the same reasons and under the same conditions, the spin polarization of an electron beam entering the ferromagnet from the non-magnetic metal (Fig. 1a) is no less apparent. Hence, the electrons flowing into $F$ from the nonmagnetic metal are spin-polarized, and condition II is fulfilled. The magnetization of the nonmagnetic metal near the microcontact is determined by the magnetization of the adjacent region of size on the order of spin-relaxation length, which is much larger than the microcontact size $a$. The spin polarization $\mathbf{S}$ of the electron flow is collinear with the magnetization $\mathbf{M}$ of the contacting $F$. We assume that the electronic spectrum is transformed and Aronov’s gap $\Delta_0(I)$ appears. Such a transformation seems to be natural for a magnetic multilayer with ferromagnetically ordered layers [3, 4]. For an arbitrary experimental situation, the rigid conditions accepted in theory [12] fall far short of being necessarily fulfilled, so that an additional argumentation is needed in each case.

Condition III is fulfilled fluctuatively. The equilibrium magnetization $\mathbf{M}_0$ in the near-contact region of the ferromagnet is collinear with the electron-beam polarization. The nonzero values of the vector product [$\mathbf{M}_0 \times \mathbf{S}$] are due to the fluctuations of magnetization $\mathbf{M}_0$.

The electron density is $\sim 10^{23}$ el/cm$^3$. For an experimental current density of $\sim 10^8$ A/cm$^2$, the injected magnetization constitutes $\sim 10^4$ of the ferromagnet magnetization; i.e., it is only a weak perturbation. The condition for current-driven excitation of $F$ is dictated by the angular-momentum conservation law and amounts to the requirement that the total angular-momentum flux into $F$ be nonzero. One can suppose that the spin flux transferred by the electron flow is zero if the electron spin state does not change during the electron passage through $F$. For the classical passage of electrons through $F$, the time scale for a change in the electron spin state in $F$ (“change” in the magnetic moment of an electron) is determined by the Larmor period. This change is small, provided that the time of electron passage through $F$ is much shorter than the Larmor period. For a 2-nm-thick ferromagnet and a Fermi velocity of $10^8$ cm/s, the time of electron ballistic flight is a factor of $10^4$ shorter than the Larmor period ($\sim 10^{-11}$ s [3]). However, it should be taken into account that, first, the desired change in $\mathbf{M}$ is small and, second, the absorption of angular-momentum flux in a ferromagnet with thickness $\ll \Lambda_{\text{sf}}$ may increase due to several mechanisms. Among these are (1) a dramatic decrease in $l$ upon increasing electron-excitation energy (see, e.g., [16]); (2) capture of an electron incident on $F$ into the surface state [17, 18]; and (3) spin-flip scattering by the local magnetic centers at the N$/$F interface and by the nonmagnetic defects both at the N$/$F interface and in $F$. It is assumed that these mechanisms of angular-momentum flux dissipation in a ferromagnet provide the required weak perturbation of the ferromagnetic state; i.e., condition IV is then fulfilled.

The excitation of the HFMOs in a film magnetic multilayer by passing electric current through a microcontact made from a nonmagnetic metal and mounted
on a magnetic multilayer proceeds in the following way (Fig. 2a). A local area of the magnetic layer under the microcontact with characteristic size ~a [13, 14]. This conclusion is consistent with the fact that the microcontact resistance (which is measured to gain information about the multilayer excitation) is determined by a near-contact region with characteristic size ~a [13, 14]. For simplicity, we assume that the magneton disk contains only a single domain and the current density flowing through it is uniform. The electron beam injected from the nonmagnetic tip into F is spin-polarized, and the current transition from the excited state A (circle) to the empty state A’ (+) is accompanied by a change in the electron spin polarization and by the energy release. (a) Variation of the electrochemical potential along the normal to the N/F interface (N is nonmagnetic metal, and F is ferromagnet). Due to the spin asymmetry of the heterocontact materials, Δq (difference in electrochemical potentials of electrons with opposite spins) arises at the N/F interface [12]. The ferromagnet magnetization should decrease upon the HFMO excitation. In the case that the conductance and the magnetization are determined by the electrons with different spin polarizations (Co), the HFMOs are excited near the surface through which electrons flow into the ferromagnet (A → A’ transition). As the current at the N/F interface changes its direction, the electrochemical potential for s↑ becomes higher than for s↓. If both conductance and magnetization of the ferromagnet are determined by electrons with the same spin polarization, the HFMO excitation occurs near the surface through which electrons outflow from the ferromagnet. The current-induced electron excitation in momentum space is illustrated in Figs. 1b and 1c. The Fermi surface in the equilibrium state shown by the solid line and the filled region in the excited state is cross-hatched; εF is the Fermi energy and Δε is the excitation energy. (b) The OO’ displacement is equal to ε × E × τ (ε is the electron charge, E is the electric field, and τ is the relaxation time), and the current density is j = ρ × v × τ (ρ and v are the electron density and the electron drift velocity, respectively). (c) Ballistic regime of electron injection through the microcontact [13, 14]. The maximum excitation energy is ~eV/2, where V is the microcontact voltage.

\[ ds_F/dt = \gamma [s_F \times B_{\text{eff}}] - \alpha [s_F \times ds_F/dt] + g(\theta)N_0 [s_F \times s_s], \]

where \( B_{\text{eff}} \) is the effective magnetic field, \( N \) is the number of polarized electrons injected into F in unit time, and \( N_0 \) is the difference in the numbers of electrons with different spin polarizations. This difference defines the ferromagnet magnetization. We assume that the electron distribution is properly corrected for electroneutrality. If the condition

\[ \alpha ds_F/dt - g(\theta)N_0 [s_F \times s_s] = 0 \]

is fulfilled, Eq. (2) has a stationary solution in the form of HFMOs: \( M^* (r, t) = M_0 + m e x p [i (k_m r - \omega_m t)] \), where \( m, k_m \) and \( \omega_m \) are, respectively, the amplitude, the wave vector, and the frequency of a magnon; and \( r \) is the coordinate.
Qualitatively, the HFMO excitation proceeds as follows. In the equilibrium state, \( \mathbf{M}^* \parallel \mathbf{B}_{\text{eff}} \). If a magnetic moment component perpendicular to \( \mathbf{B}_{\text{eff}} \) fluctuatively appears in ferromagnet F, i.e., if \( [\mathbf{M}^* \times \mathbf{B}_{\text{eff}}] \neq 0 \), \( \mathbf{M}^* \) precesses around \( \mathbf{B}_{\text{eff}} \) in the absence of damping and current. In the presence of dissipation but absence of current, this precession decays. However, in the presence of current, the current-induced magnetization flux into the ferromagnet arises if \([\mathbf{M}^* \times \mathbf{B}_{\text{eff}}] \neq 0\). This is equivalent to the appearance of an effective torque \( \mathbf{M} \) acting on \( \mathbf{M}^* \). It is important that \( \mathbf{M} \) is antiparallel to dissipative torque (1) so that their sum goes to zero at a certain current magnitude and condition (3) becomes fulfilled. The viscous torque diminishes the angle \( \theta \) between \( \mathbf{M}^* \) and \( \mathbf{B}_{\text{eff}} \), whereas \( \mathbf{M} \) increases \( \theta \). If condition (3) is met, \( \mathbf{M}^* \) executes stationary precession. In particular, the role of \( \mathbf{M} \) in the HFMO excitation amounts to the compensation for viscous torque. The bell-shaped curve for the \( \theta \) dependence of \( |\mathbf{M}| \) (Fig. 2b) is also essential: it has a maximum at \( \theta = \theta^* \) and zero points at \( \theta = 0 \) and \( \pi \) [1, 2]. Equation (3) can be satisfied for two \( \theta \) values: \( \theta_1 \) and \( \theta_2 \) such that \( \theta_1 < \theta^* < \theta_2 \). The \( \theta = \theta_1 \) state corresponds to unstable equilibrium, whereas the \( \theta = \theta_2 \) state corresponds to stable equilibrium. The character of equilibrium approach (oscillatory or aperiodic) and the possibility of the stationary state occurring are governed by the parameters of the system, in particular, by the \( \mathbf{M}(\theta) \) dependence. The state with \( \theta = \theta^* \) is also noteworthy because it may be considered as a neutral equilibrium.

Within the framework of the model considered, the HFMO excitation in a disk multilayer composed of thin and thick ferromagnetic disks separated by a nonmagnetic metal [7] is described in a similar manner, with the only difference that the role of excited ferromagnet belongs to the thin ferromagnetic disk. Apart from the excited ferromagnet, it is necessary for the HFMOs that there be a “bulk” ferromagnet, in which the magnetization fluctuations are small and due to which the electrons flowing into the excited ferromagnet from the nonmagnetic metal are polarized. In the film structure, this function is fulfilled by the near-microcontact ferromagnet area of size on the order of spin-relaxation length. In the disk structure, the thick ferromagnetic disk plays the same role. Notice that neither the direction of the external magnetic field nor its magnitude is of crucial importance.

The physical nature of the threshold character of HFMO excitation is apparent. Since the magnon spectrum has a gap \( \Delta_{m}(B_{\text{eff}}) \), condition I is fulfilled only if current \( I \) exceeds a certain threshold value \( I^* \). The \( I^* \) value is determined from the condition \( \Delta_A(I^*) \) or \( \Delta_e(I^*) > \Delta_{m}(B_{\text{eff}}) \) (Fig. 1). Both mechanisms yield close \( I^* \) values for the experimental situations considered above. The current is also responsible for the appearance of a torque that sustains the fluctuative magnon generation by compensating for the dissipative losses of generation. It also provides high probability for the ferromagnet to occur in the excited state [in particular, due to \( \Delta_A(I) \) and thermal heating].

There are several reasons why the HFMOs are excited only for one current direction. In the case of microcontact excitation, a high current density occurs only in the vicinity of the microcontact. For the diffusion regime of electrical conductance in the presence of ferromagnetic layer ordering and for layer thicknesses much smaller than \( \Delta_s \), the multilayer can be considered as a certain effective ferromagnet. The gap \( \Delta_A(I) > \Delta_{m}(B_{\text{eff}}) \) appears in the vicinity of microcontact for both \( I \) directions [12, 20, 21]. However, a change in the electron polarization accompanied by energy release \( \Delta_A \) reduces the magnetization and provides the conditions for HFMO excitation only for one direction of \( I \) (Fig. 1a). The same reason holds for the HFMO excitation in a single-layer ferromagnet [5]. The generation of high-energy excitations \([\Delta_e(I) > \Delta_{m}(B_{\text{eff}})] \) is insensi-
tive to the current direction (Figs. 1b, 1c). However, for the ballistic regime of electron passage through the microcontact (Fig. 1c) and flow into the ferromagnet, this generation occurs in the ferromagnet, where magnons can be created, whereas for the opposite current direction the generation proceeds in the nonmagnetic metal, where the exchange interaction is absent and the conditions for magnon excitation are cardinaly different (see Supplement in [10]) and not fulfilled in [3–7]. This mechanism is also operative for the HFMO excitation in a single-layer ferromagnet [5].

The fact that the HFMOs are excited in a film magnetic multilayer with a microcontact mounted on it suggests that the real balance of all driving forces and energy conditions is positive for the HFMOs excitation. This balance is positive [3, 4, 6] if the indirect antiferromagnetic exchange interaction between the magnetic layers dominates [22], if the magnetic interaction between the magnetic layers dominates [22] when the thickness of the nonmagnetic layer is large [5, 7], and if the HFMOs are excited in a single magnetic layer [5]. However, the HFMOs were not excited upon mounting a tip on a bulk ferromagnet [23]. This is likely caused by the greater suppression effect of exchange interaction, whose magnitude is proportional to the surface area between the ferromagnet and the excited ferromagnet. For a bulk ferromagnet, this area is considerably larger (Fig. 2a). The microcontact situation is different from that considered in [24], where the current density was assumed to be uniform in the plane parallel to the N/F interface and where the authors predicted the stationarity breakdown, appearance of instability, and the possibility of HFMO excitation by a spin-polarized electron flow incident on the half-space occupied by a ferromagnet. When applying the fluctuation model to the description of a current-driven HFMO excitation, account should be taken of the results of a detailed analysis of magnetic dynamics [8] and the $\theta$ dependence of electron-assisted magnetization transfer [1].

We believe that the spin-density fluctuations; the increase in their amplitude due to the Aronov mechanism, high current density, and thermal heating; and the increased role of spin fluctuations in mesoscopic samples are precisely the factors which govern the effect of current-driven magnon generation and create conditions for the current-induced “spin-system buildup.” This model fits naturally into the theory of magnetism in itinerant electron magnetics, where the spatial fluctuations of electron spin density are taken into account [25]. With the model suggested, the current-driven magnon excitation seems to be an efficient method for studying fundamentals of this theory; in particular, information can be gained about the space spin-density correlation function.
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