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We present a novel approach to solving initial-boundary value problems on the segment and the half line for soliton equations. Our method is illustrated by solving a prototype and widely applied dispersive soliton equation—the celebrated nonlinear Schroedinger equation. It is well known that the basic difficulty associated with boundary conditions is that some coefficients of the evolution equation of the (x) scattering matrix S(k, t) depend on unknown boundary data. In this paper, we overcome this difficulty by expressing the unknown boundary data in terms of elements of the scattering matrix itself to obtain a nonlinear integrodifferential evolution equation for S(k, t). We also sketch an alternative approach in the semiline case on the basis of a nonlinear equation for the SRS and the SG equations on the semiline were also treated using a more traditional spectral transform method, [3, 6]; the SRS and the SG equations on the semiline were also treated using a more traditional x-transform method, respectively, in [11] and in [12]; the x-spectral data used in this last approach satisfy a nonlinear Volterra equation of the Riccati type.

We finally remark that IBV problems for soliton equations on the semiline. It allows one to obtain a rigorous asymptotic behavior [7] and capture, in a natural way of the known cases of linearizable boundaries. In the case in which the Dirichlet condition q(0, t) is given for the semiline problem for NLS, the unknown boundary q(0, t) is obtained through a nonlinear Volterra equation, whose solution exists without a small norm assumption [5]. This approach also proved to be useful for treating linear equations on arbitrary convex polygonal domains [8–10].

In some distinguished cases of soliton equations corresponding to singular dispersion relations, like the stimulated Raman scattering (SRS) equations and the SG equation in light-cone coordinates, the evolution equation of the scattering matrix does not contain unknown boundary data. The SG equation on the semiline was treated using the x-t spectral transform [3, 6]; the SRS and the SG equations on the semiline were also treated using a more traditional x-transform method, respectively, in [11] and in [12]; the x-spectral data used in this last approach satisfy a nonlinear evolution equation of the Riccati type.

We finally remark that IBV problems for C-integrable equations were also considered [13]. In particular, for the Burgers equation, the problem reduces to that of solving a nonlinear Volterra equation.

In this paper, we present a novel approach to the solution of IBV problems on the segment and on the
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PACS numbers: 02.30.Jr; 05.45.Yv

1. Initial-boundary value (IBV) problems for partial differential equations play an important role in applications to physics and, in general, to natural sciences.

Since the discovery of the inverse scattering (spectral) transform method to solve the IBV problem on the infinite line with vanishing boundary conditions for a class of distinguished nonlinear evolution equations, like the Korteweg de Vries (KdV), nonlinear Schroedinger (NLS), and sine Gordon (SG) equations (see, e.g., [1]), several attempts have been made to extend this method to the case of more complicated IBV problems, in which Dirichelet and/or Neumann boundary conditions are prescribed on the semi-infinite line or on the segment. It is well known that the basic difficulty associated with these problems is that the evolution equation of the traditional x-scattering matrix S(x, t), as given by the Lax equations, cannot be integrated in most of the cases, because its coefficients depend on unknown boundary data.

Different approaches to the study of IBV problems for soliton equations have been developed during the last few years. In [2], an “elbow scattering” in the (x, t) plane was introduced to deal with the semiline problem for KdV, leading to a Gel’fand–Levitan–Marchenko formulation. In [3, 4] a different approach, based on a simultaneous x-t spectral transform, was introduced and rigorously developed [5, 6] to solve IBV problems for soliton equations on the semiline. It allows one to obtain a rigorous asymptotic behavior [7] and capture, in a natural way of the known cases of linearizable boundaries. In the case in which the Dirichlet condition q(0, t) is given for the semiline problem for NLS, the unknown boundary q(0, t) is obtained through a nonlinear Volterra equation, whose solution exists without a small norm assumption [5]. This approach also proved to be useful for treating linear equations on arbitrary convex polygonal domains [8–10].

In some distinguished cases of soliton equations corresponding to singular dispersion relations, like the stimulated Raman scattering (SRS) equations and the SG equation in light-cone coordinates, the evolution equation of the scattering matrix does not contain unknown boundary data. The SG equation on the semiline was treated using the x-t spectral transform [3, 6]; the SRS and the SG equations on the semiline were also treated using a more traditional x-transform method, respectively, in [11] and in [12]; the x-spectral data used in this last approach satisfy a nonlinear evolution equation of the Riccati type.

We finally remark that IBV problems for C-integrable equations were also considered [13]. In particular, for the Burgers equation, the problem reduces to that of solving a nonlinear Volterra equation.

In this paper, we present a novel approach to the solution of IBV problems on the segment and on the
half line for soliton equations. In our approach, we overcome the difficulty associated with unknown boundaries using the analyticity properties of the spectral matrix, which allow one to express the unknown boundary data in terms of elements of the scattering matrix itself and obtain a closed nonlinear integrodifferential evolution equation of novel type for the spectral matrix $S(k, t)$. The approach is illustrated by the prototypical example of the NLS equation

$$i q_t + q_{xx} + c|q|^2 q = 0, \quad q = q(x, t),$$

where $c$ is an arbitrary real parameter, which describes the amplitude modulation of a wave packet in a strongly dispersive and weakly nonlinear medium, but applies as well to most of the known examples of dispersive soliton equations in $1 + 1$ dimensions, like the KdV and the modified KdV equations. When applied to the SG equations in $1 + 1$ dimensions, like the KdV and the modified KdV equations. When applied to the SG equation in light-cone coordinates, the spectral matrix used in our approach satisfies a linear evolution equation.

As in the traditional spectral transform method, the Jost solutions and the scattering matrix have a unit determinant; it is also well known that, with $Q$ given by Eq. (6), they have the following structures:

$$\Psi_{\pm}(x, t) = \Psi_{\pm}(x, t) S(k, t).$$

It is straightforward to show that $M := \Psi_{\pm}(x, t) e^{-ikx\sigma_3}$, $N := Y_{\pm}(x, t) e^{-ikx\sigma_3}$, and $S(k, t)$ are entire analytic functions of $k$. The first column of $N$ is analytic in the lower half plane (LHP) with asymptotic form

$$N_{\pm}(k) = \begin{pmatrix} 1 + O(k^{-1}) \\ q(2ik) + O(k^{-2}) \end{pmatrix},$$

and grows exponentially like $e^{-2ikQ(k^{-1})}$ in the upper half plane (UHP), combining both behaviors (power-law decay and exponential oscillation) on the real axis. The first column of $M$ is analytic in the UHP with the asymptotic expression (10) and grows exponentially in the LHP like $e^{2ikQ(k^{-1})}$, combining both behaviors (power-law decay and exponential oscillation) on the real axis. The analyticity properties and the asymptotic behavior of the second column follow from Eqs. (9). The scattering matrix $S(k, t) = M(0, t, k)$ shares the analyticity properties of $M$, and its asymptotic forms are written down below in some detail for future use.

$$\Psi_x(0, t, k) = I, \quad \Psi_x(L, t, k) = e^{ikL\sigma_3}.$$
where
\[
\beta_0 = w_0 - c v_0 \int_0^L dx |q|^2 \quad \text{and} \quad \beta_L = w_L + c v_L \int_0^L dx |q|^2.
\]

The direct problem is the mapping from the initial condition \( q(x, 0) = u(x) \) to the elements \( \alpha(k, 0) \), \( \beta(k, 0) \) of the scattering matrix at \( t = 0 \).

The inverse problem is the mapping from the evolved elements \( \alpha(k, t) \), \( \beta(k, t) \) of the scattering matrix (or, more precisely, from the evolved spectral data) to the NLS field \( q(x, t) \). This problem does not differ from the case of NLS on the line, and we refer to the classical literature \([14, 1]\) for details.

3. The intermediate step, the \( t \) evolution of the scattering data, is where our approach introduces some important novelties. Using Eq. (5b), one can show that the time evolution of the scattering matrix \( S(k, t) = \Psi_s(0, t, k) \) is governed by the following matrix equation:

\[
S_t = 2ik^2[\sigma_3, S] - \tilde{Q}(0, t, k)S - 5e^{-ikL} \tilde{Q}(L, t, k)e^{ikL},
\]

which takes the following form for the relevant components:

\[
\alpha_+(k) = c[i(|v_L|^2 - |v_0|^2)]\alpha(k) + (2k v_L + iv_L) e^{-ikL} \beta(k) - (2k v_0 + iv_0) \beta(k) \]
\[
\beta_+(k) = -4ik^2 \beta(k) + (2k v_0 + iv_0) \alpha(k) - (2k v_L + iv_L) e^{-ikL} \alpha(k) + i(|v_L|^2 + |v_0|^2) \beta(k).
\]

This system of equations depends on known, as well as unknown, boundary data and cannot be used, as it is, to obtain \( \alpha(k, t) \) and \( \beta(k, t) \). This basic difficulty can be simply overcome using the analytic properties of \( \alpha, \beta \) and their asymptotic expansions (11) and (12), which allow one to express the unknown boundary data in terms of known ones and \( \alpha, \beta \), thus obtaining the desired closed evolution equation. It is easy to show that the following formulas take place:

\[
w_0(t) = \frac{2}{\pi} \int_0^\infty dk [\alpha_+(k, t) - 1]
\]
\[
+ \frac{4i}{\pi} \int_0^\infty dk [k \beta_+(k, t) + \frac{i v_0(t)}{2} - \frac{i v_L(t)}{2} \cos 2kL],
\]
\[
w_L(t) = \frac{2}{\pi} v_L(t) \int_0^\infty dk [\alpha_+(k, t) - 1] \quad \text{(15)}
\]

where \( \alpha_+(k) (\beta_+(k)) \) are the even and odd parts of \( \alpha(k) \) \( (\beta(k)) \) \( \alpha_+(k) = (\alpha(k) + \alpha(-k))/2, \beta_+(k) = (\beta(k) + \beta(-k))/2 \).

Therefore the \( t \) evolution of the scattering data corresponding to the initial-boundary value problems (2), (3), or (4) is given by the system of Eqs. (14) [with the initial conditions \( \alpha(k, 0) \) and \( \beta(k, 0) \) obtained from the direct problem], in which the unknown boundary data are replaced by Eqs. (15) or (16).

For example, the time evolution of \( S(k, t) \) for the boundary condition (2) is given by Eq. (14) with \( w_0(t) \) and \( w_L(t) \) replaced by Eqs. (15), and so on.

Of course, our method of solution applies also to the linear Schrödinger equation. By analogy with this case, it is possible to prove that the solutions \( \alpha(k, t) \) and \( \beta(k, t) \) of the above nonlinear integrodifferential evolution equations are unique. This is in full agreement with PDE theory, in which the boundary values (2), (3), and (4) are necessary and sufficient to obtain one and only one solution \( q(x, t) \) with given initial condition. It is interesting to note that, if we replaced not only the unknown boundary conditions, but also the assigned ones by their spectral representations, then the nonlinear evolutions would lose uniqueness and the solutions would depend on arbitrary functions of time (which could, therefore, be interpreted as the “illegitimately suppressed” boundary data).

The initial-boundary value problems for NLS on the semiline \( x \in [0, \infty) \) are easily obtained from the above treatment in the limit \( L \to \infty \), assuming a sufficiently fast vanishing at \( x \to \infty \) of the relevant fields and, hence, setting \( v_L = w_L = f_L = 0 \).

In the semiline case, the first columns of \( M(x, t, k) \) and \( S(k, t) \) are analytic in the UHP. The asymptotic behavior of the scattering matrix reads

\[
\alpha(k) = 1 + \frac{c}{2ik} \int_0^\infty dx |q|^2 + O(k^{-2}), \quad Imk \geq 0,
\]
\[
\beta(k) = \frac{1}{2ik} v_0 - \frac{1}{2ik} \left( w_0 - c v_0 \right) \int_0^\infty dx |q|^2 + O(k^{-3}), \quad Imk \geq 0.
\]
Another advantage of this approach is that it captures in a natural way the known cases of linearizable boundary conditions [15–17] summarized by the equation
\[ A_1 q(0, t) + A_2 q(0, t) = 0 \]
Indeed, in this case, the right-hand side of Eq. (23) is zero; therefore
\[ S^{-1}(-k, t) = \bigl( A_1 I + 2iA_2 k \sigma_3 \bigr) S(k, t) \]
\[ = e^{2i\hbar ^2 \Delta} (S^{-1}(-k, 0)\bigl[ A_1 I + 2iA_2 k \sigma_3 \bigr] S(k, 0)\bigl) e^{-2i\hbar ^2 \Delta} \]
and, using the analyticity properties of \( S(k, t) \), Eq. (25) can be interpreted as a linear RH problem for the columns of \( S(k, t) \). Assuming, for simplicity, that the upper function \( J(k) = (a_1 + 2ia_2 k)\alpha(k, 0)\beta(-k, 0) + c(a_1 - 2ia_2 k)\beta(k, 0)\beta(-k, 0) \) has no zeros for \( \text{Im} k \geq 0 \), the RH problem (25) can be expressed in terms of the following system of integral equations:
\[ \gamma(k) = \frac{\alpha(k, t) + \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{dk'}{k' - (k + i0)} \gamma(k') e^{-2i\hbar ^2 t}}{\alpha(k', t)} \times \begin{cases} \alpha(k, t) + \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{dk'}{k' - (k + i0)} \gamma(k') e^{-2i\hbar ^2 t} \\ \alpha(k', t) \end{cases} \]
where
\[ \gamma(k) = \frac{(a_1 + 2ia_2 k)\alpha(k, 0)\beta(-k, 0) - (a_1 - 2ia_2 k)\alpha(-k, 0)\beta(k, 0)}{J(-k)} \]
which allow one to construct \( S(k, t) \) from the initial condition \( S(k, 0) \) through a linear system of equations.
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The parameters of electronic structure of semiconductors, including estimates for the effective mass of charge carriers $m$, are commonly studied by measuring optical properties or galvanomagnetic effects, which are determined by the mobility of electrons and holes [1–4]. Galvanomagnetic effects are a more convenient tool for probing electron structure at high pressure $P$ in the range from 0 to 100 GPa [5]. Alternative optical measurements in the infrared range are carried out less frequently because of the complexity of the experiment [6]. Thermomagnetic effects, as well as galvanomagnetic ones, also characterize the mobility $\mu$ of charge carriers and mechanisms of their scattering; however, they offer a number of advantages over the latter [7, 2]. Thus, not only do the values of the longitudinal and transverse Nernst–Ettingshausen (N–E) effects depend on the scattering parameters, but their signs depend as well [7, 2]. The transverse N–E effect strongly depends on the mobility in contrast to its galvanomagnetic analog, the Hall effect, which does not depend on $\mu$ [2, 7]. Thus, studying thermomagnetic effects at ultrahigh pressures seems to be very topical; however, no such studies have been performed at $P$ higher than 3 GPa, as judged from the available published data [3, 7, 8].

The goal of this work was to develop a procedure of thermomagnetic investigations at ultrahigh pressures. Semiconductors in which the mobility and, hence, the effective mass of charge carriers strongly vary with pressure are most interesting objects for such measurements. For the majority of known semiconductors, the effective mass of carriers $m$ is proportional to the band gap width $E_g$, which corresponds to the general theoretical notions of the band theory [2–4]. At the same time, the behaviors of $m$ for direct band gap and indirect band gap semiconductors must differ at $E_g \rightarrow 0$, because the mass in the latter case is determined by different energy gaps. Two groups of direct gap semiconductor substances are well known: cubic InSb and HgTe crystals (the gap at the Γ point of the Brillouin zone), which have a region of structural stability up to 2 GPa [1, 8] and trigonal Te and Se crystals (the gap at the $H$ point; this gap in Se becomes the smallest one at pressures higher than 5 GPa [1–4]). Elementary Te and Se semiconductors, whose band gap widths decrease down to zero [4, 5] and hole mobilities increase exponentially [5] in the ranges 0–4 and 0–25 GPa, were chosen as materials for investigations. Semiconductor tellurium samples had the hole concentration $p = 3 \times 10^{17}$ cm$^{-3}$ at $T = 4.2$ K. The second material was gray amorphous Se. The crystal structure of samples was monitored by X-ray and neutron diffraction. Thermomagnetic effects in Te at atmospheric pressure were studied in [7], and no such data is available for Se because of the low mobility of holes [1, 4].

A high pressure up to 30 GPa was created with the use of chambers of synthetic superhard materials (diamond, boron nitride) [9, 10]. A schematic diagram of the arrangement of a sample in a high-pressure chamber and the placement of contacts are shown in Fig. 1. Procedures for studying thermopower ($S$) [9, 11, 12] and magnetoresistance ($MR$) [5, 13, 14] in such chambers at high pressures up to 30 GPa have been developed previously. The procedure for measuring the thermomagnetic N–E effect is in fact a combination of the first two procedures. Diamond anvils, whose thermal conductivity is several times higher than that of copper, were used for heat removal (Fig. 1) [9, 11–14]. In order to create a temperature gradient, one anvil was heated using a heating element; the temperature at fixed points of anvils was measured by thermocouples [11–14]. Measurements were performed in both steady-state and nonstationary thermal regimes [12] to exclude the effect of the heating element current on the thermomagnetic signal. The value of $P$ in a quasi-hydrostatic...
medium (catlinite) was estimated with an accuracy of ±10% by calibration plots constructed by phase transitions in Bi, ZnS, GaP, and other materials [9, 10]. Four different chambers with independent calibration were used. The working diameter of the anvils was from 0.6 to 1.0 mm. The anvils were both insulating (boron nitride, diamond) and conducting (synthetic diamond) [9, 11].

Samples were in the form of disks ~0.05–0.02 mm in thickness and ~0.3 mm in diameter (see Fig. 1). Because the length was considerably smaller than the width, the geometrical factor of magnetoresistance for such samples was approximately the same as for a Corbina disk (that is, the magnitude of the effect was a maximum), in which charge accumulation does not proceed because of the absence of side edges and the compensating Hall field does not arise [2]. Pressed contacts made of a platinum–silver band 5 μm in thickness and 0.1 mm in width [3–5] (the thermopower of this material is very small) or conducting diamond anvils were used to take MR and S signals. The current was supplied using a second pair of pressed contacts or through anvils. In the case of using anvils as electrodes, the error introduced into the thermopower was taken into account [12–14].

At fixed pressures (both for increasing and decreasing P), S and MR were simultaneously measured in a magnetic field B up to 2 T created in a vertebrate electromagnet. Closing the anvils produced no perceptible effects on S(B) and MR. Because the placement of contacts on a sample is not quite symmetric, a contribution of the Hall effect to the magnetoresistance (and vice versa) commonly exists. Therefore, special measures should be taken to compensate these contributions [2]. In our experiments, this was achieved by turning the chamber about its axis in the magnetic field. The measurements were carried out using a setup that simultaneously recorded all the experimental parameters and signals from a sample and accumulated them in an permanent memory, subsequently transferring the data to a computer [12].

Experimental plots of the thermoelectric signal and MR versus magnetic induction are shown in Fig. 2 for a Te sample at various positions of the chamber about its axis. The thermoelectric signal was a sum of components linear and quadratic in magnetic field, which we associated with thermomagnetic N–E effects [7, 2] (see Fig. 2). The contribution of the transverse effect was very high, but the transverse N–E effect (linear) transformed into the longitudinal effect (quadratic) upon rotating the chamber through 90°. This allowed both the longitudinal and transverse N–E effects to be measured separately from the same voltage contacts. The transverse effect was measured at the chamber position corresponding to a maximum signal. The contribution of the Hall effect to MR at two chamber positions corresponding to the longitudinal and transverse effects was considerably lower and was detectable only upon algebraic subtraction of the MR curves measured experimentally (see Fig. 2). Similar curves were obtained in the other chambers for both Te and Se, regardless of the type of contacts and the material of anvils.

Mathematical expressions for the transverse MR and for the longitudinal and transverse N–E effects for a semiconductor with a standard band in weak magnetic fields take the following form [7, 2]:

\[
MR \equiv \frac{\Delta \rho(B)}{\rho} = A_1(\mu B)^2, \tag{1}
\]

\[
\Delta S_{||}(B) = A_2 \left( \frac{k}{e} \right) (\mu B)^2, \tag{2}
\]

\[
Q = A_3 r \left( \frac{k}{e} \right) (\mu). \tag{3}
\]

In Eqs. (1)–(3), ρ is the resistivity, k is the Boltzmann constant, r is the scattering parameter describing the dependence of the relaxation time τ of the momentum of charge carriers on the energy ε (τ(ε) = (ε)², and the A1, A2, and A3 constants are functions of the scattering parameter and are determined by the Fermi integrals [2, 7]. In the case of scattering of charge carriers by acoustic vibrations of the lattice, which predominantly occurs at room temperature, the A1, A2, and A3 constants

---

**Fig. 1.** Schematic diagram of the arrangement of a high-pressure chamber with a sample in a magnetic field B: (1) diamond anvils, (2) sample, (3) pressed voltage contacts, and (4) compressible catlinite insert. The directions of the magnetic field B and the heat flux W creating a temperature drop in a sample are shown.
Electric fields \( U_{\parallel}(B) \) and \( \Delta U_{\parallel}(B) \) are measured experimentally [2]:

\[
\Delta U_{\parallel}(B)/\Delta x = \Delta S(B)\Delta T/\Delta x, \tag{4}
\]
\[
\Delta U_{\parallel}(B)/\Delta y = B Q \Delta T/\Delta x. \tag{5}
\]

Here, \( \Delta x \) and \( \Delta y \) are respectively the distances between the hot and cold ends of a sample (that is, the length) and between the voltage contacts in the direction perpendicular to the magnetic field and the heat flux (the distance by which the upper and lower voltage contacts or sample edges are displaced with respect to each other). Upon canceling \( \Delta x \) in the left- and right-hand parts, Eq. (4) gives the value of the longitudinal effect \( \Delta S(B) = \Delta U_{\parallel}(B)/\Delta T \) that does not depend on the sample sizes. For the transverse N–E effect, the signal measured depends on the sizes; that is, it is proportional to both the coefficient \( Q \) and the ratio \( \Delta y/\Delta x \): \( \Delta S_{\perp}(B) = \Delta U_{\perp}(B)/\Delta T = Q B (\Delta y/\Delta x) \).

The longitudinal and transverse thermomagnetic effects observed in our experiments depended quadratically and linearly on \( B \) in accordance with the theoretical expressions given by Eqs. (2) and (3). For Te, the longitudinal and transverse N–E effects grew with increasing \( P \) up to 4 GPa (Fig. 3) and then dropped. The drop was associated with the transition to a metal high-pressure phase (not shown in figure). The deviation of the transverse effect from linearity at \( B \geq 1 \) T (Fig. 3) is associated with the violation of the weak field condition \( \mu B < 1 \) due to an increase in mobility; in a strong field, \( Q \) is inversely proportional to \( B^2 \) [2, 7]. An increase in \( \mu \) under pressure is also observed in the MR data (see Fig. 3c and [13, 15]). The mobility of holes in amorphous Se is very low; therefore, measurements in a magnetic field can be performed only under high pressure in the trigonal phase [14, 16]. For Se, the effects also increased up to the transition point at \( P_t = 25 \) GPa [4, 14, 16] and then decreased (Fig. 4). The transition to the metallic state was detected by a sharp decrease in the pressure coefficients \( S \) and \( \rho \) [13, 14, 16].

The measured transverse effect \( \Delta S_{\perp} = \Delta U_{\perp}(B)/\Delta T \) involves the ratio \( \Delta y/\Delta x \). Correspondingly, the values of \( \mu \) calculated from it by Eq. (3) contain the same factor, whereas the mobilities determined from the longitudinal effect should not depend on the sample sizes. Actually, the values of \( \mu \) obtained from MR and from the longitudinal N–E effect differed by no more than 20–30\%, whereas the ratio of mobilities for the transverse effect attained 2–3 (Fig. 4). In order to determine the sign of the transverse N–E coefficient, the placement of voltage contacts should be known; however, it is accidental in our case. At atmospheric pressure, the sign of this effect in Te is negative [7], which corresponds to the scattering parameter \( r = -1/2 \). At high pressure, the sign is conserved. This indicates the behavior of the longitudinal N–E effect, which increases with the magnetic field (see Figs. 2, 3) (at \( r = 3/2 \), the sign of the longitudinal effect must be negative [2]. In a Se sample, a
similar behavior of the longitudinal effect is observed in a magnetic field; hence, the sign of the transverse effect is also negative, and scattering by acoustic lattice vibrations is dominant at room temperature [1–4].

The mobilities evaluated from both thermomagnetic effects and from MR increased as $P_t$ was approached, which was due to a decrease in $E_g$ and a corresponding (for direct gap semiconductors) decrease in $m$ [4, 13–16]. The decrease in the band gap width under pressure can be monitored by the decrease in the value of $S$, because this value is proportional to $E_g$ [1–4, 13, 14] (see Fig. 2). The values of $\mu$ for Te and their pressure dependence are in agreement with the MR data obtained previously under hydrostatic pressures up to 1.5 GPa [15]. The increase in the mobility of holes in Se with increasing pressure is also in agreement with the MR data obtained in this work and with the data obtained in [13–15]. According to the available theoretical calculations, the electronic structure of Se and Te is identical, and this similarity must enhance with increasing pressure [1–4, 17]. It is evident from the results of this work (see Figs. 2–4) that the N–E effects and MR in Se and Te actually exhibit the same behavior in the region of semiconductor–metal transition under pressure [13–15], and the estimated mobilities are close in magnitude.

The studies performed allow the conclusion that the thermomagnetic (Nernst–Ettingshausen) effects are a convenient tool for studying the electronic structure of semiconductors under ultrahigh pressures and mechanisms of charge carrier scattering in high-pressure phases. The type of electronic structure (direct or indi-
rect gap in the electron spectrum) can be determined from experimental investigations of the $\mu(P)$ dependence at $E_g \approx 0$ obtained from thermomagnetic measurements [5]. The results of this work may have interesting practical applications, because thermomagnetic (galvanomagnetic) effects under certain conditions are a more efficient cooling technique than the conventional thermoelectric Peltier effect [2, 18].

This work was supported by the Russian Foundation for Basic Research, project no. 01-02-17203 and by the Russian Physical Society.
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New configurations of two-dimensional lattices of magnetic domains with symmetry described by the \( P2 \) and \( Cmm2 \) space groups are revealed in studying the formation of domain structures in a harmonic magnetic field. Two-dimensional lattices belonging to five space groups of the orthorhombic and hexagonal systems are observed in a single iron garnet film. Changes in the lattice configurations and in the lattice elements occur upon the variation of only one parameter of the applied magnetic field, namely, its frequency. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 75.70.Kw

Magnetic plates and films with a through domain structure are, in fact, two-dimensional objects in many respects. For such materials, the conditions for formation and the properties of stripe domain lattices with one-dimensional periodicity and of two-dimensional hexagonal lattices of magnetic bubbles have been studied in detail [1–3].

The observation and study of the new types of self-organization of magnetic moment in iron garnet films with a large uniaxial anisotropy constant were reported in [4–7]. Under the action of a unipolar pulsed magnetic field, the formation of reflective two-dimensional lattices of dumbbell-like, elliptic, and circular (bubble) magnetic domains was observed. Their symmetry under the static conditions corresponded to the \( Pab2 \), \( Pnm2 \), and \( P6 \) space groups, and in films with a strong orthorhombic anisotropy component, to the \( P2 \) group.

The spectrum of domain lattices observed under the action of a harmonic magnetic field is much more limited: it includes an array of paired ring domains with the \( Cmm2 \) symmetry and a hexagonal ring domain lattice with the \( Pmm6 \) symmetry [5, 7]. The conditions necessary for the formation of two-dimensional lattices of magnetic domains in both pulsed and harmonic fields are yet to be understood, while the attempts at realizing all these conditions in a single film have failed [7].

In this paper, we report the experimental observation of the formation of two-dimensional magnetic domain lattices belonging to five different space groups of the orthorhombic and hexagonal systems, namely, \( P2 \), \( Pab2 \), \( P6 \), \( Cmm2 \), and \( Cmm6 \) in a single film. The results are presented for an iron garnet single-crystal film of the composition \( (Y, Bi)_{12}(Fe, Ga)_{18}O_{33} \) with crystallographic orientation (111), film thickness \( h = 7.8 \mu m \), equilibrium period of the stripe domain structure \( P_0 = 32 \mu m \), saturation magnetization \( M_s = 8.7 \text{T} \), collapse field \( H_0 = 33 \text{Oe} \), and uniaxial anisotropy field \( H_k = 7600 \text{Oe} \). A harmonic magnetic field directed normally to the film surface was generated by a pancake coil 2 mm in diameter.

The static domain structures formed by applying a harmonic magnetic field for several seconds were observed using the Faraday effect and recorded by video tape (Fig. 1). As in [4, 6], the range of the magnetic field parameters for which the formation of two-dimensional structures was possible became broader after applying a small bias field \( H < H_0 \) normally to the film plane. It is remarkable that we observed the whole variety of domain structures, including new configurations of domain lattices, in a single sample under the action of a harmonic magnetic field with a constant amplitude \( H_m \approx 2.5H_0 \) by varying only a single parameter of the external action, namely, field frequency \( f \).

The domain configurations shown in Fig. 1 were formed in the axially symmetric magnetic field generated by the pancake coil. Since the domain dimensions are small relative to the coil diameter, we present in Fig. 1 the micrographs of only that part of the domain structure which falls within the field of the microscope. The micrograph centers are shifted to the right and upward relative to the coil center to demonstrate the effect of field inhomogeneity, which increases as the coil turns are approached (Fig. 1b). The difference in the harmonic field strengths within the film area shown in Fig. 1 is less than 3%.

From our experiments it follows that, in the amplitude and frequency ranges corresponding to the formation of two-dimensional lattices of magnetic domains, the shape of the dynamic hysteresis loops has certain characteristic features. The quasistatic hysteresis loops are typical of low-coercive iron garnet films [8]. When the frequency of the harmonic field exceeds 50 kHz and
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its amplitude is \( H_m \leq H_0 \), the hysteresis loops become elliptic in shape because of the phase lag between the magnetization reversal signal and the variation of the magnetic field strength (Fig. 2a). An increase in the field amplitude to \( H_m \sim 2.5 H_0 \) is accompanied by distortions of the elliptic loop (Fig. 2b). All dynamic hysteresis loops corresponding to the formation and transformation of two-dimensional domain lattices are minor hysteresis loops. They are asymmetric, as is seen upon applying the bias magnetic field (Fig. 2c). The asymmetry grows as the bias field increases (Fig. 2d).

Under the action of the harmonic magnetic field with a frequency of several tens or hundreds of hertz, a labyrinth domain structure, typical of quasistatically demagnetized iron garnets, is formed (Fig. 1a). As the field frequency increases to several kilohertz and higher, dynamic effects come into play; within a half-period of the field, the film is magnetized to saturation...
FORMATION OF TWO-DIMENSIONAL LATTICES OF MAGNETIC DOMAINS

Fig. 3. Fragments of the static domain structures formed in the harmonic magnetic field with amplitude \(H_m = 77 \text{ Oe}\) and frequency \(f = 100–110 \text{ kHz}\) in the same region of the sample. The bias field \(H = 6 \text{ Oe}\). The unit cells and the mirror-reflection planes \(m\) are indicated in the patterns.

(because \(H_m \sim 2.5H_0\)), while the demagnetization process has no time to proceed quasistatically, and the start field in the hysteresis loop decreases. This occurs because of a high quality of the single-crystal film. Figure 1b shows that the region under observation contains no domain nucleation centers, and the domains grow from periphery toward the coil center. The quasiperiodic shape distortions and the ramification observed for part of the expanding domains indicate that the domain walls reach saturation velocity \(V_s \sim 4 \text{ m/s}\) (according to the results of high-speed photography [9]) and the segments with different effective masses form in the domain walls [3].

As the field frequency increases further, the field half-period becomes insufficiently long for the labyrinth domains to completely collapse within this time. In this case, the domain walls with nonuniformly distributed effective masses only come closer to each other. This process is accompanied by breaking of labyrinth domains through the mechanism described in [10]. Within several periods of the applied magnetic field, a disordered array of short labyrinth domains of approximately equal lengths is formed (Fig. 1c). An increase in the field frequency leads to the transformation of the domain shape to a dumb-bell-like one, then, to elliptic, circular, and ring shapes. These transformations are accompanied by the ordering in the domain arrangement (Figs. 1d–1h).

In the low-frequency region of the magnetic field range corresponding to the formation of two-dimensional domain lattices, we obtained two-dimensional lattices with the \(Pab2\) symmetry (Fig. 1e), which were earlier observed only in a pulsed magnetic field [4–7]. Under the same external conditions, two-dimensional domain lattices of the \(Pab2\) symmetry group can have different directions of domain alignment. This is caused by the smallness of the cubic and orthorhombic anisotropy components (more than an order of magnitude smaller than the uniaxial anisotropy).

Near the upper bound of the frequency range corresponding to the formation of two-dimensional domain lattices, a well-known hexagonal lattice of magnetic bubbles with the \(Cmnm6\) symmetry is formed. This lattice is observed in the region of maximal homogeneity of the magnetic field (at the coil center), while, near the coil turns, ring domains are concentrated (Fig. 1i). As the density of ring domains grows, they form a two-dimensional lattice, which is also characterized by the \(Cmm6\) space group.

The widest variety of ordered two-dimensional lattices of magnetic domains is observed in a relatively narrow range of field frequencies between 100 and 110 kHz, where these lattices can coexist (Fig. 1f). In addition to the known configurations, new configurations of two-dimensional lattices with the \(P2\) symmetry (Figs. 3a–3c) and the \(Cmm2\) symmetry (Fig. 3d) are observed in this frequency range. This fact confirms the assumption [4] that the two-dimensional domain lattices may have different spatial symmetries.

The domain structures shown in Figs. 3a and 3c consist of two domain types differing in shape, dimensions, and orientation. Each of these domain types can be characterized by a two-dimensional lattice with a primitive unit cell \(P\). The resulting two-dimensional lattice is obtained by combining the two lattices in such a way that their unit cells are shifted relative to each other by half the unit-cell parameters along the \(X\) and \(Y\) axes [11, 12]. In this case, one would expect the formation of a base-centered unit cell \(C\). In fact, the structure observed in the experiment possesses a primitive cell and a twofold symmetry axis. Thus, the domain lattices shown in Figs. 3a and 3c are characterized by the two-dimensional \(P2\) space group.

Figure 3b presents a fragment of the domain structure formed by four combined two-dimensional domain lattices. Their unit cells are orthorhombic and shifted relative to each other along the edges by half the parameters of the unit cell. The resulting domain configuration also belongs to the \(P2\) space group.

The domain configurations observed in the experiment include some nonprimitive lattices [11, 12] (Fig. 3d). In the case of Fig. 3d, the domain structure corresponds to the arrangement of bricks according to the centered rectangle order. The corresponding two-dimensional lattice, whose elements are domains in the form of distorted ellipses, has a base-centered unit cell.
C, mirror-reflection planes \( m \) passing through the domain centers and directed along the \( X \) and \( Y \) axes, and a twofold symmetry axis. The space group is \( Cmm2 \).

The mechanisms governing the formation of two-dimensional domain lattices in harmonic and pulsed magnetic fields are poorly understood. In [7], it was stated that the residual magnetization of the film is the critical parameter that determines the choice of one of the possible domain structure variants. It was found that the process of domain-structure formation is highly sensitive to the amplitude, duration, and shape of the pulses initiating the formation of two-dimensional domain lattices. The factors most adversely affecting the self-organization of magnetic moment were claimed to be the short (shorter than 0.5 \( \mu s \)) durations of the leading edge and (or) the trailing edge of the field pulse \([4, 6]\).

Our experiments on studying the conditions for the formation of two-dimensional domain lattices in a harmonic magnetic field showed that the lattice formation processes are mainly affected by two field parameters: the amplitude \( H_m \) and the frequency \( f \). The first parameter determines the magnetic field strength which is necessary to obtain a rarefied domain structure, to provide the conditions for domain rearrangement, and to produce noticeable inertial effects, which accompany the domain motion and play an important role in the formation of two-dimensional domain lattices \([5, 6]\). The second parameter determines the duration of the field half-period part \( t^* \) within which the domain walls move in the acting magnetic field \( H_m \sim 2.5H_0 \). In its turn, the time interval \( t^* \) determines the amplitude of domain-wall displacements and governs the domain collapse processes.

The upper and lower bounds of the frequency range corresponding to the formation of two-dimensional lattices, as well as the upper and lower bounds of the time \( t^* \), differ by a factor of two. This result agrees well with the experimental data obtained by us in a pulsed magnetic field \( H_p \). The processes of formation of two-dimensional domain lattices in a pulsed magnetic field were found to mainly depend on the bias field strength (0–15 Oe) and on the field pulse duration \( t_p \). The value of \( t_p \) could also be varied by a factor of two (from 1.5 to 3 \( \mu s \)). It was found that the field pulse duration providing the conditions for the domain-lattice formation were half the corresponding values of \( t^* \) in the case of a harmonic field. This occurred because of the increase in the amplitude of domain-wall motion in the harmonic (bipolar) magnetic field, as compared to the pulsed (unipolar) field.

The durations of the leading and trailing edges of the field pulse were varied from 0.02 to 1 \( \mu s \). In contrast to \([4, 6]\), we observed no considerable effect of the pulse shape on the domain formation processes. Thus, if the durations of the leading and trailing edges of the field pulse are shorter than in \([4–7]\) by more than an order of magnitude, the formation of two-dimensional domain lattices is possible. Note that the lattice with the \( P6 \) symmetry was the only two-dimensional lattice whose formation in the film under study was found to be more stable in a pulsed field than in the harmonic field (Fig. 1i).

The field pulse amplitude for which the formation of domain lattices was observed could be varied within a relatively wide interval beginning at a certain boundary value \( H_p > 2H_0 \). This result is largely explained by the form of the dependence of the domain wall velocity in the film on the pulsed field strength. Direct measurements by high-speed photography showed that the domain-wall saturation velocity \( V_s \) is reached in the field \( H_p \ll H_0 \) and remains virtually constant in the fields up to \( H_p \approx 10H_0 \). Most likely, the inertial effects also do not undergo any fundamental changes in the course of the domain-wall motion in the pulsed magnetic field range \( 2H_0 < H_p < 10H_0 \).

We are grateful to V.I. Gerasimov for assistance in processing the experimental data. The work was supported by the Russian Foundation for Basic Research, project no. 98-02-03325.
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Translated by E. Golyamina
The tunneling mechanism of charge transport over a potential barrier is dominant for conventional metal–superconductor junction structures at low temperatures and for a sufficiently thin potential barrier at the interface [1]. The role of the overbarrier transport of charge carriers under these conditions is insignificant, and, hence, it has been scarcely investigated. At the same time, the possibility of a significant increase in the thermionic component of the total current through the junction appears in superconducting semiconductor materials with relatively wide and moderately high barriers. In particular, favorable conditions for the thermionic mechanism of charge transport can be accomplished in metal–high-$T_c$ superconductor junction structures. Higher critical temperatures $T_c$ of the transition of a high-$T_c$ superconductor to the superconducting state, as well as typical processes of surface depletion of carriers (due to which the surface layer of an oxide superconductor can acquire semiconductor properties), favor an increase in the thermionic current component in metal–high-$T_c$ superconductor junctions [2, 3]. In modern high-$T_c$ superconductor materials, the tunnel and overbarrier components attain comparable values at $T < T_c$, and the thermionic mechanism can become predominant in junction structures of this type with a further increase in $T_c$ and a decrease in the concentration of carriers.

An energy band diagram of a metal–$n$-type superconducting semiconductor junction is shown in Fig. 1, where $\varphi_b$ is the potential barrier height, $eV_b$ is the diffusion potential, $eV_s$ is the difference in energy between the Fermi level and the conduction band bottom (positive in the case of a degenerate semiconductor), $\Delta$ is the energy gap parameter of the superconductor, and $V$ is the bias on the junction. In comparison with a conventional metal–semiconductor junction, the modification of the model consists in the use of the density of states for the superconductor in the bulk of the semiconductor material at a temperature $T < T_c$.

In the theory of thermionic emission, it is suggested that the potential barrier height $\varphi_b \gg kT$ and the current flow through the junction does not disturb the thermodynamic equilibrium in the emission region [4]. Under these assumptions, the thermionic current $I_{th}$ is determined by the difference between the carrier flux from the semiconductor to the metal and the opposite flux from the metal to the semiconductor, and it depends on only the height of the potential barrier rather than its shape. The description of the carrier transfer processes in the junction will be based on the assumptions common to superconducting junctions [1]. The probabilities of the transport of carriers from the superconducting semiconductor to the metal and from the metal to the superconductor will be considered equal to each other and independent of the energy. Similarly, the densities of states in the metal and the nonsuperconducting semiconductor may be considered slowly varying functions and may be set equal to their value at the Fermi surface. Then, if the energy is reckoned from the conduc-
tion band bottom ($E = 0$, Fig. 1) and all possible energies are taken into account, the maximum attainable density of the total current $I_n$ through a metal–superconducting semiconductor junction can be described by the equation

$$I_n = \frac{G_n}{e} \left\{ \int_{-\infty}^{\infty} n_s(E) \left[ f(E) - f(E - eV) \right] dE \right\}$$

$$+ \int_{-\infty}^{0} n_s(E) \left[ f(E) - f(E - eV) \right] dE,$$

(1)

where $I_n$ is the maximum density of the total current in the junction, $G_n$ is the conductivity of the junction in the non-superconducting state, $f(E) = \left\{ 1 + \exp\left[\frac{E - E_n}{kT}\right]\right\}^{-1}$ and $f(E - eV) = \left\{ 1 + \exp\left[\frac{E - E_n + eV}{kT}\right]\right\}^{-1}$ are the Fermi distribution functions in the semiconductor and the metal, and $n_s(E) = |E - E_n|\left\{ (E - E_n)^2 - \Delta^2 \right\}^{1/2}$ is the superconductor structure of the density of states.

The current $I_n$ in the general equation (1) is determined by the maximum possible flux of carriers in the junction under consideration. The problem of calculating the thermionic current is reduced to determining the overbarrier part of this flux and is solved by introducing the corresponding value of the minimal energy of passing carriers $E_0$ into one of the terms of Eq. (1) as the lower limit of integration. The explicit expressions for the current–voltage characteristic of a metal–superconducting semiconductor junction will be considered in more detail for various ranges of the applied external voltage $V$.

**Voltage range $eV < \Delta - \Delta$.** The carriers passing over the potential barrier in the voltage range $eV < \phi_b - \Delta$ are characterized by the minimal energy $E_0 = eV_n = \phi_b + eV_n - eV > eV_n + \Delta$, and the current through the junction depends on only the first term in Eq. (1). Consider only the case when $\Delta \gg kT$. Then, the inequalities $\exp\left[\frac{E - E_n}{kT}\right] \gg 1$ and $\exp\left[\frac{E - eV_n + eV}{kT}\right] \gg 1$ are fulfilled for the entire range of possible energies $E$. Therefore, the difference of the Fermi distribution functions can be written as $f(E) - f(E - eV) = \left\{ 1 - \exp\left(-eV/kT\right)\exp\left[\frac{(E - eV_n - eV)}{kT}\right]\right\}$.

The effect of the superconducting state on the dependence of the current on the applied voltage will be taken into account restricting oneself to the first term in the series expansion of the function $n_s(E) = \left\{ 1 - \left[\Delta/\phi_b - (eV - eV_n)\right]\right\}^{-1/2}$ in the vicinity of the maximum energy of the potential barrier $eV_n = \phi_b + eV_n - eV$. After substituting the values obtained into Eq. (1) and integrating from $E_0 = \phi_b + eV_n - eV$ to $\infty$, the following equation will be obtained for the density of the current through the junction

$$I_{th} = \frac{G_s}{e} \left\{ \exp\left(-\frac{\Delta}{kT}\right) \left[ 1 - \exp\left(-\frac{eV}{kT}\right)\right] \right\} + \exp\left(-\frac{\phi_b + \Delta}{kT}\right) \left[ \exp\left(\frac{eV}{kT}\right) - 1\right]$$

$$\times \int_{0}^{\infty} \frac{x + \Delta}{\sqrt{x(x + 2\Delta/kT)}} \exp\left(-\frac{x}{kT}\right) dx.$$

Here, $x_n = eV_n - \Delta \rightarrow \infty$ is taken in the second term as the upper limit of integration, which is valid because of the rapid decrease of the Fermi function in a degenerate semiconductor at $E < eV_n$. The last integral can be found in tables of Laplace transformations [5]

$$\int_{0}^{\infty} \frac{\exp\left(-x/kT\right)}{\sqrt{x(x + 2\Delta/kT)}} dx = \Delta \exp\left(-\Delta/kT\right) K_1\left(\frac{\Delta}{kT}\right),$$

where $K_1(\Delta/kT)$ is the first-order modified Bessel function of the second kind. At $\Delta \gg kT$, the asymptotic expression $K_1(\Delta/kT) = (\pi kT/\Delta)^{1/2} \exp(-\Delta/kT)$ can be used for the Bessel function, and the final equation for the current density can be obtained after the substitution

$$I_{th} = A^* \frac{T^2}{kT} \left[ \frac{\pi \Delta}{2kT} \right]^{1/2} \exp\left(-\frac{\Delta}{kT}\right)$$

$$\times \left[ 1 + \exp\left(-\frac{\phi_b - eV}{kT}\right) - \exp\left(-\frac{eV}{kT}\right) - \exp\left(-\frac{\phi_b}{kT}\right) \right].$$

(3)

The maximum value of the ratio between the thermionic currents in the superconducting $I_{th}(S)$ and non-superconducting $I_{th}(N)$ states is attained at the voltage $eV = \phi_b$. Using Eq. (3) and the expression for the current in a conventional metal–semiconductor junction, one can find that the $I_{th}(S)/I_{th}(N)$ ratio is determined by the value of $\Delta/kT$ and is independent of the potential barrier height

$$\frac{I_{th}(S)}{I_{th}(N)} = \left(\frac{2\pi \Delta}{kT}\right)^{1/2} \exp\left(-\frac{\Delta}{kT}\right).$$

(4)
Voltage range \( eV > \Phi_b + \Delta \). The possible carrier energies in the voltage range \( eV > \Phi_b + \Delta \) are determined by the relationship \( 0 \leq E < eV_n - \Delta \). In this case, the current through the junction is determined by electrons arranged below the Fermi level of the semiconductor, and the contribution of the first term in Eq. (1) can be neglected. At \( \Delta \gg kT \), it is true for this range of energies \( E \) that \( \exp[(E - eV_n)/kT] \ll 1 \) and \( \exp[(E - eV_n + eV)/kT] \gg 1 \). Then, \( f(E) = f(E - eV) = [1 - \exp(-eV/kT)] \). Integration from \( E_0 = \Phi_b + eV_n - eV \) to \( eV_n - \Delta \) gives the near-linear current–voltage characteristic in the voltage range \( eV > \Phi_b + \Delta \)

\[
I_{th} = A^* T^2 \left[ 1 - \exp\left( \frac{eV}{kT} \right) \right] \left( \frac{eV - \Phi_b}{kT} \right)^2 - \left( \frac{\Delta}{kT} \right)^2
\]

**Voltage range \( eV < 0 \).** The transition of the semiconductor to the superconducting state affects the dependence of the thermionic current on the inverse voltage only if the condition \( \Delta > \Phi_b \) is fulfilled. Equations (2) and (3) obtained above do not depend on the sign of the applied voltage and can be used for describing the inverse branch of the current–voltage characteristic of the junction. The typical increase in the current at voltages \( \Phi_b - \Delta \) is due to the occurrence of singularities in the density of states at the boundary of the superconductor energy gap.

The results of calculating the current–voltage characteristic of a metal–superconducting semiconductor junction at \( \Phi_b = 0.2 \) eV for various values of \( \Delta \) are shown in Fig. 2a. Temperature changes in the current–voltage characteristic of a metal–superconducting semiconductor junction at \( \Phi_b = 0.2 \) eV and \( \Delta = 0.05 \) eV are displayed in Fig. 2b.

The transition of the semiconductor to the superconducting state leads to the appearance of a singularity in the current–voltage characteristic caused by the absence of charge carriers in the energy range \( 2\Delta \). At \( \Delta < \Phi_b \), changes occur only in the direct branch of the current–voltage characteristic in a region of voltages close to the potential barrier height, whereas changes are observed in both the direct and inverse branches at \( \Delta > \Phi_b \). The decrease in the current becomes more significant with increasing energy gap parameter \( \Delta \) and decreasing temperature \( T \). The voltage corresponding to the maximum change in the thermionic current at the transition of the semiconductor to the superconducting state characterizes the potential barrier height at the metal–semiconductor interface \( eV = \Phi_b \).

The thermionic mechanism of carrier transport considered above can be used for creating superconducting heterostructures with rectifying current–voltage characteristics and a zero resistance of the base area.
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It is shown that the atomic displacements (induced by foreign layers) comparable with or smaller than the interatomic distances can be detected in perfect multilayer systems by double-crystal X-ray diffractometry alone. It was earlier thought that the detection of displacements as small as those was accessible only to the specific methods such as the X-ray standing-wave method. The measurements were carried out on a GaAs/InAs/GaAs system, where InAs was a foreign layer. Its thickness did not exceed three monolayers, while the structure was of the insular type and represented a set of separate quantum dots. The displacement of the capping GaAs layer relative to the GaAs buffer was measured with an accuracy of less than 0.1 of the thickness of the atomic layer. © 2001 MAIK “Nauka/Interperiodica”.

PACS numbers: 68.49.Uv; 61.10.-i; 07.85.Nc

In recent years, the well-known method of double-crystal X-ray diffractometry (DXD) has experienced its second “birth” and has been transformed into a powerful and efficient tool for analyzing structure, composition, and quality of the thinnest layers in multilayer semiconducting systems placed not only at the surface of a structure but also in its bulk. This method is based on the measurement of diffraction reflection curves for X-ray incidence angles far from the Bragg peak (so-called method of truncated Bragg rods [1–4]). The central problem associated with the implementation of this method is that the coherent scattering must be separated from its diffuse component. To solve this problem, the triple-crystal X-ray diffractometry (TXD) technique was specially developed (see, e.g., [3]). However, this method proves to be rather cumbersome and requires substantially more prolonged measurements than does DXD. This restricts wide use of the TXD method in analysis of real multilayer structures and calls for the development of more efficient approaches. The way toward the solution of this problem is associated not with the development of a special apparatus but with recent advances in the technique of growing semiconducting multilayer systems. The interfaces between the layers in the real grown structures are rather sharp so the diffraction scattering amplitudes of different layers interfere, giving rise to a large number of well-resolved oscillations in the diffraction reflection curves [5].

The scheme of a double-crystal spectrometer designed for measuring the diffraction reflection curves or so-called rocking curves (RCs) over a wide range of deviations from the Bragg angle is shown in Fig. 1a. Contrary to the standard scheme, an additional slit is placed ahead of the detector. The role of this slit is quite important and consists of keeping, as far as possible, the detector out of the diffusively scattered X-ray component. In this case, the rotation of a crystal through an angle \(2\theta\) must be accompanied by the simultaneous turn of the detector and slit \(S_d\) through an angle \(2\theta\) in such a way that the diffracted rays fall on the detector. Figure 1b shows the RC measured for the (004) planes of the GaAs/InAs/GaAs structure (shown in the inset) using this scheme. One can see that the RC shows more than a hundred oscillations, allowing one to hope that the coherent and diffuse scattering components will be efficiently separated in the RCs and that vast information on the parameters of a multilayer system will be extracted. The presence oscillations in number as large as this is evidence primarily of the good quality of the grown structure. The InAs layer has a very small thickness of no more than three monolayers. Such layers, as known, are not homogeneous but form insular structures (so-called quantum dots). Nevertheless, one can see from the experimental RC (from the presence of a large number of oscillations) that the strains induced by these layers are “grown over” rather rapidly. The role of the InAs layer mainly consists of shifting the capping atomic layers relative to the buffer layer by a value \(u\) on the order of the interatomic distance (Fig. 2). The contribution to the diffraction scattering from this layer is quite small, so it can be ignored to a first approximation, whereas the shift induced by this layer in the capping and buffer layers gives rise to an additional phase shift

\[
\Phi = K_s u \tag{1}
\]
between their scattering amplitudes (\(K_h\) is the modulus of reciprocal lattice vector). It was previously assumed that information of this sort could be extracted only by special methods of the X-ray standing-wave type, in which the RC is measured simultaneously with measuring angular dependence of the photoelectron or photoluminescence yield accompanying X-ray diffraction (see, e.g., [3, 6]). It is the purpose of this work to demonstrate that small displacements induced in an atomic layer by a very thin foreign layers can be detected using double-crystal X-ray diffractometry alone in conjunction with a rather simple analysis.

A three-layer model comprised of layers with homogeneous thickness and absolutely sharp boundaries between them seems to be suitable as the first model for analysis (Fig. 2). Evidently, this model cannot be used for analysis of the entire RC. Indeed, the real grown layers are not homogeneous because of small changes in their interplanar spacing and in the degree of perfection. For this reason, this model cannot be used for analysis of the central portion of the curve in the close vicinity of the Bragg peak. Moreover, this model is sure to be unsuitable for analyzing far RC wings, because the diffraction scattering in these angular ranges depends substantially on the structure of interlayer boundaries. Nevertheless, one may assume that there is a certain range of intermediate angles where the model shown in Fig. 2 adequately describes the RC shape.

For a three-layer system with sharp boundaries and in the case of the ideal collimation of the incident beam, one can readily obtain the following rather simple expression for the diffraction reflection coefficient \(R(\Delta \theta)\) over a wide range of angles away from the Bragg peak [3]:

\[
R(\Delta \theta) = \left| \frac{1 - \exp(i\Delta q L)}{\Delta \theta} f_c + \frac{\exp(i\Delta q L + i\Phi)}{\Delta \theta} f_s \right|^2 + R_b,
\]

where \(\Delta q = -(2\pi/\lambda) \times 2\cos \theta_B \Delta \theta\) is the momentum transfer without the reciprocal lattice vector; \(\lambda\) is the X-ray wavelength; \(\Delta \theta\) is the deviation from the exact Bragg angle \(\theta_B\); \(L\) is the thickness of the capping layer; \(f_c\) and \(f_s\) are the static Debye–Waller factors of the capping and buffer layers, respectively; \(\Phi\) is the phase given by Eq. (1); and \(R_b\) is the contribution from the diffuse-scattering background.

Let us introduce the reduced reflection intensity defined by the following expression:

\[
\tilde{I}(\Delta \theta) = [R(\Delta \theta) - R_b](\Delta \theta)^2.
\]

This quantity was introduced in [1] (see also the monograph [3]). Using Eq. (2), one can easily obtain the following rather simple expression for reduced intensity (3):

\[
\tilde{I}(\Delta \theta) = B - A \sin(\Delta q L + \phi),
\]

where \(A\) and \(B\) are expressed in terms of the initial parameters \(\Phi, f_c,\) and \(f_s\):

\[
A = 2f_c \sqrt{(f_c - f_s)^2 + 4f_s f_c \sin^2(\Phi/2)},
\]

\[
B = f_c^2 + (f_c - f_s)^2 + 4f_s f_c \sin^2(\Phi/2),
\]

\[
\tan \phi = \frac{f_c - f_s \cos \Phi}{f_s \sin \Phi}.
\]
One can see from Eq. (4) that the reduced intensity \( I(D_\theta) \) is the sum of a constant and a sinusoid, whose period is determined by the cap thickness \( L \), while the amplitude is determined by the phase \( \Phi \) and the factors \( f_c \) and \( f_s \). The substrate and the buffer layer are usually grown with a rather high degree of perfection so that the factors \( f_c \) and \( f_s \) are close to unity. In this case,

\[
A = 4 \sin(\Phi/2), \quad B = 1 + 4 \sin^2(\Phi/2), \quad \varphi = \Phi/2;
\]

i.e., the amplitude and phase of the sinusoid in Eq. (4), as well as its center line, are determined by the unknown phase \( \Phi \). We specially present here simple Eqs. (8) to demonstrate that the phase \( \Phi \) can be determined in some cases by rather simple methods without the use of any time-consuming mathematics.

Let us now turn back to the experimental data presented in Fig. 1b. The reduced reflection intensity is shown in Fig. 3a for the left part of this curve. The oscillations in the angular range from approximately \(-700^\circ\) to \(-100^\circ\) closely resemble a pure sinusoid. The experimental curve for these angles is shown in Fig. 3b. It is superposed by the curve calculated using Eq. (4). One can see that this simple function describes the experiment very well. Therefore, a considerable portion of the reflection curve (about 200 experimental points) “works” for the phase information. The sinusoid parameters are \( L = 412 \) nm, \( A = 1.7 \), \( B = 3.3 \), and \( \varphi = 1.4 \). Using these data and Eqs. (4)–(7), one can easily calculate the phase \( \Phi \) and the factors \( f_c \) and \( f_s \) determining the perfection of the capping and buffer layers, respectively.

However, it should be taken into account that one measures experimentally not the sample reflection curve but its convolution with the reflection curve of the collimator crystal. The corresponding quantity is

\[
\tilde{R}(\Delta \theta) \equiv \int \tilde{R}(\Delta \theta - \theta) R_m(\theta) d\theta,
\]

where \( R_m(\theta) \) is the reflection curve of the collimator crystal, and \( \theta \) is determined by the geometry of the slit system. The experimental data presented in this work are obtained not for the quantity defined by Eq. (3) but for

\[
\tilde{I}(\Delta \theta) \equiv [\tilde{R}(\Delta \theta) - R_b](\Delta \theta)^2.
\]

Simple analytic expressions of the type (4)–(7) do not apply to the reduced intensity defined by Eq. (10). In this case, one should use the fitting procedure that was described in [5]. As to the foregoing analysis with the use of Eqs. (4)–(7), it merely points to the fact that the simple three-layer model can be used to adequately describe the experimental data for angles ranging from \(-700^\circ\) to \(-150^\circ\). The semi-log plot of the RC measured in this angular range is shown in Fig. 4. The solid line in this figure is the best fit of the three-layer calculation to the experimental data. The goodness-of-fit test value \( \chi^2 \) is very close to unity (1.01), indicating the good
An appropriate analysis can be carried through the introduction of additional sublayers near in Fig. 2. To do this, the model should be complicated framework of the simple three-layer model illustrated naturally, cannot be thoroughly analyzed within the DXD method alone.

It follows from the data obtained in this work that phase \( \Phi \) is determined with a rather high accuracy (on the order of 10\(^\%\)), while the corresponding shift \( u = 0.1a \) (\( a \) is the lattice parameter) of the capping layer relative to the buffer is equal to 0.56(5) Å. Therefore, the DXD method alone can be used to detect small shifts of the individual layers in the complex multicomponent systems, without invoking any additional phase-sensitive methods (e.g., X-ray standing-wave method). Note also that this example demonstrates that the role of special phase-sensitive methods in structural analysis may sometimes be strongly overstated. As a rule, these methods possess weaker luminosity compared to the usual DXD-type methods, which are usually thought to be incapable of directly determining the phases. However, the above analysis suggests that good statistics in the DXD method allows extraction of the phase information as well. Moreover, the main purpose of this work was to demonstrate that, in some cases, the phases can be directly determined using, for example, the DXD method alone.

Note that the experimental data presented in Fig. 1b, naturally, cannot be thoroughly analyzed within the framework of the simple three-layer model illustrated in Fig. 2. To do this, the model should be complicated through the introduction of additional sublayers near the interfaces. An appropriate analysis can be carried out using the approach developed in [5]. The solid line in Fig. 1b is calculated using the structural model with more than ten additional sublayers. The details of this analysis will be published elsewhere.

This work was supported by the Russian Foundation for Basic Research (project no. 00-02-17716) and the Russian Ministry of Industry, Science, and Technology [subprogram “Perspective Technologies and Micro- and Nanoelectronic Devices,” state contract no. 204-8-(00)-P].
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Spectral functions of strongly correlated two-dimensional (2D) electron systems in solids are studied on the assumption that these systems undergo a phase transition, called fermion condensation, whose characteristic feature is flattening of the electron spectrum $\epsilon(p)$. Unlike the previous models, the decay of single-particle states in our study is properly taken into account. Results of our calculations are shown to be in qualitative agreement with ARPES data. The universal behavior of the ratio $\text{Im}\Sigma(p, \epsilon, T)/T$ as a function of $x = \epsilon/T$, uncovered in [3] for the single-particle states around the diagonal of the Brillouin zone, are found to be reproduced reasonably well. However, in our model this behavior is destroyed in vicinities of the van Hove points, where the fermion condensate resides. © 2001 MAIK “Nauka/Interperiodica”.
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The single-particle (SP) dynamics of Fermi systems at near-zero temperatures $T$ is known to depend crucially on the index $n$, which characterizes the imaginary part of the mass operator, $\text{Im}\Sigma(\epsilon \rightarrow 0) \sim \epsilon^n$, the energy $\epsilon$ being measured from the chemical potential $\mu$. In ordinary homogeneous Fermi liquids, such as nuclear matter and liquid $^3$He, where the exclusion principle “leads the dance,” the index $n$ equals 2, and the Fermi liquid can be treated as a gas of interacting “immortal” quasiparticles, the cornerstone of standard Fermi liquid theory (SFLT) [1]. After many successful years, SFLT is currently encountering serious difficulties in treating normal states of 2D high-$T_c$ superconductors. The analysis of ARPES data shows that, even around the diagonals of the Brillouin zone, the index $n$ is unity [2, 3], while in the immediate vicinity of the van Hove points (vHP), the sharp ARPES peaks disappear altogether [4–6].

We propose that the solution of this challenging problem is associated with fermion condensation [7–17], a novel phase transition that generates a domain C of dispersionless states, called the fermion condensate (FC), whose energies $\epsilon(p)$ coincide with $\mu$. As a rule, in strongly correlated anisotropic electron systems of high-$T_c$ superconductors, the FC occupies vicinities of the vHP [8, 18], precisely the region where the Fermi liquid approach fails. States with the FC have been uncovered [7] as unconventional solutions for equations of Landau theory at $T = 0$. However, in dealing with spectral functions of strongly correlated Fermi systems, the basic equation of the fermion condensation $\epsilon(p \in C; n) = \mu$ should be rewritten as [18]

$$
\epsilon_p^0 + \Sigma(p, \epsilon = 0; n) = \mu, \quad p \in C. \tag{1}
$$

Beyond the FC phase-transition point, this equation does determine a new momentum distribution $n(p)$, differing from the conventional one $n_{\text{FC}}(p) = \theta(\mu - \epsilon(p))$. The degeneracy of the SP spectrum at $T = 0$, a salient feature of the solution given by Eq. (1), is lifted by pairing correlations, which are ignored in writing this relation. In doing so, the BCS occupation numbers $\nu^2(p)$ coincide with $n(p)$ evaluated from Eq. (1), provided the BCS coupling constant is rather small [13]. For this reason, superfluid systems with and without the FC look more alike than normal ones, since, in normal states of conventional Fermi liquids, the damping makes no difference, whereas in normal states of systems with the FC, the damping becomes a real “weathermaker.” Indeed, the relevant contribution to $\text{Im}\Sigma_R(p, \epsilon)$ is given by [19]

$$
\begin{align*}
\text{Im}\Sigma_R(p, \epsilon) \sim & \sum_{q, \epsilon_1} \int d\omega d\epsilon_1 F(\epsilon, \omega, \epsilon_1, T) \\
& \times |\Gamma(p, \epsilon, \epsilon_1, q, \omega; n)|^2 \text{Im}G_R(p-q, \epsilon - \omega) \\
& \times \text{Im}G_R(-p, -\epsilon_1) \text{Im}G_R(q-p, \omega - \epsilon_1),
\end{align*}
\tag{2}
$$

where the factor

$$
F(\epsilon, \omega, \epsilon_1, T) = \cosh\left(\frac{\epsilon}{2T}\right) \\
\times \left[\cosh\left(\frac{\epsilon_1}{2T}\right)\cosh\left(\frac{\epsilon - \omega}{2T}\right)\cosh\left(\frac{\omega - \epsilon_1}{2T}\right)\right]^{-1},
$$

[1] This article was submitted by the authors in English.
it by should somehow be specified. Bearing in mind that

First we evaluate the rate. Taking for certainty the energy and momentum integrations in Eq. (2) separately, (i) the quantity \( \Gamma (n) \) should somehow be specified. Bearing in mind that \( \eta \) is small, we neglect the FC contributions to \( \Gamma \), replacing it by \( \Gamma (n_f) \). In this work, we continue to examine a scenario of [18] when the fermion condensation precedes the antiferromagnetic phase transition and employ the same amplitude \( \Gamma (p, p_f; n_f) \) as in [20, 18].

We start with the case \( \epsilon \gg T \), and set \( T = 0 \) in the integral (2), thus dropping all \( T \)-dependent contributions. First we evaluate \( \gamma_c (\epsilon \rightarrow 0) \). In this case, (i) contributions from processes involving only the FC states prevail (see below), (ii) the quantity \( |\Gamma (n_f)|^2 \sim \beta^{-4} \) can be factored out of the integral (2), and (iii) the quantity \( s(p \in C, T) \), which vanishes over the FC region at \( T = 0 \), can be verified to remain small compared to leading terms in Eq. (2) and thus can be neglected. As a result, the energy and momentum integrations in Eq. (2) separate. Taking for certainty \( \epsilon > 0 \) and omitting numerical factors, we are left with

\[
\gamma_c (\epsilon \rightarrow 0) \sim \beta^{-4} \eta^2 \cdot \int_{0}^{\epsilon} \int_{0}^{\omega} A_C (\epsilon - \omega) A_C (-\epsilon_1) A_C (\omega - \epsilon_1) d\omega d\epsilon_1, \tag{3}
\]

where \( A_C (\epsilon) = \text{Im} G_R (p \in C, \epsilon) \). To proceed, we insert \( \gamma_c (\epsilon \rightarrow 0) \sim \epsilon^{\nu_c} \) into the Kramers–Krönig relation to obtain \( \sigma_c (\epsilon \rightarrow 0) \sim \epsilon^{\nu_c} \). We then substitute \( \gamma_c \) and \( \sigma_c \) into \( A_C \) and find \( A_C (\epsilon \rightarrow 0) \sim \epsilon^{\nu_c} \). Finally, upon inserting this result into Eq. (3), we arrive at \( \nu_c = 1/2 \) [16]. More precisely, one obtains \( \gamma_c (\epsilon \rightarrow 0) \sim \beta^{-1} (\eta \epsilon^0 \epsilon)^{1/2} \) and

\[
G_R (p \in C, \epsilon \rightarrow 0) \sim \epsilon^{-1/4} [\gamma_c (\epsilon \rightarrow 0)]^{-1} \sim \epsilon^{-1/4} \beta (\eta \epsilon^0 \epsilon)^{-1/2}. \tag{4}
\]

This result can be shown to hold even if the momentum dependence of the quantities \( \gamma_c (p, \epsilon) \) and \( \sigma_c (p, \epsilon) \) is properly taken into account to ensure the correct momentum distribution \( n(p) \). We see that, in the FC region, the conventional structure of the Green’s function is destroyed, the familiar pole being replaced by a branch point at \( \epsilon = 0 \).

Now we are in position to discuss the impact of the damping on the topological charge \( N \) of a system with the FC introduced by Volovik [8]. Recall that in 2D systems this charge is given by the integral

\[
N = \oint_{L} \frac{d\ell}{2\pi i} G(p, \epsilon = i\Omega) d\Gamma^{-1} (p, \epsilon = i\Omega) \tag{5}
\]

taken along the contour \( L \) embracing the Fermi line in the 3D space \( (p_x, p_y, \Omega) \). If one neglects the \( \epsilon \) dependence of \( \Sigma (p, \epsilon) \), then the FC Green’s function \( G(p \in C, \epsilon) = [\epsilon + \mu - p^0 - \Sigma(p, \epsilon)]^{-1} \) becomes \( 1/\epsilon \) and, upon inserting this expression for \( G \) into the integral (5), one finds \( N = 1/2 \), implying that systems with the FC form a separate class of normal Fermi liquids [8]. What happens to the topological charge \( N \) if the energy dependence of the mass operator is incorporated and \( G = 1/\epsilon \) is replaced by the Green’s function (4)? After performing simple integration, we are again led to the previous result \( N = 1/2 \) [8], in spite of the dramatic alteration of the Green’s function itself that occurs in the FC region.

In the transition region \( T \), the decay into the FC states is not kinematically forbidden. Accordingly, \( \gamma_t (\epsilon \rightarrow 0) \sim \beta^{-1} (\eta \epsilon^0 \epsilon)^{1/2} \), while the function \( s(p \in T) \) already differs from zero. Requiring it to vanish at the boundaries of the FC region, along with its first derivative, one finds that in the region \( T \), the conventional structure of the Green’s function is recovered, but in the vicinity of the FC domain, SP excitations appear to be ill-defined, since the pole of \( G(p, \epsilon) \) is located close to the imaginary energy axis.

In the region M, dominant contributions to \( \text{Im} \Sigma_R (\epsilon) \) come from a process associated with the generation of three states: two from the FC region and one from the M
played as spectrum and vanishes otherwise. It is seen that, in this case, the integration, we are led to the result and introduce that the damping upon inserting this expression into Eq. (3), one finds evaluation of the function has the form according to Eq. (4), the leading term in the FC Green’s function has the form . The damping of the SP states (solid lines) in the vicinity of the vHP and (thin lines) around the diagonals of the Brillouin zone, as calculated with the scattering amplitude (upper panel) 0.1 and (lower panel) 0.01. Damping is measured in .

Fig. 1. The damping of the SP states (solid lines) in the vicinity of the vHP and (thin lines) around the diagonals of the Brillouin zone, as calculated with the scattering amplitude , where is the density of states and .

The damping can be applied to the case , where, according to Eq. (4), the leading term in the FC Green’s function has the form . Upon inserting this expression into Eq. (3), one finds that the damping , where , can be displayed as , where the constant specifies the compound, while the dimensionless quantity obeys the universal integral equation

The constant being a characteristic of the given compound. The function starts out of the origin as a parabolic function , the asymptotic regime , is attained at . Equations (7) and (8) hold even in superfluid states as long as the gap value remains less than the damping . On the other hand, they are violated if the energy attains values for which contributions to that were omitted from Eqs. (3) and (6) become comparable to the terms that were retained. A leading correction to the integral comes from the final states, which involve one hole (particle) belonging to the region T. Equation (6), with the single replacement , can be employed to estimate this contribution.

We find , which is independent of the value. Estimation of other corrections to that were carried out along the same lines, justified by the identification of (3) and (6) as paramount contributions to until exceeds the characteristic FC energy . Evaluation of the dependence of relevant quantities in the region yields and evaluated by comparison of .

At energies , corrections exhibit themselves in full force, so Eq. (2) should be solved numerically in conjunction with the Kramers–Krönig relation, employed to connect and . This is performed with the aid of an iteration procedure, which converges rapidly. In Fig. 1, we display results from these calculations. Two different values, specifying the fraction of the Brillouin zone occupied by the FC, were considered: (a) , close to the maximum value in the model of fermion condensation driven by antiferromagnetic fluctuations, and (b) . Despite the simplicity of the interaction adopted, the salient features of ARPES data [3, 6, 15] are reproduced, including the shape of the curve evaluated by comparison of .
function of \( x = \varepsilon/T \) measured in [3] for the optimally doped cuprate \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8 + \delta \) provided the proper normalization of the results is done. Moreover, our theory predicts the same behavior of \( \text{Im} \Sigma(p \in M, \varepsilon/T) \) in different compounds. This can be seen from Fig. 2, where two curves of \( \text{Im} \Sigma(p \in M, x, T)/T \) evaluated at \( \eta = 0.1 \) and \( \eta = 0.01 \) and normalized at \( x \gg 1 \) to the same slope are compared to each other and to experimental data [3]. At the same time, as seen from the above formula \( \gamma_c(x, T) = \gamma_c \sqrt{T/\varepsilon} D(x) \), the linearity of \( \text{Im} \Sigma(p) \) with \( T \) at a given \( x \) uncovered in [3] is destroyed in the FC region, and, instead, this function displays \( \sqrt{T} \) dependence.

The above scenario, in which the fermion condensation precedes the antiferromagnetic phase transition, does apply in the three-dimensional case, although the range of the FC region shrinks markedly. Along the same lines, one can analyze the situation with fermion condensation in the vicinity of other second-order phase transitions, such as charge-density-wave instability [12]. So far, the feedback of the FC on the scattering amplitude \( r \) has been ignored. However, the simplest FC diagram, i.e., a loop evaluated with the FC Green’s function (4), diverges logarithmically. As a result, we are led to a familiar problem of the parquet-diagram summation, the solution to which will be reported in a separate paper.

Summing up the results of our analysis, we infer that electron systems with a fermion condensate, irrespective of the dimensionality, do not admit Landau quasiparticles, since the renormalization factor \( z = (1 - \partial \Sigma/\partial \varepsilon)_\varepsilon^{-1} \) determining the quasiparticle weight in the SP state vanishes in all regions of the Brillouin zone. The model of fermion condensation presented here allows one to explain basic features of the spectral functions of normal states of high-\( T \) superconductors, including (i) the marginal Fermi liquid behavior of the damping of SP states around the diagonals of the Brillouin zone (the M region) and (ii) the suppression of the peaks in APRES data in the immediate vicinity of the van Hove points (the C region). The universal behavior of the ratio \( \text{Im} \Sigma(p \in M, T, x, \varepsilon)/T \), where \( x = \varepsilon/T \); as established in the M region in [3], is also reproduced in this model. Moreover, our model predicts that all data for \( \text{Im} \Sigma(p \in M, T, x) \), when properly normalized, should collapse on the same curve. However, as we have seen, this universal behavior is destroyed in the C region.
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The general scattering-matrix formalism is suggested for the description of shot noise in single-channel quantum NS contacts in the presence of smeared Andreev levels in the $eV < \Delta$ regime. It is shown that the noise spectral density as a function of frequency shows a number of characteristic features due to the presence of the Andreev resonances in the system. It turns out that, by analyzing these singularities, one can determine the relative phases of the Andreev reflection amplitudes corresponding to the neighboring resonances.
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Shot noise in normal and superconducting systems is an interesting phenomenon, because it can be used to examine those features of electron transport which do not affect quantities of the type of current–voltage characteristic.

For example, the noise spectral density $S(\omega)$ of a normal quantum conductor has a singularity at frequency $\omega = eV/\hbar$ specified by the contact voltage $[1, 2]$. At the same time, shot noise of an ideal NS contact in the $eV < \Delta$ regime has a singularity at the Josephson frequency $h\omega = 2eV$ $[3, 4]$. Since both these systems have well-defined linear current–voltage characteristics, it seems quite unexpected that the noise has a certain "intrinsic" frequency. This frequency is caused by a peculiar kind of two-particle interference, and it is precisely for this reason that it appears in the noise and not in conductance. In the $eV > \Delta$ regime, the noise shows additional features at frequencies $h\omega = 2\Delta$ and $eV \pm \Delta$ (see $[5, 6]$) related to the singularity in the conductance at $eV = \Delta$.

The noise singularities at a finite frequency $\omega_0$ can also be revealed by studying the experimentally more accessible low-frequency noise in the presence of an additional ac voltage at frequencies $\Omega = \omega_0/n$ with integer $n$'s. For the normal contact and $eV = nh\Omega$, singularities in the zero-frequency noise spectral density $S(0, V)$ were found in $[2]$ in the presence of ac voltage at frequency $\Omega$ (this was confirmed experimentally in $[7]$). Similarly, $S(0, V)$ for an NS contact also shows singularities in the presence of ac voltage at frequency $\Omega$, but now $2eV = nh\Omega$ $[4]$, which was demonstrated experimentally in $[8]$.

In $[2, 4, 5]$, noise was studied using the scattering matrix formalism. However, this matrix was assumed to be independent of the particle energy.

In this work, we consider shot noise in superconducting systems in the Andreev regime $eV < \Delta$ at zero temperature, when the smeared Andreev energy levels (resonances) may be present, so that the scattering matrix of the system may depend explicitly on energy. It is found that the noise singularities can appear in this case at frequencies $(eV \pm \epsilon_n)/\hbar$ and $(\epsilon_n \pm \epsilon_m)/\hbar$.

It is remarkable (and unexpected) that the relative phases of the resonances can be judged from the presence of singularities at frequencies $(\epsilon_n \pm \epsilon_m)/\hbar$. Note that the problem of relative phases is not all that trivial. Experiments $[9]$ demonstrate that the relative phase of the transmission amplitudes corresponding to two neighboring resonances in a quantum dot is a multiple of $2\pi$, instead of expected $\pi$ (a plausible explanation of this experiment is given in $[10]$). The revelation of the fact that the relative phases can be measured and the development of the general formalism for the description of noise in the presence of Andreev resonances are the major results of this work.

Moreover, in the particular case of the Andreev resonance near the Fermi level, a singularity appears at $\omega = eV/\hbar$, which is typical of a normal conductor. This was likely observed experimentally in $[11]$. Our calculations show that the appearance of the frequency $\omega = eV/\hbar$ in this case does not necessarily means that there is a transition to normal conductivity.

Both in the stationary case and in the presence of ac voltage, the calculation of noise using the scattering matrix technique is the well-known procedure and can be found in many works, so we will not go into the details of this calculation (see, e.g., $[1, 2, 4, 5, 12]$ and references therein). We will assume that a single nor-
nal metal contact is attached to the mesoscopic system under study. To calculate noise, one has to determine the scattering matrix for the contact. In the electron–hole space, this matrix has the form

\[
\hat{S}(\epsilon) = \begin{pmatrix}
  s_{ee}(\epsilon) & s_{eh}(\epsilon) \\
  s_{he}(\epsilon) & s_{hh}(\epsilon)
\end{pmatrix}.
\]  

(1)

We will not describe the internal organization of the mesoscopic system in detail but merely construct the scattering matrix using the unitarity and the electron–hole symmetry conditions (the latter follows from the Bogoliubov equation), assuming that the widths and positions of resonances are given by \( E_n = \epsilon_n - i\Gamma_n/2 \):

\[
s_{ee}(\epsilon) = s_{hh}^*(-\epsilon), \quad s_{eh}(\epsilon) = -s_{he}^*(-\epsilon), \quad |s_{he}(\epsilon)| = |s_{eh}(\epsilon)|.
\]  

(2)

Since all resonances \( E_n \) are simple poles of the \( \hat{S} \) matrix, the scattering matrix can be sought in the form

\[
\hat{S}(\epsilon) = \hat{S}_0 + \sum_n \left( \frac{\hat{S}_n}{\epsilon - E_n} + \frac{\hat{S}_n^*}{\epsilon - E_n^*} \right),
\]  

(3)

where \( \hat{S}_0 \) and \( \hat{S}_n \) are the constant \( 2 \times 2 \) matrices, and \( E_n = \epsilon_n - i\Gamma_n/2 \) are the resonances symmetric about zero.

Using symmetry conditions (2), one obtains the following relations between the matrix elements of \( \hat{S}_n \) and \( \hat{S}_0 \):

\[
\hat{S}_0 = \begin{pmatrix}
  a_0 & b_0 \\
  -b_0^* & a_0^*
\end{pmatrix}, \quad \hat{S}_n = \begin{pmatrix}
  a_n & b_n \\
  b_n^* & -a_n^*
\end{pmatrix},
\]  

(4)

\[
a_{nn}a_n^* = -a_{n n}a_0^*; \quad b_{nn}b_n^* = -b_{nn}b_0^*.
\]  

(5)

In turn, the unitarity condition gives \( \hat{S}_n^*\hat{S}_0 = \hat{I} \) and

\[
B_n a_0 + \sum_m A_{nm} a_m = a_{nn} b_0 + \sum_m A_{nm} b_m,
\]  

(6)

\[
b_n^* a_0 + \sum_m A_{nm} a_m = -a_{nn}^* b_0 + \sum_m A_{nm} b_m.
\]  

(7)

where \( A_{nm} = 1/(E_n^* - E_m) \).

Let none of the numbers \( a_n \) and \( b_n \) be zero. By introducing the parameters \( \alpha_n = b_n/a_n \neq 0 \), one obtains from Eqs. (6) and (7) the following equations for the coefficients of the scattering matrix:

\[
\alpha_n \alpha_n^* = -1,
\]  

(8)

\[
\sum_m B_{nm} a_m + a_n + b_n \alpha_n^* = 0, \quad \forall n
\]  

where \( B_{nm} = A_{nm}(1 + \alpha_n^* \alpha_n) \). One can rigorously show that, if \( \forall \alpha_n \neq 0 \), then the matrix \( B \) always has its inverse; i.e., Eq. (8) always has a solution for the \( \alpha_n \) numbers.

Using relationships (5), one can verify that the parameters \( \alpha_n \) are not arbitrary but equal to

\[
\alpha_{nn} = \pm \lambda_n e^{i\phi},
\]  

(9)

where \( \lambda_n = \pm 1 \), and \( e^{i\phi} = i(\langle b_0|b_0^*\rangle/\langle a_0|a_0\rangle) \) is a constant phase factor.

Equation (8) and condition (9) completely solve the problem of constructing the scattering matrix. Let \( 2N \) symmetric resonances \( E_n = \pm \epsilon_n - i\Gamma_n/2 \) occur near the Fermi level. Then, by choosing \( n \) numbers \( \lambda_n = \pm 1 \) for each of the \( N \) resonances on one side of the Fermi level and specifying the unitary matrix \( \hat{S}_0 \), one uniquely finds all coefficients of the matrices \( \hat{S}_n \) using Eq. (8) and conditions (4):

\[
\hat{S}_n = a_n \begin{pmatrix}
  1 & \lambda_n e^{i\phi} \\
  \lambda_n e^{-i\phi} & 1
\end{pmatrix}.
\]  

(10)

In the case of narrow resonances, i.e., if \( |\epsilon_n - \epsilon_m| \ll \Gamma_n, \Gamma_m \forall n, m \), the parameterization using numbers \( \lambda_n \) has a clear meaning: if \( \lambda_n \lambda_{n+1} = \mp 1 \) for two neighboring well-separated resonances \( \epsilon_n \) and \( \epsilon_{n+1} \), then the phase of the Andreev reflection amplitude \( s_{he} \) or \( s_{ch} \) changes, respectively, by \( \pi \) or \( 2\pi \) upon going from one resonance to another.

Let us consider a noise at positive frequencies. One can obtain the following expression for the noise at \( 0 < \omega < 2eV/\hbar \) in terms of the Andreev and normal reflection amplitudes:

\[
S(\omega) = \frac{2e^2}{\hbar} \int \frac{(R_N(\epsilon)R_A(\hbar\omega - \epsilon) + K(\epsilon)K^*(\hbar\omega - \epsilon))d\epsilon}{\hbar\omega - eV}
\]  

(11)

where \( R_A(\epsilon) = |s_{he}(\epsilon)|^2, \quad R_N(\epsilon) = |s_{ee}(\epsilon)|^2 \), and \( K(\epsilon) = s_{he}^*(\epsilon)s_{he}(\epsilon) \).
Using Eq. (10), one obtains the following expression for the noise:

\[ S(\omega) = 2\pi e^2 \frac{eV}{h} \int_{-\hbar\omega - eV}^{\hbar\omega} \exp \left( \sum_{nm} \frac{\chi_n \chi_m (1 + \lambda_n \lambda_m)}{(\epsilon - E_n^*) (\epsilon - E_m^*)} + c.c. \right) \]

\[ \times \left\{ R_\delta(\epsilon) - \left( \sum_{nm} \frac{\chi_n \chi_m (1 + \lambda_n \lambda_m)}{(\epsilon - E_n^*) (\epsilon - E_m^*)} + c.c. \right) \right\} \]

where \( \chi_n = a_n^* \sum_m A_{nm} \lambda_n a_m \) is a constant factor and \( eV \) is the contact voltage. Although the integral in Eq. (12) can be elementarily evaluated, we will not present here the results, because the corresponding expressions are rather cumbersome and uninformative.

Certain general conclusions can be drawn for the narrow resonances. Indeed, for \(|\epsilon_n - \epsilon_m| \ll \Gamma_n, \Gamma_m \forall n, m\), one can set \( a_n = 1 \) and \( b_n = 0 \) in the \( \hat{S}_0 \) matrix. Such a choice for \( \hat{S}_0 \) corresponds to the case where the Andreev reflection probability in the resonance is unity, as can easily be seen if one uses the well-known Breit–Wigner formula and expands \( \hat{S}(\epsilon) \) near the respective resonance. Then \( a_n = -i\Gamma_n/2 \) and \( \chi_n = -(i/2)\lambda_n \Gamma_n \forall n \).

Taking also into account that the terms in the second sum of Eq. (12) are the products of these poles located on one side of the real axis and, hence, make a negligible contribution to the integral, one can obtain the following approximate formula for the noise at \( \omega > 0 \):

\[ S(\omega) = 2\pi e^2 \frac{eV}{h} \sum_n \frac{\Gamma_n^2}{2} \left\{ \frac{1}{8} \sum_{nm} \frac{(1 + \lambda_n \lambda_m) \Gamma_n \Gamma_m (\Gamma_n + \Gamma_m)}{(\hbar \omega - \epsilon_n - \epsilon_m)^2 + (\Gamma_n + \Gamma_m)^2/4} \right\} \]

where the summation is over only those resonances for which \( \hbar \omega - eV < \epsilon_n < eV \).

It follows that the finite-frequency noise has singularities of two characteristic types: “steps” at frequencies \( \hbar \omega_n = eV \mp \epsilon_n \) and “dips” with widths \( \Gamma_n + \Gamma_m \) at frequencies \( \omega_{nm} = (\epsilon_n + \epsilon_m)/h > 0 \) such that \( \lambda_n \lambda_m = 1 \), where the noise is partially suppressed (in some cases, almost to zero; see below). Inasmuch as \( \lambda^2 = 1 \ \forall n \), the singularity at \( \omega_{nm} > 0 \) is always of the second type, whereas the appearance of such singularities at frequencies \( \omega_{nm} \) depends on the relative phase of the Andreev reflection amplitudes for the nth and mth resonances.

If \( \lambda_n \lambda_m = -1 \) (relative phase of the Andreev reflection amplitudes for the corresponding resonances is a multiple of \( \pi \); i.e., resonances are “in antiphase”), then the dip appears at frequency \( \omega = |\epsilon_n - \epsilon_m|/h \); in turn, if \( \lambda_n \lambda_m = 1 \) (relative phase is a multiple of \( 2\pi \); i.e., the resonances are “in phase”), then noise is suppressed at frequency \( \omega_{nm} = (\epsilon_n + \epsilon_m)/h \).

As for steps, the singularities of this type are always present, regardless of the relative phase of resonances. Although function (13) has discontinuities at \( \omega_n = (eV + \epsilon_n)/h \), the noise is continuous at these frequencies, because steps have finite widths of order \( \Gamma_n \).

Therefore, Eq. (13) properly describes the behavior of noise away from steps, i.e., at \( eV + \epsilon_n < \hbar \omega < eV + \epsilon_{n+1} \).

One can show that the noise singularities at negative frequencies are exactly the same as at \( \omega > 0 \). Likewise, the positions of noise singularities of the second type (dips) are determined by the relative phases of Andreev resonances. For this reason, the symmetrized current correlator \( S_{\text{sym}}(\omega) = 1/2(S(\omega) + S(-\omega)) \) must show the same singularities and the same dependence of their positions on the relative phases of resonances. Therefore, noise measurements can provide information not only on the position of resonances but also on their relative phases, which cannot be done by measuring only the conductance of a mesoscopic system.

If all resonances have almost the same widths and are arranged periodically (within the widths \( \Gamma_n \) and \( \Gamma_n + 1 \) of the corresponding resonances), i.e., if \( \epsilon_n + 1 - \epsilon_n \approx \Delta_n \), and, if, moreover, any two neighboring resonances are in antiphase, then, as follows from Eq. (13), the noise at positive frequencies \( \omega_n = n\Delta_n/h \) is suppressed almost to zero because of the superposition of singularities at frequencies \( \omega_{nm} = (\epsilon_n + \epsilon_m)/h = (2n - 1)\Delta_n/h \) and \( \omega_{n+1} = (\epsilon_n + \epsilon_{n+1})/h = \omega_{nm} \) such that \( \lambda_n \lambda_{n+1} = 1 \). This situation occurs, for example, in a ballistic NINS contact if the NS interface is close to ideal.

We illustrate this by a particular case where only two resonances, \( E_1 = \epsilon_1 - i\Gamma_1/2 \) and \( E_2 = \epsilon_2 - i\Gamma_2/2 \), fall within the \( eV \) interval (if there are several resonances in the system, we assume that their energies \( \epsilon_n \gg eV \), i.e., that they do not affect the noise behavior at frequencies \( |\omega| \leq 2eV/h \)). All characteristic frequencies can conveniently be schematized by the energy diagram shown in Fig. 1. In this case, the scattering matrix can be parameterized only in two ways: \( \lambda_1 = \lambda_2 = 1 \) (in-phase resonances) and \( \lambda_1 = -\lambda_2 = 1 \) (antiphase resonances). The results of numerical calculation of the noise at positive frequencies are presented for each of the parameterizations in Fig. 2, where the singularities are clearly seen at all characteristic frequencies shown in Fig. 1. One can see from Fig. 1 that (cf. [11]), in the presence of a resonance near \( \epsilon_p \), a step appears at frequency \( \omega = eV/h \), which is not associated with any normal (nonsuperconducting) transport regime.

We now describe qualitatively how a finite temperature influences the noise singularities. At \( T \neq 0 \), the Fermi step is smeared; i.e., the characteristic energy \( eV \)
The steps at frequencies \((eV)\) smear of the resonances by \(\sim T\) in the diagram in Fig. 1 is smeared by \(\sim 510^{+}e_{2}^{-}\)(not kept).

Diagram of the characteristic energy intervals in the system. The corresponding frequencies are indicated by arrows, and the resonance widths are cross-hatched (scale is not kept).

Fig. 2. Noise at positive frequencies in units of \(S_{0} = 2(e^{2}/h)eV\) for (a) in-phase levels and (b) antiphase levels: \(e_{1} = 0.2\ eV, e_{2} = 0.8\ eV, \Gamma_{1} = 0.02\ eV,\) and \(\Gamma_{2} = 0.03\ eV.\)

in the diagram in Fig. 1 is smeared by \(-T\) (similar to the smearing of the resonances by \(-\Gamma\)). At \(T \ll \min|\epsilon_{n} - \epsilon_{m}|\), the steps at frequencies \((eV)\) are broadened to \(\Gamma_{n} + T\) (Fig. 1), and the singularity at the Josephson frequency \(2eV/h\) acquires a width of \(\sim 2T\). As for the singularities of the second type (dips) at frequencies \((\epsilon_{n} + e_{m})/h, \epsilon_{n}, e_{m} = eV\), their widths and shapes should not change at temperatures \(T \ll \min|\epsilon_{n} - \epsilon_{m}|\).

One can see that the noise has no zero-frequency singularities in the case of narrow resonances. Now let any two neighboring resonances, \(\epsilon_{1}\) and \(\epsilon_{2}\), be in antiphase and separated by a distance which cannot be regarded as small (i.e., \(\epsilon_{2} - \epsilon_{1} \sim \Gamma_{1}, \Gamma_{2}\), but both them are away from the Fermi level (\(\epsilon = 0\)). In this case, one cannot use the Breit–Wigner formula for calculating the scattering amplitudes near \(\epsilon_{1}\) and \(\epsilon_{2}\). Whereas \(R_{s}(\epsilon)\) for narrow resonances has maxima exactly at \(\epsilon_{n}\), such is not the case for two closely spaced resonances. These resonances merge; i.e., the maxima of \(R_{s}(\epsilon)\) start to approach each other and occur at the points \((1/2)(\epsilon_{1} + \epsilon_{2})\pm (1/2)\sqrt{(\epsilon_{2} - \epsilon_{1})^{2} - \Gamma_{1}\Gamma_{2}}\) separated by a distance smaller than the distance between the corresponding quasi-discrete energy levels. The resonances fully merge at \(\Delta = \epsilon_{2} - \epsilon_{1} = \sqrt{\Gamma_{1}\Gamma_{2}}\), resulting in a single maximum (equal unity) of \(R_{s}(\epsilon)\) at \(\epsilon = (\epsilon_{1} + \epsilon_{2})/2\). On further decrease in \(\Delta\), this maximum decreases to zero. Therefore, after the resonances fully merge, measurement of conductance alone will not give an answer to the question as to whether two closely spaced quasi-discrete levels or only one level occur at \((\epsilon_{1} + \epsilon_{2})/2\).

One should expect that if the \(\Delta\) distance becomes too small (\(\Delta \sim \sqrt{\Gamma_{1}\Gamma_{2}}\)), then the corresponding noise singularities at frequencies \(2\epsilon_{1,2}/h, (\epsilon_{V} + 2\epsilon_{1,2})/h\), etc., also merge. In particular, the singularity at \((\epsilon_{2} - \epsilon_{1})/h\) shifts exactly to zero. The analytic expression for the low-frequency noise at \((\epsilon_{1} + \epsilon_{2})/2 \ll eV\) has the form

\[
S(\omega) = \frac{4\pi e^{2}}{h} \frac{\Delta^{2} + \Gamma^{2}}{\Delta^{2} + \Gamma_{+}^{2}} \times \left\{ 1 - \frac{\Gamma_{+} \cos 2\phi + (\hbar \omega + \Delta) \sin 2\phi}{2\Gamma_{+}} \right\}^{\frac{2}{2\Gamma_{+}}},
\]

where \(\Gamma_{+} = (\Gamma_{1} + \Gamma_{2})/2, \Gamma_{-} = (\Gamma_{1} - \Gamma_{2})/2,\) and \(\phi = \arctan(\Gamma_{+}/\Delta)\). The results of the numerical calculation of the noise near zero frequency are presented in Fig. 3 as functions of the ratio \(\Gamma_{0}/\Delta\). One can see that, at \(\Gamma_{0}/\Delta < 1\) (“near-narrow” resonances), noise has a minimum near (but not at) zero; \(\Gamma_{0}/\Delta \sim 1\) the minimum shifts to zero; and at \(\Gamma_{0}/\Delta > 1\) the noise has a maximum at zero.

Let us now briefly consider the nonstationary case with an alternating vector potential \(A_{0}(t) = A_{0}\sin \Omega t\) applied to a restricted region of width \(d\) near the contact. We are interested in the dependence of the zero-
frequency noise $S_0(\Omega, V)$ on the frequency of ac potential and the contact voltage. Assuming that electrons passing through the region with ac potential gain an additional phase $\Phi(t) = \Phi \sin \Omega t$ ($\Phi = 2\pi \int dx A_A/\Phi_0$) and that the potential $A_A(t)$ weakly changes in a time of electron passage through the scattering region, one can obtain

$$S_0(\Omega, V) = \sum_{n = -\infty}^{\infty} \left( 1 - 2e \left( n - \frac{2eV}{h\Omega} \right) \right) J_n^2(2\Phi) F(n\Omega),$$  \hfill (15)$$

where $J_n(x)$ is the Bessel function and $F(\omega) = 2e^2/h \int_{h\omega - eV}^{h\omega + eV} (R_A(h\omega - \epsilon) R_N(\epsilon) + K(\epsilon) K^*(h\omega - \epsilon)) d\epsilon$ [see Eq. (11)]. Since $F(2eV) = 0$, the first derivative of the noise with respect to the voltage is equal to

$$\frac{\partial S_0(V, \Omega)}{\partial V} = \sum_{n = -\infty}^{\infty} \left( 1 - 2e \left( n - \frac{2eV}{h\Omega} \right) \right) J_n^2(2\Phi) \frac{\partial F(n\Omega)}{\partial V}.$$  \hfill (16)$$

It is seen that the derivative $\partial S_0/\partial V$ as a function of $V$ has discontinuities (steps) at $2eV = n\hbar\Omega$. This result was obtained in [2] for the nonresonant case. In the resonant case, additional features appear as small peaks at $eV = \epsilon_i$, and $eV = n\Omega \pm \epsilon_i$, with widths $\Gamma_i$ and heights given by the Bessel function squared $J_n^2(2\Phi)$. It should be noted that both the step heights at $2eV = n\hbar\Omega$ and the peak heights at $eV = \epsilon_i$ and $n\hbar\Omega \pm \epsilon_i$ are sensitive to the phase incursion during the electron (hole) passage through the region with the ac potential.

This calculation is formally valid only if $\hbar\Omega \ll \Gamma_i$ (the ac potential weakly changes during the scattering time). Because of this, the results obtained are formally invalid at $\hbar\Omega > \Gamma_i$. However, we believe that, at a qualitative level, they correctly describe the behavior of $\partial S(0)/\partial V$ in this case as well (at least, this relates to the positions of the peak and step singularities).
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**Fig. 3.** Noise near $\omega = 0$ for the case of closely spaced levels $\Gamma_1 = \Gamma_2 = 0.1\Sigma$, where $\Sigma = (\epsilon_1 + \epsilon_2)/2$; $\Gamma_1/\Delta = \text{(solid line)} 0.25$, (finely dashed line) 1, and (coarse-dashed line) 10.
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In 1952, Wick, Wightman, and Wigner [1] claimed that the coherent linear superpositions of states with even and odd numbers of fermions are incompatible with the Lorentz invariance and introduced the superselection rule, according to which such linear superpositions are physically impossible. In actuality (as was pointed out in [2, 3]), the superselection rule is the alternative to the existence, along with the Lorentz invariance and introduced the superselection rule (see [4]).

In this work, it is proved theoretically that the superselection rule is, generally, not self-consistent. Namely, simple realistic systems with variable numbers of electrons are considered, which are governed by the Hamiltonians whose eigenvectors are all coherent superpositions of the states with even and odd numbers of electrons. The idea of the proof is as follows.

The number of electrons is a conserved quantity which is analogous, in this respect, to the momentum and the angular momentum. Physical systems with Hamiltonians whose eigenvectors are all coherent superpositions of the states with different momenta are well known. A particle in an external potential field depending on the particle coordinate is the simplest system of this type. In fact, this particle is part of an isolated system consisting of the particle and a certain massive body, the interaction with which can be described as an external field acting on the particle. As known, this is justified only if certain requirements are fulfilled. For example, the states of a massive body must adiabatically adjust to the changes in the particle coordinate in order to prevent excitation of the body degrees of freedom.

Below, the systems with variable numbers of electrons are considered which form, together with the environment, an isolated common system with a fixed number of electrons. The interaction of the system with the environment (an analogue of a massive body in the above-mentioned example) can be described as an external field acting on the system. In the case considered, this field does not commute with the electron operators in the system (by analogy with the fact that
the potential energy of interaction between a particle and a massive body does not commute with the particle momentum operator). Moreover, this field has the spinor character; i.e., it changes sign under the $\mathbf{O}(2\pi)$ and $\mathbf{R}^2$ transformations. All eigenfunctions of the Hamiltonian of the system are coherent superpositions of the states with even and odd numbers of electrons.

Below, an experiment will also be proposed which generalizes the Nakamura et al. experiment [5] on the observation of quantum coherence between the states with different (but even in both cases) numbers of electrons. The implementation of this experiment will directly demonstrate the coherence between the states with even and odd numbers of electrons.

1. Let us consider two typical examples where the interaction of the two parts of a total closed system can be described in terms of spinor external fields.

Let there be two quantum dots and one electron which can occur with close energies in either of the dots and has a certain spin projection, specified once and for all. The quantum dots have gates, whose electric potentials can be varied to move the electron energy levels. In the second quantization representation, a complete set of system states $|n, N\rangle$ consists of two states:

$$|0, 1\rangle, |1, 0\rangle. \tag{1}$$

Here, $n$ and $N$ are the numbers of electrons in the first dot (which will be referred to as system) and the second dot (referred to as environment), respectively. The characteristic feature of states (1) is that the set of environment quantum numbers $N$ is uniquely determined by the quantum numbers of the system: $N = 1 - n$. It is this property that allows the interaction of the system with environment to be treated as an external field acting on the system. Indeed, the state of a system comprising a part of the total closed system is generally described by the density matrix

$$|q\rangle\langle q| = \sum_q |q', Q\rangle\langle Q, q|,$$

where $q$ and $Q$ are the sets of quantum numbers, respectively, of the system and environment, and the summation is over all $Q$’s which are possible for a given $q$ and $q'$. In the case considered, no more than one term is nonzero in the sums, and the density matrix of the system, in actuality, corresponds to the pure state $|n\rangle = |n, 1 - n\rangle$.

With allowance made for electron tunneling between the quantum dots, the Hamiltonian of the total system is

$$H = H_0 + H_r, \tag{2}$$

where

$$H_0 = e(n) + E(N). \tag{3}$$

In Eq. (3), $e(n)$ and $E(N)$ are the energies of quantum dots in the gate potentials without tunneling, and

$$H_r = V a A^+ - V^* a^+ A, \tag{4}$$

where $V$ is the tunneling amplitude; $a$, $a^+$ and $A$, $A^+$ are the operators of electron annihilation and creation in the system and the environment, respectively. In the usual representation (see [6], Sec. 65), the action of the operators $A$ and $A^+$ on vectors (1) is given by the formulas (if the result is nonzero)

$$A|0, 1\rangle = |0, 0\rangle, A^*|1, 0\rangle = |1, 1\rangle. \tag{5}$$

The substitution of Eqs. (5) into Hamiltonian (4) shows that the tunneling Hamiltonian in the case of interest is equivalent to the following interaction Hamiltonian involving only the system operators:

$$H_\eta = \eta a + \eta^* a^+. \tag{6}$$

Here, the operators $a$ and $a^*$ act on the vectors $|n\rangle$ by the usual rules of an isolated system, and $\eta$ is the external field equal to $-V$ in the representation used. The total Hamiltonian of the system is then

$$H = e(n) + E(1 - n) + H_\eta, \tag{7}$$

so that the total interaction energy is the sum of the second and third terms in Eq. (7). Under the $\mathbf{O}(2\pi)$ and $\mathbf{R}^2$ transformations, the field $\eta$, as well as the operators $a$ and other spinor quantities, change sign so that, for a given field value, Hamiltonian (6) is not invariant about these transformations. Due to the presence of terms linear in electron operators, all eigenstates of the Hamiltonian are coherent superpositions of the states with even and odd numbers of electrons.

2. Let us consider a more complicated system, which generalizes the system used in the experiments of Nakamura et al. [5]. Let a single-Cooper-pair box $B$ [5] be connected through tunneling contacts to a macroscopic superconductor (Cooper-pair reservoir) $S$ and a quantum dot $d$. Our system differs from the system of Nakamura et al. by the presence of quantum dot $d$. Moreover, the sizes of box $B$ must be such that the single-electron level spacing in it (on the order of $\delta = E_F N$, where $E_F$ is the Fermi energy and $N$ is the total number of electrons in the box) is large compared both to temperature and to the amplitudes of electron tunneling from the box to $d$ and $S$. In this sense, the box should be similar to the systems used in the experiments of Ralph et al. [7]. The box $B$ and the quantum dot $d$ have gates whose potentials $U_B$ and $U_d$ can be varied to vary the relative positions of energy levels. Let $|0\rangle$ be the box ground state with energy $e_0$ corresponding to the presence of a certain number of electron pairs in it (in the absence of tunneling). The number $n$ of electrons in $B$ is reckoned from its value in the $|0\rangle$ state. By varying
the interaction of electrons). Denote the corresponding electron-spin projections is large because of the Coulomb interaction of electrons. Denote the corresponding energies by $E_0$ and $E_1$. By varying $U_d$, the sum $e_1 + E_1$ can be made close to $e_2 + E_0$. Therefore, the total system composed of the box $B$ and its environment $(S + d)$ can occur in four states with close energies (and zero total spin projection). In the second quantization representation $|n_1, n_2; N_1, N_2\rangle$, where $n_\alpha$ and $N_\alpha$ are the numbers of electrons with spin projections $\alpha = 1$ and $2$ in the box and the dot, respectively, these are

$$|0, 0; 0, 0\rangle, |1, 0; 0, 1\rangle, |0, 1; 1, 0\rangle, |1, 1; 0, 0\rangle.$$ (8)

Inasmuch as the macroscopic superconductor $S$ contains a Cooper-pair condensate, its state does not change upon changing the number of pairs by unity. As to the single electrons, they cannot appear in the superconductor, because the energy gap is assumed to be larger than $\delta$.

In the states (8), the environment quantum numbers $N_\alpha$ are uniquely determined by the box quantum numbers $n_\alpha$:

$$N_1 = (1 - n_1)n_2, \quad N_2 = (1 - n_2)n_1.$$ (9)

For this reason, the Hamiltonian

$$H_i = Va_aA_\alpha^\dagger - V^*a_\alpha^A_\alpha^\dagger,$$ (10)

($V$ is the tunneling amplitude, and $a_\alpha$, $a_\alpha^+$ and $A_\alpha$, $A_\alpha^+$ are the electron operators in the box and quantum dot, respectively) describing the tunneling interaction of $B$ and $d$ is equivalent to the Hamiltonian

$$H_\zeta = V(a_1n_2 + a_2n_1) + \text{h.c.},$$ (11)

containing only the box operators. Indeed, one can directly verify that all matrix elements of Hamiltonian (10) between the states (8) are equal to the respective matrix elements of Hamiltonian (11) between the states $|n_1, n_2\rangle = |n_1, n_2; (1 - n_1)n_2, (1 - n_2)n_1\rangle$.

Note that Hamiltonian (10) has nonzero matrix elements between the states (8) and the states with $N_1 = N_2 = 1$, whose energies, as mentioned above, are very high. The Hamiltonian (11), being the effective Hamiltonian of a system with the four energetically closely spaced states, naturally, has no such matrix elements.

After simple mathematics, Eq. (11) can be brought to the form

$$H_\zeta = \zeta n(a_1 + a_2) + \text{h.c.},$$ (12)

where $n = n_1 + n_2$ and $\zeta = V$ is an external spinor field. It should be emphasized that Eqs. (12) and (6) are written in the form that is, evidently, not invariant about the spin rotations. The matter is that all the above considerations are not invariant about these transformations, because the original sets of states (1) and (8) are not invariant [the set (8) contains both singlet $|1, 0; 0, 1\rangle - |0, 1; 1, 0\rangle$ and triplet $|1, 0; 0, 1\rangle + |0, 1; 1, 0\rangle$ combinations]. Both (1) and (8) are complete sets of degenerate (in the absence of tunneling) states if the system is placed in an external magnetic field. This is of no significance when one is interested in the symmetry about the $O(2\pi)$ and $R^2$ transformations.

Due to the insensitivity of the state of superconductor $S$ to a change in the number of Cooper pairs by unity, the tunneling interaction of the box $B$ with superconductor $S$ can also be described as the action of a scalar external field $J$ on $B$. The interaction Hamiltonian is given by the well-known formula

$$H_J = Ja_a + \text{h.c.}$$ (13)

The field magnitude $|J|$ is equal to a half of the Josephson energy, and the $J$ phase is determined by the phase of the superconductor order parameter.

The total Hamiltonian of the box can be represented as

$$H = \left(2\epsilon_1 - \frac{\epsilon_2}{2}\right)n + \left(\frac{\epsilon_2}{2} - \epsilon_1\right)n^2 + H_\zeta + H_J,$$ (14)

where $\epsilon_1 = e_1 + E_1$ and $\epsilon_2 = e_2 + E_0$ are the energies of the states with one ($n = 1$) and two ($n = 2$) electrons; the energy origin is chosen so that the energy $e_0 + E_0$ of the ground state with $n = 0$ is zero.

The spinor external fields were considered in my work [2] without, however, specifying the exact conditions under which the interaction of a system with environment could be described using external fields. The one-electron example considered above was, in fact, also discussed earlier (see [8, 9], Chap. 5) and used in [2, 3, 8, 9] to draw the conclusion about non-self-consistency of the concept of the superselection rule.

3. Thus, the introduction of additional spinor space–time coordinates is the only way to attack the problem. Assuming that these coordinates are the nonrelativistic limit of the coordinates introduced in the field theory to account for the supersymmetry, one obtains [2, 3] additional anticommuting $\{\theta_\alpha, \theta_\beta\} = 0$ spinor coordinates $\theta_\alpha$, with $\alpha = 1$ and 2. Whatever the actual superspace structure is in the relativistic case, this simplest possibility should exist for every particular fermionic system in the nonrelativistic limit. This situation is analogous to that occurring for the Dirac bispinors or any other relativistic fermionic fields, which leave, in the nonrelativistic limit for spin 1/2, only the universal Pauli spinors. As was pointed out in [2, 3], the degrees of freedom of the systems considered above and in [2, 3]...
possessing a set of several states with close energies correspond, at low temperatures where all usual spatial degrees of freedom are completely frozen out, to the “motion” of the system “as a whole” along the additional coordinates \( \theta_a \). In this case, the operators \( a_a^+ \) and \( a_a \) in the Hamiltonians of the types (6), (12), and (13) play the role of collective fermion coordinates and momenta: \( a_a^+ = \theta_a \) and \( a_a = \partial / \partial \theta_a \).

4. If the energy of one-electron states of the system described by Eq. (14) is far above all other energies, i.e., if \( \epsilon_1 \gg \epsilon_2 \), \( |J|, |V| \), it becomes a two-level system considered by Nakamura et al. [5] obeying the time-dependent Schrödinger equations

\[
\dot{a} = \tau b, \quad \dot{b} = \epsilon b + \tau^* a, \quad (15)
\]

where \( \tau = J \) and \( \epsilon = \epsilon_2 \). The general state of this two-level system is a superposition \( a(0, 0) + b(1, 1) \) of states with different, but even, numbers of electrons.

In the limiting case \( \epsilon_2 \gg \epsilon_1, |J|, |V| \), system (14) transforms to a two-level system of the second type obeying Eqs. (15) with \( \epsilon = \epsilon_1 - 2|V|^2 / \epsilon_2 + |J|^2 / \epsilon_2 \) and \( \tau = \sqrt{2} JV^*/ \epsilon_2 \). Its general state is a superposition \( a(0, 0) + (b, b^*)(1, 0) + (0, 1) \) of states with even and odd numbers of electrons in the box.

The system considered in paragraph 1 is also a two-level system of the second type. The corresponding parameters are \( \tau = -V \) and \( \epsilon = \epsilon(1) + \epsilon(0) + E(0) - E(1) \), and the general state is \( a(0, 0) + b(1, 1) \).

The experiment of Nakamura et al. [5] is as follows. Before the initial time \( (t = 0) \), a two-level system was in the ground state with the gate potential such that \( \epsilon \gg \tau \). Accordingly, \( a = 1 \) and \( b = 0 \). At \( t = 0 \), the gate potential rapidly changes to a value for which \( \epsilon \gg 0 \). Then, the potential remains constant for a time \( \Delta t \), after which it rapidly regains its initial value. On the time interval between \( t = 0 \) and \( t = \Delta t \), the system obeys Eqs. (15) with \( \epsilon = 0 \) and initial conditions \( a(t = 0) = 1 \) and \( b(t = 0) = 0 \). Then \( a(t) = \cos \tau t \) and \( b(t) = \sin \tau t \), where \( b = (i \tau / \tau^*) b(t) \) so that \( |b| = |b| \). At \( t = \Delta t + 0 \), one measures the excited-state population

\[
|b(\Delta t)|^2 = \frac{1}{2} (1 - \cos 2\tau |\Delta t|) \quad (16)
\]

as a function of pulse duration \( \Delta t \). This can be done (as in the experiment of Nakamura et al. [5]) using a probe electrode connected to the box through a tunneling contact or (as in the experiment of Aassime et al. [10]) using a probe electrometer based on a single-electron transistor. The observed oscillations indicate that the system coherently oscillates between the states with electron numbers 0 and 2 on the time interval \( (0, \Delta t) \). If such an experiment had been performed with a two-level system of the second type, it would have been proved that the corresponding systems coherently oscillate between the states with electron numbers 0 and 1. It should be emphasized that this interpretation of the oscillations is essentially based on the description of the system by the Hamiltonians (7) and (14), which account for the interaction with environment by introducing the fields \( J, \zeta, \) and \( \eta \). As pointed out in paragraph 3, the systems considered are oscillators moving along the fermionic spatial coordinates \( \theta_a \). However, if one interprets oscillations (16) as a phenomenon occurring in the total closed system, then they are evidence only of the oscillatory electron transitions between different parts of the system. According to this interpretation, the oscillation frequency is proportional to \( |\bar{\epsilon}| \), i.e., to the tunneling amplitudes. One may note, in this connection, that the experiment of Nakamura et al. and the other experiments of this type can be refined by passing from the single-pulse to two-pulse technique.

As above, let the two-level system be at \( t < 0 \) in the ground state \( a = 1 \) and \( b = 0 \) (\( \epsilon \gg |\bar{\epsilon}| \)). The amplitude of the first gate-potential rectangular pulse is the same as above (i.e., corresponds to \( \epsilon = 0 \)), but its duration is fixed at \( t_1 = \pi / 4 |\bar{\epsilon}| \). Immediately after the pulse at \( t = t_1 + 0 \), the system is in the state with \( a = b = 1 / \sqrt{2} \). In the interval between \( t = t_1 \) and \( t = t_1 + \Delta t \), the potential is equal to its initial value corresponding to \( \epsilon \gg |\bar{\epsilon}| \).

Under these conditions, the tunneling interaction of the system with environment can be ignored and it behaves as a closed system in its pure state. In this case, \( a(t) = 1 / \sqrt{2} \) and \( b(t) = (1 / \sqrt{2}) \exp[i(\epsilon t)] \), with the relative phase of the ground and excited states linearly depending on time: \( \phi(t) = -\epsilon (t - t_1) \).

However, it would be incorrect to conceive that the environment is also in the pure state and the state vector of the total system is the product of the state vectors of its parts. In this case, the total system occurs in the so-called entangled state (see [11]).

The second gate-potential pulse with parameters of the first pulse is switched on at time \( t_1 + \Delta t \). Using Eqs. (15), one can see that, after completion of the second pulse at time \( 2t_1 + \Delta t \) (\( \Delta t \ll t_1 \), because \( \epsilon \gg |\bar{\epsilon}| \)), the population of the excited state is

\[
|b|^2 = \frac{1}{2} (1 + \cos \epsilon \Delta t). \quad (17)
\]

The observation of oscillations (17) as a function of time delay \( \Delta t \) between the pulses would demonstrate that the relative phase of the states with different numbers of electrons in a closed system has a definite value \( \phi(t) \) linearly depending on time. For the two-level systems of the second type, this would be direct proof of the quantum coherence between the states with even and odd numbers of electrons.

This work was done during my visit to the Chalmers University. I am grateful to T. Claeson, A. Danilov,...
L. Kuzmin, and R. Shekhter for hospitality and helpful discussions.
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Quantum cryptography can, in principle, ensure the ultimate security of key distribution between distant participants [1, 2]. One of the basic restrictions for practical application of quantum cryptosystems at large distances is damping in an optical fiber. For standard optical fiber lines, the distance at which quantum cryptosystems can operate is restricted to several tens of kilometers [3]. The exponential increase in the number of commitments per one bit at the receiving end with an increase in the channel length is unacceptable for practical application. Duan et al. recently proposed a quantum cryptosystem with repeaters based on the Einstein–Podolsky–Rosen (EPR) states and claimed that it requires only the polynomial increase in resources with increasing distance [4]. If such were the case, the problem of using quantum cryptography at large distances would, in principle, be solved. Unfortunately, this conclusion, in my opinion, is erroneous. In classical optical-fiber communication systems, the problem of damping is solved by using repeaters, whose action reduces to measuring a classical signal, creating a copy with higher intensity (amplification), and transmitting it to the next site. In the quantum case, copying is impossible if information states belong to a nonorthogonal basis [5]. Therefore, the transmission of a key along a chain from one site to another leads to the exponential decrease in its length even in an ideal channel: 

\[ I(n) \approx (I(x; y))^n, \]

where \( n \) is the number of sites.

In relativistic quantum cryptography, orthogonal states can be used [7, 8]. In this case, the transmission of a key along a chain in an ideal channel does not lead to a decrease in the key length because \( I(x; y) = 1 \). For this reason, relativistic quantum cryptosystems can eventually be more efficient in applications. Thus, the maximal mutual information is achieved for orthogonal states, because they are classical in terms of distinguishability. Mutual information for nonorthogonal states is always smaller than unity. For this reason, let us consider a damping channel for orthogonal states; i.e., a channel where noise acts so that orthogonal states arrive at the exit with certain probability depending on the length. The capacity of a binary communication channel (the number of bits that can be transmitted with
an error as small as desired) is defined as the maximal of mutual information for all possible entrance states:

$$C_H = \max_{(p_x, p_y)} I(x; y).$$

(4)

Here, the mutual information is determined as

$$I(x; y) = S(x) - H(p),$$

(5)

where

$$S(x) = -\sum_{x = 0, 1} p(x) \log_2 p(x) = 1,$$

(6)

$$p(0) = p(1) = \frac{1}{2}$$

is the entrance Shannon information, and

$$H(p) = -p \log_2 p - (1-p) \log_2 (1-p)$$

(7)

is the entropy function with the conditional probability $p$ defined as

$$p(x = 0|y = 0) = p(x = 1|y = 1) = 1 - p = \frac{1}{2}(1 + p(L)),$$

(8)

$$p(x = 0|y = 0) = p(x = 1|y = 0) = p = \frac{1}{2}(1 - p(L)),$$

where $p(L) = 1 \exp(-L)$ is the probability of reaching the receiving end and $L$ is the length of the communication channel. The conditional probability, say, $p(x = 0|y = 0)$ in Eq. (8) is the probability $1p(L) + (1/2)(1 - p(L))$ of correctly detecting the zero sent state. In the first term, the probability $p(L)$ of arriving at the receiving end is multiplied by the probability of correct distinction, which is equal to unity for orthogonal states. The second term describes the case where the state does not reach the receiving end [probability is $1 - p(L)$]. In this case, the probability of correct identification in the absence of the state at the exit is equal to 1/2, i.e., to the probability of simple guessing. The determination of other conditional probabilities in Eq. (8) is similar. The channel capacity depends on length as

$$C_H(L) = 1 - H(p) = -\frac{1}{2}((1 + p(L)) \log_2(1 + p(L))$$

$$+ (1 - p(L)) \log_2(1 - p(L))) = p^2(L) = e^{-2L}.$$  

(9)

The error at the receiving end is, in fact, associated with the absence of a state. Because of the exponentially low channel capacity for large $L$, the exponentially large number of entrance states should be transmitted per one bit at the receiving end. This channel capacity (dictated by the Holevo inequality) refers to the case where states are directly sent through the communication channel. In the presence of an EPR pair preliminarily distributed between the entrance and receiving ends, the channel capacity may be different (see, e.g., [9, 10]). Duan et al. [4] suggested that an EPR pair be propagated between the entry and exit of the channel through entanglement transfer along a chain between the neighboring EPR pairs generated at intermediate sites. In that work, the authors erroneously stated that this process requires resources increasing polynomially rather than exponentially with length. The matter is that, even if the channel is free from decoherence processes other than damping and even if EPR pairs are generated with unit probability at each intermediate site, the generation of the resulting EPR pair between the channel ends requires exponentially large number of attempts. This is due to the fact that pairs of photons from the left and right EPR pairs should be measured jointly if entanglement transfer occurs between two neighboring segments. The measurement is successful if each photon arrives at a detector. The probability that both photons from neighboring EPR pairs reach the detector is equal to the product of the probabilities $p_i$ for individual photons. Because of damping, this probability depends exponentially on the length of segments; i.e., $p_i \propto \exp(-L_i)$. For the successful generation of a through EPR pair between the entry and exit, measurements realizing entanglement transfer must be successful for all segments. As a result, the probability that a through EPR pair is successfully generated is $\propto \exp(-nL)$ ($n$ is the number of segments and $nL = L$ is the entire channel length). The concept of exponential damping with increasing communication channel length implies local measurements in the coordinate space. More precisely, the characteristic dimensions of a region where measurements are carried out should be much smaller than the damping length. For the classical case, this means that these local measurements of a signal in the vicinities of points spaced at a certain distance yield the outcome whose probability decreases exponentially with increasing distance between these points. Quantum states described by vectors in the Hilbert space must be “locked” to the Minkowski space–time. If measurements in small spatial regions are considered without such an explicit locking, i.e., only within the Hilbert space (as was done, e.g., in [4]), the concept of exponential damping with an increase in length also cannot be introduced. Let us consider a one-dimensional case. A one-particle state of a massless relativistic particle (photon) is generated by the generalized operator-valued functions $\varphi^+(\hat{x})$ [11] satisfying the commutation relations

$$[\varphi^-(\hat{x}), \varphi^+(\hat{x}')] = 0,$$

(10)

if $\hat{x} - \hat{x}'$ are spacelike. The normalized physical states $(|\psi\rangle \in \mathcal{H})$ are defined as the result of smoothing the
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generalized operator functions with the basic functions
\( \psi(\hat{x}) \) (for details, see [11]):

\[
|\psi\rangle = \int d\hat{x} \psi(\hat{x}) \phi^{*}(\hat{x}) |0\rangle = \int_{-\infty}^{\infty} \frac{dk}{k_0} \psi(k, k_0 = |k|) |\hat{k}\rangle,
\]

\[
\phi^{*}(\hat{x}) = \frac{1}{\sqrt{2\pi}} \int d\hat{k} e^{-i\hat{k}\hat{x}} \delta(\hat{k}^2) \theta(k_0) a^{*}(\hat{k}),
\]

(11)

\[
\psi(\hat{k}) = \psi(k, k_0) = \int d\hat{x} e^{i\hat{k}\hat{x}} \psi(\hat{x}),
\]

\[
a^{*}(\hat{k}) |0\rangle = |\hat{k}\rangle, \quad \langle \hat{k}|\hat{k}'\rangle = \delta(k - k').
\]

For the states propagating in one direction and trans-
mitting information through the communication chan-
nels, the amplitude \( \psi(k, k_0 = |k|) \) on the mass surface
includes only the components with \( k > 0 \). The polariza-
tion structure of states is ignored for a while.

The evolution of states in an ideal communication
channel is represented as the translation in the
Minkowski space–time (\( \hat{x} = (x, x_0) \)); it is described by
the translation operator in the Poincaré group and is
an analogue of the time evolution operator \( U(t) = \exp(-iHt) \)
in the nonrelativistic case. The translation of a state
by a vector \( \hat{a} = (a, a_0) \) is expressed as

\[
|\psi(\hat{a})\rangle = \hat{T}(\hat{a}) |\psi\rangle
\]

(12)

\[
= \int d\hat{x} \psi(\hat{x}) \hat{T}(\hat{a}) \phi^{*}(\hat{x}) \hat{T}^{-1}(\hat{a}) \hat{T}(\hat{a}) |0\rangle.
\]

Taking into account that the vacuum vector is invariant,
i.e., that \( \hat{T}(\hat{a}) |0\rangle = |0\rangle \), we obtain

\[
\hat{T}(\hat{a}) \phi^{*}(\hat{x}) \hat{T}^{-1}(\hat{a}) = \phi(\hat{x} + \hat{a}),
\]

\[
\hat{T}(\hat{a}) a^{*}(\hat{k}) \hat{T}^{-1}(\hat{a}) = e^{i\hat{k}\hat{a}} a^{*}(\hat{k}).
\]

The measurement associated with finding a particle in
the vicinity \( (x, x + dx) \) at time \( x_0 \) is described by the expansion of unity

\[
I = \int d\hat{x} \left( \int_{-\infty}^{\infty} \frac{dk}{k_0} e^{-i\hat{k}\hat{x}} |\hat{k}\rangle \right)
\]

\[
\times \left( \int_{-\infty}^{\infty} \frac{dk'}{k'_0} |\hat{k}'\rangle e^{i\hat{k}'\hat{x}} \right) = \int M(\hat{x}, dx).
\]

(14)

Accordingly, the probability is

\[
\Pr\{\hat{x}, dx\} = \text{Tr}\{M(\hat{x}, dx) |\psi(\hat{a})\rangle \langle \psi(\hat{a})|\}
\]

(15)

\[
= |\psi(\hat{x} + \hat{a})|^2 dx,
\]

\[
\psi(\hat{x} + \hat{a}) = \int_{-\infty}^{\infty} \frac{dk}{k_0} \psi(k, k_0 = |k|) e^{i\hat{k}\hat{x} + \hat{a}}.
\]

For states propagating in one direction \( (k > 0, k_0 = k) \),
the probability depends only on the difference \( x - x_0 \):

\[
\Pr\{x - x_0, dx\} = |\psi(x - x_0 + (a - a_0))|^2 dx,
\]

\[
\psi(x - x_0) = \int_{0}^{k} \int_{k_0}^{1} \psi(k, k_0 = |k|) e^{i\hat{k}(x - x_0)} |\hat{k}\rangle \psi(k, k).
\]

(16)

For a damping channel, the translation operator in
Eqs. (12) and (13) should be replaced by the \( \hat{S}(\hat{a}) \)
matrix, an analogue of a nonrelativistic instrument
(superoperator). In an ideal channel, the \( \hat{S}(\hat{a}) \) matrix
coincides with the translation operator. The superoper-
ator can be represented as [12]

\[
\hat{S}_{\hat{a}}[\ldots] = \hat{S}(\hat{a})[\ldots] \hat{S}^{*}(\hat{a}).
\]

(17)

The action of \( \hat{S}^{*}(\hat{a}) \) on the \( |\psi\rangle \) state, in the case of trans-
lation in a channel with exponential damping, implies
that the matrix elements of \( \hat{S}(\hat{a}) \) can be represented as

\[
\langle \hat{k}|\hat{S}(\hat{a})|\hat{k}'\rangle = e^{-\gamma} |\hat{k}|^{a_0} |\hat{k}'|^{a_0} \delta(k - k').
\]

(18)

In contrast, the matrix elements of the \( \hat{S}(\hat{a}) \) matrix
[translation operator (13)] in an ideal channel have the form

\[
\langle \hat{k}|\hat{T}(\hat{a})|\hat{k}'\rangle = e^{i\hat{k}\hat{a}} \delta(k - k').
\]

(19)

In this case, the probability of finding a particle in the
vicinity \( (x, x + dx) \) at time \( x_0 \) is

\[
\Pr_{\text{decay}}(\hat{x}, dx) = e^{-\gamma} |\psi(\hat{x} - \hat{a})|^2 dx
\]

(20)

\[
= e^{-\gamma |\hat{a}|^2} \Pr\{\hat{x}, dx\};
\]

i.e., the probability of finding decreases exponentially
relative to the corresponding probability (15) in an ideal
channel. Let us turn to the two-particle EPR state. A
polarization-entangled two-particle state can be represen-
ted as

\[
|\psi_{\text{EPR}}\rangle = \frac{1}{\sqrt{2}} \left\{ \int d\hat{x}_1, d\hat{x}_2 \psi(\hat{x}_1, \hat{x}_2)
\right.
\]

\[
\times [\phi^{*}(\hat{x}_1, \hat{x}_2) \phi^{*}(\hat{x}_1, \hat{x}_2) - \phi^{*}(\hat{x}_1, \hat{x}_2)] |0\rangle
\]

\[
= \frac{1}{\sqrt{2}} \int d\hat{k}_1 d\hat{k}_2 \psi(k_1, k_2) \delta(\hat{k}_1) \delta(\hat{k}_2) \theta(k_{01}) \theta(k_{02})
\]

\[
\times [a^{*}(\hat{k}_1 + \hat{x}_1) a^{*}(\hat{k}_2 - \hat{x}_1) + a^{*}(\hat{k}_1 - \hat{x}_1) a^{*}(\hat{k}_2 + \hat{x}_1)] |0\rangle
\]

(21)

\[
= \frac{1}{\sqrt{2}} \int d\hat{k}_1 d\hat{k}_2 \left\{ \int \frac{dk_1}{k_0} \frac{dk_2}{k_{02}} \psi(k_1, k_0 = |k_1|; k_2, k_{02} = |k_2|)
\right.
\]

\[
\times (|\hat{k}_1 + \hat{k}_2| + |\hat{k}_1 - \hat{k}_2|)
\]

where \( \phi^{*}(\hat{x}, \hat{\pm}) \) are the field creation operators for the
states with polarizations \( \pm \). Strictly speaking, because
of the presence of a common vacuum vector in the system of identical particles, the measurement of a two-particle state cannot generally be represented as a tensor product [13]. However, if individual subsystems have “marks,” the measurement of individual subsystems is meaningful, although the unity expansion describing the measurement cannot be represented as a tensor product. In the case under consideration, the describing the measurement cannot be represented as a system of identical particles, the measurement of a two-particle state is always close to unity if the integration goes over as small an observation region as desired; i.e., \( \int dx_1 dx_2 |\psi(\hat{x}_1, \hat{x}_2)|^2 \approx 1 \). If the extended (almost monochromatic [4]) states are used, the second factor in Eq. (23) will diminish the probability of correlations for the measurements in bounded spatial regions smaller than the effective extent of the state. The amplitude is assumed to be strongly localized. Let the EPR pairs be generated in the vicinity of certain sites \( x_i \) at time \( x_0 \) and then propagate to sites for the measurements associated with entanglement transfer. We have

\[
|\psi_{i,i+1}\rangle = \frac{1}{\sqrt{2}} \int dx_1 dx_2 |\psi(\hat{x}_1 - \hat{x}_i, \hat{x}_2 - \hat{x}_i) \times [\varphi^+(\hat{x}_1)\varphi^+(\hat{x}_2) - \varphi^+(\hat{x}_1-\varphi^+(\hat{x}_2))]|0\rangle,
\]

where the time argument of \( \hat{x}_i = (x_i, x_0) \) is assumed to be identical for all \( i = 1, 2, \ldots, n \) (EPR pairs are generated simultaneously). This assumption is insignificant and simplifies the calculations. All distances between the neighboring sites are also assumed to be identical. Measurements of the entanglement transfer between the neighboring \( i \) and \( i + 1 \) EPR states are carried out in the small vicinities of sites \( y_{i,i+1} = (y_{i,i+1}, y_0) \). The favorable outcome of the measurement can be obtained only at time \( y_0 \) (because of a strong localization of the spatial amplitude), which is determined by the time it takes for particles to travel from sites where the EPR pair is generated to sites where measurements on entanglement transfer are carried out. The measurements on entanglement transfer in the vicinities of points \( y_{i,i+1} \) are given by the expansion of unity

\[
I_2 = \frac{1}{2} \sum_{x_1, x_2} \int \int dy_1 dy_2 \left( \int \frac{dk_1 dk_2}{\sqrt{k_0 k_2}} \right.

\times e^{-ik_1(x_1 - y_1)}

\times e^{-ik_2(x_2 - y_2)}

\times (|k_{i+1} s_{i+1, s_{i+2}} + \alpha|k_{i+1} - s_{i}, k_{i+2} - s_{i})

\times \left( |k_{i+1} s_{i+1, s_{i+2}} + \alpha|s_{i}, k_{i+2} - s_{i} \right).
\]

The first factor in Eq. (23) describes the EPR correlations of polarizations, and the second factor takes into account the fraction corresponding to the spatial part of the state. There are no formal exclusions to the selection of the spatial amplitude in such a way that it is strongly localized. Measurements carried out in bounded regions will provide full correlation between the polarization states [the factor responsible in Eq. (23) for the spatial part of the state is always close to unity if the integration goes over as small an observation region as desired; i.e., \( \int dx_1 dx_2 |\psi(\hat{x}_1, \hat{x}_2)|^2 \approx 1 \)].
\[
\int_{-\infty}^{\infty} \mathcal{M}(\hat{y}_{i-1} - \hat{y}_{i+1}, \hat{y}_2 - \hat{y}_{i+1}, dy_1 dy_2).
\]

The evolution of states in the damping channel is obtained by the action of an instrument on either of the particles in the EPR pairs similarly to Eqs. (17) and (19). Taking into account the structure of \(\psi(\hat{x}_1, \hat{x}_2)\), one can reduce this action to

\[
\hat{S}_2(-\hat{a}, \hat{a})|\psi_{i,i+1}\rangle = \frac{1}{\sqrt{2}} \int_{0}^{\infty} dk_1 dk_2 \psi_1(k_1, k_2) \times \psi_2(k_2, k_1) e^{i k_1 \left( (x_1 + a) - (x_0 + a_0) - \gamma |\hat{a} - \hat{a}| \right)}
\]

\[
\times e^{-ik_2 \left( (x_2 + a) - (x_0 + a_0) - \gamma |\hat{a} + \hat{a}| \right)} (|\hat{k}_1+\hat{k}_2-\rangle + |\hat{k}_1-\hat{k}_2+\rangle),
\]

which corresponds to the damping translation of one particle in the positive direction of the \(x\) axis and the other in the negative direction. The through EPR pair is formed due to the entanglement transfer between all neighboring pairs only in the case where the measurements at all intermediate sites yield the favorable outcome, whose probability is given as

\[
Pr\{\hat{x}_2 - \hat{y}_2, \hat{x}_3 - \hat{y}_3, \ldots, \hat{x}_{n-1} - \hat{y}_{n-2, n-1}\} dx_2 dx_3 \ldots dx_{n-2} dx_{n-1}
\]

\[
= \text{Tr}\{\hat{S}_2 \hat{S}_1 \hat{S}_2^+ \hat{S}_1^+ \hat{S}_2 \hat{S}_1^+ \hat{S}_2 \hat{S}_1} \mathcal{M}(\hat{x}_2 - \hat{y}_2, \hat{x}_3 - \hat{y}_3, dx_2 dx_3) \ldots \mathcal{M}(\hat{x}_n - \hat{y}_{n-2, n-1}, dx_{n-2} dx_{n-1})\}
\]

\[
= (e^{-\gamma dx_2}|\psi_2(x_2 - y_2, dx_2)\rangle \ldots (e^{-\gamma dx_{n-1}}|\psi_{n-1}(x_{n-1} - y_{n-2, n-1}, dx_{n-1})\rangle)^2
\]

It is assumed that the outer particles 1 and \(n\) are not subjected to measurements and remain free (the trace over these states is taken with unity operator). Each factor describes the probability of a pair of particles from neighboring EPR pairs being detected at intermediate sites. The favorable outcome takes place only if all detectors operate. The probability of this outcome is

\[
Pr \propto e^{-\gamma L} = e^{-\gamma L}, \quad L = na,
\]

and decreases exponentially with increasing channel length, in contrast to the power-law decrease stated by Duan et al. [4]. This implies that an exponentially large number of attempts at generating intermediate EPR pairs is required to form a through EPR pair. The only method for applying quantum cryptography at large distances likely consists in the production of communication channels based on new materials whose damping constant is smaller than those in the available optical fiber systems.
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