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A phase transition associated with the rotational symmetry breaking in momentum space in a Fermi liquid is considered. It is shown that the phase transition is connected with the violation of one of the Pomeranchuk conditions, viz., the criterion of normal state stability. The structure of flux densities of the additive integrals of motion is determined in the vicinity of the phase transition point, and a physical interpretation of the phase under investigation is also given. © 1999 American Institute of Physics. [S1063-777X(99)00103-6]

INTRODUCTION

The phenomenological theory of a normal Fermi liquid (the basic principles of this theory were presented in fundamental works by Landau1 and Silin2) presumes the fulfillment of the so-called Pomeranchuk conditions,3 i.e., the relations determining the conditions for the stability of the static equilibrium state of a normal Fermi liquid and imposing certain constraints on the interactions between quasiparticles. If we make an attempt to remove such constraints, i.e., leave the stability boundaries for the ground state of a normal Fermi liquid, a natural assumption concerning a spontaneous transition of the system to a new equilibrium state should be made. In other words, the violation of the ground-state stability criteria must be associated with various kinds of phase transitions in the Fermi liquid (see, for example, Ref. 4).

The description of new equilibrium states emerging as a result of such phase transitions necessitates a certain modification of the Landau–Silin theory of a normal Fermi liquid. Above all, such a modification is dictated by the need of introducing new parameters describing the equilibrium state (order parameters). This is due to the fact that the symmetry of the new equilibrium state formed as a result of a phase transition is lower than the symmetry of the Hamiltonian (the state with spontaneously broken symmetry).

In this paper, we analyze the phase transition associated with the breaking of rotational symmetry in the momentum space of a normal Fermi liquid. It will be proved below that such a phase transition corresponds to the violation of the Pomeranchuk stability criterion for one of harmonics in the series expansion of the Landau amplitude in Legendre polynomials.

In the following analysis, we shall disregard the presence of an electric charge for a fermion, paying attention mainly to the properties that are common for charged and neutral Fermi liquids. The inclusion of effects connected with the presence of an electric charge in fermions would have complicated the establishment of the possibility of such a transition in various systems. One of the main goals of this publication is to demonstrate that such phase transitions can be described in principle.

1. STABILITY CRITERION FOR A NORMAL FERMI LIQUID

Before going over to a direct description of a phase transition involving the breaking of rotational symmetry of the momentum space, let us recall some basic concepts of the theory of a normal Fermi liquid, including the stability conditions for the normal state.

The theory of a normal Fermi liquid is based on the assumption concerning the functional dependence of the energy $E$ (Hamiltonian) of the system on the one-particle fermion density matrix:

$$f_{p_1\sigma_1, p_2\sigma_2} = \text{Tr} \rho(f) a_{p_2\sigma_2}^+ a_{p_1\sigma_1} = f_{12},$$

where $p$ is the quasiparticle momentum, and the index $\sigma$ labels the component of the fermion spin. The quantity $\rho(f)$ in this expression is the nonequilibrium statistical operator of an ideal gas of quasiparticles, defined as

$$\rho(f) = \exp \left( \Omega - \sum_{1,2} a_1^+ A_{12} a_2 \right), \tag{1}$$

In this formula, the quantities $\Omega$ and $A_{12}$ should be determined from the relations

$$\text{Tr} \rho(f) = 1, \quad f_{12} = \text{Tr} \rho(f) a_2^+ a_1$$

(the trace is taken in the secondary quantization space).
Another important concept in constructing the theory of a normal Fermi liquid is the general definition of the entropy of the system:

$$S = -\text{Tr} \rho(f) \ln \rho(f).$$

The calculation of the trace for the statistical operator (1) appearing in this formula leads to the combinatorial definition of entropy:

$$S = -\text{tr} [f \ln f + (1 - f) \ln(1 - f)]$$

(2)

(the trace is calculated in the space of one-particle states).

It is well known that the equilibrium one-particle density matrix \(f_{12}\) is determined from the condition of entropy maximum for given values of energy functional \(E(f)\), the number of particles \(N = \text{tr} f\), and momentum \(P_i = \text{tr} f p_i\). Introducing Lagrangian multipliers \(Y\) corresponding to the quantities \(E, N,\) and \(P\), we reduce the problem on conditional entropy maximum to the problem on absolute minimum of potential \(\Omega(f)\):

$$\Omega(f) = -S(f) + Y_0 E(f) + Y_i \text{tr} f p_i + Y_4 \text{tr} f$$

(3)

[since the statistical equilibrium state assumes that the space is spatially homogeneous, the quantities \(S, E, P_i,\) and \(N\) are proportional to the volume \(V\) of the system and to \(\Omega(f) = V \omega(f)\), where \(\omega(f)\) is the density of potential \(\Omega(f)\)]. This variational principle leads to the following self-consistency condition:

$$f = \{\exp(Y_0 \delta(f) + Y_1 \beta_i + Y_4 + 1)^{-1};$$

$$e_{12}(f) = \partial E(f) / \partial f_{12}.$$  

(4)

Here \(Y_0 = T^{-1} = \beta; Y_i = -Y_0 v_i; Y_4 = -Y_0 \mu; T\) is the temperature, \(v_i\) the velocity of the Fermi liquid, and \(\mu\) the chemical potential. This nonlinear equation defines the equilibrium one-particle density matrix for a Fermi liquid. The quantity \(\delta(f)\) is a functional of the one-particle density matrix and is the energy operator for a quasiparticle.

In order to impart a physical meaning to Eq. (4), we must specify the energy \(E(f)\) of the system. This functional can be chosen in the form

$$E(f) = \sum_{1,2} e_{12} f_{12} + \frac{1}{2} (f_{01} - F_{12} f_0) + \frac{1}{2} (f_{12} - F_{12} f_1),$$

$$f_{01} = \frac{1}{V} \sum_{p_1 \ldots p_3} f_{0p_1 p_2} f_{1p_2 p_3}$$

$$f_{12} = \frac{1}{V} \sum_{p_1 \ldots p_3} (f_{1p_1 p_2} - F_{12} f_{1p_1 p_2})$$

(5)

where \(f_0 = \text{tr} \rho; f_1 = \text{tr} \rho \hat{\sigma}_1; \sigma_i\) are the Pauli matrices, and the quantities \(F_{12}\) and \(F_{12}\) are the amplitudes of the potential and exchange interactions of quasiparticles respectively, which are known as Landau amplitudes (we assume that \(E(f)\) is invariant to spin rotations).

Let us now find the conditions under which the solution of the self-consistent equations leads to the minimum of potential \(\omega(f)\) for the normal state. For this purpose, we must define the second variation \(\delta^2 \omega(f)\) whose positive value corresponds to the stability of the normal state of a Fermi liquid (the first variation vanishes). For this purpose, we consider the spatially homogeneous equilibrium one-particle density matrix for the normal state:

$$\begin{align*}
  f_{\rho, \sigma_1, \sigma_2}^n &= f_{\rho, \sigma_1, \sigma_2}^0 \\  f_{\rho}^n &= \{\exp[\beta(\varepsilon_f (\rho^n) - \mu) + 1]\}^{-1},
\end{align*}$$

(6)

and define the spatially homogeneous density matrix associated with a deviation from the equilibrium state by the formula

$$\delta f^n_{p, \sigma_1, \sigma_2} = f_{p, \sigma_1, \sigma_2}^0 - f_{\rho}^n.$$  

It should be noted that \(\delta f \) commutes with \(f^n_\rho\), and hence we can treat the matrices \(\delta f\) and \(f^n_\rho\) as ordinary functions in the calculation of the second variation of entropy. Varying (2) and presenting \(\delta f_\rho\) in the form

$$\delta f_\rho = f_{\rho, \sigma_1, \sigma_2}^n (1 - f_{\rho}^n) (\delta \xi^3_{\rho} + \alpha' \delta \xi^4_{\rho}),$$

we obtain

$$\delta^2 S = -\frac{V}{(2\pi)^3} \int d^3 p f_{\rho, \sigma_1, \sigma_2}^n (1 - f_{\rho}^n) ((\delta \xi^3_{\rho})^2 + (\delta \xi^4_{\rho})^2).$$

(7)

It can also be easily seen that the second variation of the energy functional (5) leads to the formula

$$\delta^2 E = 2V \int d^3 p d^3 p' f_{\rho, \sigma_1, \sigma_2}^n (1 - f_{\rho}^n) f_{\rho, \sigma_1, \sigma_2}^n (1 - f_{\rho}^n)$$

$$\times \{F_{1}(p, p') \delta \xi^3_{\rho} \delta \xi^3_{\rho} + F_{2}(p, p') \delta \xi^4_{\rho} \delta \xi^4_{\rho}\},$$

(8)

where \(F_{1}(p, p') = F_{1}(p, p'; p', \rho)\), \(i = 1, 2\). Thus, taking into account relations (3), (7), and (8) and noting also that the relation \(f_{\rho, \sigma_1, \sigma_2}^n (1 - f_{\rho}^n) = \delta(\varepsilon_f (\rho^n) - \mu)\), is valid in the low-temperature region \(T < \mu\), we can write the second variation of potential density \(\omega\) in the form

$$\delta^2 \omega = \delta^2 \omega_1 + \delta^2 \omega_2,$$

(9)

where

$$\delta^2 \omega_1 = \frac{\nu(\mu) T}{2} \int dO dO' \frac{\delta(\varepsilon_f (n)^2)}{(4\pi)^2}$$

$$+ \frac{\nu(\mu) T}{2} \int dO dO' \frac{F_1(n, n') \delta(\varepsilon_f (n)^2)}{(4\pi)^2} \delta(\varepsilon_f (n)^2);$$

$$\delta^2 \omega_2 = \frac{\nu(\mu) T}{2} \int dO dO' \frac{\delta(\varepsilon_f (n)) \delta(\varepsilon_f (n))}{(4\pi)^2}$$

$$+ \frac{\nu(\mu) T}{2} \int dO dO' \frac{F_2(n, n') \delta(\varepsilon_f (n)) \delta(\varepsilon_f (n'))}{(4\pi)^2} \delta(\varepsilon_f (n)^2);$$

Here \(n = p_f / p_f; n' = p'_f / p_f; \nu(\mu) = 2 \int \frac{d^3 p}{(2\pi)^3} \delta(\varepsilon_f (\rho) - \mu);\)

$$F_{1,2}(n, n') = F_{1,2}(p, p') |_{p = p'; p = p_f} \delta(\varepsilon_f (\rho) - \mu);$$

It follows from (9) that the condition for the positive second variation of the potential \(\Omega = V \omega\) leads to the inequalities.
where \( F^{(1)}_l \) and \( F^{(2)}_l \) are the coefficients of expansion of the amplitudes \( F^1(n,n') \) and \( F^2(n,n') \) in the Legendre polynomials \( P_l(\cos \theta) \cos \theta = n \cdot n' \), i.e.,

\[
F^1(n,n') = \sum_{l=0}^{\infty} P_l(\cos \theta) F^{(1)}_l,
\]

\[
F^2(n,n') = \sum_{l=0}^{\infty} P_l(\cos \theta) F^{(2)}_l.
\]

Relations (10), which were obtained for the first time by Pomeranchuk, are the stability conditions for the equilibrium state if a normal Fermi liquid for all \( T > 0 \). It was noted above that Pomeranchuk conditions can be violated due to various phase transitions in a normal Fermi liquid. This paper is devoted to the analysis of one of such phase transitions.

Let us recall preliminarily the theory of a magnetic phase transition in which the Pomeranchuk condition (10) for the Landau amplitude \( F^{(2)}_l \) is violated for \( l = 0 \). Noting that

\[
e^{(f)} = \frac{\partial E(f)}{\partial f_{i^*}}
\]

and writing the quantities \( f_{i^*} \) and \( e_{i^*} \) in the form

\[
f = \frac{1}{2}(f_0 + f_i), \quad e = \frac{1}{2}(e_0 + e_i),
\]

we obtain

\[
e_0 = 2 \frac{\partial E}{\partial f_0}, \quad e_i = 2 \frac{\partial E}{\partial f_i}.
\]

Consequently, in accordance with (5), we can write the self-consistency condition (4) in the form

\[
e_i = \frac{1}{V} \sum_{p'} F^{(2)}_{0}(p,p') f_i(p'),
\]

where \( f_i(p') \) is defined, in view of (4), from the relations

\[
f_i(p) = \text{tr} \sigma_i \left( \exp \beta(e - \mu) + 1 \right)^{-1}.
\]

\[
e = \frac{1}{2}(e_0 + e_i).
\]

In the normal state, \( e_i = 0 \). Consequently, the function \( e_i(p) \) plays the role of the order parameter. In accordance with (12), Eq. (11) in the region of small \( e_i \) assumes the following form in the main approximation in \( e_i \):

\[
e_i(p) = \frac{1}{V} \sum_{p'} F^{(2)}_{0}(p,p') \frac{\partial \nu(p')}{\partial e_{p'}} e_i(p'),
\]

\[
F^{(2)}_{0}(p,p') = \frac{1}{4 \pi} \int dO F_2(p,p'),
\]

where

\[
f^0(p) = \left( \exp \beta_n(e^0 - \mu) + 1 \right)^{-1}.
\]

This homogeneous equation for \( e_i(p) \) can be used to determine the critical temperature \( \beta_c \). If the amplitude \( F^{(2)}_{0}(p,p') \) weakly depends on \( p \) and \( p' \), the solution of this equation can be written in the form

\[
e_i(p) = \frac{e_i(p)}{F^{(2)}_{0}(p,p')},
\]

the critical temperature \( \beta_c \) being defined from the equation

\[
1 = -2 F^{(2)}_{0} \frac{\partial n}{\partial \mu} (\beta_c, \mu),
\]

where

\[
F^{(2)}_{0} = \frac{1}{V} \sum_p \{ \exp \beta(e^0 - \mu) - 1 \}^{-1}.
\]

In order to find the functions \( n(\beta, \mu) \) in the region of small \( \beta^{-1} \approx \mu \), we shall use the low-temperature expansion

\[
\frac{\partial e^0}{\partial \mu} = \delta(e - \mu) + \frac{T^2}{6 \pi^2} \delta''(e - \mu) + ...
\]

which gives

\[
T^2_c = \beta_c^{-2} = - \frac{6}{\pi} \frac{1 + F^{(2)}_{0} \nu(\mu)}{F^{(2)}_{0} \nu''(\mu)}.
\]

Since \( T_c \approx \mu \) (the condition for the applicability of the theory of a Fermi liquid) and \( \nu''(\mu) \approx \nu(\mu) \mu^{-2} \), we have \( F^{(2)}_{0} \nu(\mu) = -1 \). Considering that \( \nu''(\mu) < 0 \) and \( T^2_c > 0 \), we obtain \( 1 + F^{(2)}_{0} \nu(\mu) < 0 \), i.e., we are dealing with the situation when the Pomeranchuk condition is violated, which leads to the emergence of a magnetically ordered phase. Retaining terms proportional to \( e^3 \) (\( e = |e| \)) in the expansion (12) into a power series in \( e_i \), we can easily prove that

\[
e^2 = -6 \frac{\partial \nu}{\partial \mu} \frac{\partial \beta}{\partial \mu} \frac{\partial \mu}{\partial \beta_c} (\beta - \beta_c).
\]

Using the above temperature expansion, we can easily obtain from (14) the relation

\[
e^2 = 2T_c(T_c - T).
\]

Knowing the expression for \( e \), we can find the expression for the “magnetization” density:

\[
\sigma = \frac{1}{V} \sum_p \text{tr} \sigma f_p = \frac{1}{V} \sum_p \frac{\partial n}{\partial \mu} f_p = \frac{\partial n}{\partial \mu} e.
\]

From Eq. (15) we obtain

\[
\sigma = \frac{1}{2} \nu(\mu) T_c \sqrt{1 - T^2/T_c^2}.
\]

2. PHASE TRANSITION ASSOCIATED WITH ROTATIONAL SYMMETRY BREAKING IN MOMENTUM SPACE

In this section, we study the phase transition associated with rotational symmetry breaking in momentum space. It will be proved in subsequent analysis that such a phase
transition is associated with the violation of the Pomeranchuk condition (10) for the amplitude \( F^{(1)}_f \) of potential interaction.

Let us consider the equilibrium state of a stationary \((v_1=0)\) spatially homogeneous Fermi liquid. In zero magnetic fields and under the assumption that the phase transition is not associated with the emergence of spontaneous magnetization, we present the quantities \( \varepsilon_{p_1\sigma_1,p_2\sigma_2} \) and \( f_{p_1\sigma_1,p_2\sigma_2} \) in the form

\[
\varepsilon_{p_1\sigma_1,p_2\sigma_2} = \varepsilon_{p_1}^{(0)} \delta_{p_1\sigma_1} \delta_{p_2\sigma_2}, \quad f_{p_1\sigma_1,p_2\sigma_2} = f_{p_1} \delta_{p_1\sigma_1} \delta_{p_2\sigma_2}.
\]

In this case, the energy functional (5) is defined as

\[
E(f) = 2\sum_p \varepsilon_{p}^{(0)} f_{p} + \frac{2}{V} \sum_{p_1,p_2} f_{p_1} F(p_1,p_2) f_{p_2},
\]

\[
f_{p} = \frac{1}{2} f_{ip}, \quad F_{i} = F.
\]

(17)

and formula (2) for combinatorial entropy assumes the form

\[
S = -2\sum_p [f_{p} \ln f_{p} + (1-f_{p}) \ln(1-f_{p})].
\]

Defining further the quasiparticle energy as

\[
\varepsilon(p) = \frac{1}{2} \frac{\partial E}{\partial f_{p}},
\]

we can easily obtain from the variational principle the selfconsistency equation for the equilibrium distribution function \( f_{p} \):

\[
f_{p} = \{ \exp \beta(\varepsilon(p)-\mu) + 1 \}^{-1}.
\]

(19)

Formula (18) as well as expressions (17) and (19) lead to the following nonlinear integral equation for \( \varepsilon(p) \):

\[
\varepsilon(p) = \varepsilon_{0}(p) + \frac{2}{V} \sum_{p'} F(p,p') \{ \exp \beta(\varepsilon(p')-\mu) + 1 \}^{-1}.
\]

(20)

We shall seek the solution of this equation in the form

\[
\varepsilon(p) = \varepsilon(p) + \varepsilon_f(p),
\]

where

\[
\varepsilon(p) = \varepsilon_{0}(p), \quad \varepsilon_f(p) = \sum_{i=1}^{\infty} \varepsilon_{i}(p) F_{i}(\cos \theta),
\]

and

\[
\varepsilon(p) = \frac{1}{4\pi} \int dO \varepsilon(p), \quad \int dO \varepsilon_f(p) = 0.
\]

Since \( \varepsilon = 0 \) above the phase-transition point \( T> T_c \) (\( T_c \) is the critical temperature), the value of \( \varepsilon \) is smaller than \( \varepsilon(p) \) near the critical point. Averaging Eq. (20) over angles, we obtain

\[
\varepsilon(p) = \varepsilon_{0}(p) + \frac{2}{V} \sum_{p'} F_{0}(p,p') \{ \exp \beta(\varepsilon' + \varepsilon' - \mu) + 1 \}^{-1}
\]

(21)

(the index "0" in this formula indicates the zeroth harmonic in the expansion in the Legendre polynomials, where the following notation has been introduced:

\[
\varepsilon'(p') = \varepsilon(p'); \quad \varepsilon'(p') = \varepsilon_f(p'),
\]

\[
F(p,p') = \sum_{l=0}^{\infty} F_{l}(p,p') P_{l}(\cos \theta).
\]

Expanding the distribution function \( f(\varepsilon' + \varepsilon') = \{ \exp \beta(\varepsilon' + \varepsilon' - \mu) + 1 \}^{-1} \) into a power series in \( \varepsilon' \), we obtain

\[
\varepsilon(p) = \varepsilon_{0}(p) + \frac{2}{V} \sum_{p'} F_{0}(p,p')
\]

\[
\times \left( f(\varepsilon') + \sum_{n=1}^{\infty} \frac{1}{n!} \frac{\partial^{n} f(\varepsilon')}{\partial \varepsilon^{n}} (\varepsilon')^{n} \right).
\]

(22)

(23)

In contrast to (22), the quantity \( \varepsilon_f \) in this expression is defined as \( \varepsilon_f = \varepsilon_f(p)^{p'} \). It follows from (23) that the order parameter \( \varepsilon_f = \varepsilon_f(p_f) \) satisfies the equation

\[
(2l+1)\varepsilon_f(p) = \frac{2}{V} F_{l}(p,p_f) \sum_{p'} \{ f(\varepsilon' + \varepsilon') - f(\varepsilon') \}_l.
\]

(24)

where

\[
\varepsilon_f(p) = \frac{F_{l}(p,p_p)}{F_{l}(p_f,p_f)} \varepsilon_f_l,
\]

and \( F_{l} = F_{l}(p_f,p_p) \). Introducing the function

\[
n(\beta,\mu) = \frac{1}{V} \sum_{p'} f(\varepsilon'),
\]

we write Eq. (24) in the form

\[
(2l+1)\varepsilon_f = 2F_{l} n(\beta,\mu - \varepsilon_f) ; \quad l \neq 0.
\]

(26)

The solution of this equation will be sought in the form

\[
\varepsilon_f = \varepsilon_f^{(0)} + \varepsilon_f^{(1)} + \ldots,
\]

where \( \varepsilon_f^{(0)} = \varepsilon_f_{0} \delta_{l_{0}} \). In this case, in the main approximation we have

\[
(2l_{0}+1)\varepsilon_f_{0} = -2F_{l_{0}} \frac{\partial n(\beta,\mu)}{\partial \mu} \varepsilon_f^{(0)}.
\]
Thus, the equation for determining the phase-transition temperature \( T_c \) as a function of \( l_0 (T_c = T_c (l_0)) \) has the form

\[
(2l_0 + 1) = -2F_l(\beta_c, \mu) \frac{\partial n(\beta_c, \mu)}{\partial \mu}.
\]  

(27)

Retaining higher-order terms in \( \bar{e}_{l_0} \) in the expansion on the right-hand side of Eq. (26) as well as Eq. (27), we write (26) for \( l = l_0 \) in the form

\[
- \frac{\partial^2 n(\beta_c, \mu)}{\partial \beta_c \partial \mu} (\beta - \beta_c) \bar{e}_{l_0} + \frac{1}{2} \frac{\partial^2 n(\beta_c, \mu)}{\partial \mu^2} \left( \bar{e}_{l_0} \right)^2 = 0.
\]

(28)

It can easily be seen that in order to determine \( (\bar{e}^2)_{l_0} \), we must take Eq. (26) for \( l \neq l_0 \) into account along with (28):

\[
(2l + 1) \bar{e}_{l} = 2F_l - \frac{\partial n(\beta_c, \mu)}{\partial \mu} \bar{e}_{l} - \frac{1}{2} \frac{\partial^2 n(\beta_c, \mu)}{\partial \mu^2} \left( \bar{e}_{l} \right)^2.
\]

(29)

Thus, along with Eq. (27) for the phase-transition temperature, we have Eqs. (28) and (29) for determining the temperature dependence of the order parameter \( \bar{e}_{l_0} \).

Let us now determine the phase-transition point. For this purpose, we present the quantity \( n(\beta, \mu) \) [see (25)] in the form

\[
n(\beta, \mu) = \frac{1}{2} \int_0^\infty d\nu(\varepsilon) \left\{ \exp \beta(\varepsilon - \mu) + 1 \right\}^{-1},
\]

where

\[
\nu(\varepsilon) = \frac{2}{(2\pi)^3} \int d^3p' \delta(\varepsilon - \varepsilon')
\]

(30)
is the density of states. Noting further that at \( T \ll \mu \) the expansion

\[
n(\beta, \mu) = \frac{1}{2} \left( \int_0^\mu \nu(\varepsilon) d\varepsilon + \frac{\pi^2}{6} \beta^2 - 2 \frac{\partial^2 n(\beta_c, \mu)}{\partial \mu^2} (\bar{e}_{l_0})^2 \right),
\]

(31)
holds, we obtain

\[
\frac{\partial n(\beta_c, \mu)}{\partial \mu} = \frac{1}{2} \nu(\mu) + \frac{\pi^2}{12} \beta_c^2 \nu''(\mu).
\]

Consequently, Eq. (27) assumes the form

\[
(2l_0 + 1) = -F_{l_0}(\nu(\mu) + \frac{\pi^2}{6} \beta_c^2 \nu''(\mu)),
\]

(32)

whence

\[
\beta_c^{-2} = T_c^2 = -\frac{6}{\pi^2} \frac{2l_0 + 1}{\nu'(\mu)F_{l_0}} \left[ 1 + \nu(\mu) \frac{F_{l_0}}{2l_0 + 1} \right].
\]

(33)

Since the condition \( T_c \ll \mu \) in the vicinity of the phase-transition point, we have

\[
T_c^2 = \frac{6}{\pi^2} \frac{\nu(\mu)}{\nu''(\mu)} \left( 1 + \nu(\mu) \frac{F_{l_0}}{2l_0 + 1} \right).
\]

(34)

This approximation is valid due to the fact that \( \nu(\mu)/\nu''(\mu) \ll 1 \), and hence \( \nu(\mu)(F_{l_0}/(2l_0 + 1)) \approx -1 \) at \( T_c \ll \mu \). Noting further that \( T_c^2 > 0 \) and \( \nu(\mu) > 0 \), \( \nu''(\mu) < 0 \), we find that

\[
1 + \nu(\mu) \frac{F_{l_0}}{2l_0 + 1} < 0.
\]

(35)

Condition (33) shows that the Pomeranchuk criterion (10) for the amplitude of a potential interaction does not hold for the harmonic \( l_0 \). Consequently, when condition (33) is satisfied, in the temperature range \( T < T_c \) we are dealing with a new phase differing from the normal phase.

In order to determine the temperature dependence of the order parameter, we return to Eqs. (28) and (29). We consider separately the cases of even and odd \( l_0 \). Presenting for this purpose the order parameter \( \bar{e} \) in the form

\[
\bar{e} = \sum_{l \neq l_0} \bar{e}_{l} P_{l_0} + \bar{e}_{l_0} P_{l_0}.
\]

(36)

we can easily see that \( (\bar{e}^2)_{l_0} \propto (\bar{e}_{l_0}^2 P_{l_0}^2)_{l_0} = (\bar{e}_{l_0}^2 P_{l_0}^2)_{l_0} \) for even \( l_0 \). Consequently, it follows immediately from Eq. (28) that

\[
\bar{e}_{l_0} = \frac{\partial^2 n(\beta_c, \mu)}{\partial \beta_c \partial \mu} (\beta - \beta_c) \frac{2}{(\bar{e}_{l_0}^2)_{l_0}} - 2 \frac{\partial^2 n(\beta_c, \mu)}{\partial \mu^2} (\bar{e}_{l_0}^2)_{l_0} P_{l_0}^2.
\]

(37)

or, taking into account expansion (31),

\[
\bar{e}_{l_0} = B(l_0) \left( 1 - \frac{T}{T_c} \right), \quad B(l_0) = \frac{2}{3} \frac{\partial \nu''(\mu)}{\partial \nu'(\mu)} (\bar{e}_{l_0}^2)_{l_0}.
\]

(38)

Substituting (35) into (24a), we obtain in the main approximation the expression determining the temperature dependence of the order parameter \( \bar{e}(p,T) \):

\[
\bar{e}(p) = \frac{F_{l_0}(p,p_f)}{F_{l_0}(p_f,p_f)} B(l_0) \left( 1 - \frac{T}{T_c} \right) P_{l_0}(\cos \theta).
\]

(39)

This formula is valid for even \( l_0 \).

In the case of odd \( l_0 \), we obtain, using (34),

\[
(\bar{e}^2)_{l_0} = 2\bar{e}_{l_0} \sum_{l \neq l_0} \bar{e}_{l} (P_{l_0} P_{l_1}),
\]

(40)

\[
[(\bar{e}^2)_{l_0} P_{l_1}^2]_{l_0} = 0 \text{ in view of the odd nature of the function } P_{l_1}^2 \text{ for odd } l_0.
\]

Noting also that \( (\bar{e}^2)_{l_0} = \bar{e}_{l_0}^2 (P_{l_0}^2)_{l_0} \), we write (37) taking into account (29) in the form
Using the fact that

\[ (\tilde{E}^2)_{i_0} = \tilde{E}_{i_0}^3 (P^3_{i_0})_{i_0}, \quad (P^2_{i_0})_{i_0} = \frac{2l_0 + 1}{2l_0 + 1} [(P^2_{i_0})_{i_0}], \]

we write Eq. (28) in the form

\[
A(l_0) = \left( \frac{2\pi^2 T_c^2 \nu'(\mu)}{\nu'(\mu)(P^3_{i_0})_{i_0} - 3\nu'(\mu)^2(2l_0 + 1)\sum_{l^* > 0} 2l_0 + 1 + F_i \nu'(\mu) \frac{1}{2l_0 + 1}} \right)^{1/2}.
\]

Finally, substituting (40) into (24a), we obtain in the main approximation

\[
\tilde{e}(p) = \frac{F_{i_0}(p, p_F)}{F_{i_{00}}(p_F, p_{i_0})} A(l_0) \sqrt{1 - T/T_c} P_{i_0} \cos \theta.
\]

Thus, we see that in contrast to the case of even \( l_0 \), we have a nonanalytic temperature dependence of the order parameter for odd \( l_0 \) (see (42)), which is typical of the Landau theory for second-order phase transitions.

3. FLUXES OF ADDITIVE INTEGRALS OF MOTION NEAR THE PHASE-TRANSITION POINT

In this section, we consider the variation of various physical quantities (in the approximation linear in \( [1 - (T/T_c)]^{1/2} \)) in the phase transition under investigation. It can easily be seen that scalar quantities such as heat capacity, thermodynamic potential, energy and entropy density do not change under the phase transition. On the contrary, vector and tensor quantities such as flux densities of the number of particles, energy, and momentum density may change as a result of phase transition in this approximation. In order to verify this, let us construct formulas for the flux densities of number of particles, momentum and energy.

Proceeding from the kinetic equation for the one-particle density matrix \( \hat{f} \) in the approximation \( \omega \tau \gg 1 \) (\( \omega^{-1} \) is the characteristic time of variation of \( f \) and \( \tau \) the relaxation time), i.e.,

\[
i \frac{\partial \hat{f}}{\partial t} = [\hat{\epsilon}(\hat{f}), \hat{f}],
\]

we can derive the expressions for the flux densities of additive integrals of motion (see Ref. 5 in this connection).

Using this kinetic equation, we can easily see that the time derivative of the density of a physical quantity \( a(x, \hat{f}) \) = \( \text{tr} \hat{f} a(x) \) is defined by the formula

\[
\frac{\partial a(x, \hat{f})}{\partial t} = -\frac{\partial a_k(x, \hat{f})}{\partial x_k} + i \text{tr} \hat{f} \frac{\partial \hat{f}}{\partial x_k} \frac{\partial \hat{A}}{\partial x_k}.
\]

where

\[
\hat{A} = \int d^3 x \hat{a}(x);
\]

\[
\epsilon_{12}(x, \hat{f}) = \partial \epsilon(x) / \partial f_{12} \] is the energy density of a quasiparticle, \( \epsilon(x) \) the energy density of the Fermi liquid, \( f^3(x, \hat{f}) = E(\hat{f}) \). Formula (44) follows directly from the kinetic equation (43) according to which

\[
\frac{\partial a(x, \hat{f})}{\partial t} = i \text{tr} [\hat{f} \frac{\partial \hat{A}}{\partial x_k} \hat{a}(x)],
\]

and from the obvious relation

\[
i \frac{\partial \hat{A}}{\partial x_k} \hat{a}(x) = i \text{tr} [\hat{f} \frac{\partial \hat{A}}{\partial x_k} \hat{a}(x)] - \frac{\partial \hat{a}_k(x)}{\partial x_k}.\]

Putting in this formula \( \hat{a}_k(x) = \hat{\rho}_k(x) \), where \( \hat{\rho}_k(x) = \hat{\rho}(x - \hat{x}) \) (\( \hat{x} \) is the coordinate operator), and noting that \( \hat{A} = \int d^3 x \hat{a}(x) = 1 \), we obtain

\[
\frac{\partial \hat{\rho}(x, \hat{f})}{\partial t} = -\frac{\partial \hat{f}_k(x, \hat{f})}{\partial x_k},
\]

where
\[ j_k(x, \xi) = \int d^3x' x'_k \text{tr} \int_0^1 d\xi \hat{f}[\hat{e}(x - (1 - \xi)x', \xi)], \]
\[ \rho(x + \xi x') \].
\[ (\hat{\rho} \text{ is the momentum operator}). \]

In order to derive the expression for the momentum flux density \( \pi(x) \), we note that the energy density \( E(x, \xi) \) of the Fermi liquid satisfies the property of invariance to translations over the vector \( y \):
\[ \epsilon(x + y, e^{i\xi y}e^{-i\xi y}) = \epsilon(x, \xi) \]
\( \hat{\rho} \) (the momentum operator). Differentiating this expression with respect to \( y \) and putting \( y = 0 \), we obtain
\[ \frac{\partial \epsilon(x, \xi)}{\partial x_k} = \text{tr} \hat{f}[\hat{\epsilon}(\xi, \xi), \hat{\rho}_k]. \]
(47)

Returning to formulas (44) and assuming that in these formulas
\[ \pi(x) = \frac{1}{2} \{ \hat{\rho}, \hat{\delta}(x - \xi) \}, \]
and also using (47), we obtain
\[ \frac{\partial \pi(x, \xi)}{\partial \xi} = - \frac{\partial \pi_k(x, \xi)}{\partial x_k}, \]
where the momentum flux density \( t_{ik}(x, \xi) \) has the form
\[ t_{ik}(x, \xi) = - \epsilon \delta_{ik} + i \int d^3x' x'_k \text{tr} \int_0^1 d\xi \hat{f} \]
\[ \times \{ \hat{\epsilon}(x - (1 - \xi)x', \xi), \hat{\pi}_i(x + \xi x') \}. \]
(49)

Finally, let us formulate the differential law of energy conservation. Noting that
\[ \frac{\partial \epsilon(x, \xi)}{\partial f_{ik}} = \epsilon_{21}(x, \xi), \]
and using the kinetic equation (43), we obtain
\[ \frac{\partial \epsilon(x, \xi)}{\partial t} = \text{tr} \hat{f}[\hat{\epsilon}(\xi), \hat{\pi}(x, \xi)]. \]
Assuming now that \( \hat{\pi}(x) = \hat{\epsilon}(x, \xi) \) in formulas (44), we obtain
\[ \frac{\partial \epsilon(x, \xi)}{\partial t} = - \frac{\partial q_k(x, \xi)}{\partial x_k}, \]
(50)
where
\[ q_k(x, \xi) = \frac{i}{2} \int d^3x' x'_k \text{tr} \int_0^1 d\xi \hat{f}[\hat{e}(x - (1 - \xi)x', \xi)], \]
\[ \hat{\epsilon}(x + \xi x'). \}
(51)

For spatially homogeneous states \( \{[\hat{f}, \hat{\rho}], = 0 \} \), formulas (46), (49), and (51) are simplified and assume the following graphic form:
\[ j_k = \frac{2}{V} \sum_p \langle p \rangle \hat{f} \frac{\partial \epsilon_p}{\partial \hat{p}_k} , \]
(52)
\[ q_k = \frac{2}{V} \sum_p \langle p \rangle \hat{f} \frac{\partial \epsilon_p}{\partial \hat{p}_k} , \]
(53)
\[ t_{ik} = - \left( \epsilon - \frac{2}{V} \sum_p f_p \epsilon_p \right) \delta_{ik} + \frac{2}{V} \sum_p \langle p \rangle \hat{f} \frac{\partial \epsilon_p}{\partial \hat{p}_k} , \]
(54)
where \( \epsilon_p \) is the quasiparticle energy.

If the distribution function \( f_p \) is an equilibrium function with the drift velocity \( \mathbf{u} \), i.e.,
\[ f_p = \left\{ \exp \beta (\epsilon_p - \mathbf{p} \cdot \mathbf{u} - \mu) + 1 \right\}^{-1}, \]
these formulas assume the form
\[ j_k = \frac{2}{V} \sum_p f_p \langle p \rangle \hat{f}, \]
\[ q_k = \frac{2}{V} \sum_p \left( \langle p \rangle \hat{f} \epsilon_p - \frac{1}{\beta} \ln(1 - f_p) \right), \]
\[ t_{ik} = \frac{2}{V} \sum_p \left( \frac{1}{\beta} \frac{1}{V} \left( \sum_p \ln(1 - f_p) \right) + \beta \right) \]
\[ + \beta \epsilon V - 2 \beta \sum_p f_p \epsilon_p \).
\]
Using formula (3), we can easily see that the thermodynamic potential density \( \omega \) is defined as
\[ \omega = \left\{ \frac{2}{V} \sum_p \ln(1 - f_p) + \beta \epsilon V - 2 \beta \sum_p f_p \epsilon_p \right\} \]
and hence the formulas for \( t_{ik}, q_k, \) and \( j_k \) can be written in the form
\[ t_{ik} = u_k \pi_i - \frac{\omega}{\beta} \delta_{ik}, \]
\[ q_k = u_k (\epsilon - \omega \beta), \]
\[ j_k = n u_k \].
(55)

Consequently, the quantity \( - (\omega \beta) = p \) can be interpreted as pressure, while the quantity \( w = - (\omega \beta) + \xi \) can be regarded as the enthalpy density \( n \) is the number density of fermions.

Let us now determine the density of the momentum emerging as a result of phase transition. Since \( \mathbf{p} \) is the momentum of an individual particle, the momentum density of the system is defined by the formula
\[ \pi = \frac{2}{V} \sum_p \mathbf{p} f_p \]
or, noting that \( f(\xi + \bar{\xi}) = f(\xi) + (\partial f/\partial \xi) \bar{\xi} \), we have
\[ \pi = \frac{2}{(2\pi)} \int d^3p \mathbf{p} \frac{\partial f}{\partial \xi} \bar{\xi}(\mathbf{p}). \]
\]
Going over to integration with respect to angles and \( \xi \) and noting that \( df/d\xi = - \delta(\xi - \mu) \), we obtain
\[ \pi_i = \frac{2}{(2\pi)} \int dO \left( \frac{p^2}{v} v_i \bar{\xi}(\mathbf{p}) \right) \]
\[ v = \frac{\partial \xi}{\partial p}. \]
Since
\[ n(\mu) = \frac{2}{(2\pi)} \int d^3p \delta(\xi - \mu) = \frac{1}{\pi} \left( \frac{p^2}{v_F} \right), \]\n
we have

\[ \pi_z = -\frac{v(\mu)}{3} p_F A(1) \sqrt{1 - T/T_c} \delta_{l_0,1}, \quad \pi_x = \pi_y = 0, \]

(56)

where

\[ A(1) = \frac{10 \pi^2 T_c^2 \nu(\mu)}{3 \nu''(\mu) - \nu''(\mu)(5 + 2 \nu(\mu))}. \quad F_2 = F|_{l=2}. \]

Thus, a nonzero momentum density appears only for \( l_0 = 1 \).

Let us now find expressions for the densities of fluxes \( j_i, q_k \), and \( t_{ik} \) emerging as a result of the phase transition. Since the drift velocity of particle does not appear in the expression for the fermion distribution function in the new phase, these fluxes \( j_i, q_k \) vanish in accordance with (55).

However, momentum must be conserved in the phase transition. If the momentum of the system in the normal state was zero, the momentum after the phase transition must also be zero. Consequently, the distribution function after the phase transition must have the form

\[ f = \exp \beta (\varepsilon + \varepsilon - \mathbf{p} \cdot \mathbf{u} - \mu) + 1 \]

\[ \approx \exp \beta (\varepsilon + \varepsilon - \mu) + 1 \]

\[ + \frac{d \beta f}{d \varepsilon} (- \mathbf{p} \cdot \mathbf{u}) \]

(\( \mathbf{u} \) is the drift velocity of the system as a whole). As a result, the momentum density after the phase transition is given by

\[ \pi' = \pi - \frac{2}{V \sum_{p} \frac{d f(\varepsilon)}{d \varepsilon} (\mathbf{p} \cdot \mathbf{u}) p. \]

It was noted above that the momentum must vanish after the phase transition (\( \pi' = 0 \)), i.e., the velocity of the Fermi system will be determined from the relation

\[ \frac{2}{V} \sum_{p} \frac{d f(\varepsilon)}{d \varepsilon} (\mathbf{p} \cdot \mathbf{u}) p = \pi, \]

where the value of \( \pi \) is defined by (56). Going over from summation to integration and evaluating the obtained integral, we obtain the following expression for the velocity of the Fermi liquid:

\[ \mathbf{u}_z = -\frac{3}{\nu(\mu)} p_F A(1) \sqrt{1 - T/T_c} \delta_{l_0,1}, \]

\[ \mathbf{u}_x = \mathbf{u}_y = 0. \]

(57)

Thus, the fluxes \( j_i, q_k \), and \( t_{ik} \) are defined by formulas (55) in which the drift velocity \( \mathbf{u} \) is replaced by (57) (since \( \pi = 0 \) in the absence of a phase transition, the density of the momentum flux \( T_{ik} \) also vanishes).

If fermions are electrons of a metal, they interact with the crystal lattice, and the momentum can be partially transferred to the latter. The effect considered above is similar to the Einstein–de Haas effect, in which the body starts rotating as a result of magnetization in view of the angular momentum conservation law due to the fact that electrons acquire an additional angular momentum.

In conclusion, we formulate some considerations concerning physical objects in which the phase transition considered by us here can take place. An analysis of experimental data on the measurements of Landau amplitudes for \(^3\)He (see, for example, Ref. 6) leads to the conclusion that the phase transition described above is hardly possible in \(^3\)He. The available experimental data concerning the measurements of the parameters of an electron liquid in various metals (see, for example, Refs. 7, 8 in this connection) suggests that such systems are most suitable for observing such phase transitions.

In all probability, the phase transition in the Fermi liquid under investigation can be observed in some alloys.9 We mean the experimental observation of “hopping” of samples prepared from such alloys at a certain temperature during cooling. This effect corresponds qualitatively to the conclusion drawn by us here concerning the average momentum acquired by fermions as a result of the phase transition, which is transferred to the crystal lattice and causes a directional movement of the sample. However, additional experiments are required to confirm this assumption. We could not find in the literature any experimental results of measurements of parameters (Landau amplitudes) of an electron liquid in such materials which would confirm or refute the above assumption.
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The temperature dependence of the critical current density $J_c(T)$ in superconducting fulleride $K_3C_{60}$ crystals is investigated on the basis of magnetization measurements in these materials. According to ac susceptibility data, the best crystals do not exhibit granularity for supercurrent flows, and can be regarded as single crystals from this point of view. The obtained results on $J_c$ in $K_3C_{60}$ are compared with those for other crystalline and powder-type compounds $A_xB_yC_{60}$. Possible granularity of the crystals and its influence on $J_c$ are discussed in detail. The irreversibility line for a $K_3C_{60}$ single crystal is also determined. © 1999 American Institute of Physics. [S1063-777X(99)00203-0]

1. INTRODUCTION

After the discovery of superconductivity in fullerenes doped by alkali metals,¹ considerable attention has been paid to the analysis of the critical current in these materials. The critical current density $J_c$ is one of the most important parameters for applications of superconductors in engineering. The measurement of $J_c$ from the transport characteristics of current is a difficult problem as such since such measurements require high current densities. Besides, considerable difficulties are encountered in preparing high-quality low-resistance junctions on brittle materials as in fullerene superconductors (FS) and earlier, in HTSC materials. However, the most serious obstacle in transport measurements is the instability of superconductivity in FS when the material comes in contact with oxygen. For this reason, FS samples are usually sealed in glass or quartz capsules, which hampers the preparation of electric junctions. Thus, the measurements of magnetic susceptibility is one of the most important method of studying the critical current density. For this purpose, the model of critical state proposed by Bean² is used. According to this model, $J_c$ is proportional to the width $\Delta m$ of the hysteresis loop.

First measurements of the critical current density on FS were made on powder samples in which intergranular supercurrents played an important role. It has become possible to make measurements on high-quality monocrystalline samples having a large size. Hence, an analysis of the temperature and field dependences of the critical current density in these crystals and a comparison with the results obtained on powders are of special importance. (Here and below, “crystals” and “single crystals” are the terms applied to crystalline samples of a large size of the order of $\mu m^3$, for which the volume of the superconducting phase is smaller than or equal to 100% in contrast to powder samples which in principle are also crystalline with a grain size of the order of $\mu m^3$.)

In this paper, we describe the results of magnetic studies of $J_c$ carried out on $K_3C_{60}$ crystals. These results are compared with the data obtained for other $A_xB_yC_{60}$ compositions of crystalline and powder samples.

2. OBJECT AND METHOD OF INVESTIGATION

The measurements were made on two SQUID magnetometers in magnetic fields 1–8 T. The first magnetometer (commercial Quantum Design) with a sensitivity up to $10^{-10}$ A·m² ensured the control of the field trapped a superconducting magnet at a level not higher than $5 \times 10^{-8}$ T. The same magnetometer was used for the measurement of dynamic magnetic susceptibility (ac measurements) in the frequency range from 3 Hz to 1.5 kHz and the ac magnetic field amplitude varying from $10^{-6}$ to $5 \times 10^{-4}$ T. The second magnetometer, equipped with a superconducting magnet producing a field up to 8 T, was used for measuring hysteresis loops in the temperature range from 5 K to $T_c$.

The critical current density was studied on three large $K_3C_{60}$ crystals (K1, K2, and K3 samples) whose volume was of the order of several cubic millimeters. The process of sample preparation and parameters of the samples are described in detail in Ref. 3. However, we shall mention some of these parameters here once again. For instance, the superconducting phase $(x_{sc})$ amounted to 100% in samples K1 and K2, while $x_{sc}$ for the K3 sample was 25%. In this paper, we shall mainly describe the results obtained for K1 and K2 single crystals. However, some results [e.g., dynamic (ac) magnetizations and $H_{int}(T)$] will be given for all the three samples.
In order to establish the presence and effect of intergranular structure, we carried out the measurements of dynamic magnetization. Such measurements were made for fullerides in several laboratories. The presence of two clearly distinguishable peaks on the temperature dependence of the imaginary component of susceptibility indicated unambiguously the existence of inter- as well as intragranular scattering mechanisms.

Only one peak is observed in sample K1 with a 100% screening of magnetic field. Figure 1 shows the temperature dependences of the real and imaginary components of dynamic susceptibility for this sample. These dependences were measured in zero magnetic field. The peak on the \( \chi''(T) \) curve lies near the critical temperature and corresponds to energy dissipation in the superconducting material. As the constant (dc) field increases, the peaks become slightly broader and shifts towards low temperatures. No other peaks are observed on the temperature dependence of \( \chi'' \) for K1 in the entire experimental range of ac and dc fields. On the contrary, the \( \chi''(T) \) dependence for sample K2 displays one more less clearly manifested peak near the first one and additional scattering at lower temperatures \( \sim 15 \text{K} \).

In contrast to samples with 100% screening of the field, the temperature dependence \( \chi''(T) \) obtained for sample K3 has a much more complex structure. Figure 2 shows for comparison the \( \chi''(T) \) dependences for all the three samples. The sharp peak observed for K1 is also clearly seen for K3. At the same time, several other peaks corresponding to lower temperatures are also seen clearly. These peaks are associated with energy dissipation at weak interphase links. The formation of such links in K3 is undoubtedly associated with the presence of nonsuperconducting inhomogeneities (undoped \( \text{C}_{60} \) or probably \( \text{K}_{3}\text{C}_{60} \)).

Thus, ac measurements show that sample K1 does not display granularity for supercurrents flowing through the sample. This sample is 100% screened from a magnetic field and contains no other phases except \( \text{K}_{3}\text{C}_{60} \). Nevertheless, the sample still contains a mosaic structure with a block disorientation angle of 3°. In all probability, this mosaic structure does not hamper supercurrents. In this respect, K1 sample resembles in its properties "melt-textured" HTSC materials also exhibiting a weak disorientation of blocks, which does not lead to granularity of the sample as a whole for supercurrents. Sample K2 possesses virtually the same characteristics as K1. However, a weak effect of granularity is still present in the sample. Sample K3 with a nonuniform stoichiometry displays a strong effect of granularity.

### 3. DISCUSSION OF RESULTS

Almost the entire experimental information on the temperature and field dependences of critical current density in FS was obtained from magnetic measurements. It was noted above that some peculiarities observed in FS strongly complicate the measurement of \( J_c \) from the transport characteristics of current. First, superconductivity in fullerides becomes unstable after contact with oxygen. Second, high-quality crystalline samples required for such measurements were not available until recently. Thus, magnetization measurements in a magnetic field at various temperatures used for obtaining information on \( J_c \) on the basis of the model of critical state were the only possible experimental method for studying the critical current density in these materials. The simplest version of Bean’s model is based on the assumption that the critical current density is independent on the field, and hence the density distribution of the field penetrating the sample decreases linearly from the surface to the center.
TABLE I. Critical current density and parameters $\Delta M$ and $m$ for K$_3$C$_{60}$ and Rb$_3$C$_{60}$ samples.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$R$, mm</th>
<th>$J_c$, $10^3$ A/m$^2$</th>
<th>$5$ K, $0.5$ T</th>
<th>$5$ K, $0.1$ T</th>
<th>References</th>
<th>$m$ from (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K$<em>3$C$</em>{60}$</td>
<td>$10^{-3}$</td>
<td>$10^5$</td>
<td>0.7</td>
<td>1.97</td>
<td>6</td>
<td>1.47 [25]</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>$1.2 \times 10^6$</td>
<td>$-$</td>
<td>$-$</td>
<td>23</td>
<td>1.5 [3]</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>$-10^9$</td>
<td>$-0.7$</td>
<td>$-24$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>$-3 \times 10^{-1}$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$10^7$</td>
<td>14.6</td>
<td>25.33</td>
<td>11</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$6 \times 10^7$</td>
<td>9.3</td>
<td>25</td>
<td>K1*</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$4 \times 10^7$</td>
<td>7.1</td>
<td>18.5</td>
<td>K2*</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>$4 \times 10^{10}$</td>
<td>0.68</td>
<td>0.97</td>
<td>13</td>
<td>1.59 [25]</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>$1.5 \times 10^{10}$</td>
<td>0.23</td>
<td>0.32</td>
<td>8</td>
<td>1.8-2 [26]</td>
</tr>
<tr>
<td>Rb$<em>3$C$</em>{60}$</td>
<td>$10^{-3}$</td>
<td>$2 \times 10^{10}$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>$-10^{10}$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>$-3 \times 10^{-1}$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$-10^7$</td>
<td>1.72</td>
<td>3.71</td>
<td>12</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$6 \times 10^8$</td>
<td>19.7</td>
<td>$-$</td>
<td>11</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$6 \times 10^8$</td>
<td>21.9</td>
<td>$-$</td>
<td>14</td>
<td>$-$</td>
</tr>
</tbody>
</table>

Note: Asterisks mark our results.

With increasing external magnetic field, magnetic vortices penetrate the samples more and more deeply until they approach its center at a certain value of the magnetic field $H^*$. On the magnetization curve, $H^*$ can be determined as the field at which the magnetization attains its peak value. A further increase in the field leaves the magnetization unchanged. As the applied field decreases, the sign of the distribution density gradient is reversed. This model obviously leads to a dependence of magnetization on the size and geometry of the sample. The value of $J_c$ can be determined from the experimental curve obtained from dc magnetization on the basis of the equation:

$$J_c = A(M_+ - M_-)/R,$$  \hspace{1cm} (1)

where $A$ is the coefficient determined by the sample geometry, $M_+$ and $M_-$ are the magnetizations measured for the same value of magnetic field during its increase and decrease, respectively, and $R$ is the sample radius. In Refs. 8 and 9, the value of $J_c$ was determined simultaneously from dc and ac measurements, and good agreement of the results was observed. This indicates that the critical state model can be used for FS.

Table I shows some values of critical current density obtained for fullerene superconductors in the powder and crystalline form with a crystal size up to several mm$^3$. These results were obtained from magnetic measurements and demonstrate a considerable hysteresis of magnetization up to high values of magnetic field. This indicates a strong pinning of vortex filaments, and hence high values of critical current density. For example, the value of $J_c$ in Rb$_3$C$_{60}$ at $T=23$ K = 0.82$T_c$ in a magnetic field of 0.5 T is still quite large ($5 \times 10^8$ A/m$^2$).

When the critical current density is calculated in powders, the sample is treated as an aggregate of uncoupled superconducting spheres. The averaged diameter of these spheres is equal to the average diameter of a grain in the sample. In this case, the error in determining the absolute value of $J_c$ can be quite large, which is due to, first, a not very accurate value of the geometrical coefficient $A$ for grains of a complex shape, and second, the indeterminacy in the value of $R$. The second factor is more significant. The problem of calculation of the critical current density for crystalline samples is not less complicated than the problem for powders, especially for sample with the superconducting fraction $x_{sc}$ smaller than 100%. For such samples, we must make certain assumptions concerning their microscopic structure in order to obtain the values of $R$.

Irons et al.\cite{11} were the first to study the critical current density in large crystalline samples. The value of $J_c$ obtained in these experiments was of the order of $10^6$ A/m$^2$, which is much smaller than that observed for powder samples ($\sim 10^9$ A/m$^2$). Boss et al.\cite{12} studied the dependence of the critical current density on the grain size in the sample. In these experiments, the average radius of grains was 1, 3, 10, 30, 100, and 300 $\mu$m in different samples. Boss et al., established that the value of $J_c$ is inversely proportional to the grain size (see Table I in Ref. 12). In our opinion, the “decrease” in the critical current density upon an increase in the average grain size observed by Boss et al.\cite{12} is due to an incorrect value of $R$ used for calculating $J_c$ on the basis of formula (1). Otherwise, the linear dependence $J_c \propto 1/R$, or (which is the same) the constant width of hysteresis loops for all the samples being measured, leads to only one possible conclusion that the actual radius $R$ of the region in which the screening current flows should not exceed the minimum average radius of grains in the sample. This means that the value of $R$ must be smaller than 1 $\mu$m. This, however, contradicts the results of magnetic measurements obtained by different authors for K$_3$C$_{60}$ as well as Rb$_3$C$_{60}$\cite{6,11,13,14}. According to these data, the width of hysteresis loops increases with the grain size (see Table I), although the dependence is not linear. For example, as the value of $R$ increases by three orders of magnitude (from 1 $\mu$m to 1 mm), the value of $\Delta M = \Delta m/V$, where $\Delta m$ is the width of a hysteresis loop and $V$ the sample volume, increases only by a factor of
10–30. This can be due to a weaker pinning in single crystals as compared to powders in view of the fact that single crystals have a more perfect structure, a smaller number of structural defects, and hence a smaller number of pinning centers. It should be noted, however, that crystalline FS samples synthesized at present are polycrystals rather than single crystals. Many samples have a nonideal stoichiometry, and hence inclusions of a nonsuperconducting phase. Besides, the monocrystalline structure of C₆₀ crystals is broken by doping, giving rise to a mosaic structure. In this connection, we can hardly expect that the pinning in such crystals will be much weaker than in powders. For this reason, the disproportionally small increase in $D_M$ as compared to the increase in $R$ cannot be attributed only to a weaker pinning in single crystals. We can also assume that the values of $J_c$ calculated for powders are slightly exaggerated since we assume that grains are absolutely isolated when we choose $R$ equal to the average radius of grains. For this reason, the disproportionally small increase in $\Delta M$ as compared to the increase in $R$ cannot be attributed only to a weaker pinning in single crystals. We can also assume that the values of $J_c$ calculated for powders are slightly exaggerated since we assume that grains are absolutely isolated when we choose $R$ equal to the average radius of grains. It must be borne in mind, however, that the surfaces of grains are the first to be doped and become superconducting in the course of doping. Consequently, grains are often electrically coupled or exhibit a weak Josephson coupling even in an unpressed powder. Naturally, this leads to values of $R$ larger than the average size of grains, and the value of $J_c$ calculated by formula (1) must accordingly be lower.

Irrespective of the nature of the phenomenon discussed above, it creates additional difficulties in the calculation of $J_c$ and shows that the absolute values of critical current density calculated from the results of measurements of irreversible magnetization should be taken with care, especially if the value of $R$ is not determined absolutely accurately. It was noted above, however, that the qualitative form of the temperature and field dependences of the critical current density obtained from these experiments must be correct.

While calculating the critical current density in sample K1 with 100% field screening, we assume that $R=1$ mm (sample size) since it has been proved that the granularity for supercurrents in the sample was not observed. Using formula (1), we obtain $J_c = 6 \times 10^7$ A/m² at $T=5$ K and $\mu_0 H = 0.05$ T. This value is close to those obtained by Irons et al. on K₅C₆₀ and Rb₃C₆₀ crystals of the millimeter size. However, the values of $J_c$ obtained for Rb₃C₆₀ are 15 times higher than our values. This difference can be due to the quality of crystals, and hence the pinning force.

The field and temperature dependences of critical current density for K1 are shown in Figs. 3 and 4. It can be seen that the critical current density decreases smoothly with increasing magnetic field and temperature. These values of $J_c$ are virtually two orders of magnitude lower than those obtained on twinless YBCO single crystals (this material has the lowest anisotropy among HTSC). The reason behind this difference in the values of $J_c$ is unclear since the expected contribution of structure defects to the pinning of magnetic vortices also depends on the thermodynamic critical field $H_c$ and the coherence length $\xi$. Both these parameters have close values for FS and HTSC.

The influence of internal structure of the sample on $R$ can be seen clearly from the results obtained for K2 for which the value of $\Delta M$ is smaller by a factor of 1.3 than for K1. At first sight, this result appears as unexpected since the size of K2 is 1.5 times larger than that of K1. However, the
small value of $\Delta M$ in K2 can be explained by the presence of grains. It is well known (see the discussion of the quality of single crystals in Ref. 3) that a mosaic structure is formed in the sample as a result of doping. At the same time, grains can also appear due to the formation of microcracks in the single crystal. Indeed, ac measurements in K2 indicate the presence of intergranular peaks on the $\chi''(T)$ curve, which are absent in the case of K1 sample (see Fig. 2). Besides, the dependence of the trapped magnetic flux on the external magnetic field (see the details of experiment in Ref. 16) for K2 has a kink for the characteristic value of the field $\mu_0 H^*$ of the order of several mT. This dependence is shown in Fig. 5. We relate the emergence of the kink to the instant of time when the applied field reaches the center of the sample (or the center of grains). This kink is not manifested in this range of external fields for sample K1 whose size is smaller than that of K2, indicating the presence of grains for supercurrents in K2. The estimates of the average size of grains obtained from the experimental values of $H^*$ give a value of the order of several tens of micrometers. These grains are quite large and are formed in all probability due to the emergence of microcracks during sample doping.

An important characteristic of HTSC materials is the “irreversibility point” ($T_{\text{irr}}$ or $H_{\text{irr}}$) observed for the first time in experiments by Müller et al.\textsuperscript{18} for La–Ba–Cu–O ceramics. For various values of external magnetic field, it was defined as the point at which “field-cooled” (FC) and “zero-field-cooled” (ZFC) temperature dependences merge into one reversible curve. This effect is observed for all HTSC, and the irreversibility curve $H_{\text{irr}}(T)$ has become an object of detailed investigations for many years. From the point of view of fundamental studies, the $H_{\text{irr}}(T)$ dependence provides information on the type of pinning in a sample and on structural peculiarities of the system of magnetic vortices. Most experimental results show that the irreversibility curve can be described by the equation

$$H_{\text{irr}} = H_0(1 - T/T_c)^m,$$

where $H_0$ is the value of $H_{\text{irr}}$ at zero temperature. In a thermally activated flux flow (TAFF) model with collective pinning,\textsuperscript{19} the value of $m$ in Eq. (2) is 1.5, while $m = 4/3$ in the vortex-glass (VG) model\textsuperscript{20} and $m = 2$ or 1.5 in the theory of vortex lattice melting.\textsuperscript{21}

The irreversibility curve is usually determined in experiments as the point of merging the ZFC and FC curves (as, for example, for K$_2$C$_{60}$ and Rb$_2$C$_{60}$ powders in Ref. 22) or as a characteristic value of the field at which current densities drop below a certain value. The irreversibility curves for fullerides obtained by these methods are also described by Eq. (2) with the value of $m$ between 1.47 and 2.15 (see Table I). However, the determination of $T_{\text{irr}}$ and $H_{\text{irr}}$ from these measurements is complicated and requires the application of certain criteria in view of the fact that both temperature and field dependences of magnetization gradually become reversible.

In our experiments, the irreversibility curve was determined from field dependences of critical current density, where $1/J_c(0)$ is proportional to $B$ in a wide range of external fields (Fig. 6). However, at certain values of field, the value of $J_c$ decreases abruptly below the resolution limit of our instrument (see Fig. 6), the values of characteristic field being the lower the higher the temperature. These values of magnetic field is regarded as the irreversibility field $H_{\text{irr}}$.

The temperature dependences of $H_{\text{irr}}$ (irreversibility curves) obtained by this method for K1 and K3 samples are shown in the inset to Fig. 6. The irreversibility curves follow the power law (2) with $m = 1.5$. Thus, the irreversibility curve can be described on the basis of the TAFF model.\textsuperscript{19} It should be noted, however, that this value of exponent in (2) is also in accord with some models of vortex lattice melting.\textsuperscript{21}
4. CONCLUSION

Using the measurements of magnetization, we studied the temperature and field dependences of the critical current density in single crystals of fulleride K$_3$C$_{60}$. On the basis of the critical state model, we obtained the critical current density $J_c = 6 \times 10^5$ A/m$^2$ at $T = 5$ K and $\mu_0H = 0.05$ T, which is much smaller that the corresponding value for powders. It is shown that the internal structure of the sample considerably affects the characteristic value of $R$ used for calculating $J_c$.

The irreversibility curve obtained in experiments follows a power law with an exponent $m = 1.5$ and can be described on the basis of the TAFF model. However, the final answer to the question about the nature of the irreversibility curve in FS cannot be obtained in view of insufficient amount of experimental data on the $H_{irr}(T)$ dependence.
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Specific features of the equilibrium current-carrying state of a Josephson tunnel junction between diffusive superconductors (with the electron mean free path \( l \) smaller than the coherence length \( \xi_0 \)) are studied theoretically in the 1D geometry when the current does not spread in the junction banks. It is shown that the concept of “weak link” with the phase jump \( \Phi - 1 \) of the order parameter exists only for a low transmissivity of the barrier \( \Gamma \ll l/\xi_0 \ll 1 \). Otherwise, the presence of the tunnel junction virtually does not affect the distributions of the order parameter modulus and phase. It is found that the Josephson current flowing in the vicinity of the tunnel barrier induces localized states of electron excitations, which are a continuous analog of Andreev’s levels in a ballistic junction. The depth of the corresponding “potential well” is much larger than the separation between an Andreev’s level and the continuous energy spectrum boundary for the same transmissivity of the barrier. In contrast to a ballistic junction in which the Josephson current is transported completely by localized excitations, the contribution to current in a diffusive junction comes from the entire spectral region near the energy gap boundary, where the density of states differs considerably from its unperturbed value.

The correction to the Josephson energy gap boundary, where the density of states differs considerably from its unperturbed value, is calculated and it is found that the true expansion parameter \( j(\Phi) \) of the perturbation theory for a diffusive junction is not the tunneling probability \( \Gamma \), but a much larger parameter \( W = (3\xi_0/4l)\Gamma \). This simplifies the conditions for the experimental observation of higher harmonics of \( j(\Phi) \) in junctions with controllable transmissivity of the barrier. © 1999 American Institute of Physics.
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1. INTRODUCTION

In recent years, considerable advances have been made in the technology of preparing low-resistance tunnel junctions with a comparatively high barrier transmissivity (tunneling probability) \( \Gamma \). This applies primarily to controlled break- junctions1 as well as systems based on 2D electron gas,2 whose conductivity undergoes a crossover from tunnel- to metal-type conductivity upon a change in the barrier parameters. The problem of calculation of the Josephson current through a junction with an arbitrary transmissivity in the ballistic mode (with the electron mean free path \( l \gg \xi_0 \), where \( \xi_0 \) is the coherence length) was solved by many authors3 on the basis of the model of a one-mode junction with massive current-carrying banks ensuring a rapid “spreading” of supercurrent and the equality of the order parameter modulus \( \Delta \) at the barrier to its bulk value (the “rigidity” condition for \( \Delta \)).

In the 1D geometry (e.d., a planar junction or a superconducting channel with a tunnel barrier3), the problem is complicated considerably due to the change in the order parameter and the quasiparticle energy spectrum in the vicinity of the junction, which makes a contribution to the phase dependence of the current \( j(\Phi) \). Antsygina and Svidzinskii3 determined the corresponding corrections to \( j(\Phi) \) of the order of \( \Gamma^2 \) for a pure \( (l \gg \xi_0) \) superconductor in the limit of low transmissivity \( \Gamma \ll 1 \):

\[
\delta j(\Phi) = -\frac{\alpha(T)}{I(\Delta)} I(\Delta) \Gamma \left( \sin \Phi - \frac{1}{2} \sin 2\Phi \right), \quad \alpha(T) \sim 1,
\]

(1)

\[
I(\Delta) = \frac{\pi}{4} e^\nu F \Gamma(\Delta) = I_c(\Delta) / \tanh(\Delta/2T),
\]

(2)

where \( \nu_F \) is the density of states, \( v_F \) the Fermi velocity, and \( I_c(\Delta) \) the critical current through the junction.

In a diffusive superconductor (the “dirty” limit \( l \ll \xi_0 \) = \( \sqrt{D/2\Sigma} \), \( D = v_F l/3 \) is the diffusion coefficient), the calculation of the Josephson current for an arbitrary \( \Gamma \) is hardly possible3 even in a simple model disregarding the variation of the order parameter in the vicinity of the junction, using the numerical methods of solving equations for Green’s functions averaged over the ensemble of scatterers. As a matter of fact, the boundary conditions for isotropic Green’s functions \( \hat{g}(r,t_1,t_2) \) at the junction, which were obtained for the first time by Kupriyanov and Lukichev,7 i.e.,

\[
-l^\nu \nabla \hat{g} - l^\nu \nabla \hat{g} = \frac{3}{4} \left( \frac{\mu d(\mu)}{r(\mu)} \right) \left[ \hat{g}_L - \hat{g}_R \right],
\]

(3)

where \( d(\cos \theta) \) is the tunneling probability for an electron impinging the barrier at an angle \( \theta \), and the subscripts \( R \) and \( L \) mark the value to the right and left of the barrier, are valid.
only in the first order of smallness of the angle-averaged transmissivity \( \Gamma = (\mu d(\mu)) \). Lambert et al.\(^7\) proved that the derivation of the boundary conditions in the general case \((d-1)\) is reduced to an analysis of a system of nonlinear integral equations for the terms in the expansion of the averaged Green’s function \( g(r_p, r_{t12}) = g(r, r_{t12}) + p \cdot g(r, r_{t12}) + \ldots \) over Legendre polynomials. This problem can be solved only for \( \Gamma \ll 1 \) by writing the right-hand side of (3) in the form of a power series in \( \Gamma \), which was used in Ref. 8 for calculating the corrections to the Josephson current of the order of \( \Gamma^2 \).

In this paper, we pay attention to the fact that the problem of calculation of the current-phase relation for a diffusive junction in the 1D geometry has a meaning only in the case of the low transmissivity of the barrier. Indeed, simple estimates obtained on the basis of the well-known formula for \( j(\Phi) \) in the first order in \( \Gamma \), which coincides with the Ambegaokar–Baratoff\(^9\) result for a pure superconductor on account of the Anderson theorem, i.e.,

\[
 j_0(\Phi) = I(\Delta) \tanh \frac{\Delta}{2T} \sin \Phi, \tag{4}
\]

show that even for \( \Gamma \ll l/\xi_0 \ll 1 \) the critical current through the junction becomes of the order of the bulk thermodynamic critical current \( n_c v_{sc} \), where \( v_{sc} \sim 1/m \xi_0 \) is the critical velocity of the condensate, \( n_c \sim m v_{sc} D \Delta \) its density, \( m \) the electron mass, and \( h = 1 \). Thus, for \( \Gamma \gg l/\xi_0 \), the tunnel junction does not any longer play the role of “weak link” with the jump of the order parameter phase \( \Phi \) and other features of a Josephson element. This follows even from the boundary conditions (3) if we use the estimate \( \nabla g \sim g/\xi_0 \) in the vicinity of the junction, which leads to \( [\hat{g}_L, \hat{g}_R] \approx -\sin \Phi \approx 0 \) for \( \Gamma \gg l/\xi_0 \) in the main approximation.\(^3\) This criterion of weak link can be also formulated in terms of the conductance of the system in the normal state: the resistance of the junction must be higher than the resistance of a layer of the current-carrying metal of thickness \( \sim \xi_0 \).

It follows hence that the parameter

\[
 W = (3 \xi_0/4l) \Gamma \gg \Gamma \tag{5}
\]

plays a fundamental role in the theory of Josephson effect for diffusive junction (the factor 3/4 is chosen for convenience of notation). We can attach to this parameter the meaning of the effective tunneling probability for Cooper pairs, which is higher than the conventional probability \( \Gamma \) of quasiparticle tunneling. Small values of \( W \ll 1 \) correspond to “weak link” conditions (Josephson effect). For \( W \gg 1 \), the presence of a tunnel barrier virtually does not affect the supercurrent flow and the distribution of order parameter in a diffusive superconductor. Moreover, we can expect that it is \( W \) and not \( \Gamma \) that it a true parameter of the expansion of \( j(\Phi) \) in the barrier transmissivity since the Anderson theorem (in the given case, the statement concerning the absence of a dependence of the Josephson current on the mean free path) is valid only in the main approximation in \( \Gamma \) (4), and hence this dependence must be manifested in higher-order terms in the expansion of \( j(\Phi) \) in the emergence of an additional dimensionless parameter \( \xi_0/l \) in them, which vanishes as \( l \to \infty \). An analysis of corrections to the current–phase dependence (3) carried out in Sec. 4 of this article in the next order in \( W \) confirms these considerations and proves that the corrections \( \sim \Gamma^2 \) to the boundary conditions (3) and Josephson current (4) obtained in Ref. 8 are insignificant indeed.

Another important result of the analysis of the current-carrying state of a diffusive Josephson junction obtained by us here is the conclusion concerning the emergence of localized states of electron excitations in the vicinity of the barrier. This phenomenon is well known for a ballistic tunnel junction\(^{10,11}\) in which discrete energy levels

\[
 e_{\phi}(\Phi) = \pm \Delta(1 - d \sin^2 \Phi)/2, \tag{6}
\]

associated with Andreev’s localization of electron excitations near the jump in the order parameter phase split from the continuous spectrum in the current-carrying state. A similar phenomenon also takes place in a diffusive junction in which, however, isolated coherent energy levels cannot exist due to electron scattering at impurities and defects. In this case, The most adequate description of the variation of the energy spectrum of excitations is the one in terms of their local density of states \( N(\varepsilon, r) = \text{Re} u^*(\varepsilon, r) (u^* \) is the diagonal component of the retarded Green’s function for the superconductor), which is assumed for brevity to be normalized to its value \( v_F \) in the normal metal. In the absence of current, the density of states in a homogeneous superconductor has the standard form \( N_0(\varepsilon) = |\varepsilon| \Theta(\varepsilon^2 - \Delta^2)/\sqrt{\varepsilon^2 - \Delta^2} \) [\( \Theta(x) \) is the Heaviside function] with root singularities at the gap boundaries. In the current state, the momentum \( p_x \) of the superfluid condensate plays the role of a depairing factor smoothing the singularities of \( N(\varepsilon) \) and reducing the energy gap \( 2e_{\phi} \) for \( \Delta - e_{\phi}(p_x) \approx (Dp_x^2)^{2/3} \). In the vicinity of a weak link, a similar (and main) factor suppressing the energy gap is the phase jump \( \Phi \) which leads to the formation of a “potential” well having a width of the order of \( \xi_0 \) and containing localized excitations with an energy \( |\varepsilon| < \Delta \) (see Sec. 3).

2. EQUATIONS FOR GREEN’S FUNCTION OF A JOSEPHSON JUNCTION WITH A LOW TRANSMISSIVITY

In order to calculate the density of states and equilibrium supercurrent

\[
 j = \frac{1}{4} e v_F u_D \int_{-\infty}^{+\infty} d\varepsilon f_{\phi}(\varepsilon) \text{Tr} \sigma_z (\hat{g}^+ \nabla \hat{g} - \hat{g} \nabla \hat{g}^+)(\varepsilon) \tag{7}
\]

we must solve equations for the matrix retarded (advanced) Green’s functions \( \hat{g}^\pm(r, \varepsilon) \) averaged over the ensemble of scatterers:

\[
 [\sigma_x \varepsilon + \Delta \exp(i \sigma_y \chi) i \sigma_z, \hat{g}] = iD \nabla (\hat{g} \nabla \hat{g}), \tag{8}
\]

\[
 \hat{g}^2 = 1. \tag{9}
\]

Here \( \Delta \) and \( \chi \) are the modulus and phase of the order parameter and \( f_{\phi}(\varepsilon) = (1/2)[1 + \tanh(\varepsilon/2T)] \) is the equilibrium distribution function.

According to the normalization condition (9) for a Green’s function, the matrix \( \hat{g} \) can be presented in the form \( \hat{g} = \sigma \cdot \mathbf{u} \), where \( \sigma \) is the vector formed by Pauli matrices. Using the well-known relations \( (\sigma \cdot \mathbf{a})(\sigma \cdot \mathbf{b}) = \mathbf{a} \cdot \mathbf{b} + i\mathbf{a} \cdot \mathbf{b} \)}
\[ \mathbf{s} \times \mathbf{b}, \quad [\mathbf{\sigma}, \mathbf{\sigma}] = 2i[\mathbf{\sigma} \times \mathbf{s}], \] 
where \( \mathbf{s} \) is the unit vector of “isotopic spin” directed along the \( z \)-axis in the space of Pauli matrices, we can obtain from (3), (8), and (9) the following equations and the boundary conditions for the vector Green’s function \( \mathbf{u} \):

\[ e[s \times \mathbf{u}] + i \Delta [\chi \times \mathbf{u}] = (D/2) \nabla [\mathbf{u} \times \nabla \mathbf{u}], \quad \mathbf{u}^2 = 1, \quad (10) \]

\[ \xi_0 \left[ \mathbf{u} \times \nabla \mathbf{u} \right]_{L=0} = 2W \left[ \mathbf{u}_L \times \mathbf{u}_R \right], \quad (11) \]

where \( \chi = (\sin \chi \cos \chi, 0) \) is the symbolic vector of the order parameter phase.

Singular out the component of the vector \( \mathbf{u} \) along the direction \( \mathbf{s} \), i.e., \( \mathbf{u} = su + iv \) \((\mathbf{v} \cdot \mathbf{s} = 0)\), we project Eqs. (10) onto the \((x, y)\)-plane in the space of Pauli matrices:

\[ e \mathbf{v} - \Delta u \chi = (iD/2) \nabla (u \nabla \mathbf{v} - \mathbf{v} \nabla u), \quad u^2 - v^2 = 1 \quad (12) \]

and introduce the unit vector \( \mathbf{v} = (\sin \psi \cos \phi, 0) \) directed along \( \mathbf{v} = \psi \mathbf{v} \), where \( \psi(x, \mathbf{r}, \mathbf{e}) \) is the phase of “anomalous” Green’s function \( \mathbf{v} \) \((\nabla \psi = [\mathbf{\sigma} \times \mathbf{s}] \nabla \phi)\). The obtained system of scalar equations is a possible representation of Usadel equations:

\[ e \mathbf{v} - \Delta u \cos(\psi - \chi) = (iD/2) \left[ \nabla (u \nabla \mathbf{v} - \mathbf{v} \nabla u) - uv(\nabla \psi)^2 \right], \quad (13) \]

\[ \Delta v \sin(\psi - \chi) = (iD/2) \nabla (v^2 \nabla \psi), \quad (14) \]

\[ u^2 - v^2 = 1, \quad (15) \]

and its solutions determine the value of supercurrent (7) according to

\[ j(\phi) = -en_F \int_{-\infty}^{+\infty} d\mathbf{v} f_0 \text{Im}(v^2)^2 \nabla \psi^*. \quad (16) \]

Choosing the coordinate axis \( x \) at right angles to the contact plane \( x = 0 \) \((\chi(+0) = -\chi(-0) = \Phi/2)\) and taking into account the continuity of Green’s function and antisymmetry of their derivatives, we can easily obtain from (11) the boundary conditions to Eqs. (13) and (14) for \( x = \pm 0 \):

\[ \xi_0 (u \nabla v - v \nabla u)(0) = 4Wu(0)v(0) \sin^2 \psi(0), \quad (17) \]

\[ \xi_0 (v \nabla \psi)(0) = 2Wv(0) \sin 2\phi(0). \quad (18) \]

Away from the junction, the behavior of the order parameter phases and Green’s function is described by a linear asymptotic form corresponding to the given value of current

\[ \xi(+\infty) = \psi(+\infty) = \chi_{\infty} + 2p_x x, \quad p_x = (W/\xi_0) \sin \phi, \quad (19) \]

i.e., of the superfluid momentum \( p_x \), whose magnitude is determined in the main approximation by the condition of equality of the current (4) through the junction to its value

\[ j = nev_F Dp_x \Delta \tanh(\Delta/2T) \]

in the bulk of the metal, and Green’s functions tend to their asymptotic values satisfying Eqs. (13)–(15) for \( \psi = \chi \) and \( \nabla \mathbf{v} = \mathbf{v} = 0 \).

Using the parametrization \( u = \cosh \theta \), \( v = \sinh \theta \), which takes into account the normalization condition (15), we can put in correspondence to the vector Green’s function \( \mathbf{u} \) the following visual geometrical image.\(^13\) The unit vector \( \mathbf{u} \) in a normal metal is directed along the isospin axis \( z \) (which corresponds to a purely electron or hole state of excitation of a Fermi gas), while in a superconductor this vector is deflected from the axis through an imaginary angle \( i \theta \) and turned about the isospin axis through the azimuthal angle \( \psi \). In the spatially homogeneous case, this angle obviously coincides with the phase of the order parameter \( (\psi = \chi)\), and the scalar Green’s functions \( u \) and \( v \) are described by the formulas

\[ u^\pm = \cosh \theta = \frac{e}{\sqrt{(e \pm i0)^2 - \Delta^2}}, \quad (20) \]

\[ v^\pm = \sinh \theta = \frac{\Delta}{\sqrt{(e \pm i0)^2 - \Delta^2}}, \]

where \( \pm i0 \) defines the position of singularities of the retarded (advanced) Green’s function in the complex plane \( e \), and the square root in (20) is defined so that \( u^\pm \to 1 \) for \( e \to \pm \infty \).

The equations (13)–(15) for Green’s functions should be supplemented by the self-consistency conditions for the modulus and phase of the order parameter:

\[ \Delta = \lambda \int_{-\infty}^{+\infty} d\mathbf{f} f_0 \text{Re} v^+, \quad (21) \]

\[ \int_{-\infty}^{+\infty} d\mathbf{f} f_0 \text{Re} v^+ \sin(\psi^+ - \chi) = 0, \quad (22) \]

where \( \lambda \) is the constant of superconducting interaction. Taking into account the current conservation law [Eqs. (14) and (22)], it is convenient to calculate the value of current at the barrier \((x = \pm 0)\) by expressing \( \nabla \phi(0) \) in (16) with the help of (18) through the phase jump \( 2\phi(0) \):

\[ j(\phi) = -e \frac{n_F}{2} v_F \Gamma \int_{-\infty}^{+\infty} d\mathbf{f} f_0 \text{Im}(v^+(0))^2 \sin 2\phi^+(0), \quad (23) \]

which allows us to single out explicitly the small parameter of the theory, i.e., the barrier transmissivity \( \Gamma \). It can easily be verified that in the main approximation using the unperturbed values of Green’s function (20) and phase \( \psi(0) \approx \chi(0) = \Phi/2 \), formula (23) leads to the result (4).

A simplifying factor in the case of a low transmissivity of the barrier is that the quantities \( \psi - \chi \) and \( \nabla \phi \) proportional to the current through the junction are small (see (18) and (14)), and hence we can omit in Eq. (13) the terms quadratic in \( W \) and containing the phase. Replacing \( \psi(0) \approx \chi(0) = \Phi/2 \) in the boundary conditions (17) and (18) to the same degree of accuracy, we obtain the equation and the boundary conditions for the parameter \( \theta \):

\[ e \sin \theta - \Delta \cos \theta = (iD/2) \nabla^2 \theta, \quad (24) \]

\[ \xi_0 \nabla \theta(0) = 2W \sin 2\theta(0) \sin^2 \Phi/2, \quad (25) \]

\[ \theta(\pm 0) = \theta. \]

An attempt to apply the perturbation theory directly to the solution of Eq. (24) \((\theta(x) = \theta_0 + \theta_1(x), \quad \Delta(x) = \Delta_0 + \Delta_1(x))\) leads to an expression for the correction \( \theta_1(x) \) containing nonintegrable singularities at the gap boundaries, and as a consequence, to the divergence of the corresponding correction to the Josephson current (4). This is associated with the emergence of localized states of quasiparticles at a
tunnel junction in the current-carrying state mentioned in Introduction. These states will be considered in the next section.

3. LOCALIZED STATES AT A TUNNEL BARRIER

It will be proved below that the depth of the “potential well” in the vicinity of the barrier is much larger than the scale of variation of the order parameter. Consequently, it is sufficient to confine an analysis of the behavior of the density of state to the model with a constant $\Delta$, in which Eq. (24) has a simple solution describing the attenuation of perturbations of Green’s functions at a distance $\sim \xi_0$ from the barrier:

$$\frac{\theta(x) - \theta_c}{4} = \frac{\theta(0) - \theta_c}{4} \exp(-k_c|x|),$$

$$k_c^{-2} = i\varepsilon_0^2 \sinh \theta_c, \quad \Re k_c > 0. \quad (26)$$

The quantity $\theta(0)$ satisfies the boundary condition following from (25) and (26):

$$k_c\xi_0 \sinh \frac{\theta_c - \theta(0)}{2} = \gamma \sinh 2\theta(0),$$

$$\gamma = W \sin^2 \frac{\Phi}{2} \approx 1,$$  

which can be reduced to the eighth-degree algebraic equation in $z = \exp(\theta(0))$:

$$2z^3(z - z_s)^2 = i\gamma^2(z_s^2 - 1)(z^4 - 1)^2, \quad z_s = \exp \theta_c. \quad (28)$$

In the general case (for an arbitrary $\varepsilon$), the solution of Eq. (28) can be obtained only numerically, but the presence of the small parameter $\gamma$ in (27) and (28) makes it possible to apply the perturbation theory. Far away from the spectrum boundary, we can put $\theta(0) = \theta_c$ on right-hand side of (27), which leads to the following expression for the correction to the density of states at the barrier:

$$N(\varepsilon,0) - N_0(\varepsilon) = -2\gamma \Re(\sqrt{i\sinh^3 \theta_c} \sinh 2\theta_c),$$  

that becomes obviously inapplicable for $|\varepsilon| \to \Delta$, where $|\theta_c| \to \infty$. In this region, we must apply the modified perturbation theory (MPT) by putting $|z|, |z_s| \gg 1$ for an arbitrary (not necessarily small) value of $z - z_s$. This not only reduces the degree of the general equation (28), but also allows us to write it in a universal form free of the depairing parameter $\gamma$:

$$y(W - 1)^2 = i\gamma^5, \quad y = z/\beta \nu 2,$$

$$E = \beta^2(\varepsilon - \Delta)/\Delta, \quad \beta = (2/\gamma)^{1/5} \gg 1. \quad (30)$$

Relations (30) show that the increase in the density of states is bounded by a quantity of the order of $\beta \sim W^{-25}$ as we approach the spectrum boundary, and the range of applicability of the conventional perturbation theory (29) is determined by the condition $(\varepsilon - \Delta)/\Delta \gg \beta^{-2}$ and overlaps with the region of applicability $(\varepsilon - \Delta)/\Delta \ll 1$ of the MPT. The boundary $\varepsilon_\Phi$ of the spectrum (the position of the bottom of the potential well) below which the density of states vanishes corresponds to the emergence of a purely imaginary root of the equation (30) at the point $E_\Phi = -(25/6)(2/3)^{1/5} \approx -3.842$.

![FIG. 1. Dependence of the position of the bottom of the “potential well” $\varepsilon_\Phi$ (31) and the order parameter $\Delta(0)$ (49) in the vicinity of the tunnel junction on the phase difference $\Phi$ (solid curves) at $T=0$, $W=0.01$ and $\xi_0/\ell=5$. The dashed curve shows for comparison the position of the Andreev level in a pure one-mode junction (5) for the same barrier transmissivity.](image1)

$$\varepsilon_\Phi(\Phi) = \Delta \left[1 - C \left(\frac{W \sin^2 \frac{\Phi}{2}}{2}\right)^{4/5}\right],$$

$$C = \frac{25}{3 \times 6^{1/5}} \approx 5.824. \quad (31)$$

The dependence of the position of the spectrum boundary on the phase jump at the junction is illustrated in Fig. 1 in which a similar dependence of the position of the Andreev level (6) in a junction between pure superconductors is shown for comparison. It should be noted that the scale of variation of $\varepsilon_\Phi(\Phi)$ is much larger than the splitting of the Andreev level from the boundary of the continuous spectrum for the same barrier transmissivity. This is associated with the large value of the depairing parameter $\gamma$ in the diffusive junction as compared to the splitting parameter $\Gamma$ of the Andreev level as well as with the large numerical value of the constant $C$ defining the shift of the spectrum boundary (31). Figure 2 shows the results of numerical calculation of the density of states at the junction on the basis of the general formula (28) for different values of the depairing parameter, which prove that in addition of the root singularity ($\sim \sqrt{\varepsilon - \varepsilon_\Phi}$) at the spectrum boundary, the quantity $N(\varepsilon)$

![FIG. 2. Dependence of the density of states $N(\varepsilon,\Phi,0)$ at the tunnel junction on the energy of quasiparticles for various values of the depairing parameter $\gamma = W \sin^2(\Phi/2)$ (solid curves). The dashed curve shows the energy dependence of the unperturbed density of states $N_0(\varepsilon)$.](image2)
has a "beak-type" root singularity for $\varepsilon = \Delta$. Its physical nature is associated with an indefinite increase in the attenuation length $k^{-1}$ of the perturbation of Green’s function (26) in the vicinity of the gap boundary in the bulk of the metal. For $\varepsilon < \Delta$, the density of states decreases exponentially with increasing distance from the junction to $\approx \xi_0$ (Fig. 3), which corresponds qualitatively to the image of the potential well of depth $\Delta - \varepsilon$ and of width $\sim \xi_0$ with excitations localized in them.

It is well known that Josephson current is carried through a ballistic junction by localized excitations only and can be presented in the following visual form:

$$j(\Phi) = -2e \sum \frac{\partial n_\varepsilon(\Phi)}{\partial \Phi} \tanh \frac{\varepsilon_n(\Phi)}{2T},$$

where the index $n$ labels Andreev’s levels. At the same time, formula (23) for current expressed in the MPT approximation in terms of the reduced variables (30), i.e.,

$$j(\Phi) \approx -I(\Delta) \frac{\Delta}{2T} \sin \Phi \int_{E_n(\Phi)}^\infty \frac{dE}{\pi} \text{Im} (y)^2 = j_0(\Phi)$$

shows that the charge transfer in a diffusive junction is performed not only by the states in the potential well ($E<0$, $\varepsilon < \Delta$), but also by excitations with energy $\varepsilon > \Delta$ in the region $\varepsilon - \Delta \sim \beta^{-1}$, where the density of states differs significantly from the unperturbed value $N_0(\varepsilon)$. It should be noted in this connection that Argaman proposed an analog of the formula (32) for a diffusive system, which can be obtained by the replacement of the energy $\varepsilon_n(\Phi)$ of Andreev’s levels by the local value $\varepsilon(\xi, \Phi, x)$ of the excitation energy for $x=0$, which is adiabatically supercurrent, using instead of the discrete number $n$ the continuous variable

$$\xi = \int_{E_n(\Phi)}^{\epsilon(\xi, \Phi, x)} d\varepsilon' N(\varepsilon', \Phi, x)$$

viz., the number of states with an energy smaller than $\varepsilon$ ($\xi = \Theta(\varepsilon^2 - \Delta^2) \sqrt{\varepsilon^2 - \Delta^2}$ for a homogeneous superconductor). We can propose that the contributions from the bound and delocalized states to the Josephson current are taken into account simultaneously by the formula

$$j(\Phi) = -2e\nu \int \frac{d\varepsilon}{\Delta} \frac{\partial \varepsilon(\xi, \Phi, 0)}{\partial \Phi} \frac{\varepsilon(\xi, \Phi, 0)}{2T},$$

which, however, leads to correct results only in the case of a homogeneous current-carrying state (where $\nabla \chi$ plays the role of $\Phi$) or a broad SNS-junction (with a width $L \gg \xi_0$ of the normal superlayer) and is inapplicable for a narrow bridge and tunnel junction. Nevertheless, the application of the function $\varepsilon(\xi, \Phi, x)$ is useful in these cases also since this allows us to visualize the variation of the energy distribution of quasiparticle states in the vicinity of the junction (Fig. 4).

### 4. CURRENT–PHASE DEPENDENCE FOR A JUNCTION IN THE SECOND ORDER IN W

Although the modified perturbation theory for Green’s function in the energy representation described in the preceding section is the most physically visual method operating with actual excitation energies, it leads to considerable formal difficulties in the calculation of corrections to the Josephson current (4). Indeed, it was shown in the previous section that the expression for $j(\Phi)$ calculated on the basis of the MPT for Green’s functions (33) coincides with (4) since the small MPT parameter $\beta^{-1}$ cancels out as we go over to the reduced variables (30). Thus, in order to calculate the corrections to (4) we are interested in, we must leave approximation (30) that describes the behavior of Green’s functions correctly only in a narrow range of singularity in the density of states. For this purpose, it is convenient to use the formalism of temperature Green’s functions by going over from integration with respect to energy in (21)–(23) to summation over the Matsubara frequencies $\omega_n = \pi T (2n + 1)$, $n = 0, \pm 1, \pm 2, \ldots$:

$$j(\Phi) = -\pi e\nu \Gamma T \sum_{\omega_n > 0} \text{Re} \nu^2(0) \sin 2\varphi(0),$$

$$\Delta(x) = -2\pi \lambda T \sum_{\omega_n > 0} \text{Im} \nu(x)$$
and making the substitution \( e^{-i\omega_n x} \) in Eq. (24). This allows us to avoid divergences of the type (29) in perturbation theory which, unlike the MPT, makes it possible to take into account the coordinate dependence \( \Delta(x) \).

It is expedient to use as the main approximation in the asymptotic expansion \( \theta = \theta_0 + \theta_1 + \ldots \) the "adiabatic" value of Green's function corresponding to the local value of \( \Delta(x) = \Delta + \Delta_1(x) \left( \Delta_1(\infty) = 0 \right) \):

\[
\begin{align*}
u_0(x) &= \cosh \theta_0(x) = \frac{\omega_n}{\tilde{\omega}_n(x)}, & \nu_0(x) &= \sinh \theta_0(x) = \frac{\Delta}{\tilde{\omega}_n(x)}, \\
\tilde{\omega}_n(x) &= \sqrt{\omega_n^2 + \Delta^2(x)}. \quad (38)
\end{align*}
\]

In this case, the correction \( \theta_1(x) \) corresponds to the non-homogeneous equation

\[
\nabla^2 \theta_1 - k_w^2 \theta_1 = \nabla^2 \theta_0, \quad k_w^2 = 2 \tilde{\omega}_n / D
\]

with the boundary conditions

\[
\nabla \theta_1(0+) = 2 W \sinh 2 \theta_0 \sin^2 \Phi / 2, \quad \theta_1(\infty) = 0,
\]

where \( \cosh \theta_0 = \omega_n / \tilde{\omega}_n, (\tilde{\omega}_n = \sqrt{\omega_n^2 + \Delta^2}) \) is the value of the Green's function far away from the junction with the unperturbed value of \( \Delta \).

The self-consistency condition for \( \Delta_1(x) \) following from the equation (21), i.e.,

\[
\Delta_1(q) T \sum_{\omega_n > 0} \frac{\Delta^2}{\omega_n^2} = - T \sum_{\omega_n > 0} \frac{\omega_n}{\tilde{\omega}_n} \text{Im} \theta_1(i \omega_n, q) \quad (40)
\]

completes the system of equations for determining the corrections \( \theta_1 \) and \( \Delta_1 \), whose solution in the Fourier representation has the form

\[
\begin{align*}
\Delta_1(q) &= -8 W \Delta \frac{B(q)}{\xi_0 A(q)} \sin^2 \frac{\Phi}{2}, \\
\theta_1(i \omega_n, q) &= 8 W \Delta \frac{i \omega_n}{\tilde{\omega}_n} \frac{1}{q^2 + k_w^2} \frac{A(0)}{\xi_0 A(q)} \sin^2 \frac{\Phi}{2}, \quad (41) \\
A(q) &= A(0) + q^2 B(q), \quad A(0) = 2 \pi T \sum_{\omega_n > 0} \frac{\Delta^2}{\omega_n^2}, \quad (42) \\
B(q) &= 2 \pi T \sum_{\omega_n > 0} \frac{\omega_n^2}{\tilde{\omega}_n^2} \frac{1}{q^2 + k_w^2}, \\
[ \theta_1(i \omega_n, x), \Delta_1(x) ] &= \int_{-\infty}^{+\infty} \frac{dq}{2 \pi} e^{i q x} (\theta_1(i \omega_n, q), \Delta_1(q)).
\end{align*}
\]

As regards the correction to the asymptotic value (19) of the phase \( \psi(x) \) of the Green's function, it is equal to zero in this approximation. In order to prove this, we introduce the quantity \( \varphi = \psi - \chi \ll 1 \), which, according to (14), satisfies the equation

\[
\nabla^2 \varphi - k_w^2 \varphi = - \nabla^2 \chi_1, \quad (43)
\]

where \( \chi_1 = \chi(x) - \chi(\infty) \) is a correction to (19) localized near the junction. Taking into account the boundary condition

\[
\nabla \varphi(0) = - \nabla \chi_1(0) \quad (18) \quad (19)
\]

and making the substitution \( \varphi = \psi - \chi_1 \)

\[
\nabla \varphi(0) = - \nabla \chi_1(0)
\]

following from (18) and (19), we find that this equation has the simple solution \( \varphi(i \omega_n, q) = - q^2 \chi_1(q) / (q^2 + k_w^2) \) which leads, after the substitution into the self-consistency condition (22), to the following homogeneous integral equation for \( \chi_1(q) \):

\[
T \sum_{\omega_n > 0} \frac{\Delta}{\omega_n} \int_{-\infty}^{+\infty} \frac{dq}{q^2 + k_w^2} \chi_1(q) = 0. \quad (44)
\]

The only nonsingular solution of Eq. (14) is \( \chi_1(q) = 0 \), which proves the absence of a correction to the Josephson current due to the deviation of the behavior of the phases of the order parameter and Green's functions from the linear law (19). This result can be explained as follows. The correction \( \chi_1(x) \) is obviously of the order of the small correction \( p_{\chi 1}(x) \) to the constant value \( p_z \) (19) in the vicinity of the junction, that ensures the conservation of the current upon a change in \( N(e) \) and \( \Delta \). Since the value of \( p_z \sim W \), the correction to this quantity, and hence \( \chi_1(x) \) and \( \varphi \) have a higher order of smallness \( (\sim W^2) \) than the corrections of the order of \( W \) we are interested in.

Substituting the obtained solution (41) and (42) into formula (23), we obtain the required correction to the Josephson current:

\[
\delta j = j(\Phi) - j_0(\Phi) = - \frac{4 T}{\Delta} W_0 Z(T) \sin \Phi - I(\Delta) \sin \frac{\Phi}{2} \sin 2 \Phi, \quad (45)
\]

\[
Z(T) = \frac{16}{\pi} \sqrt{\Delta_0} T \sum_{\omega_n > 0} \frac{\omega_n^2}{\tilde{\omega}_n^2} \int_{-\infty}^{+\infty} \frac{dk}{k^2 + \tilde{k}_w^2} \left( 1 + \frac{\tilde{k}_w^2}{A(k)} \right), \quad (46)
\]

where \( A(k) \) and \( B(k) \) are defined by formulas (42) upon the substitution \( k_w \rightarrow \tilde{k}_w \), and \( W_0 \) and \( \Delta_0 \) are the values of \( W \) and \( \Delta \) at \( T = 0 \).

At low temperatures \( (T \ll \Delta) \), the summation over \( \omega_n \) in formulas (42) and (46) can be replaced by integration with respect to the continuous variable \( \omega \):

\[
\begin{align*}
A(0) &= 1, \\
B(k) &= \int_0^{+\infty} \frac{\pi k^2}{2} \frac{dv}{k^2 + \cosh v} = \frac{1}{2 \pi} \left[ \frac{\pi}{2} - 2 \sqrt{1 - k^2} \right. \\
& \quad \left. \times \arctan \left( \frac{1 - k^2}{1 + k^2} \right)^{1/2} - k^2 \right],
\end{align*}
\]

which leads to the following asymptotic value of the function \( Z(T) \) for \( T \rightarrow 0 \):

\[
Z(T) = \frac{8}{\pi^2} \int_0^{+\infty} dk \left( \frac{\pi k^2}{(1 + k^2)^{9/4}} + \frac{2 B^2(k)}{1 + k^2 B(k)} \right) \approx 2.178, \quad T \ll \Delta. \quad (47)
\]
In the vicinity of critical temperature ($\Delta \ll T$), the quantity $A(0) = 7\xi(3) \Delta^2/4\pi^2 T^2$ is small, and the main contribution to integral (46) comes from the region of small wave vectors $k \sim \Delta/T$ corresponding to damping of perturbations at large distances of the order of $\xi(T) \sim (T_c - T)^{-1/2}$. This allows us to replace the function $B(k)$ by its value $\pi \Delta/4T$ for $k = 0$:

$$Z(T) = \frac{32\sqrt{\Delta\Delta_0}}{\pi T} \sum_{n=0}^\infty \frac{1}{(2n+1)^2} \int_0^\infty \frac{B(0)\,dk}{A(0) + k^2 B(0)}$$

$$= 2\pi \left( \frac{\pi \Delta_0}{7\xi(3) T_c} \right)^{1/2} \approx 5.099, \quad \Delta \ll T. \quad (48)$$

The results of numerical calculations of the $Z(T)$ dependence in the entire temperature range $0 \ll T < T_c$ are presented in Fig. 5.

Similarly, by using (41) and (42) we can calculate the asymptotic values of the correction $\Delta_1(0)$ to the unperturbed value of the order parameter at the junction:

$$\frac{\Delta_1(0)}{\Delta_0} = -\alpha(T) W_0 \sin^2 \frac{\Phi}{2}, \quad \alpha(0) = 3.037,$$

$$\alpha(T_c) = 5.782. \quad (49)$$

The dependence of the order parameter $\Delta(0)$ on the phase jump at the junction at $T = 0$ presented in Fig. 1 shows that the main contribution to the energy gap suppression comes from the depairing mechanism considered in Sec. 3, and the change in the order parameter is smaller than $\xi_0(\Phi)$.

The structure and the phase and temperature dependences of the correction to the Josephson current (45) in a diffusive superconductor virtually coincide with expression (1) for a junction between pure metals except the following circumstance noted in Introduction: the parameter of the expansion of $j(\Phi)$ in the transmissivity of the junction for $l \ll \xi_0$ is not the tunneling probability $\Gamma$, but a considerably larger parameter $W$ (5). This allows us to observe higher harmonics of the current—phase dependence in diffusive tunnel junction with a comparatively high resistance. Koops et al.\textsuperscript{11} apparently reported on the first experimental results in this field.

The theory discussed above describes the current—phase dependence for a diffusive Josephson junction in the entire temperature range $0 \ll T < T_c$ except a narrow neighborhood of $T_c$ in which $\Delta/T_c \sim W_0$ (while in a pure superconductor $\Delta/T_c \sim \Gamma$), the magnitude of corrections (45) and (1) becomes equal to $J_0(\Phi)$, while the correction (49) to $\Delta$ becomes equal to its unperturbed value. This means that in the definition of the parameter $W$ (5) near $T_c$ the coherence length $\xi_0(T)$ describing the characteristic scale of spatial variations of Green’s function and density of states should be replaced by the characteristic length $\xi(T)$ of variation of the order parameter (healing length) in the Ginzburg–Landau theory, whose order of magnitude is the same as $\xi_0$ far away from $T_c$. Taking into account the results of calculations of $j(\Phi)$ for a pure superconductor in the vicinity of $T_c$,\textsuperscript{5} we can obtain the following interpolation estimate of the effective transmissivity $W$ suitable for any temperatures and mean free paths:

$$W \sim \Gamma \xi(T) \left( \frac{1}{1 + \frac{\xi_0}{\xi(T)}} \right). \quad (50)$$

As we approach $T_c$, the value of $W$ increases unlimitedly, this is accompanied by a decrease in the phase jump for a given external current bounded by its critical value. Thus, in the 1D geometry for an indefinitely large normal resistance of the junction, there exists a narrow region near $T_c$, in which the phase difference of the order parameter at the junction is small up to values of current of the order of the bulk critical current.
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A theory is offered for the ballistic 4-terminal Josephson junction. The studied system consists of a mesoscopic two-dimensional normal rectangular layer which is attached on each side to the bulk superconducting banks (terminals). A relation is obtained between the currents through the different terminals, that is valid for arbitrary temperatures and junction sizes. The nonlocal coupling of the supercurrents leads to a new effect, specific for the mesoscopic weak link between two superconducting rings: an applied magnetic flux through one of the rings produces a magnetic flux in the other ring even in the absence of an external flux through the other one. The phase dependent distributions of the local density of Andreev states, of the supercurrents and of the induced order parameter are obtained. The “interference pattern” for the anomalous average inside the two-dimensional region can be regulated by the applied magnetic fluxes or the transport currents. For some values of the phase differences between the terminals, the current vortex state and the two-dimensional phase slip center appear.
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1. INTRODUCTION

The Josephson multiterminal junction presents a microstructure in which the weak coupling takes place between several massive superconducting banks (terminals). Compared with the conventional (2-terminal) Josephson junctions such systems have additional degrees of freedom and a corresponding set of the control parameters. As a result, for example, the current- or voltage-biased and the magnetic flux-driven regimes can be combined in one multiterminal junction. The specific multichannel interference effects were studied theoretically and experimentally in the novel superconducting device, a 4-terminal SQUID controlled by the transport current. Recently another system based on a Josephson 4-terminal junction was studied. It consists of two superconducting rings, each interrupted by a Josephson junction, which are at the same time weakly coupled with each other. The macroscopic quantum states of such a composite system can be regulated by the difference of the magnetic fluxes applied through the rings, in analogy with the phase difference between two weakly coupled bulk superconductors. The nonlinear coupling via the Josephson 4-terminal leads to the cooperative behavior of the rings in some region of the applied magnetic fluxes, which was called magnetic flux locking.

The 4-terminal junction, which was studied in Refs. 5–8, is a system of short microbridges going from a weak point to massive superconducting banks (Fig. 1a). The order parameter (both its amplitude and phase) in the common center is a function of the currents through all the microbridges. The supercurrent flowing into the ith bank is determined by the phases of the order parameter \( \varphi_i \) (\( i = 1, \ldots, 4 \)) in all the banks:

\[
I_i = \frac{\pi \Delta_0^2(T)}{4eT_c} \frac{1}{\sum_j R_j} \sum_j \frac{1}{R_j^2} \sin(\varphi_i - \varphi_j),
\]  

(1)

The relation (1) was obtained in the frame of the Ginzburg–Landau approach, which is valid for temperatures \( T \) close to the critical temperature \( T_c \). As was pointed in Ref. 8, the macroscopic interference effects due to coupling of supercurrents in different terminals are not restricted by the special kind of the 4-terminal junction (Fig. 1a). In fact, any mesoscopic 4-terminal weak link will produce a coupling similar to the relation (1). In the present paper, the microscopic theory of the mesoscopic ballistic 4-terminal junction is developed. We consider a Josephson weak coupling through the two-dimensional normal layer which is connected with four bulk superconducting terminals as is shown in Fig. 1b. Such a S-2DEG-S structure was experimentally realized in Ref. 9 for the case of two terminals. It was shown in that this new class of fully phase coherent Josephson junctions demonstrate the nonlocal phase dependence of mesoscopic supercurrents. We study the coherent current states in such a 4-terminal structure within the quasiclassical equations for transport-like Green’s functions. The relation between the currents in the different terminals, that is valid for arbitrary temperatures and junction sizes, is obtained. The structure of current carrying states inside the mesoscopic 4-terminal junction is itself of interest. As is well known (see, e.g., Ref. 10), in ballistic Josephson junction with direct conductivity the supercurrent flows through the local Andreev levels. In the multiterminal case considered here, the
spatial distribution of current density and of the order parameter, and hence the phase-dependent Andreev levels, are determined by the phase differences between all terminals. Thus, they can be regulated by the external control parameters, i.e., the transport currents and (or) the applied magnetic fluxes. In Section 2, we present the description of the system and formulate basic equations and boundary conditions. In Section 3 the current-phase relations analogous to (1) are derived for the cases of small (as compared to the coherence length) and also arbitrary junction sizes. The spatial distributions of the supercurrent density and of the induced order parameter are studied in Section 4.

2. MODEL AND BASIC EQUATIONS

The studied system consists of 4 bulk superconducting banks which are contacted with 4 sides of rectangular two-dimensional (2D) normal layer having the length $L$ and width $W$ (see Figs. 1b and 2). The sizes $L$ and $W$ are assumed to be much larger than Fermi wavelength $\lambda_F=h/p_F$. To study the stationary coherent current states in the 4-terminal ballistic junction we use the Eilenberger equations for $\xi$-integrated Green’s functions

$$\frac{\partial}{\partial \mathbf{r}} \hat{G} + [\omega \hat{\tau}_3 + \hat{A}, \hat{G}] = 0,$$

where

$$\hat{G}_\omega(\mathbf{v}_F, \mathbf{r}) = \begin{pmatrix} g_\omega & f_\omega \\ f_\omega^* & -g_\omega \end{pmatrix}$$

is the matrix Green’s function, which depends on the Matsubara frequency $\omega$, the electron velocity on the Fermi surface $\mathbf{v}_F$ and the coordinate $\mathbf{r}$;

$$\hat{\Delta} = \begin{pmatrix} 0 & \Delta \\ \Delta^* & 0 \end{pmatrix}$$

is the superconducting pair potential. For the self-consistent off-diagonal potential $\Delta(\mathbf{r})$ and current density $\mathbf{j}(\mathbf{r})$ we have the expressions

$$\Delta(\mathbf{r}) = \lambda 2\pi T \sum_{\omega>0} \langle f_\omega \rangle,$$

$$\mathbf{j}(\mathbf{r}) = -4\pi eN(0)T \sum_{\omega>0} \langle \mathbf{v}_F g_\omega \rangle.$$

They determine the induced order parameter $\psi = \Delta/\lambda$ and the 2D current density in the normal layer; $N(0) = m/2\pi$; $\langle \ldots \rangle$ is the averaging over directions of 2D vector $\mathbf{v}_F$; $\lambda$ is the constant of electron-phonon coupling.

Equations (2) are supplemented by the values of $\Delta$ and Green’s functions in bulk banks far from the SN-interfaces

$$\hat{\Delta}_i = \Delta(\hat{\tau}_1 \cos \varphi_i - \hat{\tau}_2 \sin \varphi_i),$$

$$\hat{G}_i = \frac{\omega \hat{\tau}_3 + \hat{\Delta}_i}{\omega^2 + \Delta_i^2} \Omega^2, \quad i = 1, \ldots, 4.$$

We solve Eqs. (2) by integrating over the “transit” trajectories of the ballistic flight of electrons from one bank to another. These trajectories [characteristics of the differential Eqs. (2)] are straight lines along the direction of electron velocity (see Fig. 2). In the bulk superconducting banks the order parameter can be taken as the constant value (5) up to the SN-interface. In contrast to the case of 2D banks, these “rigid” conditions for $\Delta_{\perp}$ are valid for arbitrary sizes $L$ and $W$ compared with the coherence length $\xi_0 \sim \nu_F/\Delta_0$, and not only for $L$, $W \gg \xi_0$. At the same time, the Green’s function along the given transit trajectory varies in a distance of about $\xi_0$ when approaching the SN-interface.

Let us introduce the time of flight along the trajectory, $\nu_F d\sigma = d\mathbf{r}$, $t_i < t < \infty$, where $t = t_i$ corresponds to the point on $i$th SN-boundary and $t = \infty$ to the point inside the $i$th bank far from the SN-boundary. Then the general solution of Eqs. (2) inside the $i$th bank satisfying the boundary conditions (5) will be

$$\hat{G}_i(t) = \frac{\omega \hat{\tau}_3 + \hat{\Delta}_i}{\Omega} + C_i[\Delta_0 \hat{\tau}_3 - (\omega \cos \varphi_i \hat{\tau}_1 + \omega \sin \varphi_i \hat{\tau}_2) e^{-2\Omega(t-t_i)}].$$

Here $\mathbf{n}_i$ is the outer normal to the $i$th side of the rectangular boundary and $\Omega = (\omega^2 + \Delta_0^2)^{1/2}$. The arbitrary constants $C_i$ must be found by matching of Green’s functions at in-
coming and out-going points at SN-boundaries with the solution inside the normal layer along the trajectory which connects these points (see Fig. 2). We consider here the simplest case when only Andreev reflection occurs at SN-interface. In more realistic case, when usual reflection (e.g., due to the potential barrier) or interface roughness are present, more general matching conditions must be used (see Ref. 14).

### 3. CURRENT-PHASE RELATIONS

Inside the normal layer \((\Delta = 0)\), the Eilenberger equations can be solved analytically. If we classify the electronic trajectories inside the normal layer according to the sides at which they come in and go out, then the solution of Eq. (2) can be written as

\[
\hat{G}_{i-j}(t) = \frac{\omega}{\Omega} \tau_3 + \frac{\Delta_0}{\Omega} \{ \cos[2\omega(t-t_j) - i\phi_j] \tau_3
\]

\[ - i \sinh [2\omega(t-t_j) - i\phi_j] \tau_2 \}

\[ + A_{i-j} \Delta_0 \tau_3
\]

\[ - \{ \omega \cosh [2\omega(t-t_j) - i\phi_j] \} + \Omega \sinh [2\omega(t-t_j) - i\phi_j] \}

\[ + i\Omega \sinh [2\omega(t-t_j) - i\phi_j] \}

\[ + \omega \sinh [2\omega(t-t_j) - i\phi_j] \tau_2 \}

\[ ,
\]

where \(\hat{G}_{i-j}(t)\) is the matrix Green’s function along the trajectory originating in the \(i\)th side and extending to the \(j\)th side (see Fig. 2). We denote this trajectory by \(i \rightarrow j\). Matching (7) with solution in the banks (6), the corresponding \(A_{i-j}\) is obtained:

\[
A_{i-j} = \left( \frac{\Delta_0/\Omega}{\omega \sinh (\omega t_{jj} + i\phi_j/2)} + \Omega \cosh (\omega t_{jj} + i\phi_j/2) \right),
\]

where \(t_{jj} = t_j - t_i\) and \(\phi_{jj} = \phi_j - \phi_i\). From (7) and (8) we have the expression for the matrix Green’s function \(\hat{G}_w(\rho, \nu_F)\) as a function of the coordinate \(\rho \in \Sigma\) (\(\Sigma\) is the region of 2D rectangular weak link) and the direction of \(\nu_F\). In fact, we can write

\[
\hat{G}_w(\rho, \nu_F) = \hat{G}_{i-j}, \quad \nu_F \in \theta_{ij}(\rho),
\]

where we have introduced \(\theta_{ij}(\rho)\) as the angle in which all \(i \rightarrow j\) trajectories, passing through the point \(\rho\), are confined [see Fig. 2, Eq. (A1) in Appendix]. The diagonal and off-diagonal terms of \(\hat{G}_{i-j}(t)\) have the forms

\[
g_{i-j} = \frac{\omega}{\Omega} + \frac{\Delta_0 A_{i-j}}{\Omega} \times e^{-2\omega(t-t_j)}.
\]

\[
f_{i-j} = \left[ \frac{\Delta_0}{\Omega} + (\Omega - \omega)A_{i-j} \right] \exp \left[ -2\omega(t-t_j) + i\phi_j \right]
\]

\[ - \frac{\Delta_0}{\Omega} \cos (\omega t_{jj} + i\phi_j/2)
\]

\[ \times \cosh (\omega t_{jj} + i\phi_j/2)
\]

\[ \times \sinh (\omega t_{jj} + i\phi_j/2).
\]

In the limit \(L, W \ll \xi_0\) the expressions (10) and (11) for Green’s functions are simplified and we have

\[
g_{i-j} = \frac{\omega \Omega + (1/2)\Delta_0^2 \sin (\phi_{jj})}{\omega^2 + \Delta_0^2 \cos^2 (\phi_{jj}/2)},
\]

\[
f_{i-j} = \frac{\Delta_0}{\Omega} \cos (\phi_{jj}/2) + i\omega \sin (\phi_{jj}/2) \times e^{i(\phi_i + \phi_j)/2},
\]

We can obtain the retarded and advanced Green’s functions, \(\hat{G}^{R,A}(\epsilon)\), by analytical continuation of Matsubara’s Green’s function \(\hat{G}(\omega)\) [Eqs. (9)–(13)]. The poles of diagonal component of the retarded Green’s function, \(g^R(\epsilon, \rho, \nu_F)\), determine the energies of local Andreev states in the system. The local density of states in the normal layer is given by the formula

\[
N(\epsilon, \rho) = N(0) \langle \text{Re} g(\omega = -i\epsilon, \rho, \nu_F) \rangle.
\]

Using the expressions (9) and (12) and the fact that \(\theta_{ij}(\rho) = \theta_{ji}(\rho)\) in the case of a small junction, we obtain

\[
N(\epsilon, \rho, \{\phi\}) = N(0) \sum_{\nu_F} \langle \text{Re} g(\omega = -i\epsilon, \rho, \nu_F) \rangle \theta_{ij}
\]

\[ = N(0) \sum_{\nu_F} \theta_{ij}(\rho) \text{Re} g_{i-j}(\omega = -i\epsilon)
\]

\[ + g_{j-i}(\omega = -i\epsilon) \rangle = \pi \Delta_0 N(0) \sum_{\nu_F} \theta_{ij}(\rho)
\]

\[ \times \left[ \sin \frac{\phi_{ji}}{2} \right] \delta \left[ |\epsilon| - \Delta_0 \cos \frac{\phi_{ij}}{2} \right].
\]

We can also use Eqs. (9) and (12) to obtain \(\langle \nu_F \rangle\) at a point of the \(i\)th side \(\rho_i\). Then, the resulting expression can be replaced in Eq. (4) to find the current density \(\mathbf{j}(\rho_i)\). The calculation of the current density at the arbitrary point of the normal rectangular will come in the next section and the Appendix. Here we calculate the total current \(I_i\) flowing into the \(i\)th bank.

Let us start with the case of a small junction \((L, W \ll \xi_0)\). In order to find \(I_i\), we have to calculate the integral \(I_i = \int_{(S_j, j(\rho_i) \cdot ds_j}\), where the integral is taken over the \(i\)th side of rectangular.

After calculation of \(\mathbf{j}(\rho_i)\) from (A3) and (A5) and taking the integral over \(ds_j\), we obtain

\[
I_i = \frac{e \rho_T \Delta_0 d^4}{2\pi} \sum_{j=1}^{4} \gamma_{ij} \sin \left( \frac{\phi_{ij} - \phi_j}{2} \right)
\]

\[ \times \tan \left( \frac{\Delta_0 \cos (\phi_{ij})}{2} \right),
\]

where \(d = \sqrt{L^2 + W^2}\) and \(\gamma_{ij} = \gamma_{ji}\).

\[
\gamma_{13} = 1 - \frac{k}{\sqrt{1+k^2}}, \quad \gamma_{24} = 1 - \frac{1}{\sqrt{1+k^2}}.
\]
are geometrical form factors that depend on the width-to-length ratio $k = W/L$. The positive sign of $I_i$ corresponds to the direction of the current from the normal layer to the $i$th bank. Note that

$$\sum_{i=1}^{4} I_i = 0.$$  

The formula (16) for current-phase relations generalizes the expression (1) to the case of a small mesoscopic 4-terminal junction. It follows from (17) that the form factor $\gamma_{ij}$ cannot be factorized, i.e., presented in the form $\gamma_{ij} = \gamma_i \gamma_j$, in contrast to the case of relation (1), where $\gamma_{ij} = (1/R_i)(1/R_j)$. This essential feature of the current-phase relations reflects the nonlocal nature of the supercurrents in the mesoscopic multi-terminal Josephson junction.

The current-phase relations (16) are valid for arbitrary temperature $T$. In the limiting cases of $T = 0$ and temperature close to $T_c$ the expression (16) takes the forms

$$I_i = \frac{e p r}{2} \sum_{j=1}^{4} \gamma_{ij} \sin \left( \frac{\varphi_i - \varphi_j}{2} \right) \quad \text{for} \quad T = 0,$$

$$I_i = \frac{e p r}{4 \pi T_c} \sum_{j=1}^{4} \gamma_{ij} \sin (\varphi_i - \varphi_j) \quad \text{for} \quad T = T_c.$$  

In the case of arbitrary lengths $L, W$, we restrict the consideration for the temperature close to $T_c$. In this case current-phase relations similar to the expression (19) can be obtained. The difference is in geometrical form factors. In fact, we have the result

$$I_i = \frac{e p r}{4 \pi T_c} \sum_{j=1}^{4} \gamma_{ij} (k, L, W) \sin (\varphi_i - \varphi_j),$$

where the generalized form factors are given by

$$\bar{\gamma}_{41} = \bar{\gamma}_{21} = \bar{\gamma}_{23} = \bar{\gamma}_{43} = \frac{4}{\pi^2 \sqrt{1 + k^2}}$$

$$\times \int_{-k/2}^{k/2} dy \int_{\arctan [(k/2) - y]}^{\pi/2} d\theta \cos \theta$$

$$\times \sum_{n=0}^{\infty} \exp \left[ -L (k/2 + y) (2n + 1) \left( \xi_n \cos \theta \right) \right] \frac{1}{(2n + 1)^2},$$

$$\bar{\gamma}_{42} = \bar{\gamma}_{24} = \frac{4}{\pi^2 \sqrt{1 + k^2}}$$

$$\times \int_{-k/2}^{k/2} dy \int_{\arctan [(k/2) + y]}^{\pi/2} d\theta \cos \theta$$

$$\times \sum_{n=0}^{\infty} \exp \left[ -L (2n + 1) \left( \xi_n \cos \theta \right) \right] \frac{1}{(2n + 1)^2},$$

$$\bar{\gamma}_{12} = \bar{\gamma}_{14} = \bar{\gamma}_{32} = \bar{\gamma}_{34} = \bar{\gamma}_{41} (L \rightarrow W, W \rightarrow L, k \rightarrow 1/k),$$

$$\bar{\gamma}_{13} = \bar{\gamma}_{31} = \bar{\gamma}_{42} (L \rightarrow W, W \rightarrow L, k \rightarrow 1/k).$$

Here $\xi_n = v_f/2\pi T$. In the limit $L, W \ll \xi_0$, $\bar{\gamma}_{ij}$ reduce to $\gamma_{ij}$.

### 4. SPATIAL DISTRIBUTION OF SUPERCURRENTS AND INDUCED ORDER PARAMETER

In this section we will obtain the supercurrent density and the induced order parameter at an arbitrary point of the normal layer in the case of a small junction. At the given point of the normal layer $\rho = xi + yj$,

$$\langle \nu_F \rangle = \sum_{i,j} \langle \nu_F \rangle_{ij} = \sum_{i,j} \nu_F (\theta_{ij}(\rho))$$

$$= i \sum_{i,j} \langle \nu_F \rangle_{ij} \frac{\Delta_0^2 \sin \varphi_{ij}}{\omega^2 + \Delta_0^2 \cos^2(\varphi_{ij}/2)}.$$  

where we have used $\langle \nu_F \rangle_{ij} = \langle \nu_F \rangle_{ij} g_{i-j}$, $\langle \nu_F \rangle_{ij} = -\langle \nu_F \rangle_{ij}$ and $\hat{g}_{i-j} = \hat{g}_{j-i}$.

The current density is obtained by replacing (22) in the Eq. (4):

$$\dot{j}(\rho) = 2 \pi e N(0) \Delta_0 \sum_{i,j} \langle \nu_F \rangle_{ij} \sin \frac{\varphi_{ij}}{2} \times \tanh \left( \frac{\Delta_0 \cos(\varphi_{ij}/2)}{2T} \right).$$  

The expression (23) describes the spatial distribution of the current density inside the normal layer. In order to find the explicit expression for the coefficients $\nu_{ij}$ in Eq. (23), we have to consider four different regions in the normal rectangular and obtain $\dot{j}(\rho)$ in each region separately (see Appendix). This calculation has been done in the Appendix and the result for $\dot{j}(\rho)$ is given by (A3) and (A5). Here we write Eq. (23) in the more transparent form. Let us introduce $\theta_{ij}(\rho)$ as the unit vector in the direction of the $i \rightarrow j$ trajectory passing through the bisector of $\theta_{ij}(\rho)$; then $\langle \nu_F \rangle_{ij}$ can be written as

$$\langle \nu_F \rangle_{ij} = \int_0^{\theta_{ij}} \dot{\theta} \frac{d\theta}{2\pi} \nu_F = \nu_F \frac{\sin \left( \frac{\theta_{ij}}{2} \right)}{\theta_{ij}} \dot{\theta}_{ij}.$$

Combining Eqs. (23) and (24), we obtain

$$\dot{j}(\rho) = \frac{e p r \Delta_0}{2 \pi} \sum_{i,j} \sin \frac{\theta_{ij}}{2} \dot{\theta}_{ij}(\rho)$$

$$\times \sin \left( \frac{\varphi_{ij} - \varphi_i}{2} \right) \tanh \left( \frac{\Delta_0 \sin[(\varphi_{ij} - \varphi_i)/2]}{2T} \right).$$

The distribution of the induced order parameter can be obtained in a way similar to what we have done for $\dot{j}(\rho)$. In this case we need to calculate the average of off-diagonal element of the matrix Green’s function, $f_{\alpha}(\nu_F, \rho)$, in the direction of $\nu_F$:

$$\langle f \rangle = \sum_{i \neq j} \langle f \rangle_{ij} = \sum_{i \neq j} \nu_F (\theta_{ij}(\rho)) f_{i-j}.$$  

Replacing (26) in (3) and after the calculation, we obtain for $\psi(x,y) = \Delta(x,y)/\lambda$:

$$\psi(x,y) = \frac{\Delta_0}{\lambda} \sum_{i=1}^{4} \theta_i(x,y) e^{i\varphi_i}.$$  

(27)
Here \( \theta_i(x,y) \) is the angle by which \( i \)th side is seen from the point \( \rho=(x,y) \). The angles \( \theta_i(x,y) \)'s are given by the relations

\[
\begin{align*}
\theta_1 &= \pi - \alpha(x,y) - \alpha(-x,y), \\
\theta_2 &= \alpha(x,y) - \alpha(-x,y), \\
\theta_3 &= \alpha(x, -y) - \alpha(-x, -y), \\
\theta_4 &= \alpha(x, y) + \alpha(-x, y),
\end{align*}
\]

where the angle

\[
\alpha(x,y) = \arctan \left( \frac{k/2 + y}{1/2 + x} \right)
\]

is a function of the coordinate (normalized by \( L \)) and is shown in Fig. 3. Equation (27) expresses the fact that, inside the ballistic normal layer region, the linear superposition of four macroscopic wave functions (pair potentials) of the banks occurs, where the weight of wave function of the \( i \)th bank is determined by the geometrical factor \( \theta_i(x,y) \).

### 5. CONCLUSIONS

The present study considers a 4-terminal microstructure based on a new class of mesoscopic Josephson junctions which are fully phase coherent and have comparable width and length. The microscopic theory of the stationary coherent current states in ballistic multiterminals is developed.

We have calculated the current-phase relations (CPR), i.e., the total currents in each terminal as functions of the phases of the superconducting order parameter in all the banks. These relations describe the behavior of the system influenced by the external transport currents or the applied magnetic fluxes. The essential difference between the CPR for mesoscopic [expression (19)] and conventional (relation (1)) 4-terminals consists in the structure of the coefficients of coupling \( \gamma_{ij} \). In the mesoscopic case considered here these coefficients cannot be factorized (presented in the form \( \gamma_{ij} = \gamma_i \gamma_j \)) for all indices \( i, j \) and arbitrary value of the width-to-length ratio \( k=W/L \). Here we only outline the new effect, specific for the mesoscopic 4-terminal junction, which follows from such nonlocal coupling of the currents. Let us consider the configuration shown in Fig. 4. By using the CPR (19) with \( \gamma_{ij} \) given by (17), it can be shown that an applied magnetic flux through one of the rings produces magnetic flux in the other ring even in the absence of an external flux through the other one. The detailed theory of this effect will be reported in a separate publication.

The physical properties of the interior of the mesoscopic 4-terminal junction are of interest by themselves. The above calculated local density of Andreev states, the current density and the order parameter distributions depend on the phase differences between the four terminals and can be regulated by the applied magnetic fluxes. In particular, for some values of the phases \( \phi, \theta \) and \( \chi \) (see Fig. 4) the "vortex state" inside the mesoscopic 2D weak link exists. Figures 5 and 6 present the plots for distributions of the absolute value of the induced order parameter and the supercurrent density in the case \( \theta=\pi/2, \phi=3 \pi/2, \chi=0 \). The studying of the structure of induced order parameter and local density of states, as well as the dynamical behavior of the system will be the object of further investigation.
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APPENDIX

In this Appendix we present expressions for the angles \( \theta_{ij} \) and the vectors \( \{v_F\}_{ij} \). Using the expressions given here, one can calculate the density of states \( N \) and the current density \( j \) [see Eqs. (15) and (23)].

According to the classification of the trajectories in term of origin and destination sides, there are 12 different types of trajectories which are 1 \( \rightarrow \) 2, 1 \( \rightarrow \) 3, 1 \( \rightarrow \) 4, 2 \( \rightarrow \) 3, 2 \( \rightarrow \) 4, 3 \( \rightarrow \) 4 and the corresponding reverse of these trajectories. For a given point, depending on the position, some of these trajectories do not take place. In this respect we can consider four different regions in the normal rectangular:

I, where \( y<0,|y|>k|x|, \) (2 \( \rightarrow \) 3, 3 \( \rightarrow \) 4 and their reversed are absent);

II, where \( x\geq 0, |y|\leq kx \) (1 \( \rightarrow \) 4, 3 \( \rightarrow \) 4 and their reversed are absent);

III, where \( y\geq 0, y<k|x| \) (1 \( \rightarrow \) 2, 1 \( \rightarrow \) 4 and their reversed are absent) and

IV, where \( x<0, |y|\leq kx \) (1 \( \rightarrow \) 2, 2 \( \rightarrow \) 3 and their reversed are absent).

At the given point \( \rho \), for the absent trajectories we have \( \theta_{ij}=0 \), and consequently the corresponding term in the expressions of \( N \) and \( j \) [Eqs. (15) and (23)] will vanish. We shall calculate \( j \) at the given point of the region II and then introduce the exchange rules of arguments to obtain it in other regions. Consider a point in region II: the possible (non-vanishing) \( \theta_{ij} \) are drawn in Fig. 6 and can be expressed in terms \( \theta_{ij}'s \) (given by (28) and (29)) as

\[
\begin{align*}
\theta_{12} &= \frac{1}{4} (\theta_1 + \theta_2 - \theta_3 - \theta_4), \\
\theta_{13} &= \frac{1}{4} (\theta_1 - \theta_2 + \theta_3 + \theta_4), \\
\theta_{23} &= \frac{1}{4} (-\theta_1 + \theta_2 + \theta_3 - \theta_4), \\
\theta_{24} &= \theta_4.
\end{align*}
\]

Also we can use the relation \( \langle v_F \rangle_{ij} = f(d\theta/2\pi)v_F(i\cos \theta + j\sin \theta) \) to obtain

\[
\begin{align*}
\langle v_F \rangle_{12}(x,y) &= \frac{v_F}{2\pi} \{ \sin[\alpha(-x,-y)] - \sin[\alpha(x,y)] \}i \\
&+ [\cos[\alpha(x,y)] - \cos[\alpha(-x,-y)]]j, \\
\langle v_F \rangle_{13}(x,y) &= \frac{v_F}{2\pi} \{ \sin[\alpha(-x,y)] - \sin[\alpha(x,-y)] \}i \\
&+ [\cos[\alpha(-x,y)] + \cos[\alpha(x,-y)]]j, \\
\langle v_F \rangle_{23}(x,y) &= \frac{v_F}{2\pi} \{ -\sin[\alpha(x,y)] + \sin[\alpha(-x,-y)] \}i \\
&+ [\cos[\alpha(x,y)] - \cos[\alpha(-x,-y)]]j, \\
\langle v_F \rangle_{24}(x,y) &= \frac{v_F}{2\pi} \{ \sin[\alpha(x,-y)] - \sin[\alpha(-x,y)] \}i \\
&+ [\cos[\alpha(x,-y)] - \cos[\alpha(-x,y)]]j,
\end{align*}
\]

where \( \alpha(x,y) \) is given by Eq. (29). The corresponding relations, valid for other regions, can be obtained from (A1) and (A2), using the appropriate rules of index and coordinate exchange (see below). Replacing Eqs. (A1) and (A2) in (23), we obtain for current density in a point of region II

\[
\begin{align*}
\hat{j}_{II}(x,y) &= [ -k(x,y) + l(x,y)]P_{13} + [ -k(-x,-y) \\
&- k(x,y)]P_{12} - [ k(x,y) + l(-x,-y)]P_{24} \\
&+ [l(-x,-y) - l(x,y)]P_{23}, \tag{A3}
\end{align*}
\]

where

\[
\begin{align*}
k(x,y) &= \sin \alpha(x,y)i - \cos \alpha(x,y)j, \\
l(x,y) &= \sin \alpha(-x,-y)i + \cos \alpha(-x,-y)j, \tag{A4}
\end{align*}
\]

and \( P_{ij} = (ep_F\Delta_0/2\pi)\sin(\varphi/2)\tanh[\Delta_0\cos(\varphi/2)/2T] \). The current density in other regions is obtained from \( j_{II} \) by applying the following rules of phase and coordinate exchange:

\[
\begin{align*}
\hat{j}_I &= \hat{j}_{II}(x+y/k,y-x/k,k\rightarrow 1/k); \quad i \rightarrow -j; \quad j \rightarrow -i; \\
\varphi_1 &\rightarrow \varphi_4, \varphi_2 \rightarrow \varphi_1, \varphi_3 \rightarrow \varphi_2, \varphi_4 \rightarrow \varphi_3), \\
\hat{j}_{III} &= \hat{j}_{II}(x+y/k,y-x/k,k\rightarrow 1/k); \quad i \rightarrow -j, j \rightarrow -i; \\
\varphi_1 &\rightarrow \varphi_2, \varphi_2 \rightarrow \varphi_3, \varphi_3 \rightarrow \varphi_4, \varphi_4 \rightarrow \varphi_1), \\
\hat{j}_{IV} &= \hat{j}_{II}(x+y,y-x,k\rightarrow k); \quad (i \rightarrow -i, j \rightarrow -j); \\
\varphi_1 &\rightarrow \varphi_3, \varphi_2 \rightarrow \varphi_4, \varphi_3 \rightarrow \varphi_1, \varphi_4 \rightarrow \varphi_2).
\end{align*}
\]

The same relations as (A5) can be used for \( \theta_{ij} \) and \( \langle v_F \rangle_{ij} \)

(the phase exchanges have to be replaced by corresponding index exchanges).
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The results of experimental investigations of resonant magnetic properties of gadolinium–gallium garnet (GGG) single crystals at temperatures 4.2–300 K in the frequency range 1.6–9.3 GHz are considered. It is found that magnetic losses in GGG are determined by the initial splitting of energy levels for gadolinium ions in the garnet crystal lattice and by the dipole broadening. The width and shape of the electron paramagnetic resonance (EPR) line in the GGG crystal, whose asymmetry is manifested most strongly at low frequencies, can be explained by the influence of these factors. Magnetic losses in GGG increase with frequency and upon cooling. It is found that the EPR linewidth increases considerably with decreasing temperature due to the presence of rapidly relaxing impurities. © 1999 American Institute of Physics.
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Single crystals of GGG Gd$_3$Ga$_5$O$_{12}$ are widely used as substrates for growing epitaxial films of magnetic garnets of various compositions. For instance, epitaxial films of yttrium–iron garnet (YIG) Y$_3$Fe$_5$O$_{12}$ and gallium-substituted YIG form the material basis of instruments used in spinwave electronics in the microwave range.

In spite of the fact that the influence of magnetic properties of a GGG substrate on damping and dispersion of magnetostatic spin waves (MSW) in a wide temperature range was considered by us earlier, a detailed complex investigation of GGG magnetic losses and their origin has not been carried out so far. In this communication, a refined information on magnetic resonant properties of indigenous GGG crystals grown by the Czochralski technique.

The permittivity and permeability of monocrystalline GGG samples were studied on the basis of the standard resonator technique. The sensitivity of the method was improved due to original instruments recording the variation of resonator parameters and allowing us to detect spontaneous variation of frequency to within 50 kHz and of the $Q$-factor to within 2%. The permittivity measurements were made at a frequency of 9.3 GHz in a resonator with $E_{020}$ type oscillations, while the permeability was measured in a resonator with $H_{011}$ type oscillations for samples of size $2 \times 2 \times 75$ mm and $2 \times 1 \times 75$ mm.

The real component $\mu'$ of permeability of the GGG single crystal was $1.075 \pm 0.001$ in zero external magnetic field and $1.079 \pm 0.001$ for $H_0 = 5$ kOe; the permittivity of the GGG in the frequency range under investigation was $\varepsilon = 13.1 \pm 0.1$.

The field dependences of magnetic losses $\mu''$ in the frequency range $f = 1.62–2.90$ GHz (see Fig. 1) were studied at room temperature on a radiospectrometer RE1301 modified for the operation in the required frequency range.

At a frequency of 9.3 GHz, the magnetic losses $\mu''$ of the GGG single crystal were determined at room temperature and liquid nitrogen temperature, while the EPR linewidth $\Delta H$ was measured in the temperature range 4.2–300 K. The field dependences of $\mu''$ in this frequency range are shown in Fig. 2. Figures 1 and 2 also show the $\mu''(H_0)$ dependences from Ref. 5 (curves 5 and 3 respectively). First of all, we note the presence of absorption in zero external magnetic field and clearly manifested asymmetry of absorption curves, which is observed up to frequencies of the order of 10 GHz. On the other hand, the magnetic losses at liquid nitrogen temperature are approximately four times larger than the losses at room temperature (curve 2 in Fig. 1).

**DISCUSSION OF RESULTS**

In order to clarify the origin of magnetic losses in GGG, we must take into account, first, the structure of energy levels of Gd$^{3+}$ ions in the garnet crystal lattice, and second, their dipole–dipole interaction.

In spite of the fact that a free Gd$^{3+}$ ion has zero orbital angular momentum in the ground state, the initial magnetic $H_{01}(H_0 = 0)$ splitting up to 8.5 GHz takes place in the crystal lattice of garnets due to partial mixing with other states. Naturally, the strong dipole–dipole interaction of Gd$^{3+}$ ions in a Gd$_3$Ga$_5$O$_{12}$ crystal transforms this system of energy levels into a continuous band which is responsible for initial losses and asymmetry of the EPR line at low frequencies and small values of the applied magnetic field. Thus, dipole broadening amounting to $\sim 3$ GHz makes a significant contribution to the EPR linewidth along with the initial splitting. With increasing frequency (and hence the applied magnetic field), both these factors gradually generate a broad EPR line which is indeed observed in experiments.

The temperature dependence of the normalized EPR linewidth of a GGG plate having a size $0.5 \times 5$ mm and a...
A considerable increase in the linewidth upon cooling to approximately 6.7 kOe at liquid helium temperature can be explained by the fact that we used gadolinium oxide with a purity of 99.5% to synthesize the GGG single crystal for our experiments. The presence of accompanying impurities of rare-earth ions creates a spin-lattice relaxation channel for Gd$^{3+}$ ions, whose efficiency increases upon cooling. The presence of impurities is apparently also responsible for slightly higher values of $\mu''$ for the samples under investigation as compared with the data obtained by Adam et al. at room temperatures.

In conclusion, the authors are pleased to thank S. M. Ryabchenko, Corresponding Member of the National Academy of Sciences of the Ukraine, for his help in carrying out this research and for fruitful discussions of the results.
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INTRODUCTION

Intense studies of nonlinear dynamic physical systems during the last 40 years have resulted in the formation of a new trend in theoretical and mathematical physics, viz., the theory of solitons.1,2 As applied to the solid state physics, the investigation of soliton dynamics in magnetically ordered media is of special interest.3,4 Owing to a variety of structural and physical properties, magnets can exhibit nonlinear localized excitations of various types, such as magnetic solitons and vortices, domain walls, and magnetization rotation waves.3,4 These systems are also interesting due to the fact that some models in the theory of magnetism are completely integrable, and the results of classical analysis permit a comparison with the results of investigations of some one-dimensional quantum-mechanical models.

At the same time, the objects of investigation were mainly simple 1D models in the long-wave limit (on the basis of differential equations). This made it possible to construct explicitly the solution for various types of magnetic solitons in ferro- and antiferromagnets, ferrites, and spin glasses, and to carry out their classification. However, the theoretical results obtained for one-dimensional models permit a comparison with experimental results only in the case of quasi-one-dimensional magnetic systems. A large number of such compounds have been synthesized recently, among which the traditional quasi-one-dimensional ferromagnet CsNiCl3,5 new one-dimensional ferromagnets [(CH3)2NH]NiCl2·2H2O, (C6H4NH)NiCl3·1.5H2O,6 layered antiferromagnets (CH3)2(NH3)2MnCl4, (C2H2n+1) × (NH3)2·MnCl2,7–11 and most of HTSC compounds in the stoichiometric phase and their isosctructural analogs are worth mentioning. In view of an anomalously weak interaction between layers, every magnetically ordered plane in the latter case of layered compounds can be regarded as an effective spin and the array of layers as a model 1D spin system with a weak exchange interaction.

However, actual low-dimensional magnets possess, as a rule, peculiar physical properties differing from the magnetic properties of 3D compounds. Above all, a large number of such magnets are essentially discrete in a magnetic respect, and their description on the basis of differential equations, i.e., systems with distributed parameters, is unjustified. The discreetness of a magnetic subsystem is determined by the relation between the exchange interaction energy (Eex ∼ JS2/a2, where J is the exchange interaction constant, S the unit cell spin, and a the atomic spacing) and the one-ion anisotropy energy (Ea ∼ βS2, where β is the one-ion anisotropy constant). This relation involves the so-called “magnetic length” l0 = J/β determining the characteristic size of the region of nonuniform distribution of magnetization. In the case of a weak exchange interaction (or large anisotropy), the value of l0 becomes of the order of atomic spacing a: l0 ∼ a(J−βa), and the system becomes essentially discrete in magnetic respect. The ratio J/βa for the above compounds can attain values of the order of or much smaller than unity (e.g., J/βa ∼ 1 for HTSC compounds, where J is the interlayer exchange12), while this ratio for compounds investigated in Refs. 7–11 attains the value of 10−2 for large numbers n. It was proved in Refs. 13–15 that the structure and dynamics of nonlinear localized excitations (solitons and domain walls) in such discrete systems changes significantly: they become compact and assume a collinear form.

On the other hand, low-dimensional magnets in some cases exhibit a considerable anisotropy of exchange interaction (g-factor anisotropy), while most theoretical (classical) models take into account, as a rule, only one-ion or weak exchange anisotropy. The actual anisotropy of exchange can be of the order of the exchange interaction itself. For example, the g-factor anisotropy in the compounds K Dy(MoO4)2 and K Er(MoO4)2 is of the order of 101.16,17 In this case, we can introduce several magnetic lengths l = J/β associated with intensities of exchange interaction for different spin components. In extremely anisotropic cases, when some components of this interaction vanish, we arrive at the classical Ising model or the XY model. It was proved by us earlier4,18,19 that the structure of magnetic solitons and domain walls in this limit also changes considerably. Among other things, their “compactization” and the formation of exotic nonlinear local excitations (compactons and peakons) also become possible.

In spite of the apparent difference between the above
two circumstances, they possess the following property in common: the dispersion of elementary excitations (spin waves) may become anomalously small in systems with exchange interaction comparable with one-ion anisotropy as well as in systems with an anisotropy of exchange interaction comparable with the exchange itself. In a narrow sense of the word, dispersion is defined as \( D = d^2 \omega(k)/dk^2 \), where \( \omega = \omega(k) \) is the energy-momentum relation for elementary excitation. It was found that \( D \sim J \) for systems with an isotropic exchange interaction, \( D \sim J_z = J_z \ll J_y \) for an Ising magnet with the preferred \( z \)-axis, while \( D \sim \sqrt{J} J_k (J_z \ll J_x, J_y) \) in the \( XY \) model with the same symmetry. Thus, the dispersion of linear waves becomes weak for \( J_z < \beta \).

It is well known that the reason behind the existence of nonlinear localized excitations is the competition of the system nonlinearity and its spatial dispersion.\(^2\) For this reason, the form of the energy-momentum relation \( \omega = \omega(k) \) for linear waves affects significantly the properties of soliton states. Rosenau\(^{20,21}\) was the first to pay attention to the relation between the existence of compact solitons and the absence of dispersion of linear waves. He proposed a new version of the Korteweg–de Vries (KdV) equation with a nonlinear dispersion term and obtained compact soliton solutions with a stationary profile. At the same time, Kosevich\(^{22,23}\) also considered envelope solitons in nondispersive media. Later, Holm and Kamassa (1994) proposed their own modification of the KdV equations permitting for a certain value of one-ion anisotropy and its spatial dispersion.\(^2\) For this reason, the dispersion of linear waves becomes weak for \( J_z < \beta \).

The equations of magnetization dynamics

1. FORMULATION OF THE MODEL AND EQUATIONS OF MAGNETIZATION DYNAMICS

Let us consider a uniaxial ferromagnet with exchange and one-ion anisotropies of the same symmetry, whose energy density in the 1D case has the form\(^3\)

\[
E = \frac{J}{2} \frac{\partial \mathbf{M}}{\partial x} \cdot \frac{\partial \mathbf{M}}{\partial x} + \frac{J_z}{2} \left( \frac{\partial M_z}{\partial x} \right)^2 - \frac{\beta}{2} M_z^2,
\]

where \( \mathbf{M} \) is the magnetization vector, \( J_z = J_z = J \), \( J_z = J_z + J_1 \) are the exchange interaction constants along the corresponding axes, and \( \beta \) is the constant of one-ion anisotropy associated with the \( z \)-axis (\( \beta > 0 \) for an easy-axis ferromagnet and \( \beta < 0 \) for an easy-plane ferromagnet).

The equations of magnetization dynamics (Landau–Lifshitz equation) in the angular variables \( \theta \) and \( \varphi \) specifying the orientation for the vector \( \mathbf{M} = M_0 (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) \) have the form\(^3\)

\[
\sin \theta \frac{\partial \theta}{\partial t} = -\frac{2 \mu_0}{h M_0} \frac{\partial E}{\partial \varphi}, \quad \sin \theta \frac{\partial \varphi}{\partial t} = \frac{2 \mu_0}{h M_0} \frac{\partial E}{\partial \varphi},
\]

where \( M_0 \) is the nominal magnetization and \( \mu_0 \) Bohr’s magneton. In fact, Eqs. (2) are Hamilton equations for canonically conjugate quantities \( \varphi \) and \( M_z \).

For the special case of uniaxial ferromagnet with the energy density (1), Eqs. (2) assume the form

\[
\left[ l^2 + (L^2 - l^2) \sin^2 \theta \right] \frac{\partial^2 \theta}{\partial x^2} - \left[ \sigma + l^2 \left( \frac{\partial \varphi}{\partial x} \right)^2 - (L^2 - l^2) \right] \sin \theta \cos \theta + \frac{1}{\omega_0} \sin \theta \frac{\partial \varphi}{\partial t} = 0,
\]

where we have introduced the notation for the homogeneous ferromagnetic resonance frequency \( \omega_0 = 2 \mu_0 M_0 / \beta / h \); \( l^2 = J \beta \); \( L^2 = (J + J_z) / \beta \) and the sign coefficient \( \sigma \) equal to \( +1 \) or \( -1 \) for the easy-axis and easy-plane cases, respectively.

The system of equations (3) and (4) can be written in the form of a single equation in the complex quantity \( \Psi = (M_x + i M_y) / M_0 \):

\[
i \frac{\partial \Psi}{\partial t} - \frac{\partial \Psi}{\partial x} + L^2 \frac{\partial^2 \Psi}{\partial x^2} + \sigma m \Psi = 0,
\]

where \( m = \sqrt{1 - |\Psi|^2} \) is the dimensionless \( z \)-component of magnetization, and time is measured in the units of \( 1/\omega_0 \).

It should be noted that we have used the phenomenological expression for energy (1), which implies that the long-wave approximation \( (\partial / \partial x \ll 1 / a) \) is valid for static solutions if the inequalities \( J_z \gg \beta a^2 / (L > a) \) are satisfied. If however, we proceed from the discrete Hamiltonian with the exchange interaction \( E_{\text{ex}} = \frac{1}{2} \sum_n J_i M_i^a M_i^{a+1} / a^2 \), where \( n \) is the number of the lattice site spin, we must substitute \( \beta = (J_z - J_\perp) / a^2 \) for \( \beta \) in Eq. (1) in the long-wave limit. In this case, the long-wave approximation is valid when the inequalities \( J_z \gg \beta a^2 / (J_z - J_\perp) \) are satisfied. In other words, in extremely anisotropic cases with \( J_z = J_\perp = 0 \) (Ising’s limit) and \( J_\perp = 0 \) (the \( XY \) limit), this approximation holds for close values of one-ion anisotropy and nonzero exchange interaction component. (Conversely, in the case of an isotropic exchange interaction the system becomes essentially discrete (see above), and the long-wave approach is inapplicable.)

Equations (3)–(5) and their soliton solutions were analyzed completely only for a ferromagnet with an isotropic exchange interaction for which \( L = l \). In this case, the system becomes completely integrable\(^{3,4}\) both in the easy-axis and the easy-plane cases, and all soliton solutions of Eq. (5) have an explicitly analytic form: domain walls and dynamic magnetic solitons can exist in an easy-axis ferromagnet, while dynamic solitons and magnetization rotation waves can be observed in an easy-plane ferromagnet.\(^{3,4}\) In the general case for \( L \neq l \), soliton solutions for an easy-axis ferromagnet can be presented implicitly in terms of elliptic integrals or analyzed numerically.\(^{24}\) To our knowledge, soliton states with \( L \neq l \) in the easy-plane case have not been investigated.
2. MAIN TYPES OF SOLITON EXCITATIONS IN A FERROMAGNET

The classification of soliton excitations of a uniaxial ferromagnet is determined essentially by the type of one-ion anisotropy since the nature of the ground state of the system changes with its sign. The ground state of an easy-axis ferromagnet is doubly degenerate and corresponds to a configuration with \( m = \pm 1 \), while the ground state in an easy-plane ferromagnet, which corresponds to \( m = 0 \), is degenerate continuously in the phase of the complex function \( \Psi \). As a result, the spectra of spin waves in these two cases differ significantly.

In an easy-axis magnet (\( \sigma = 1 \)), the spectrum of nonlinear spin waves with \( \Psi = \exp[i(\mathbf{\omega} - k\mathbf{v})] \) has the form

\[
\omega = m(1 + k^2 l^2).
\]

The dispersion of these waves is \( D = 2ml^2 \). We see that the dispersion of spin waves in the Ising limit (\( J_x = J_y = 0 \), \( l = 0 \)) vanishes. On the other hand, in the limit of the XY model (\( J_x = 0 \)) the dispersion vanishes (together with frequency) at a definite amplitude of the spin wave \( \Psi_0 = 1 \) (\( m = 0 \)). In a reference frame moving with the group velocity \( V = 2ml^2 \), the energy-momentum relation for linear waves (with \( m = 1 \)), i.e.,

\[
\tilde{\omega} = 1 - \frac{V^2}{4l^2}
\]

defines the range of soliton solutions on the \((\tilde{\omega}, V)\) plane: \( \omega < \tilde{\omega}(V) \). In the Ising limit (\( l = 0 \)), this region collapses into a line \( \omega < 1, V = 0 \), and hence only stationary domain walls (as in the case of an isotropic exchange interaction) and stationary magnetic solitons exist. On the other hand, the region of existence of solitons in the XY model (\( L = 0 \)) is the same as for an isotropic exchange, but the line \( \tilde{\omega} < 0, V = 0 \) becomes singular (the dispersion vanishes on it).

In the isotropic case (\( L = l \)), domain walls correspond to the point \( \omega = 0, V = 0 \), and the relevant solution is well known:

\[
m = \tanh \frac{x}{L},
\]

while the simplest solution for a stationary magnetic soliton (\( V = 0 \)) has the form

\[
m = 1 - \frac{2(1 - \omega)}{\omega \sinh^2(x/L \sqrt{1 - \omega}) + 1}, \quad \omega > 0,
\]

\[
m = 1 + \frac{2(1 - \omega)}{\omega \cosh^2(x/L \sqrt{1 - \omega}) - 1}, \quad \omega < 0.
\]

In the case of an easy-plane one-ion anisotropy (\( \sigma = -1 \)), linear spin waves have the following energy-momentum relation:

\[
\omega = lk \sqrt{1 + L^2 k^2}.
\]

With such a dispersion relation, the group velocity and dispersion have the form

\[
V = l(1 + 2L^2 k^2)(1 + L^2 k^2)^{-1/2}.
\]

\[D = L^2 l k(3 + 2L^2 k^2)(1 + L^2 k^2)^{-3/2}.
\]

It can be seen that the dispersion vanishes in the Ising \((l = 0)\) and XY \((L = 0)\) limits. Besides, the group velocity also vanishes in the Ising limit. In a reference frame moving with the group velocity, the dispersion relations \( \tilde{\omega} = \tilde{\omega}(V) \) for linear waves can be written implicitly in the form

\[
\tilde{\omega} = -lL^2 \frac{k^3}{\sqrt{1 + L^2 k^2}}, \quad V = l \frac{1 + 2L^2 k^2}{\sqrt{1 + L^2 k^2}}.
\]

The parabolas

\[
\tilde{\omega} = -(2/3)^{3/2} (V - l)^{3/2}/L\sqrt{1}
\]
corresponding to (11) and the segment \((\tilde{\omega} = 0, |V| < l)\) bound the region of existence of dynamic magnetic solitons on the \((\tilde{\omega}, V)\) plane. It follows from (11) that in the Ising limit this region ‘collapses’ into a line \((V = 0, \omega = 0)\), and hence only stationary solitons exist. The range of dynamic solitons in the XY model is bounded by the straight lines \((\omega = 0, |V| < l)\) and \((V = \pm 1, \omega = 0)\).

In the case of an isotropic exchange interaction \((L = l)\), the segment \((\tilde{\omega} = 0, |V| < l)\) corresponds to magnetization rotation waves for which the solution has the form

\[
\Psi = \tanh \frac{x}{L} + i(V/l) \frac{1}{\cosh \xi}, \quad m = \frac{\sqrt{1 - V^2/l^2}}{\cosh \xi},
\]

where \( \xi = \sqrt{1 - V^2/l^2} (x - Vt)/l \).

Solutions for dynamic solitons exist in the entire range of parameters under parabolas (11) and the line of magnetization rotation waves, and are cumbersome even in the case of a stationary center of mass of such a wave:

\[
m = \frac{2 \sinh(\kappa x/l) \sin \omega t (\kappa^2 - 1)}{(\kappa^2 - 1) \sinh^2(\kappa x/l) + \kappa^2 - \sin^2 \omega t},
\]

\[
\Psi = \frac{2 \sinh(\kappa x/l) - \kappa^2 + \sin^2 \omega t}{(\kappa^2 - 1) \sinh^2(\kappa x/l) + \kappa^2 - \sin^2 \omega t} + i \frac{2 \kappa \sqrt{\kappa^2 - 1} \sinh(\kappa x/l) \cos \omega t}{(\kappa^2 - 1) \sinh^2(\kappa x/l) + \kappa^2 - \sin^2 \omega t},
\]

where \( |\omega| = \kappa \sqrt{\kappa^2 - 1} \).

Let us consider the transformation of magnetic solitons, domain walls, and magnetization rotation waves in ferromagnets with extremely anisotropic exchange interaction.

3. EXOTIC SOLITONS IN AN EASY-PLANE FERROMAGNET

3.1. Compactization of localized excitations in an easy-axis Ising magnet

The magnetization dynamics in an easy-axis ferromagnet with anisotropic exchange interaction is described by the system of equations (3) and (4) with \( \sigma = +1 \). For soliton solutions of the general form

\[
\theta = \theta(x - Vt), \quad \varphi = \Psi(x - Vt) + \tilde{\omega} t
\]

Eq. (4) is integrable. Using the relation between \( \Psi \) and \( \theta \) and integrating Eq. (3) we obtain

\[\int_{-\infty}^{x} \frac{1}{\sqrt{\frac{\theta^2(x - s)}{\varphi^2(x - s)}}} ds = \int_{-\infty}^{x} \frac{1}{\sqrt{\frac{\varphi^2(x - s)}{\theta^2(x - s)}}} ds = \theta(x) + \text{const}.
\]
\[
\frac{d \theta}{dx} \sqrt{l^2 + (L^2 - l^2) \sin^2 \theta} = 2 \tan \frac{\theta}{2} \sqrt{\cos^2(\theta/2) - (V/2l)^2 - \bar{\omega} \cos^2(\theta/2)}.
\] (15)

This first-order equation permitting the integration in quadratures and analysis on the phase plane can be conveniently written in terms of the variable \(m\):

\[
\left( \frac{dm}{dx} \right)^2 = (1 - m)^2 \frac{(1 - m) (1 - 2 \bar{\omega} + m) - (V/l)^2}{(L^2 - l^2)(1 - m^2) + l^2}.
\] (16)

In the case of an isotropic exchange interaction \((L = 1)\), Eq. (16) can be reduced to

\[
l^2 \left( \frac{dm}{dx} \right)^2 = (1 - m)^2 \left[ (1 + m)^2 - 2 \bar{\omega} (1 + m) - \left( \frac{V}{l} \right)^2 \right].
\] (17)

The phase profile of this equation is shown in Fig. 1a. The standard separatrix loop \(l\) here corresponds to a solution of the general form (in particular, solution (9) for \(\bar{\omega} > 0\)), separatrices 2 and 2’ correspond to solution (8) for a domain wall with \(\omega = 0, V = 0\), while separatrix loop 3 corresponds to solution (9) for a magnetic soliton with negative frequency.

In the limit of Ising ferromagnet for which \(l \to 0\) (it was proved above that \(V \to 0\) and \(V/l \to 0\) in this case), Eq. (16) is transformed as follows:

\[
(1 - m^2) \left[ L^2 \left( \frac{dm}{dx} \right)^2 + (m - \omega)^2 - (1 - \omega)^2 \right] = 0.
\] (18)

Its phase profile differs significantly from the same for Eq. (17) and is presented in Fig. 1b. It consists of ellipse \(l\) for positive-frequency solitons, half an ellipse 2 or 2’ for domain walls of different signs with \(\omega = 0\), and a part of an ellipse and a segment of the straight line \(m = -1\) (loop 3) for negative-frequency solitons. (It should be noted that the amplitudes of a stationary soliton in a ferromagnet with an isotropic exchange interaction and in an Ising magnet coincide: \(m(x = 0) = -1 + 2 \omega\). It follows from (15) that in the general case this quantity is independent of the parameter \(L\) and \(l\) also for \(V = 0\).)

The solution of Eq. (18) for positive-frequency solitons \((\omega > 0)\) has the simple form

\[
m = \omega - (1 - \omega) \cos(x/L), \quad |x| < \pi L,
\]

\[
m = 1, \quad |x| > \pi L.
\] (19)

and its profile is shown in Fig. 2a.

Comparing this soliton solution with solution (9), we see that the amplitude is proportional to the quantity \((1 - \omega)\) as before, which is typical of dynamic solitons, but the localization region is now independent of frequency and fixed: \(\Delta = 2 \pi L\).

The most interesting property of the obtained solution is that \(m = 1\) in the regions \(|x| > \pi L\), and all variations of the magnetization field are concentrated in a finite region of space. Later, such solutions were called “compactons.”\(^{20,21}\)

The physical reason behind the existence of such exotic excitation is as follows: since the dispersion of linear waves is equal to zero in the limiting case under investigation, the asymptotes of a localized solution with \(m \to 0\) at infinity (for \(|x| \to \infty\) ) can only be identically equal to zero. However, at the center of a localized excitation, where the amplitude differs from zero, nonlinear dispersion terms in the equation are responsible for the dispersion of a nonlinear wave.

The following two circumstances should be noted in this connection. First, the compacton solution (19) can be expressed in terms of a trigonometric function which is usually a solution of the linear equation. (Indeed, the factor in brackets in (18) is the integral of the linear equation \(L^2 m_{xx} + m = \omega\).) However, the amplitude of the solution is not arbitrary, but is a certain function of frequency, as is usually the case in nonlinear equations.

Second, although solution (19) is “sewn” from several functions and is a piecewise solution, the function \(m(x)\) itself and its first derivative are continuous function. Moreover,
In the limit $\omega = 0$, the soliton solution (19) is transformed into the solution for a domain wall:\footnote{P. L. Christiansen, Nonlinear Dynamics of Solitary Waves and Ocean Waves (Springer-Verlag, Berlin, 1987).}

\begin{equation}
\begin{aligned}
& m = 1, \quad x > \pi L/2, \\
& m = \sin(x/L), \quad |x| < \pi L/2, \\
& m = -1, \quad x < -\pi L/2
\end{aligned}
\end{equation}

(see Fig. 2b). This solution also has the form of a compacton, but a topological one. It corresponds to separatrices 2 and 2' in Fig. 1b. A solution of this type was recently obtained by Remussine et al. for the mechanical model proposed by them. It can be seen from (19) and (22) that the width of a compact domain wall is equal to half the width of a dynamic compacton.

Finally, for negative frequencies of magnetization precession in a soliton, the solution also has the compacton form:

\begin{equation}
\begin{aligned}
& m = -|\omega| - (1 + |\omega|)\cos((x + x_0)/L), \quad 0 < x < x_1, \\
& m = 1, \quad x > x_1,
\end{aligned}
\end{equation}

where $x_0 = \arccos((1 - |\omega|)/(1 + |\omega|))$, $x_1 = L\pi - x_0$ and $m(x) = m(-x)$ (see Fig. 2c).

In this case, however, solution (23) has a derivative jump at the center of a soliton. But the amplitude of the so-called peakons (see below), and hence negative-frequency solitons in the Ising limit are combinations of a compacton and a peakon.

In contrast to positive-frequency solitons, the region of localization in negative-frequency solitons is not fixed and depends on frequency: $\Delta = 2L(\pi - \arccos((1 - |\omega|)/(1 + |\omega|)))$. As $|\omega| \to \infty$, the solution is transformed to the point-like singularity. At large frequencies, the frequency dependence of the soliton width $\Delta \approx 4L/\sqrt{|\omega|}$ is the same as in the case of an isotropic magnet for which $\Delta \approx 4L/\sqrt{|\omega|}$.

Finally, let us consider the relation between integrals of motion of compactons. Besides the energy (1) which has the form

\begin{equation}
E = \frac{\beta}{2} \int_{-\infty}^{\infty} \left( L^2 \left( \frac{dm}{dx} \right)^2 - (m^2 - 1) \right),
\end{equation}

in the Ising limit, the system possesses an additional integral of motion, viz., the total number of spin deviations

\begin{equation}
N = \int_{-\infty}^{\infty} dx (1 - m).
\end{equation}

The frequency dependence of the compacton energy and the number of bound magnons in the compacton are described by the formulas

\begin{equation}
E = \beta \pi L(1 - \omega^2), \quad \omega > 0,
\end{equation}
\[ E = \beta L \left[ (1 - \omega^2) \left( \pi - \arccos \frac{1 - |\omega|}{1 + |\omega|} \right) + 2 \left( \omega - \sqrt{|\omega|} \right) \right], \]

\[ \omega < 0 \]

and

\[ N = 2 \pi L(1 - \omega), \quad \omega > 0, \]

\[ N = 2L(1 + |\omega|) \left( \pi - \arccos \frac{1 - |\omega|}{1 + |\omega|} - \frac{2 \sqrt{|\omega|}}{1 + |\omega|} \right), \]

\[ \omega < 0. \]

These formulas lead to the relation \( dE/dN = \beta \omega \) typical of soliton solutions, and the dependences \( E = E(\omega) \) and \( N = N(\omega) \) resemble qualitatively the same dependences for magnets with isotropic exchange. However, in contrast to conventional solitons in magnets with an isotropic exchange interaction, the small-amplitude soliton dispersion relation for linear waves, the small-amplitude soliton function has the standard form

\[ E \propto \beta v^2 \]

in the vicinity of the parabola \( \omega = 1/2 - V^2/(2L^2) \) on which \( m \) vanishes at the center of the soliton.

3.2. Localized excitations in an easy-axis \( XY \) ferromagnet

Let us consider the other limiting case of anisotropy of exchange interaction of the \( XY \)-type, for which \( L = 0 \). In this case, Eq. (16) can be simplified as follows:

\[ l^2 m^2 \frac{d^2 m}{dx^2} = (1 - m)^2 \left[ m^2 + 2m(1 - \bar{\omega}) + (1 - 2\bar{\omega} - (V/l)^2) \right]. \]

For small deviation of the soliton parameters from the dispersion relation for linear waves, the small-amplitude soliton has the standard form

\[ m \approx 1 - \left( \frac{V}{2l} \right)^2 \frac{\xi}{2 \cosh^2 \left( \sqrt{\xi} (x - Vt)/l \right)}, \]

where \( \xi = 1 - (V/l)^2 - \bar{\omega} \). However, the solution is modified significantly in the vicinity of the parabola \( \bar{\omega} = 1/2 - V^2/(2l^2) \).

On this curve, the function \( m(x) \) has a singularity at zero:

\[ m(x) \approx \frac{3}{\sqrt{\sqrt{3} - (\bar{\omega} + \sqrt{\bar{\omega}^2 + V^2/(2l^2)})}} \]

although the quantity \( \Psi \) remains smooth: \( 1 - \Psi^2 \sim (|x|/l)^{1/2} \). In the entire range of parameters \( \bar{\omega} < 1/2 - V^2/(2l^2) \), the profile of the soliton solution has singularities at the points \( \pm x_\ast \), where the quantity \( m \) vanishes:

\[ m \approx \pm \frac{\sqrt{2\bar{\omega} - 1}}{\sqrt{\bar{\omega} - 1}} \frac{V}{2l} |x - x_\ast|/l. \]

In this case, the function \( \Psi(x) \) exhibits a jump at these points in the derivative:

\[ \Psi \approx 1 - \sqrt{2\bar{\omega} - 1} |x - x_\ast|/l. \]

Let us analyze qualitatively this solution on the curve \( V = 0, \bar{\omega} < 1/2 \), i.e., for stationary solitons. The phase profile of the system is depicted in Fig. 3, where the separatrix loop \( l \) corresponds to the soliton solution with \( \bar{\omega} > 1/2 \), while solutions with \( 0 < \bar{\omega} < 1/2, \bar{\omega} = 0 \), and \( \bar{\omega} < 0 \) correspond to curves 2.2', 3.3', and 4.4', respectively. The profiles of the functions \( m(x) \) and \( \Psi(x) \) are shown in Fig. 4. It can be seen that the solution with \( \bar{\omega} = 0 \) corresponds to a 180° domain wall. However, the profile of this wall in the case under consideration is unusual. Equation (5) in this limit has the following simple form:
\[ \sqrt{1 - \Psi^2} \left( l^2 \frac{d^2 \Psi}{dx^2} - \Psi \right) = 0. \]  

(31)

The phase profile of this equation for domain walls is a peculiar separatrix in the form of a triangle \( \Psi' = \pm \Psi/l, \ \Psi = 1 \). Such a phase picture is typical of peakon states (see Refs. 18 and 19). In this case, the solution has the form

\[ \Psi(x) = \exp(-|x|/l), \]  

(32)
typical of peakons. As in the case of compactons, the solution can be expressed in terms of the function (exponential in the given case) which is usually a solution of the linear equation. However, in the case of a peakon the nonlinearity is manifested in that the amplitude is not arbitrary but fixed. It can be seen from Fig. 4 that a soliton solution of the general type with \( \tilde{\sigma} < 1/2 \) is a bound state of two peakons (like an ordinary magnetic soliton which is the bound state of two domain walls). However, in the general case \( \tilde{\sigma} \neq 0 \), the solution cannot be expressed in terms of exponential functions. For example, in the limit \( |\tilde{\sigma}| \gg 1 \), the soliton solution can be represented in the implicit form

\[ \text{Arctanh} \left( \frac{m + 1}{\sqrt{2}} \right) - \sqrt{2} \sqrt{m + 1} = \sqrt{|\tilde{\sigma}|} \frac{x}{l}. \]  

(33)

This formula shows that the solution is smooth at the center of the soliton, where \( m = -1 \), and has a vertical tangent at the points \( x = \pm l(\text{Arctanh}(1/\sqrt{2}) - \sqrt{2})/\sqrt{|\tilde{\sigma}|} \) where \( m = 0 \).

4. EXOTIC SOLITONS IN AN EASY-PLANE FERROMAGNET

4.1 Magnetization rotation waves in an easy-plane Ising magnet

In an easy-plane ferromagnet with anisotropic exchange interaction, the magnetization dynamics is described by Eqs. (3) and (4) with \( \sigma = -1 \), but solutions for dynamic solitons do not have the simple form (14) as in the easy-axis case, which follows from the explicit form of solution (13) even in the case of isotropic exchange. For this reason, we consider only the limiting case of an Ising ferromagnet with an easy-plane one-ion anisotropy. For \( l = 0 \), Eq. (4) implies that \( \theta = \theta(x) \) and is independent of time. This is in accord with the conclusion concerning the absence of mobile excitations, which follows from the dispersion relation (11) for linear magnons in the limit \( l = 0 \). Moreover, it follows from Eq. (3) that the variable \( \varphi \) can only be a linear function of time, which is impossible for localized excitations with a fixed orientation of magnetization in the easy plane at infinity (for \( x \to \pm \infty \)).

Thus, in the limit of an Ising magnet, only one type of localized excitations is possible, i.e., stationary magnetization rotation waves. However, for this type of excitations Eq. (3) is solvable in the general case of an arbitrary anisotropy of exchange interaction also. For \( \varphi = \text{const} \), after the first integration we have

\[ L^2 \left( \frac{dm}{dx} \right)^2 = \frac{m^2}{1 - m^2 + (l/L)^2 m^2}. \]  

(34)

In the Ising limit, this equation can be reduced to the following trivial equation:

\[ (1 - m^2) \left[ L^2 \left( \frac{dm}{dx} \right)^2 - m^2 \right] = 0. \]  

(35)

The phase profile of the separatrix loop on the plane \( (dm/dx, m) \) in this case degenerates into the triangle \( L(dm/dx) = \pm m, \ m = 1 \) (see solid triangle in Fig. 5a). As in the case of compactons in an easy-axis Ising magnet, Eq. (35) is again connected with the first integral of motion of a linear equation (in the brackets), but with the factor \( (1 - m^2) \) which just determines the nonlinearity of the solution. It can be expressed in terms of exponential functions (as in the case of a linear equation):

\[ m = \exp(-|x|/L), \]  

(36)

but the amplitude of the solution is fixed: \( m(0) = 1 \). Since
Eq. (35) has an additional solution \( m = 1 \), the exponential functions can be sewn at the center of the magnetization rotation wave.

Solution (36) has a typical for of an exotic soliton (pea- kon) and is presented in Fig. 5b. In contrast to the magnetization rotation wave (12) in an isotropic magnet with \( m = 1/\cosh(x/l) \), the peakon width depends on the magnetic length \( L \), and it has a "peak" at the center. The function \( \Psi(x) \) in this case is defined as \( \Psi = \pm \sqrt{1-\exp(-2|x/l|)} \) and has an infinite derivative at zero in contrast to the solution \( \Psi = \tanh(x/l) \) for an isotropic magnet (see Fig. 5c). Although the peakon solution has a singularity at zero, it is a limit of an analytic function. It can be seen from Eq. (34) that the separatrix loop corresponding to a soliton for \( l \neq 0 \) is smooth on the phase plane (dashed curve in Fig. 5a), and solution (34) can be written in an analytic, although implicit, form:

\[
\frac{x}{L} = \ln \left( \frac{1-G}{1+G} \right) - B \ln \left[ \frac{1}{G} - B^2 (1-m^2) \right],
\]

where \( B = \sqrt{1-l^2/L^2} \) and \( G = \sqrt{1-m^2}\). (1-B^2-m^2).

A comparison of Figs. 4 and 5 shows that the profiles of the domain wall in an easy-axis \( XY \) magnet and magnetization rotation waves in an Ising magnet have the same appearance under the substitution \( l \rightarrow L \) and \( \Psi \rightarrow m \). In other words, there exists an "invariance" associated with simultaneous change in the symmetry of exchange and one-ion anisotropy.

4.2. Compact waves of magnetization rotation in an easy-plane \( XY \) magnet

Let us consider the case of an easy-plane ferromagnet with exchange anisotropy of the \( XY \) type \( (L = 0) \). Apparently, dynamic solitons with \( \tilde{\omega} < 0, V < 1 \) and magnetization rotation waves with \( \tilde{\omega} = 0, V < 1 \) exist in this limit. However, we could not find the corresponding solutions even under the simplifying assumption that the rotation of magnetization vector occurs, as in the isotropic case, in a fixed plane for a rotation wave and in a rotating plane for a soliton (see solution (13)).

An exception is the limit of a stationary magnetization rotation wave for which Eq. (5) acquires the trivial form

\[
m \left( \frac{d^2 \Psi}{dx^2} + \Psi \right) = 0,
\]

differing from formula (31) in the sign of \( \Psi \). Equation (38) has a compact solution:

\[
\Psi = 1, \quad x > \pi l/2,
\]

\[
\Psi = \sin \frac{x}{l}, \quad |x| < \pi l/2,
\]

\[
\Psi = -1, \quad x < -\pi l/2.
\]

(In the case of isotropic exchange interaction, the corre- sponding solution for a magnetization rotation wave has the form \( \Psi = \tanh(x/l) \).)

Thus, we see that there exists a symmetry of properties of exotic solitons in the case of simultaneous change in the type of exchange and one-ion anisotropy. Compact domain walls and dynamic solitons exist in an easy-axis Ising ferromagnet, while compact waves of magnetization rotation are observed in the \( XY \) model of an easy-plane magnet. On the other hand, magnetization rotation waves of the peakon type exist in an easy-plane Ising magnet, and the same peakon domain walls and dynamic solitons can exist in an easy-axis ferromagnet with exchange anisotropy of the \( XY \) type.

---
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Chaotic regimes of the microwave energy absorption are observed experimentally and analyzed for two-dimensional metallicorganic antiferromagnet \((\text{NH}_3)_2(\text{CH}_2)_4\text{MnCl}_4\) at low temperatures under the conditions of nonlinear antiferromagnetic resonance. Relaxation oscillations of energy absorption are investigated in detail. Their frequency spectra, frequency–amplitude characteristics, and dependences of absorbed power on driving power and static magnetic field are studied. It is shown that the dynamics of relaxation oscillations undergoes a transition to chaos by “irregular periods.” Peculiarities of the transition are described consistently.

Among other things, the conditions for the emergence of energy absorption regimes with a spike-like and a saw-tooth signal structure are determined, and the characteristics of chaotic oscillations such as the dimensions of strange attractors are calculated. The chaotic dynamics is found to be high-dimensional with a large contribution from noise which is of deterministic origin in the antiferromagnet under investigation. © 1999 American Institute of Physics.

INTRODUCTION

Chaotic resonant phenomena in magnets have become an object of intense experimental studies in the last decade.\(^{1–19}\) These investigations were stimulated by the progress made in the mathematical theory of chaos, predicting the universal character of chaotic phenomena irrespective of the character of the physical object being studied and demonstrating a nonlinear behavior.\(^{20–22}\)

Magnetic compounds possessing the properties required for the emergence of nonlinear oscillations include first of all the crystals exhibiting an extremely weak relaxation of spin excitations. Yttrium–iron garnet (YIG) with a low threshold for a parametric excitation of spin waves even at room temperature has been studied most thoroughly.\(^{1,5,8,9,11–13}\) Since YIG behaves as a ferromagnet in magnetic respects, nonlinear chaotic effects were studied, as a rule, under the conditions of ferromagnetic resonance (FMR) in transverse as well as longitudinal driving fields.

The total number of investigated nonlinear magnets is not large, and some of them exhibit nonlinear properties only at low temperatures of the order of a few kelvins, at which phonons are frozen out, and their interactions with magnons becomes very weak.

The effective dimensionality of crystals plays an important role for the suppression of relaxation processes. Stepanov et al.\(^{14–18}\) investigated the class of metallicorganic compounds that are quasi-two-dimensional ferro- and antiferromagnets in the magnetic respect. It was found that low-dimensional magnets at low temperatures go over to a state with an anomalously low spin–lattice relaxation virtually with a threshold, which makes it possible to excite spin waves parametrically at microwave pumping power of the order of a few milliwatts.\(^{18}\) Among other things, it was found that in addition to YIG, nonlinear ferromagnetic crystals include metallicorganic compounds with a structure similar to the \((\text{CH}_3\text{NH}_3)_2\text{CuCl}_4\) crystal.\(^{19}\) On the other hand, it was established that chaotic oscillations are generated in the crystals \(\text{CuCl}_22\text{H}_2\text{O}, 2\text{CsMnF}_3, 6,10(\text{CH}_3\text{NH}_3)_2\text{CuCl}_4, 9\) under the conditions of antiferromagnetic resonance (AFMR).

The range of nonlinear effects that have been discovered and thoroughly investigated in ferro- and antiferromagnets is quite large. These include spin-wave instabilities (Suhl instabilities of the first and second order),\(^{23}\) auto-oscillations of absorbed microwave power,\(^{24,25}\) and the observation of three known scenarios of a transition to chaos: by period doubling (Feigenbaum scenario), quasiperiodicity, and intermittency.\(^{20–22}\)

Apart from the interpretation of these nonlinear effects and the determination of the conditions for their observation, it was found that real magnetic crystals can demonstrate a more complex pattern of transition to chaotic regimes in resonance experiments. None of the known scenarios is realized in pure form in such cases,\(^{26}\) and we must consider new mechanisms of chaotization.\(^{3,5,27}\)

Hartwik et al.\(^{28}\) were the first to discover long ago the so-called relaxation chaotic oscillations of microwave power in YIG with which a new scenario of a transition to chaos by irregular periods has been associated in last decade.\(^{3,8,9,29}\) This effect lies in the emergence, instead of purely periodic auto-oscillations, of irregular chaotic bursts of absorbed power in the form of spike-like peaks or pulses with a steep leading front and relaxing rear front under certain conditions of magnetic resonance upon an increase in the pumping power. Theoretical approaches to the description of such
oscillations and mechanisms of their formation were made in Refs. 9, 29, and 30, but a systematic analysis of temporal series of experimental signals as well as of the results of numerical simulation of relaxation oscillations was carried out only recently.31,32

In this work, we study experimentally the regimes of chaotic behavior of the microwave power absorbed in a two-dimensional easy-axis antiferromagnet (NH$_4$)$_2$(CH$_3$)$_2$MnCl$_4$ under the AFMR conditions. This compound is a typical representative of the family of layered Heisenberg antiferromagnets [NH$_3$-(CH$_3$)$_2$NH]MnCl$_4$(2CmMn), studied by Stepanov et al.$^{14-18}$ The structure of these metalorganic crystals is formed by almost quadratic layers of magnetic ions in the octahedral environment of chlorine ions between which long chains of alkylene-ammonia molecules are located. The small value of interlayer exchange associated with a large separation between the spins of adjacent layers leads to a quasi-two-dimensional behavior of these systems. At the temperature $T_N = 42.6$ K, the compound 2C4Mn is transformed into antiferromagnetic states with the easy magnetization axis directed at right angles to the planes of the layers. A detailed analysis of linear antiferromagnetic resonance in 2C4Mn revealed$^{16}$ that this compound has a four-sublattice noncollinear antiferromagnetic structure with a weak ferromagnetic moment. The antiferromagnetism vector of each layer is deflected successively from the normal to the plane of a layer through an angle of $\pm 16^\circ$ so that the total vector is perpendicular to the layer, and the weak antiferromagnetism vector lies in the layer. According to estimates, the strength of interaction between the layers (26 Oe) is extremely small as compared to both the intralayer exchange ($2H_e = 1360$ kOe) and the intralayer uniaxial anisotropy ($H_A = 0.8$ kOe) so that 2C4Mn can be regarded as an almost two-dimensional antiferromagnet.

At low temperatures (of the order of a few kelvins), the related compound (NH$_4$)$_2$(CH$_3$)$_2$MnCl$_4$(1C2Mn) revealed a number of interesting nonlinear phenomena in the behavior of the absorbed microwave power, e.g., the emergence of periodic auto-oscillations and chaos.$^{18}$ Here we carry out a systematic analysis of chaotic regimes of antiferromagnetic resonance in a 2C4Mn crystal. For a driving power below 5 mW at a temperature below 2.18 K, we observed a nonlinear absorption of the microwave field and the emergence of relaxation oscillations with typical (extremely low) average frequencies of the order of a few hertz. These oscillations were recorded and analyzed as temporal series of data with the help of an analog-digital device and computer programs, which made it possible to describe in detail the scenario of a transition to chaos by irregular periods. As a result, we have analyzed qualitative changes in the behavior of temporal series of absorbed power as a function of variation of the parameters of static and varying magnetic fields and carried out the Fourier analysis, obtained the spectra of oscillations, studied the structure of strange attractors of chaotic regimes, and calculated the quantities characterizing chaotic dynamics, i.e., dependences of frequencies of auto-oscillations on the driving power (in particular, we determined their period doubling threshold) and the dimension of chaotic attractors, and discussed the origin and role of noise in relaxation oscillations as well as a possible theoretical model for describing relaxation oscillations in 2D antiferromagnets.

**EXPERIMENTAL TECHNIQUE**

Single crystals of (NH$_4$)$_2$(CH$_3$)$_2$MnCl$_4$ were grown at room temperature from a saturated aqueous solution in the form of thin rectangular plates with clearly manifested lateral faces and with a typical size $5 \times 5 \times 0.3$ mm. The compound (NH$_4$)$_2$(CH$_3$)$_2$MnCl$_4$ possesses a monoclinic symmetry of crystal lattice with the space group $P2_1/b$.34 Organic chains of NH$_3$(CH$_3$)$_2$NH separate two-dimensional, almost square layers of octahedra Mn-Cl$_6$. The unit cell parameters are $a = 10.77$ Å, $b = 7.177$ Å, $c = 7.307$ Å. Experiments were carried out on a reflection spectrometer with a pumping frequency 70.39 GHz at a temperature below 2.18 K. We used a cylindrical resonator with the Q-factor $\sim 1000$. The sample was placed in the resonator region with predominant parallel polarization of external static and rf fields $H||h$.

In resonance experiments, the field is usually applied along the easy axis of the crystal. With such an orientation, the splitting of AFMR branches follows the law

$$\omega = \gamma \sqrt{(2H_E + H_A)H_A \pm H}.$$  

(1)

For the frequency mentioned above, the resonance conditions are satisfied for the lower frequency branch $\omega_-$, which was observed in our experiments. The maximum power of the source was 5 mW. The applied magnetic field was scanned along the contour of the AFMR line, and the driving power was varied from 0 to $-20$ dB. The magnetic field orientation relative to the anisotropy axis and equilibrium directions of antiferromagnetism vectors in adjacent planes also varied. It was found that the most intense absorption corresponds to the symmetric orientation of the field along the crystallographic axis $b$.

In all experiments, low-frequency modulation of electromagnetic field of frequency 50 Hz was observed. This frequency had to play the role of the reference frequency in our experiments. It was found later that these oscillations participated in all nonlinear processes, and the emergence of their higher harmonics was regarded as a natural criterion of the emergence of nonlinearity in resonance effects. The reflected signal after detection in an analog-digital device PC ADDA-14 with a 14-bit resolution was transformed into a computer data file. These temporal series were subsequently analyzed by using the standard and original packets of programs created for a quantitative analysis of chaotic phenomena.

**DISCUSSION OF MAIN RESULTS**

A typical form of resonant curves for the antiferromagnet 2C4Mn at $T = 1.8$ K are shown in Fig. 1. For a low (less than $-15$ dB) microwave field power, a typical pattern from a linear AFMR is observed, i.e., two lines from two centers (neighboring planes). The separation between the peaks on the resonant curve can vary depending on the orientation of the static magnetic field, and the lines can coincide when the field is directed along the crystallographic axis $b$. For a power exceeding $-15$ dB, free relaxation oscillations are
It was noted above that oscillations of observed power on the segment of the resonant curve near 9.34 kOe appear even at very low driving powers of the order of $-15 \text{ dB}$. The criterion of a transition to the nonlinear regime is the emergence of the second harmonic peak in reference oscillations with frequency 100 Hz. At the point of maximum on the resonant curve, this peak exceeds the background noise for a power $P > -15 \text{ dB}$, and first spike-like peaks of absorbed power appear at the same instant.

In the case of a resonant curve with spaced peaks, an increase in the driving power induces relaxation oscillations in the vicinity of the second peak also. As the peaks converge, the mutual effect of the centers increases, which is noticeably reflected in the form of oscillations of absorbed power. In the cases of closely spaced peaks for the value of the field $H_m = 8.37 \text{ kOe}$ corresponding to a local minimum at the center of the resonant curve, relaxation oscillations become irregular even for a low driving power. As the power increases, the oscillations become more and more chaotic. The time dependence of the signal typical of the entire series of these measurements and its spectrum for the maximum value of power are shown in Fig. 2a.

In order to find out whether such a dependence is a consequence of additive or dynamic noise, stochastic process, or is due to a determinate chaos, we varied in the experiments the orientation of magnetic field and its magnitude. The variations affected strongly the type of oscillations.

It was found that oscillations become less chaotic for the minimum deviation of the magnitude of magnetic field from the extremal value $H_m$. By way of an example, Fig. 2b shows the time behavior and spectrum of oscillations for $H = 8.4 \text{ kOe}$ and the maximum driving power.

It also turned out that the degree of chaotization of a signal decreases considerably, and its shape changes qualitatively when the magnetic field is directed along the crystallographic axis $b$, when the resonant lines from two centers coincide. In this case, the characteristic pattern of the emergence and transformation of relaxation oscillations upon a change in the driving power is of the form shown in Fig. 3 for $H = 8.4 \text{ kOe}$ (small deviation of the field from the resonant value) and the power $P$ varying from $-10$ to 0 dB. First spikes of absorbed power appear against the background of almost linear oscillations of frequency 50 Hz. For small pumping amplitudes, the frequency corresponding to the emergence of spike-like peaks is low, and the intervals between them are quite large and vary with an obvious periodicity. For a driving power of the order of $-6 \text{ dB}$, the signal
has the form of a periodic structure of spike-like closely spaced peaks. As the pumping amplitude increases further to power values of the order of $-3$ dB, the frequency corresponding to the emergence of spike-like peaks changes insignificantly, and subsequently decreases rapidly and becomes virtually equal to half the previous value. In this region, the shape of the signal changes qualitatively from the spike-like to the saw-tooth, i.e., the change in the regime of chaotic oscillations takes place. Figure 4 shows the dependence of the fundamental frequency of these oscillations on the driving power in the range from $-4.5$ to $0$ dB (dark circles). The doubling of the period of relaxation oscillations can be seen clearly in the figure. In order to plot this dependence, we analyzed the spectra of oscillations for fixed pumping levels. It should be noted that doubling of this period does not indicate the emergence of subharmonics of the fundamental frequency as is usually the case in the Feigenbaum scenario, and corresponds to a change from one oscillatory mode to another mode, their fundamental frequencies differing by a factor of two. It was proved that this effect is preserved for other values of magnetic field which naturally affects the values of frequencies themselves. It should also be noted that apart from the main peaks and multiple harmonics, all spectra contain a large contribution from noise responsible for the ‘grass-like’ continuous spectrum. In the subsequent analysis, we shall analyze in detail the dynamic and spectral structure of these oscillations and the origin of their stochastic form.

When the power changes in the opposite direction, i.e., the amplitude of pumping decreases (light circles in Fig. 4), the frequency–amplitude dependence exhibits a hysteresis with a displacement of the region of period doubling towards lower powers (saw-tooth pulses exist up to $-4.5$ dB). The existence of essentially chaotic modes near a certain fixed values of power, in particular upon an increase in the driving power for $P = -1, -2.25, -2.75$ dB is an interesting feature of the observed transient process.

For this reason, it was natural to analyze oscillations for these selected pumping levels, but in a wide range of applied magnetic field near the resonance point. We chose the pumping level of $-1$ dB and studied the variation of the shape of the absorbed power signal and its spectrum upon a change in the static magnetic field within a few ten oersteds near the resonant value $H_r = 8.37$ kOe. The direction of the field was maintained along the crystallographic axis $b$. 

![FIG. 2. Chaotic oscillations of absorbed power and their frequency spectrum for a driving power of 5 mW for a resonant curve with closely spaced peaks in fields $H_m = 8.37$ kOe (a) and 8.4 kOe (b).](image1)

![FIG. 3. Evolution of time dependences of absorbed power for a change in the microwave power level from $-10$ to $0$ dB for a static magnetic field $H = 8.4$ kOe.](image2)

![FIG. 4. Frequency of relaxation oscillations as a function of driving power. Dark and light circles correspond to an increase and decrease in the driving power, respectively. The threshold effect of oscillation period doubling is of the hysteresis type.](image3)
The corresponding results are presented in Fig. 5. It should be noted that relaxation oscillations occur against a background of a considerable average absorbed power that must make a contribution to the frequency spectrum in the form of a large central peak at zero frequency. In all calculations of the spectra analyzed here, this average value was subtracted, and hence the given huge contribution to the central peak is absent, which allows us to see the detailed structure of relaxation oscillations proper. It should also be noted that frequency spectra are given in the form of frequency dependences of the amplitude of the Fourier transform of the signal and not as logarithmic spectra of power in order to improve detailization.

Another feature in common with all the spectra considered below is the presence of oscillations of frequency \( \nu_0 = 50 \text{ Hz} \). These low-frequency oscillations were present as a source of reference frequency, but they became involved in free oscillations in view of the nonlinearity of the medium. This follows from the presence of second harmonic with frequency \( \nu = 100 \text{ Hz} \) and the peaks that are algebraic sums of frequencies of fundamental harmonics of relaxation oscillations and the reference frequency.

Far away from the resonant field, the absorbed power is virtually constant if we disregard extremely low background noise in which, however, oscillations with frequency \( \nu_0 = 50 \text{ Hz} \) were always manifested (in the frequency spectrum) in our measurements. As the field approaches the resonant level, these small-amplitude oscillations become weakly nonlinear (a second harmonic appears in the spectrum), and nearly periodic spike-like peaks of absorbed power corresponding to peaks of the order of a few hertz in the frequency spectrum and clearly distinguishable against the

FIG. 5. Temporal series of absorbed power and their spectra for different values of static magnetic field for the driving power \( P = -1 \text{ dB} \): (a) \( H = 8.51 \text{ kOe} \), relaxation oscillations with a spike-like structure and a high stochastization level; (b) \( H = 8.47 \text{ kOe} \), the result of transformation of spike-like signals into saw-tooth signals; (c) \( H = 8.44 \text{ kOe} \), saw-tooth relaxation oscillations with linearly increasing and decreasing segments; (d) \( H = 8.39 \text{ kOe} \), chaotic temporal series with an intense "grass-like" frequency spectrum; (e) \( H = 8.34 \text{ kOe} \), nearly regular anharmonic oscillations of absorbed power of a spike-like shape. All the spectra contain the peak of the fundamental frequency of relaxation oscillations of the order of several hertz and its higher harmonics as well as the peak of the reference frequency 50 Hz and combination frequencies.
A typical example of such a behavior of absorbed power is shown in Fig. 5a for the field value $\mathcal{H} = 8.51$ kOe. It can be seen that periodic relaxation oscillations with a spike-like structure have been formed completely. Small anharmonic modulation of peak amplitudes is manifested in the frequency spectrum in the form of higher harmonics of the fundamental frequency. All the remaining peaks can be identified as algebraic sums of these harmonics and frequencies $\nu_0$ and $2\nu_0$.

As we approach the resonant field further, the shape of absorbed power peaks experiences rapid qualitative changes. Figure 5b shows the result of transformation of spike-like signals into typical saw-tooth temporal series for $\mathcal{H} = 8.47$ kOe. In addition to the increase in the amplitude and relative height of frequency peaks, the emergence of linearly increasing and decreasing segments on the time dependence of absorbed power is also worth noting. It is remarkable that such oscillations are almost indistinguishable from classical relaxation oscillations that are frequently encountered in electrical engineering.

A subsequent decrease in the field leads to the tendency to the formation of periodic rectangular pulses of absorbed power. Signals of such a shape are shown in Fig. 5c for $\mathcal{H} = 8.44$ kOe. It should be noted that the amplitude of oscillations does not increase any longer, while the periodicity is enhanced, which is manifested in the frequency spectrum.

Relaxation oscillations become completely chaotic for field values close to resonance. Figure 5d shows the corresponding temporal series of absorbed power and a typical "grass-like" frequency spectrum for $\mathcal{H} = 8.39$ kOe. It can be seen that the amplitudes of oscillations are much smaller than those in Fig. 5c, and the frequency distribution of oscillations has become almost continuous with a sharp decrease in the maximum peak heights to the amplitude of the 50-Hz peak of the fundamental harmonic.

As the field decreases further from the resonant value, relaxation oscillations again acquire the spike-like shape, being essentially nonlinear. Figure 5e shows for $\mathcal{H} = 8.34$ kOe the temporal series for such anharmonic oscillations of absorbed power and their frequency spectrum with clearly manifested peaks of multiple harmonics. A distinguishing feature of these oscillations is that their fundamental frequency is almost half the frequency of similar spike-like oscillations presented in Fig. 5a. The frequency of relaxation oscillations in general decreases as the field decreases to the resonant value, and starts increasing after the passage of the resonance peak.

In the magnetic field scanning in the opposite direction (i.e., upon its increase), the regimes described above appear in the reverse order, but a hysteresis loop takes place in complete accord with the picture shown in Fig. 1.

It was mentioned above that the selection of other values of power (for example, the maximum power $P = 0$ dB) followed by scanning in the static magnetic field results in chaotic nonlinear oscillations whose frequency structure contains higher harmonics of the fundamental frequency as well as subharmonics against the background of a high-intensity continuous noise spectrum (see Figs. 2a and b).

A comparison of temporal series also leads to the conclusion concerning clearly manifested temperature dependence of the degree of stochasticization of oscillations. The higher the temperature, the higher the noise level in the oscillatory spectra and the extent of their nonregularity, and vice versa. At low temperatures, we could observe relaxation oscillations in the form of nearly rectangular pulses (such a mode was realized for $P = 5$ mW, $\mathcal{H} = 8.3$ kOe, and $T = 1.7$ K).

Another interesting feature is the observation of the regime of an abrupt and virtually complete disappearance of free oscillations with simultaneous doubling of the period of nonlinear reference oscillations and the emergence of their subharmonic at a frequency 25 Hz. We can try to explain the latter effect from the point of view of the theory of chaos control and the emergence of higher (multiple) resonances. However, we shall not consider this problem here and analyze the structure of chaotic attractors of relaxation oscillations.

**ANALYSIS OF EXPERIMENTAL RESULTS**

The method of a nonlinear analysis of experimental temporal series has been worked out intensely during the last decade and is described in detail in a number of reviews and monographs.19,36–38 We shall use this method which involves the determination of the linear autocorrelation function for temporal series, the determination of "time delay," the construction of phase portraits of attractors in the corresponding coordinates, the construction of a sequence of interspike intervals, and their analysis, computation of the correlation dimension of attractors, the determination of the noise contribution to temporal series, the source of the noise and possibilities of its reduction, and the discussion of theoretical models of the observed chaotic oscillations.

The temporal series is a discrete set of values of the physical quantity (the absorbed power $V (t_n)$ in our case), measured in equal intervals of time. A traditional characteristic of temporal series of signals is the linear autocorrelation function

\[
C_L(\tau) = \frac{1}{N} \sum_{m=1}^{N} [s(m + \tau) - \bar{s}] [s(m) - \bar{s}],
\]

where the average value of the signal $s(m)$ is defined in the standard manner: $\bar{s} = (1/N) \sum_{m=1}^{N} s(m)$.

Since we usually subtract the average value of the series from the initial series in an analysis of spectra, we calculated autocorrelation function for time dependences presented in Fig. 3 for modified series $\bar{s} = 0$. As a function of $\tau$, it exhibits qualitatively identical behavior for all values of power: this is an oscillating function with a slowly decreasing amplitude. The period of these oscillations coincides with the fundamental period of oscillations of the signal being measured. In an analysis of nonlinear signals, autocorrelation function is also useful for estimating "time delay." It is chosen equal to the value of $\tau$ for which the autocorrelation function
vanishes for the first time. In our measurements, this time delay is approximately equal to a quarter of the fundamental period of observed oscillations.

Figure 6 shows the dependence of time \( \tau \) on the driving power \( P \). (The unit of measurements of \( \tau \) is the principal interval \( \Delta t = 4.9 \) ms of our temporal series.) It can be seen that this dependence obviously correlates with the dependence of the frequency of oscillations on the driving power presented in Fig. 4 and confirms the existence of a threshold transition from one regime of chaotic oscillations to another. It should be noted that the period of the correlation function corresponds to oscillations of frequency 50 Hz for low powers and to the fundamental period of saw-tooth oscillations for the maximum power.

The obtained values of \( \tau \) can now be used for plotting phase portraits of nonlinear oscillations. For this purpose, we shift the temporal series by \( \tau \) and plot the dependence of \( V(t_\nu + \tau) \) on \( V(t_\nu) \). These functions are just the time delay coordinates. For the temporal series corresponding to the maximum power in Fig. 3, the phase picture is shown in Fig. 7a (the value of \( \tau \) is chosen equal to 49 ms, and the average value of absorbed power is subtracted from the given series). It can be seen that the process is periodic on the whole and occurs in several stages with their own characteristic times. In order to obtain a more detailed concept of the attractor structure, we constructed a 1D mapping from the sequence of minimum values of the Poincaré sections of the given attractor. These values were determined as negative values of \( V(t_\nu + \tau) \) taken at instants \( t_\nu \) for which \( V(t_\nu) = 0 \). This dependence is shown in Fig. 7b and demonstrates the existence of the internal structure of the attractor and an obviously large contribution of noise.

A detailed analysis of the time dependence \( V(t) \) indicates that the noise contribution is not additive. Indeed, irregular amplitude jumps as well as periodic oscillations of frequency 50 Hz have different values at different stages of variation of the function \( V(t) \). This indicates a nonlinear enhancement of both factors and their participation in the chaotic process.

In order to describe the chaotic behavior of relaxation oscillations and the effect of noise on them quantitatively, we consider a sequence of time intervals between adjacent peaks of the signal and the sequence of maximum values of peak amplitudes as characteristics of this process.

These dependences of amplitude peaks and interspike intervals for the series under investigation are compared with the relevant sequences for the series shown in Fig. 5a. It can be seen that the amplitude peaks of oscillations of the absorbed power (Figs. 8a and b) behave quite chaotically in the vicinity of a resonance and far away from it. At the same time, the interspike intervals (Figs. 8c and d) exhibit a clearly manifested tendency to a quasiperiodic mode far away from the resonance (Fig. 8d), but random forces acting on the system result in the chaotization of oscillations, which is accompanied by chaotic jumps in the period of oscillations between its four principal values.

We can try to determine whether a noise is stochastic or dynamic by calculating the correlation dimension \( D \) of the attractor under investigation. This quantity is defined through the pair correlation integral:

\[
C_m(r) = \frac{2}{N(N-1)} \sum_{i \neq j}^{N} \Theta(r - |y_m(j) - y_m(i)|),
\]

where \( N \) is the number of measurements, \( r \) the correlation radius, \( y_m(i) \) the vector of dimensions \( m \) in the embedding space, whose coordinates are \( \{V(t), V(t+\tau), \ldots\} \),
$V[t_i+(m-1)r]$; and $\theta(r)$ is the theta function. This function in fact determines the number of pairs of vectors in the $m$-dimensional space, the separation between which is smaller than the preset distance $r$. While determining the distance, we presume that the cells into which the phase space is divided have the cubic shape. The dimension $D$ is the limit of the expression

$$D = \lim_{m \to \infty} \frac{d \ln C_m(r)}{d \ln r}$$

and is usually calculated on the interval $r$ in which the values of the correlation function are not very small.

The sequence of calculated correlation functions for the initial temporal series corresponding to the maximum power in Fig. 3 is presented in Fig. 9 on logarithmic scale (the curves correspond to the variation of $m$ from 1 to 9 from top to bottom). Numerical differentiation reveals a flat segment according to which the dimension of a strange attractor can be estimated. It was found that it is slightly larger than two ($2.25 \pm 0.1$), but the strong effect of dynamic noise following from the characteristic increase in the steepness of the curves for $\ln(r) < 2.5$ does not allow us to establish the existence of the exact limit. We are inclined to interpret the latter quantity as the dimension of a regular attractor. On the other hand, the slope of the curves in the region $1 < \ln(r) < 2.5$ also demonstrates the tendency to a limit that can be estimated as $4.9 \pm 0.1$. Such a limiting value can be regarded as the total dimension of the attractor, containing the contribution from a regular attractor and a deterministic noise. A slight increase in the dimension for large values of $m$ for small $r$ is associated with the contribution of “white” instrumental noise.

The above comparative analysis of functional dependences of temporal series and their spectra also confirms this conclusion. Thus, the analysis of the correlation dimension leads to the conclusion concerning the dynamic nature of noise in the relaxation oscillations under investigation and indicates a multidimensional chaotic dynamics and, generally speaking, multimode excitations in the resonance system in question. The extent of its stochastization is quite high, which follows from the estimate of correlation dimension in the range of small $r$. It should be noted that recent investigations of parametric resonance in a related metallorganic antiferromagnet also confirms the deterministic origin of noise in these compounds.

The existing theories of relaxation oscillations make it possible to describe the emergence of a high-dimensional chaos on the basis of multimode models. The main idea behind the mechanism of emergence of relaxation oscillations can be demonstrated even by using a two-mode model in which it is assumed that the resonance excitation conditions are satisfied for one mode and are not observed for the other mode. Under the action of pumping, such a pair of coupled nonlinear oscillators reproduces quantitatively the behavior of relaxation oscillations. A quantitative theory of this effect for antiferromagnets has not been developed as yet. However, a theoretical description of this phenomenon...
in the approximation of two spins simulating the sublattices subjected to resonant transverse and longitudinal pumping appears as promising. Consequently, chaotic relaxation oscillations can be described qualitatively as the dynamics of a nonlinear oscillator under resonance conditions, but under the action of certain random forces (the inclusion of the effect of the second oscillator). Such a system may have at least two stable states the transition between which can lead to the emergence of spike-like and saw-tooth time dependences of absorbed power. The features and diversity of existing chaotic modes are obviously determined by the time of residence of the system in the equilibrium states and the rate of transient processes. Such a system can obviously have a high degree of stochastization, an attempt to create regular attractors in it will lead to regimes in which such attractors coexist with a well-developed dynamic noise. However, a quantitative theory of such chaotic oscillations should apparently be constructed on the basis of a multimode model according to the numerical analysis carried out by Moser et al.32

The theorem on dimensionality that has been formulated recently for systems with a dynamic noise indicates in its simplified formulation the additivity of the dimension of a regular attractor and a noise.40 In this sense, these can be separated, and the question of elimination of noise from a signal, noise reduction, and isolation of a regular signal from the data on temporal series appears as justified.

There are effective methods of noise reduction in the useful signal.38 These methods are extremely effective for suppressing external additive noise, but their application in the case of a dynamic noise should be verified in each specific case. The algorithm of purification of a signal in the simplest form can be described as follows. In the chosen embedding space whose dimension is larger than the sum of the predicted dimension of the regular attractor and dynamic noise, the nearest neighbors of the preferred vector of state are selected, and its central coordinate is averaged over the values of relevant coordinates of the found neighbors. The obtained sequence of new data is the result of one iteration that can be repeated. Such an algorithm can be optimized as well as the choice of required parameters (correlation radius, dimension, etc.; see Ref. 38). Such an algorithm will be used below for analyzing the chaotic temporal series measured by us.

On the other hand, the above algorithm in the simplest form includes the conventional method of data averaging over nearest and next to nearest neighbors in the series. In this case, the dimension of the embedding space is equal to unity, and the number of neighbors is fixed. It can easily be verified that, in spite of its very simple form, the procedure operates as a high-frequency filter and does not change the complex low-frequency spectrum of chaotic oscillations. We shall apply this procedure also to analyze the results.

We chose the object of investigation in the form of a chaotic attractor obtained from the temporal series presented in Fig. 2b. The results of analysis are shown in Fig. 10 (it should be noted that the average value is subtracted from the terms of the series). Figures 10a and b show the phase por-
trait on the plane \( \{V(t), V(t+\tau)\} \), where \( \tau = 29.5 \text{ ms} \), and simultaneously the mapping for the data on the Poincaré cross section (see above), while Figs. 10c, d, e, and f contain the dependences for the data “corrected” by the method of averaging and the optimized method of noise reduction described above respectively (averaging was carried out twice over five points, and tenfold iterations were used in the optimized method).

Figures 10e and f clarify the internal structure of a regular attractor. After the effect of noise becomes weaker, its phase portrait resembles a strange multiband attractor. The analysis of correlation dimension makes it possible to characterize quantitatively both the regular attractor as well as the residual contribution of deterministic noise. The results of analysis are presented in Fig. 11. It should be noted that, prior to calculation of correlation functions for the temporal series under consideration, we initially normalized all values to a unit interval by the formula \( V(t_n) = [V(t_n) - V_{\text{min}}]/(V_{\text{max}} - V_{\text{min}}) \), where \( V_{\text{min}} \) and \( V_{\text{max}} \) are the minimum and maximum values of the signal in the series. It was found that the dimensionality of a regular attractor can be estimated as \( 2.15 \pm 0.05 \), and the total dimensionality with the contribution of deterministic noise as \( 3.25 \pm 0.05 \). Spectral analysis of these “improved” results also indicate that the quantitative contribution of noise remained quite large, and the resultant attractor possesses a high dimensionality as before.

Thus, chaotic dynamics in the nonlinear antiferromagnetic resonance in low-dimensional antiferromagnets is high-dimensional, the extent of stochastization of oscillations is high, and noise has a deterministic origin and serves as a decisive factor in nonlinear dynamics of these magnets.

Finally, we formulate the following conclusions following from our analysis.

1. Peculiarities of a transition to chaos by “irregular periods” in a 2D metallorganic antiferromagnet with an “easy axis” type anisotropy are experimentally observed and studied in detail under conditions of nonlinear antiferromagnetic resonance.

2. It is shown that relaxation oscillations of absorbed power are generated for very low energy levels of microwave field and have a low frequency of fundamental harmonic (of the order of a few hertz). No multiple harmonics are observed experimentally at kilohertz and higher frequencies.

3. Relaxation oscillations at low values of driving power exist in the form of generally periodic sequence of spike-like peaks of absorbed power. The frequency spectrum contains components of fundamental frequency corresponding to the emergence of spikes as well as multiple harmonics, which demonstrates the nonlinear nature of the process.

4. As the pumping amplitude increases, the phenomenon of period doubling is observed in the time dependence of absorbed energy of microwave field. The shape of the signal is simultaneously transformed from the spike-like to the saw-tooth type having segments with linearly increasing and linearly decreasing absorption. An analysis of the frequency-amplitude dependence of oscillations and their linear autocorrelation function gives quantitative characteristics of this transition.

5. A similar effect is observed at a fixed level of pumping, but upon a change in the value of static magnetic field near its resonant value.

6. With increasing power, relaxation oscillations become chaotic. The spectrum of such oscillations is continuous and has a “grass-like” form, but the peaks of fundamental harmonics are still distinguishable. The phase portrait of these oscillations has the form of a strange attractor experiencing a strong influence of noise. Stochastization of oscillations, however, is not a result of influence of an additive instrumental noise.

7. The quantitative characteristics of such a strange attractor are calculated. The one-dimensional mapping corresponding to the given attractor demonstrates a tendency to regular movement in spite of chaotic time dependence of relaxation oscillations. An analysis of correlation dimension indicates the high-dimensional chaos dynamics and the deterministic nature of noise in the magnetic system under investigation. The possibility of formal separation of the regular movement and the noise contribution with the help of nonlinear methods of noise reduction being developed is considered.

8. The applicability of the theoretical model of finite number of coupled spins under the action of the parametric and transverse pumping to the construction of a quantitative theory of the scenario of transition to chaos by “irregular periods” is discussed briefly. The transition can be regarded as a universal phenomenon in low-
dimensional ferro- and antiferromagnets under nonlinear resonance conditions.
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Wave processes in noncompensated metals in a quantizing magnetic fields are investigated theoretically. It is shown that small-amplitude nonlinear electromagnetic waves can propagate when the magnetic susceptibility is close to 1/4. Nonlinear solutions of the system of Maxwell equations are obtained under the conditions of strong magnetism of conduction electrons.
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Weakly attenuating electromagnetic waves of frequency \( \omega \) much lower than the cyclotron frequency \( \Omega \) of conduction electrons can propagate in pure metals at liquid helium temperatures in a strong magnetic field \( H_0 \). In classically strong magnetic fields \( \Omega \tau \sim 1 \), where \( \tau \) is the mean free time, the nonlinearity region in metals is difficult to create in actual practice. High electrical conductivity hamper the creation of a strong electric field, while nonlinear effects caused by the influence of the magnetic field \( H^- \) of the wave are suppressed by the external field \( H_0 \) and are significant only when \( H^- \) is comparable with \( H_0 \). However, nonlinearity can be significant even for small-amplitude waves at low temperatures at which charge carrier quantization levels in a magnetic field must be taken into account. If the separation \( \Delta \epsilon \approx h \Omega \) between the Landau levels is much larger than their width \( h/\tau \) and than the temperature of charge carriers, the quantum oscillating component of magnetic susceptibility \( \chi \) can attain values of the order of unity (\( h \) is Planck’s constant). In this case, the difference between the magnetic field \( H \) and magnetic induction \( B \) is significant even in conductors without any magnetic ordering, and the inclusion of magnetism is a self-consistent problem. Quantum energy levels of charge carriers in a metal are determined by the value of the microscopic field \( H \) averaged over regions of the order of the Larmor radius for electron, and hence the magnetization \( M \) is a function of the magnetic induction \( B = B_0 + B^-(r,t) \), where \( B_0 \) is its uniform component and \( B^-(r,t) \) is the field of the wave. For \( \kappa^2 = |1 - 4 \pi \chi (B_0)| < 1 \), the linear term of the expansion of the magnetic field \( H = B - 4 \pi M \) into a power series in \( B^- (r,t) \) may be of the same order of magnitude as nonlinear terms, and Maxwell’s equations will be essentially nonlinear.

The influence of strong magnetism of conduction electrons on wave processes in compensated metals was studied in Ref. 3. In this communication, we consider the propagation of nonlinear waves in noncompensated metals with different numbers of electrons \( (n_e) \) and holes \( (n_h) \) under the following conditions

\[
\omega \tau \ll 1, \quad kr_0 \ll 1, \\
k_x l \ll 1, \quad 0 < 1 - 4 \pi \chi \ll 1,
\]

where \( k = (0, k \sin \theta, k \cos \theta) \) is the wave vector, \( r_0 \) the radius of curvature of the electron trajectory in the uniform field \( B_0 = (0, B_0, 0) \), \( l = v_F \tau, \ v_F \) being the Fermi velocity.

A varying electromagnetic field in an infinite metal is defined by the system of Maxwell’s equations

\[ \text{curl} \, B = \frac{4 \pi}{c} \text{J}, \quad \text{curl} \, E = - \frac{1}{c} \frac{\partial B}{\partial t}, \quad \text{div} \, B = 0, \]  

(1)

supplemented with constitutive relations for the current density and magnetization. Here \( \text{J} = \frac{1}{c} \text{curl} \, M \) is the density of total current including the conduction current \( \text{J} \) and the current \( j^c = c \text{curl} \, M \) induced by the magnetic field, \( c \) being the velocity of light.

In the quasi-stationary case \( \omega \tau \ll 1 \), the system of conduction electrons has time to tune itself to the instantaneous values of varying fields, and we can use static expressions for \( \text{J} \) and \( M \) substituting into them the values of the fields \( E \) and \( B^- \) at the given instant of time. For \( k_x l \ll 1 \), we can neglect spatial dispersion in the expression for \( \text{J} \) and write the conduction current density in the form

\[ j_i = \sigma_{ik}(B_0) E_k, \]  

(2)

where \( \sigma_{ik}(B_0) \) is the static conductivity tensor in uniform fields. In the semiclassical approximation in which the separation between Landau levels is much smaller than the Fermi energy \( \varepsilon_F \), quantum corrections to the electrical conductivity of a metal proportional to \( (h \Omega / \varepsilon_F)^{1/2} \) are usually small. Their inclusion does not affect the existence of natural oscil-
lations of electromagnetic field and is reduced to a change in the damping decrement of the wave. Since the ultraquantum limit $h \Omega \gg e_F$ is attainable only in semimetals of the bismuth type, the semiclassical description of electron phenomena in metals with the number of charge carriers of the order of one carrier per atom is valid in a wide range of actually attainable magnetic fields. In the further analysis, we shall use the expression for the conductivity tensor in classically strong magnetic fields.

Using the local form of current density (2), we can easily obtain from the system of equations (1) the vector equation for the components of the transient field $\mathbf{B}^-(\mathbf{r}, t)$:

$$\frac{\partial \mathbf{B}}{\partial t} = -\frac{c^2}{4\pi} \text{curl}(\mathbf{\rho} \text{ curl } \mathbf{H}),$$

(3)

where $(\mathbf{\rho} \text{ curl } \mathbf{H})_k = \rho_{k}(\text{curl } \mathbf{H})_i$, $\mathbf{H} = -4\pi \mathbf{M}(\mathbf{B})$.

In noncompensated metals, the diagonal components of the resistivity tensor $\rho_{k}(\sigma^{-1})_{ii}$ have the same order of magnitude. Without any loss of generality in the analysis of wave processes, we assume that all of them are the same, equal to $\rho_0 = 1/\sigma_0$, where $\sigma_0 = \alpha e^2 / \pi \ell$ is the static electrical conductivity of the metal in zero magnetic field and $\alpha_0$ is the frequency of plasma oscillations of charge carriers. This allows us to reduce Eq. (3) to the form

$$\frac{\partial \mathbf{B}}{\partial t} = -\frac{c^2}{4\pi} (\mathbf{b} \cdot \nabla) \text{curl } \mathbf{H} - \frac{c^2}{4\pi} \rho_0 (\text{grad} \text{ div } \mathbf{H} - \Delta \mathbf{H}),$$

(4)

where $b_j = (1/2)c \epsilon_{jkl} \rho_{kl}$ is the vector dual to the tensor $\rho_{kl}$, if we take into account the difference between $\rho_{ii}$. Maxwell’s equation retains the form (4) under appropriate transformation of coordinate axes. The largest component of the vector $\mathbf{b}$ is $b_z$ determined by the Hall component of the resistivity tensor $\rho_{y} = B_0 L / c(n_e - n_h)$. If $\Omega \tau \cos \theta \gg 1$, the remaining components of vector $\mathbf{b}$ in the first term on the right-hand side of (4) can be neglected for any type of the electron energy spectrum, and the asymptotic expression for the vector $\mathbf{b}$ have the following form accurate to an insignificant dimensionless factor of the order of unity: $\mathbf{b} = (0, 0, \Omega \tau \rho_0)$.

The density $j'$ of the current induced by the magnetic field is mainly determined by the magnetization component $M_z$, since the vector $\mathbf{M}$ is directed predominantly along $\mathbf{B}_0$, and $M_x, M_y \ll M_z$. We write the expansion of the induced current density into a power series in $\mathbf{B}^-(\mathbf{r}, t)$ and its derivatives in the form

$$j'_z = c (\text{curl } \mathbf{M})_z = c \chi (B_0) \frac{\partial B_z}{\partial y} - c \frac{\partial^2 B_z}{\partial y^2} + c \alpha_0^2 \frac{\partial^2 B_z}{\partial y^3},$$

(5)

where $\xi_j = (\beta / B_0)(e_F / h \Omega)^2$, and $\alpha$ and $\beta$ are dimensionless coefficients of the order of unity. The second and third terms in formula (5) are determined by the nonlinear and nonuniform correction to magnetization.

After simple transformations, we obtain the following equation for $B_z(\mathbf{y}, \mathbf{z}, t)$:

$$\left( \frac{\omega_p^2}{c^2 \Omega} \right)^2 \frac{\partial^2 B_z}{\partial t^2} + \frac{\partial^2 B_z}{\partial y^2} + \frac{\partial^2 B_z}{\partial z^2} = \frac{1}{\Omega \tau} \frac{\omega_p^2}{c^2 \Omega} \frac{\partial B_z}{\partial t} + \frac{1}{\Omega \tau} \left( \frac{\omega_p^2}{c^2 \Omega} \frac{\partial - 1}{\Omega \tau} \Delta \right)$$

$$\times \left( \frac{\partial^2 H_z}{\partial y^2} + \frac{\partial^2 B_z}{\partial z^2} \right).$$

(6)

In the linear approximation, this equation describes waves of the helicoid type with frequency

$$\omega_i = \frac{k^2 c^2 \Omega}{\omega_p} \cos \theta \sqrt{k^2 \sin^2 \theta + \cos^2 \theta},$$

(7)

differing from the frequency of a helicon in a classically strong magnetic field by the factor $\sqrt{k^2 \sin^2 \theta + \cos^2 \theta}$. It can easily be seen that, for $k^2 \ll 1$ and $\cos \theta - \kappa$, linear and nonlinear terms in $B_z$ are quantities of the same order of magnitude, and the wave process is essentially nonlinear. The attenuation length

$$l_d = \kappa (\omega / \tau)^{-1/2} \Omega \tau \cos \theta)^{3/2} \frac{c}{\omega_p} \kappa k^{-1} \Omega \tau \cos \theta$$

(8)

in this case must be considerably larger than the wavelength, which is observed under the condition

$$\kappa \Omega \tau \cos \theta \gg 1.$$
where $s^2 = n_1^2 + n_2^2$.

In the case of large wavelengths, the solution of this equation can be written in a simple parametric form. If $L \approx k^{-1}$ is quite large and $\delta \sim (k t_0 / \kappa)^2 \ll 1$, the last term in the parentheses can be neglected. Integrating thrice the obtained equation with respect to $\psi$ and putting $u = u(w)$, where $w = \int d\psi$, we obtain after transformations the following equation connecting $u$ and $w$:

$$\frac{V^2}{n_2^2} w^2 = C^2 - s^2 u^2 - \frac{3}{2} n_1^2 u^4,$$

(12)

where $C$ is the constant integration. This leads to the implicit dependence $u(\psi)$:

$$d\psi = \frac{dw}{u} = - \frac{n^2}{V} \left( \frac{s^2 + 3 n_1^2}{2} \right) du.$$

Transforming this expression, we put $u = \nu^{-1} (\sqrt{1 + 2 \nu^2 A^2} - 1)^{\frac{1}{2}} \cos \varphi$, $A = C/s$, $\nu = \sqrt{3 n_1 s} = (3 \kappa^2 \sin^2 \theta (\kappa^2 \sin^2 \theta + \cos^2 \theta))^{\frac{1}{2}}$, which gives

$$\frac{V}{n_2 s} \left( 1 + 2 \nu^2 A^2 \right)^{\frac{1}{2}} d\psi = 2 \sqrt{1 - \mu^2 \sin^2 \varphi} d\varphi - \frac{d\varphi}{(1 - \mu^2 \sin^2 \varphi)^{\frac{1}{2}}},$$

$$\mu^2 = \frac{1}{2} \left[ 1 - \frac{1}{(1 + 2 \nu^2 A^2)^{\frac{1}{2}}} \right].$$

Introducing the notation $a = V n_2^{-1} s^{-1} (1 + 2 \nu^2 A^2)^{-\frac{1}{2}}$ and going over the variables $y_1, z_1, t_1$ to the variables $y, z, t$, we can write the solution of Eq. (6) in parametric form:

$$B_z = \tilde{B}_m \cos \varphi(\Theta(r, t)),
\Theta(r, t) = k_y y + k_z z - \omega_N t + \Theta_0 = 2E(\varphi, \mu) - K(\varphi, \mu),$$

(14)

(15)

where

$$\omega_N = (1 + 2 \nu^2 A^2)^{\frac{1}{2}} \omega;$$

$$k_y = k \sin \theta = a n_1 / L;$$

$$k_z = k \cos \theta = \kappa n_2 / L;$$

$$\tilde{B}_m = (b_0 / \nu) (\sqrt{1 + 2 \nu^2 A^2} - 1)^{\frac{1}{2}};$$

(16)

$$K(\varphi, \mu) = \int_0^\varphi \frac{d\varphi}{(1 - \mu^2 \sin^2 \varphi)^{\frac{1}{2}}};$$

$$E(\varphi, \mu) = \int_0^\varphi \frac{\sin^2 \varphi d\varphi}{(1 - \mu^2 \sin^2 \varphi)^{\frac{1}{2}}}.$$ 

are elliptic integrals of the first and second kind and $\Theta_0$ is the initial phase. Equation (15) defines implicitly $\varphi$ as a function of $\Theta(r, t)$.

Using the property

$$K\left( \frac{n \pi}{2}, \mu \right) = n K\left( \frac{\pi}{2}, \mu \right) = nK(\mu),$$

$$E\left( \frac{n \pi}{2}, \mu \right) = nE\left( \frac{\pi}{2}, \mu \right) = nE(\mu)$$

of elliptic integrals, where $n$ is an integer, we can easily verify that the magnetic field of the wave is a periodic function of the variable $\Theta$ with the period $4f(\mu)$, where $f(\mu) = 2E(\mu) - K(\mu)$. With variation of $\Theta$, the function $B_z(\Theta)$ oscillates, assuming the maximum value $\tilde{B}_m$ and the minimum value $-\tilde{B}_m$ at the points $\Theta = 4n f(\mu)$ and $\Theta = (2n + 1) f(\mu)$ respectively and vanishing at $\Theta = (2n + 1) f(\mu)$.

The varying field $B_z(r, t)$ depends on the arbitrary parameter $A$ having the following physical meaning: the product $b_0 A$ is the amplitude of a linear wave. The extent of nonlinearity of the wave process is characterized by the quantity $\nu^2 A^2$. If $\nu^2 A^2 \ll 1$, the functions $\mu(A, \theta)$ and $\tilde{B}_m(A, \theta)$ can be expanded into power series in $\nu^2 A^2$:

$$\mu^2 = \frac{1}{2} \nu^2 A^2 \left( 1 - \frac{3}{2} \nu^2 A^2 \right),$$

$$\tilde{B}_m = b_0 A \left( 1 - \frac{1}{4} \nu^2 A^2 \right).$$

(17)

In the main approximation in $\nu^2 A^2$, we have $\varphi(r, t) = \Theta(r, t)$, and formula (14) is transformed into a harmonic wave with amplitude $b_0 A$. The range of values $\cos^2 \theta = \kappa^2$ corresponds to a weakly nonlinear mode. In this case, $\nu^2 \sim \kappa^2 / \cos^2 \theta$, and we can easily obtain from (14) and (15) the following expression for values of $A$ of the order of unity (accurate to $\nu^2 A^2$):

$$B_z(r, t) = \tilde{B}_m \left( 1 + \frac{3}{16} \mu^2 \right) \cos \Theta_1(r, t) - \frac{3}{16} \mu^2 \cos 3 \Theta_1(r, t),$$

(18)

where

$$\Theta_1(r, t) = \left( 1 + \frac{3}{4} \mu^2 \right) \Theta(r, t).$$

As the value of $\cos \theta$ decreases, a transition is made to the nonlinearity region. The wave process is essentially nonlinear for $\cos \theta \sim \kappa$ for waves with amplitude $B_m \sim$ of the order of $k b_0 (h \Omega / \nu)^{1/4}$. For example, for values of $b_0 \sim 10^7 G$, $h \Omega / \nu \sim 10^{-4} - 10^{-3}$, $\kappa \sim 10^{-1}$, nonlinear distortions of the wave profile are observed for $B_m \sim 10^7 G$.

In order to take dissipations into account, we can use the standard theory of perturbations, assuming that the solution of Eq. (6) in the zeroth approximation in the small parameter $\gamma$ has the form (14) and (15), the only difference being that the parameter $A$ is a slowly varying function of time. The explicit form of the function $A(t)$ is difficult to determine in view of a complex dependence of $B_z$ on $A$. However, we can easily derive simple analytic expressions for $A(t)$ in the limiting case of $\nu \equiv \Omega \tau \cos \theta \omega_0$. Dissipation leads to a decrease in the wave amplitude with time, and the function $A$ is
a solution of the linearized problem for \( t \gg \Omega \tau \cos \theta \omega_i \). Neglecting nonlinear terms in Eq. (6), we obtain

\[
A(t) = A(0)e^{-\omega_i t},
\]

where

\[
\omega' = \frac{1}{2} k^2 c^2 \Omega \left( \frac{\omega}{\omega_p} \right) (1 + \kappa^2 \sin^2 \theta + \cos^2 \theta)
\]

is the damping decrement for the linear wave.

The determination of the remaining components of electromagnetic field is reduced to elementary operations of integration and differentiation. In the main order in \( \eta \), the electromagnetic field of the wave has the following structure:

\[
\begin{align*}
B_x &= -B_z \cot \theta, \\
B_y &= -\frac{\omega_p^2}{k^2 c^2 \Omega \sin \theta \cos \theta} \nabla \times B_m \sin \varphi (1 - \mu^2 \sin^2 \varphi)^{1/2}, \\
E &= -\frac{c \Omega}{\omega_p} (e_z \times \nabla H(B)),
\end{align*}
\]

where \( e_z = (0,0,1) \) is the unit vector directed along the \( z \)-axis, and the function \( \varphi(\Theta) \) is defined by formula (15). In the linear approximation, the varying field is a helicoid wave.

We have considered the effect of strong magnetism of conduction electrons on the propagation of electromagnetic waves for \( 0 < 1/4 \pi \lambda \ll 1 \). For \( \chi > 1/4 \pi \), the transient field \( B_z \) is described by Eq. (6) where \( \kappa \to -|\kappa|^2 \). Linearizing this equation and assuming that \( B_z \propto \exp(-i\omega t + i\mathbf{k} \cdot \mathbf{r}) \), we can easily find that the dispersion equation for \( |\kappa| \sin \theta > \cos \theta \) has purely imaginary roots, and the magnetic induction distribution is unstable. The field will increase until this process is compensated by the nonlinear term. Ultimately, the evolution of instability leads to the emergence of a steady-state domain structure. If dissipative effects are weak, i.e., \( \Omega \tau \) is quite large, the stabilization of a steady-state domain structure must apparently be accompanied by weakly attenuating oscillations of electromagnetic field. The amplitude and wave number \( k_y \) are not independent parameters any longer, but are determined by the quantity \( |\kappa|^2 = 1 - 4 \pi \chi \). Equation (6) for \( \chi > 1/4 \pi \) is not integrable in the known elementary and transcendental functions. However, we can explain qualitatively the behavior of the system in the limiting case \( t \to \infty \). On account of weak dissipative effects, the frequency and wave vector are slowly varying functions of time, such that \( \omega \to 0 \) and \( k_z \to 0 \) for \( t \to \infty \). As a result, Eq. (6) is transformed into the time-independent equation \( \partial H_z(B_z)/\partial y = 0 \) which can easily be integrated and determines the steady-state nonuniform distribution of magnetic induction.
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The atomic structure of the interfaces in amorphous–crystalline tungsten obtained in situ by ultrafast quenching to low temperatures from the liquid phase are investigated by the methods of field ion microscopy. A high degree of localization of imperfections and interfacial incoherence is established. The coordinates of atoms at interfaces correspond either to the crystalline or to the amorphous phase. Transition regions with intermediate positions of atoms were observed only in the vicinity of boundary regions between closely packed crystallographic planes and paraplanes. © 1999 American Institute of Physics. [S1063-777X(99)00903-2]

INTRODUCTION

Amorphous–crystalline materials possess unique electrical, magnetic, and mechanical properties which are interesting both from the scientific and technological points of view. Peculiar physical properties of crystalline–amorphous materials are associated to a considerable extent with the presence of a developed network of interfaces in them.1,2 The regularities of the formation of these materials by nanocrystallization of metallic glasses are essentially determined by processes on the interfaces between the amorphous and crystalline phases.2,3 However, the interfaces in strongly disordered systems have not been investigated practically in spite of the application of the entire arsenal of high-resolution microscopic methods in view of the difficulties of deciphering microdiffractiongrams. In this communication, we use the methods of field ion microscopy to obtain for the first time the information on the structure of interfaces between the amorphous and the crystalline phases on atomic level.

EXPERIMENTAL TECHNIQUE

The experiments were made on a two-chamber field ion microscope with sample cooling to liquid hydrogen temperature. Helium under a pressure of $10^{-3}$ Pa was used as the image gas. The residual gas pressure in the working chamber of the microscope was $10^{-5}–10^{-7}$ Pa. Needle-shaped tungsten samples with a radius of curvature 10–15 nm and the cone angle 2–10° were prepared by electrochemical etching from a tungsten wire of purity 99.98%. After sample fixation in the microscope, the surface was polished by low-temperature field evaporation until the formation of an atomically smooth hemispherical tip with a radius of curvature in the interval 15–50 nm. Amorphization of needle-shaped samples was carried out directly in the working chamber of the microscope by ultrafast quenching from the liquid phase, created by local melting of the tip of needle-shaped samples. Amorphous and crystalline–amorphous samples were created with the help of pulse generators with a pulse duration in the interval $2 \times 10^{-8}–5 \times 10^{-8}$ s and an amplitude 5–70 kV. Pulse generators were connected in series with a high-voltage (0–25 kV) dc generator. The method of obtaining amorphous microtips by ultrafast quenching from the liquid phase in a strong electric field was described and discussed by Zaitsev and Suvorov.6,7

Field ion microscopic images of crystalline-amorphous samples were analyzed by using the geometrical method of computer simulation of the images.3 In the approximation of the model of thin envelope, it was assumed that the contribution to the formation of the ion-microscopic image comes from atoms located in a surface layer of a certain finite thickness $\delta$. The amorphous state was simulated by specifying random displacement in the limits typical of the crystalline state of compact polyhedra. Repeated random displacements was performed in the case of overlapping of atoms. It was taken into account that the thickness of the envelope image $\delta_a$ for amorphous tungsten was smaller than the corresponding parameter $\delta_c$ for samples in the crystalline state.8

The geometrical model of field ion images is simplified and cannot ensure, among other things, a correct description of the surface radial distribution function in the amorphous state. At the same time, it will be shown below that this model satisfactorily reflects the main regularities of variation of atomic configurations at the interfaces in crystalline–amorphous metals. The simultaneous observation of the crystalline and amorphous phases allows us to determine local magnification to a high degree of accuracy (with an error up to 2–5%), which eliminates difficulties in the interpretation of field emission images of amorphous metals considered by Nordentoft.9

Characteristic atomic displacements at internal interfaces in solids normally occur in the range up to 0.1 nm, which is beyond the standard resolution of the field ion microscope (0.27 nm). However, in accordance with the analysis carried out by Mikhailovskij, subatomic displacements can also be detected during the passage of the interface in the vicinity of
poles of crystallographic planes with low Miller indices with the help of indirect magnification method. This method can be applied for an analysis of the atomic structure of interfaces in the boundary regions between closely packed crystallographic planes and paraplanes in the amorphous phase. In this case, the component of the displacement vector \( \mathbf{T} \) normal to the crystallographic plane can be determined:

\[
\mathbf{T} \cdot \mathbf{n} = r \Delta r / R + pd_{hkl},
\]

(1)

where \( \mathbf{n} \) is the unit vector of the normal to the crystallographic plane, \( r \) the radius of an atomic step in the crystalline phase, \( R \) the radius of sample curvature at the tip, \( d_{hkl} \) the separation between the planes, and \( p \) the integral part of the ratio \( \mathbf{T} \cdot \mathbf{n} / d_{hkl} \). Here \( \Delta r \) corresponds to the difference in the radii of atomic steps on the boundary region between the crystallographic plane and the paraplane.

Relation (1) shows that the minimum value of atomic displacements normal to the surface is

\[
(\mathbf{T} \cdot \mathbf{n})_{\min} = r \varepsilon / R,
\]

(2)

where \( \varepsilon \) is the resolution of the microscope. In the course of field evaporation, the radius of an atomic step decreases, and the resolution of the indirect magnification method increases accordingly. However, the radius of the atomic step cannot be smaller than

\[
r_{\min} = (R d_{hkl} / 2)^{1/2},
\]

(3)
due to the effect of collective evaporation of atoms on closely packed faces.\(^1\)\(^3\) Relations (2) and (3) show that the minimum displacement in the \([HKL]\) direction recorded on \((hkl)\) faces by ion microscopy is given by

\[
\Delta \mathbf{T}_{\min} = \varepsilon (h^2 + k^2 + l^2)^{1/2} (H^2 + K^2 + L^2)^{1/2} \\
\times [d_{hkl} / (2R)]^{1/2} (hH + kK + lL).
\]

(4)

Only the paraplanes that are analogs of the most closely packed crystallographic planes \(\{110\}\) with \(d_{hkl} = 0.22\) nm are formed in the amorphous phase. Accordingly, the displacement on interfaces between the crystalline and amorphous phases in typical samples with \(R = 50\) nm is \(\Delta \mathbf{T}_{\min} = 1.1 \times 10^{-2}\) nm. Expression (1) can also be used for determining the displacement of individual atoms relative to the crystallographic plane in incoherent segments of interfaces in amorphous–crystalline materials. In this case, \(\Delta r\) corresponds to the difference between the radius of an atomic step on a crystallographic face and the distance to the pole of the face of the atom being analyzed in the amorphous phase. A geometrical analysis shows that the accuracy of the measurements of atomic displacements on incoherent segments of interfaces with the help of indirect magnification method is slightly lower. While estimating the minimum resolution of atomic displacement, we must take into account the indeterminacy in the position of atoms along the normal to the surface within the thickness of the envelope image: \(\Delta \mathbf{T}_{\min} = (\mathbf{T} \cdot \mathbf{n})_{\min} + \delta_a\), where \(\delta_a\) is the thickness of the envelope image in the amorphous phase. In this case, however, no limitations associated with the effect of collective field evaporation are absent, and the thickness of the envelope image is relatively small (see above). Thus, the minimum resolvable displacements along the normal to the surface at interfaces of crystalline–amorphous materials in the indirect magnification method lie in the interval \((1–2) \times 10^{-2}\) nm.

DISCUSSION OF RESULTS

A. Amorphization of needle-shaped microcrystals

Our experiments proved that melting of tips of needle-shaped microcrystals by pulses of duration approximately equal to half the amplitude \((4–5) \times 10^{-8}\) s with the voltage drop time \(\sim 10^{-8}\) s is optimal for obtaining amorphous and crystalline–amorphous structure. As the duration of pulsed increases, the melting of needle-shaped samples leads to an increase in the radius of curvature by more than an order of magnitude, which complicates their ion-microscopic analysis. The optimum amplitude of pulses was varied from 5 to 30 kV depending on the radius of curvature and was chosen so that the electric field strength was 15–25\% higher than the threshold voltage of low-temperature evaporation. The threshold voltage of the evaporating field of tungsten at 21 K amounts to \(5.8 \times 10^8\) V/cm. A comparison with the data presented in Ref. 12 shows that the ponderomotive forces emerging in this case exceed considerably the ultimate strength of the metal.\(^4\) As a result, most of samples were destroyed under pulse loading. The observations in field microscope (mass analyzer),\(^1\)\(^3\) the detachment of the tips of the samples was accompanied by a strong increase in the current of multiply charged ions. Most of atoms evaporated in the form of 2–4-fold ions, but 5–6-fold ionized atoms were also observed. The ion current of density \((2–5) \times 10^6\) A/cm\(^2\) flowing at the sample tip resulted in a vacuum breakdown, melting of the tip of the needle-shaped sample, and an increase in its radius of curvature by an order of magnitude and higher. The estimates of the time of cooling of a conical tip show that it does not exceed \(10^{-8}\) s due to the emergence of high temperature gradients. The cooling rate of tips can be as high as \(10^{10}–10^{11}\) deg/s, which is considerably higher than the quenching rate during the stabilization of the amorphous state in macroscopic volumes.\(^1\)\(^4\) The structure obtained as a result of ultrafast quenching is stable at least at 21–78 K. The stabilization of the amorphous state can be associated with microscopic doping of surface layers during the vacuum breakdown accompanied by an intense mass transfer between the electrodes.\(^1\)\(^5\)

As a result of pulse melting and ultrafast quenching, the tips of more than 80\% of the samples were smoothed to the radii of curvature at the tip from the interval \(10^2–10^4\) nm and did not ensure the level of field strength required for the ionization of the image gas for the maximum working voltage. As a result of competing action of surface tension and electric field strength, microtips\(^7\) were formed on the surface of the samples. The radii of curvature of a part of the tips were smaller than 50 nm, which ensured the obtaining of stable ion-microscopic images. Most of microtips has the crystalline structure under optimal conditions of pulse treatment, but approximately 10\% of newly formed microtips were in the amorphous or amorphous–crystalline states. Figures 1a and b show typical ion-microscopic images of needle-shaped samples before and after the transition to the
amorphous–crystalline state respectively. The images of the amorphous phase are characterized by almost complete lack of regularity in the arrangement of atoms in the surface layer and are described satisfactorily on the basis of the geometrical model (Fig. 2). As in the case of amorphous alloys of the transition metal–metalloid type, a decrease in the concentration of surface atoms contributing to the formation of ion-microscopic images is observed. Figure 3 shows the distributions of $f_\rho$ over local concentrations $\rho$ of surface atoms in the amorphous (curve 1) and crystalline (curve 2) phases. The ratio of half-widths of distributions for the crystalline and amorphous phases is 2.8. The average density of atomic images in the crystalline state is 2.2 times higher than the corresponding value in the amorphous state. This confirms the conclusion on the comparatively small thickness of the atomic layer in the amorphous phase, participating in the formation of the field ion image. According to our results, the thicknesses $\delta_a$ and $\delta_c$ of envelope images in a computer simulation of field ion images were assumed to be equal to $8 \times 10^{-3}$ and $2 \times 10^{-2}$ nm, respectively.

**Microtopography of interfaces**

An analysis of the morphology of interfaces in crystalline–amorphous tungsten revealed their structural and topographic nonuniformity. Microtopography of interfaces reconstructed from the series of ion-microscopic images obtained during field evaporation was characterized by alternation of extended plane regions (see Fig. 1b) and microscopically rough regions with nanosteps having a height 1–5 nm and width 2–15 nm (Fig. 4). Crystallogeometric analysis proved that extended plane regions are oriented along planes with low Miller indices. For example, a fragment of a plane region of the interface presented in Fig. 1b is oriented along the closely packed plane $\{101\}$. An important feature of microtopography of interfaces in crystalline–amorphous tungsten and grain boundaries in the initial crystalline material is the perfect atomic smoothness of extended plane regions of interfaces. Under ordinary working conditions of field ion microscopes, which correspond to the field strength of the best image, the contribution to image formation comes only from 25–30% of surface atoms in view of the above-mentioned small thickness $\delta$ of the surface layer image (especially in the amorphous phase). This complicates the nanotopographic analysis of interfaces. However, an analysis of a series of micrographs obtained under controllable evaporation shows that traces of interfaces are strictly rectilinear, indicating the atomic smoothness of the extended plane interface.

In microscopically rough regions, no tendency to preferential orientation along low-index planes was observed. As a rule, planes cannot be identified in view of a small length of nanosteps. However, the presence of a broad and nearly continuous spectrum of angles between the traces of the

**FIG. 1.** Field-ion microscopic images of a tungsten sample before (a) and after (b) transition to the amorphous–crystalline state.

**FIG. 2.** Computer model of an ion-microscopic image of crystalline–amorphous tungsten formed by low-temperature field field evaporation.

**FIG. 3.** Distribution of concentration of surface atoms in the amorphous (curve 1) and crystalline (curve 2) phases in crystalline–amorphous tungsten.
emergence of steps on the surface (Fig. 4b) indicate that most steps are oriented along high-index planes.

**Incoherence of interfaces**

Regularity in the arrangement of atoms in the crystalline phase is preserved up to the interface (Fig. 5). The configuration of concentric atomic steps corresponds to computer images of perfect single crystals obtained by using the geometrical model (see Fig. 2). This indicates the incoherence of the interface between the crystalline and amorphous phases. In the case of a coherent conjugation, the existence of a transition layer and the presence of local distortions of crystal lattice should be expected in the boundary region.

Atomic displacements were determined from the local deformation at the boundary of concentric atomic steps on closely packed atomic faces by using the indirect magnification method. The atomic displacements in the crystalline phase along the normal to the [110] face in the region of the core of the interface having a width up to a lattice parameter did not exceed $5 \times 10^{-2}$ nm. Such displacements can be regarded as small deformations that do not change the crystalline type of atomic packing in the boundary region. A comparison with computer images (see Fig. 2) shows that the pattern of arrangement of boundary poles and atomic steps on closely packed faces typical of bcc lattices does not change in this case.

The absolute values $\Delta h \parallel 110$ of atomic displacements in the direction normal to the [110] plane in the boundary region were calculated by the method of indirect magnification on the basis of formula (1) (Fig. 6). Here $N$ is the number of atoms in the crystalline ($N<0$) and amorphous ($N>0$) phases, which are nearest to the interface (see the diagram in Fig. 6). In the crystalline phase, the displacements $\Delta h \parallel 0.02$ nm were observed. It can be proved that the gradient of displacements does not exceed the deformation level generated by a lattice dislocation at the center of the [110] face. Thus, atomic displacements in the boundary region of the crystalline phase are, as a rule, in the elastic region and do not violate crystallographic regularity in the atomic packing. In the boundary regions of the amorphous phase no conjugation effects are observed as a rule. Irregular displacements are typical even for atoms nearest to the boundary. The displacements increase abruptly up to 0.1 nm, and the form of distribution of atomic displacements does not change as we move away from the interface. Thus, the structural width of the interface determined from the length of the region with a peculiar morphology of atomic packing in the core of the interface can be assumed to be zero.

The observed incoherence and small width of interfaces...
between the crystalline and amorphous phases may play a significant role in diffusive transport of atoms and in the formation of mechanical properties of crystalline–amorphous materials. It can be stated on the basis of the above peculiarities of the interfaces under investigation and proceeding from the topological–geometrical considerations similar to those proposed in Ref. 2 that the network of boundary lattice sites contains coinciding and noncoinciding sites. Boundary sites cannot form translation-invariant structures either in view of the lack of translational invariance in the amorphous structure. Consequently, the structure and properties of crystalline–amorphous interfaces must be similar to those on intercluster boundaries in amorphous alloys. Among other things, we can expect that at high temperatures, when diffusive transport over the boundaries of atoms becomes significant, the main mechanism of plastic deformation in crystalline–amorphous metals and alloys is a diffusive–viscous flow over internal interfaces as in metallic glasses.²

**Local atomic conjugation at interfaces**

The methods of high-resolution transmission electron microscopy¹⁷ and field ion microscopy¹⁸ were used earlier to detect the regions of intermediate ordering in amorphous alloys. These regions had a size of 1.5–2.5 nm and contained closely packed but noticeably distorted atomic planes (paraplanes). The available data indicate the coherent integration of paraplanes with the amorphous matrix and the presence of comparatively large strains. Similar paraplanes were also observed in our experiments.

In the cases when crystallographic planes with low Miller indices intersected an interface at an angle close to 90°, microscopic regions in which atoms formed closely packed planar groups (paraplanes) were observed in the boundary region of the amorphous plane.
arrangement of atoms in paraplanes in the boundary regions of the amorphous phase. It should be noted that the distortion of atomic paraplanes in the regions of coherent conjugation with the amorphous environment was observed with the help of high-resolution electron microscopy\(^\text{17}\) as well as low-temperature field ion microscopy.\(^\text{2,18}\) The estimates obtained by the indirect magnification method show that mutual displacement of planes and paraplanes does not exceed 2 \(\times 10^{-2}\) nm. Alternation of mismatched regions and domains of orientational correspondence of closely packed planes and paraplanes was usually preserved during field evaporation of the sample to a depth of \(10^2–10^4\) nm.

**Width of interfacial core**

Physical and mechanical properties of interfaces are determined to a considerable extent not only by the structural width, but also by the size of the region with an elevated level of deformation energy. For example, while determining the width of interfaces, we must take into account the peculiarities of the deformation field beyond the structural width of the interface.\(^\text{2,19}\)

Considering that atomic displacements in the region of cores of the interfaces\(^\text{1}\) are comparable with the thickness \(\delta\) of the envelope image, we can use the effect of variation of \(\delta\) under amorphization of metals in order to estimate quantitatively the width of the core of the interface. Thus, the width of the interface core can be determined from the width of the region of continuous variation of the thickness of the envelope image in the interval \(\delta_x < \delta < \delta_c\). The inhomogeneity of the structure of interfaces between the crystalline and amorphous phases mentioned above is also manifested in the presence of a considerable dispersion in the values of local width of interfacial cores. Among other things, interfacial regions with a virtually jump-like variation of density are observed in regions of width 0.3–0.4 nm.\(^\text{8}\) The width of the core of such an interface can be assumed to be equal to a lattice parameter, which is much smaller than the width of the core of crystalline boundaries.\(^\text{20}\) In some cases, the width of the region with varying values of \(\delta_x\) attained 1.0 nm. Figure 9 shows a typical dependence of the average surface density of atoms on the distance \(d\) to the interface. Negative values correspond to the crystalline phase as before. A considerable variation of the surface density is observed in a region having a width corresponding to three atomic spacings. Thus, the width of the core of the interface between the crystalline and amorphous phases in different regions amounts to 1–3 atomic spacings.

**CONCLUSIONS**

The method of indirect magnification in the field ion microscopy ensures the detection of subatomic displacements at the interface between the crystalline and amorphous phases with an accuracy exceeding the resolution of the microscope by an order of magnitude and higher. The application of this method in our experiments has made it possible to obtain for the first time the experimental information on the structure of the interfaces between the amorphous and crystalline phases at atomic and subatomic levels.

1. Microscopic topography of interfaces was characterized by alternation of extended plane segments oriented predominantly along the planes with low Miller indices and microscopically rough regions containing nanosteps. Extended plane regions were perfectly atomically smooth.

2. Atomic displacements in the boundary region of the crystalline phase do not disturb the crystallogeometrical regularity of atomic packing. As a rule, conjugation effects are not observed in the boundary regions of the amorphous phase: irregular displacements are typical even for atoms closest to the interface. The structural width of the interface determined from the width of the region with a peculiar morphology in atomic packing in the interfacial core can be assumed to be equal to zero.

3. The effect of conjugation of crystallographic planes and paraplanes was observed in separate regions of the interface, and a high extent of their orientational correspondence was indicated.

4. It is shown that the width of interfacial region in which peculiarities of deformation field were observed with the help of ion microscopy is considerably larger than the structural width of the interface.

Thus, the high-resolution methods of field ion microscopy are used in this work to establish the incoherence and atomic sharpness of the interface between the amorphous and crystalline phases. Structural inhomogeneity of the interfaces was observed. Noncontracting regions alternate with the regions of orientational correspondence of closely packed crystallographic planes and paraplanes in the amorphous phase.
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A single-electron tunneling transistor (SET) with a non-equilibrium mode population in one of the leads is analyzed theoretically. We model transport through a dot coupled to a channel, both formed by gates from the two-dimensional electron gas of a GaAs/AlGaAs heterostructure. The non-equilibrium mode population, which is induced by coherent THz-pumping in the channel, produces empty states below the Fermi level for electrons to tunnel into. A photocurrent arises, which is periodically saw-tooth peaked with respect to the voltage on a central gate. For intense THz-fields the peaks display plateaus that reflect the energy dependence of the mode population. We also predict a high-gain $V_{in}/V_{out}$ transfer-characteristic, similar to that of a current biased SET. © 1999 American Institute of Physics. [S1063-777X(99)01003-8]

1. INTRODUCTION

Charging effects are becoming increasingly important in transport experiments, as fabrication technology for nano-scale systems develops. These effects appear in different kinds of circuits that have one thing in common—they all incorporate a small semi-isolated island in which the number of electrons is strongly quantized. At low driving voltage, fluctuations of the charge on this island are suppressed due to Coulomb interaction, except if the electrostatic potential of the island is carefully tuned. This Coulomb blockade mechanism is utilized in the Single Electron Transistor (SET), to modulate the conductance through the island by varying the potential on a nearby gate electrode.

When alternating fields are introduced in SETs and related systems, interesting effects arise, and large amount of physical information can be gained. By applying MHz-signals to one or several gates, one can generate precise currents in the pA-range, and by monitoring the reflection of a microwave signal from the SET, one can follow charge fluctuations with high accuracy. In these examples the alternating field acts in a quasi-static way, but if the frequency is raised further, then high-frequency effects appear. For example, if a microwave signal in the range 10–75 GHz is fed to the gate of a planar semiconductor SET, both photon assisted tunneling across the barriers and photo-excitations inside the island, can be observed.

So far, no special attention has been paid to utilizing ac-fields for inducing a non-equilibrium electron distribution inside the leads of a SET. Such a distribution can clearly open new ways of tunneling into and out of the island. In a metallic lead of typical dimensions this will have a negligible effect because of strong screening and poor size-quantization. However, in a quasi one-dimensional conductor, such as a split-gate channel in the two-dimensional electron gas (2DEG) of a GaAs/AlGaAs heterostructure, the situation is different. Recent transport experiments employing THz-fields touch upon this issue.

In this work we consider, theoretically, how the performance of a SET will be influenced by the application of an electric THz-field in one of the leads. The important new ingredient is a non-equilibrium mode-population, which results in a photocurrent generation in the SET. For intense THz-fields we find a short-circuit current that reveals information about the non-equilibrium distribution function in the lead. Considering instead weak THz-fields in an open circuit configuration, we find a $V_{in}/V_{out}$ transfer characteristic similar to that of the current biased SET.

2. THEORY

The system under consideration is described in Fig. 1. We choose to have a gated-2DEG realization in mind when modeling the system. Such a realization allows both Coulomb-blockade effects and ballistic motion over many electron wavelengths. When applying a negative voltage to the gates, the electrons are confined to a dot and a channel, plus to reservoirs on the two sides. We shall refer to the channel-side reservoir as the collector and to the reservoir on the other side as emitter. The emitter is grounded to a back-gate and the collector is also grounded but via a load resistor $R_L$. Our aim is to calculate the current $I$ through, or the voltage $V$ across this load resistor, as a function of the electrostatic potential on the dot, which can be tuned via the voltage $V_g$. We use the standard approach, ignore cotunneling and calculate the current from a master equation. The influence of discrete states in the dot will be ignored in order to highlight the influence of THz-pumping. We take the band-bottom in the emitter as our reference of energy.

As long as the width of the channel varies slowly on the scale of the electron wavelength, elastic scattering between transverse modes may be ignored. The resulting mode-potentials are sketched in the lower part of Fig. 1. We choose the width of the channel such that only the lowest mode enters the channel. However, by the application of a coherent...
electric THz-field of strength $\hat{E}$, across the channel, we excite higher modes inside the channel, provided that the angular frequency $\omega$ is chosen to match the mode-potential separation there fairly well.

We consider a situation in which, even if higher modes are brought to life by absorption of a number of energy-quanta $\hbar \omega$ from the THz-field, only the lowest mode is involved in the tunneling process. This is realistic for a split-gate induced tunneling barrier. If $\hbar \omega$ matches the mode potential separation inside the channel, the kinetic energy in an excited mode will be the same as in the lowest mode. However, at the end of the channel, where the transverse confinement is made stronger by separate split-gates, the kinetic energies will differ. The stronger confinement leads to a larger mode potential separation, as indicated in Fig. 1. Consequently, the kinetic energies decrease more in excited modes. For this reason it is realistic to assume a suppressed tunneling for excited modes.

**Population of collector modes**

We assume a parabolic confining potential in the channel,19 Introducing the parameter $U_0$, which describes a lifting of the bottom of the well, and $\Omega$, which describes how narrow the channel is, we write

$$U(y) = U_0 + \frac{1}{2} m^* \Omega^2 y^2,$$

where $m^*$ is the effective mass and $y$ is the transverse coordinate. The problem of finding the population of different modes in a pumped straight parabolic channel has been addressed previously.20 It was shown that if the deviation from perfect parabolicity is sufficiently large we can forget about coupling to higher modes. We assume that this is the case and confine our interest to the lowest two modes. It is then straightforward to find an analytical solution.

Starting from the following expression (in which $e>0$ is the elementary charge) for the kinetic energy $K_n(E)$ in mode $n$:

$$K_n(E) = E + eV - U_0 - \left(n - \frac{1}{2}\right) \hbar \Omega + (n - 1) \hbar \omega,$$

using the known expression20 for the coupling energy $V_\omega$:

$$V_\omega = \frac{e \hat{E}}{2 \omega} \left(\frac{\hbar \Omega}{2m^*}\right)^{1/2},$$

and assuming that $|\hbar(\omega - \Omega)| \ll k_1(E), K_2(E)$ and that $V_\omega \ll \hbar \omega$ we get for the population $\xi(E)$ of the lowest mode at the end of the channel

$$\xi(E) = 1 - \gamma \sin^2[q(E)L].$$

Here

$$\gamma = \left[1 + \left(\frac{\hbar(\omega - \Omega)}{2V_\omega}\right)^2\right]^{-1},$$

$$q(E) = \bar{q}(E) \left[\left(\frac{\hbar(\omega - \Omega)}{4\bar{K}(E)}\right)^2 + \left(\frac{V_\omega}{2\bar{K}(E)}\right)^2\right]^{1/2},$$

$$\bar{q}(E) = \left[2m^* \bar{K}(E)\right]^{1/2},$$

$$\bar{K}(E) = \frac{K_1(E) + K_2(E)}{2}.$$

There is a strong similarity between Eq. (4) and Rabi’s formula for the time developments of a two-level system. Rabi’s formula describes population oscillations in time in a two-level system, while our Eq. (4) describes population oscillations between transverse modes, as a function of the spatial coordinate along the channel. The wave-vector of oscillation along the channel is given by $q(E)$ and the resonance strength by $\gamma$.

**Master equation approach**

By $E_d(E,N)$ we denote the energy, relative to the bottom of the well in the dot, of an electron that has tunneled into the dot starting from an energy $E$, when the number of electrons on the dot increases from $N-1$ to $N$. If an electron is to tunnel out of the dot into a lead at energy $E$, thereby decreasing the number of electrons from $N$ to $N-1$, it must start at this very same energy $E_d(E,N)$. We use the following capacitance model for relating $E_d(E,N)$ to $E$:

$$E_d(E,N) = E - N \frac{e^2}{C \Sigma} + eV \frac{C_s}{C \Sigma} + eV \frac{C_c}{C \Sigma} + \text{const.}$$

Here $C_\Sigma$ is the total capacitance of the dot; $C_s$ is the capacitance between the gate electrodes and the dot; $C_c$ is the capacitance between the collector and the dot. The electrostatic potential of the dot can be continuously tuned via the gate potential $V_g$, and it is dependent also on the electrostatic potential $V$ in the collector. In addition there are contributions to the potential energy on the dot from the point contact gates and from the rest of the surroundings, in particular from random offset charges. We treat this as an unknown constant in Eq. (6). It corresponds to a shift in $V_s$, which we shall not try to determine.

We assume that the electrons inside the dot, after each tunneling event, quickly thermalize to a Fermi–Dirac distribution with a temperature $T$ given by the surrounding and with a chemical potential $\mu(N)$ given by the number of electrons inside the dot. It then makes sense to introduce $P(N)$,
the probability for having $N$ electrons on the dot. Furthermore, we can use $f(E_d - \mu(N))$ for the probability of finding an electron in a single-electron energy-level $E_d$, given that there are $N$ electrons on the dot, where

$$f(x) = \left[ e^{x/kT} + 1 \right]^{-1}. \quad (7)$$

By assuming that $kT \gg \Delta E$ we are allowed to use a continuum description in the dot, and we take the density of states there, $\rho_d$, to be constant. Moreover, we assume that $\Delta E \ll e^2/C_S$ and therefore ignore the variation of $\mu(N)$ with $N$. For simplicity we assume that $\mu$ is so large ($> E_F - U_0$) that its actual value has no influence other than adding to the constant in Eq. (6).

The probability distribution $P(N)$ is found from the following balance equation:

$$P(N)[W_{e->d}(N+1) + W_{c->d}(N+1)] = P(N+1) \times [W_{d->e}(N+1) + W_{d->c}(N+1)]$$

plus the normalization condition

$$\sum_N P(N) = 1. \quad (9)$$

In Eq. (9) we have used the following definitions of the total tunneling rates: by $W_{e->d}(N)$ we denote the rate at which electrons tunnel from the emitter into the dot when there are $N+1$ electrons on the dot to start with and thus $N$ electrons on the dot in the final state; by $W_{d->c}(N)$ we denote the rate for the reversed process, in which electrons leave the dot when there are $N$ electrons on it to start with; we denote the corresponding collector rates by $W_{c->d}(N)$ and $W_{d->c}(N)$.

The current $I$, as defined in Fig. 1, can be found by summing the rates for tunneling out of and into the emitter:

$$I = -e \sum_N P(N)[W_{e->d}(N+1) - W_{d->c}(N)]. \quad (10)$$

### Tunneling rates

The barriers are formed by split gates and the voltage on these gates is held constant. We crudely choose to ignore the dependence of the barriers on both the photovoltage $V$ and the number of electrons on the dot $N$. We start from golden-rule expressions for the tunneling rates. By $\Gamma_e(E)$ we denote the rate at which electrons leave the emitter at an absolute energy $E$ and tunnel into the dot. The same rate is used for the reverse process. By $\Gamma_c(E)$ we denote the corresponding tunneling rates from and into the collector,

$$\Gamma_{e,c}(E) = \frac{2\pi}{\hbar} |M_{e,c}(E)|^2 \rho_d. \quad (11)$$

Here $M_e(E)$ and $M_c(E)$ are tunneling matrix elements which are given by some overlap integral between initial and final states. Since we are not interested in the details in these matrix elements we choose to describe tunneling by a resistance $R_e$ for the emitter barrier and a resistance $R_c$ for the collector barrier. Both resistances are defined at the Fermi-level.

However, the tunneling resistances $R_e$ and $R_c$ are energy dependent. In our case this dependence must be modeled because the pumping mechanism will depopulate the collector and allow for tunneling far below $E_F$. We assume an exponential decay in the tunneling rates when the energy is lowered and we introduce a tunneling-decay scale $E_T$ for this purpose. The following form is used for the matrix elements:

$$|M_{e,c}(E)|^2 = \frac{\hbar e^{(E-E_F)/E_T}}{2\pi e^2 \rho_e \rho_c R_{e,c}}, \quad (12)$$

where $\rho_{e,c}$ is the density of states in the emitter/collector, which we take to be constant. With this choice all densities of states cancel and we instead introduce the tunneling resistances, which can be measured in an experiment by opening one point contact at a time.

The total rates are given by sums of partial rates associated with the different energies. Turning to a continuum description we get

$$W_{e->d}(N) = \int_0^{\infty} \rho_e f(E-E_F) \Gamma_e(E) \left[ 1 - f(E_d(N,N) - \mu) \right] dE,$$

$$W_{d->c}(N) = \int_0^{\infty} \rho_c f(E_d(N,N) - \mu) \Gamma_c(E) \left[ 1 - f(E-E_F) \right] dE,$$

$$W_{e->d}(N) = \int_{U_0 + h\Omega/2 - eV}^{\infty} \rho_c f(E + eV - E_F) \xi(E) \times \Gamma_c(E) \left[ 1 - f(E_d(N,N) - \mu) \right] dE,$$

$$W_{d->c}(N) = \int_{U_0 + h\Omega/2 - eV}^{\infty} \rho_e f(E_d(N,N) - \mu) \times \Gamma_e(E) \left[ 1 - f(E + eV - E_F) \xi(E) \right] dE.$$
collector which means that not all levels below the Fermi-level are occupied. Such depopulation enables tunneling out of the dot.

Increasing $V_g$ corresponds to lowering all charge-states in the dot. The dramatic increase in $-I$ occurs when a charge state falls below $E_F$ in the emitter so that there is a way to fill the dot. To start with the inflow from the emitter limits $-I$, and therefore $-I$ rises in proportion to the lowering of this charge state.

After the top, the outflow will limit $-I$. The slow decay of the current is understandable since the outflow takes place at many different energies and we must thus bring the charge-state far down in order to shut $-I$ off completely. The tunneling-decay scale $E_T$ determines this decay rate.

Also, the plateaus in the decay can be understood from the population diagram. The first plateau appears when the charge state passes the first population maxima as shown to the right in Fig. 3. Since the charge-state is occupied most of the time, the outflow rate from this charge-state limits the

$-I$. But at the population maxima there are no empty states to tunnel into, which means that the outflow is insensitive to a change in $V_g$ there. The reason why the plateau is not perfectly flat, is that as we pass a population peak there is an increasing back-flow from the collector, which tends to reduce the net flow.

As we continue increase $V_g$ and thus lower the charge-states, $-I$ drops when we pass population minima and is steady when we pass a population maximum in a repetitive manner. The steps get smaller and smaller as the energy-period of population oscillations decreases.

4. VOLTAGE GAIN

In this section we deal with photovoltaic effects. We now assume the collector load $R_L$ to be in the $\text{M} \Omega$-range, allowing a significant negative collector-potential $V$ to build up relative to the grounded emitter. The load $R_L$, which simulates either a voltmeter or the input of another transistor, is varied in order to demonstrate the driving capability of the device. We must now solve for the particular value of $V$ that gives rise to a current $I$ given by Eq. (10) that fulfills $V/I = R_L$.

We make two assumptions about the system that must be fulfilled in an experiment, if the voltage swing is not to be limited. First, we assume that the mode spectrum in the channel is robust to changes in the channel-gate potential. If it is not, the system is brought out of resonance as $V$ changes, which makes the pumping ineffective. In the Appendix we elaborate a bit more on this point. Second, we assume that the tunneling barriers are relatively high and thin and allow for tunneling far below the top. To this end we set $E_T = 0.5 \text{ meV}$ and $R_e = R_c = 1 \text{ M} \Omega$. The high values of the tunneling resistances assure that the charge-states are well quantized even when $V$ rises. A promissing technique for achieving high barriers is Inplane gating.$^{21}$

Figure 4 shows the transfer characteristic $-V(V_g)$, for $\hat{E} = 40 \text{ V/cm}$, when $C_g = 0.4C_S$ and $C_c = 0.1C_S$. Note that we plot $-V$, which is positive, in order to avoid confusion in the explanations. The result is not very sensitive to a
the case R L stood from Fig. 5. As illustrated in Fig. 5 sets in when E F similar to that for the rising edge we find a slope: higher charge-state on its way down. By a consideration leveled with but one charge-state. When this charge state is exactly lev-
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variation of $\dot{E}$. Each curve corresponds to a particular value of $R_L$. The voltage gain, which can be read off as the steepest slope of a curve, is ideally $C_g/C_c$. This can be understood from Fig. 5(a), where we analyze the rising edge for the case $R_L = 1000 \text{M}\Omega$.

Let us for the moment put $T=0$, $R_L=\infty$ and ignore all but one charge-state. When this charge state is exactly lev-

eled with $E_F$, in the emitter the current is blocked since there can be no flow between the emitter and the charge-

state. However, when $V_g$ is slightly raised the charge-state is lowered via capacitive coupling. Now electrons start to flow from the emitter into the charge-state. The flow from the charge-state into the collector is already made possible due to the depopulation in the collector. Since the collector is an isolated region, such a flow will accumulate electrons on the collector, and accordingly its electrostatic potential $V$ will become more negative. Because the dot is also coupled capacitive to the collector, the decrease in $V$ tends to lift the charge-state back again. This accumulation stops when the charge-state again is leveled with $E_F$. This way the electro-

static potential of the dot is regulated to be constant, and from Eq. (6) it is then clear that $\partial V/\partial V_g = -C_g/C_c$. In reality there will be corrections to this simple description that reduces the voltage gain. An estimation of the maximum slope of the $R_L = 1000 \text{M}\Omega$ curve in Fig. 4 indicates that the gain is about 3.3 and not exactly 4.

The falling edge in $-V(V_g)$ is governed by a different mechanism. As illustrated in Fig. 5(b), a strong back-flow sets in when $E_F$ in the collector tries to rise above the next higher charge-state. This back-flow drains the collector of electrons, and $E_F$ in the collector is thus bound to follow the higher charge-state on its way down. By a consideration similar to that for the rising edge we find a slope: $\partial V/\partial V_g = -C_g/(C_g-C_c)$.

5. DISCUSSION

An interesting aspect of our findings is that not only Fermi-level properties are probed. The plateaus in the short-
circuit current, reflect the energy dependence of the mode-

population. If a plateau can be observed for some energy below the Fermi-level, then we know that a single particle description without phase-breaking works well at that energy. The influence of phase breaking is most pronounced for slow electrons since they spend more time inside the channel. Therefore, we expect the smallest plateaus in the short-circuit current to disappear first. There is room for future work on how to account for phase-breaking.

The photovoltage result of section 4 seems less sensitive to the details in the depopulation and it requires a compara-
tively small field-strength of the THz-field. Photovoltage generation relies in principle only on there being depopu-
lated states in the collector for electrons to tunnel out to. Even though the precise energy-dependence of the depopu-
lation determines the current-driving capability, it does not have much influence on the open-circuit voltage.

The transfer characteristic for large $R_L$ in Fig. 4 is very similar to that of the current biased SET with a large load resistance. In particular it has the same voltage gain, and the underlying mechanisms are similar. This kind of transfer characteristic seems attractive from the application perspective since it allows for poor precision in fabrication of cas-
caded devices for logic applications. It has good gain, large voltage-swing and shows a saturation-like behavior. Such properties in combination make the precise value of the $V_g$-threshold, within limits, irrelevant.

A pumped SET has the potential of giving a very simple circuit architecture. Each device works as a tiny voltage-

controlled battery, which takes its energy from the THz-field. There is thus no need for power-lines on a chip. Nor do we need clock-signal lines since in principle we can synchronize the devices by modulating the frequency of the THz-field. A similar vision has been presented for devices consisting of chains of islands.

Future research on material science and fabrication tech-

nology may bring other ways of realizing a pumped SET than the one we have in mind. The key ingredient is a channel, adiabatically connected to reservoirs, in which the electrons preserve their coherence for 50 wavelengths or so. It would be advantageous to define the boundaries of the device without metallic gate electrodes, using for example etching and regrowth techniques, focused ion-beam implantation or perhaps—many years from now—by tailoring a carbon nanotube.

CONCLUSIONS

We have analyzed the influence of THz-pumping in one of the leads of a SET. THz-induced depopulation opens the possibility for electrons to leave the dot below the Fermi-

level allowing a photocurrent to flow. As the gate voltage is changed, the charge state in the dot acts as a probe of the energy dependence of this depopulation. From the application perspective we present a new way of obtaining voltage-gain from a SET.

APPENDIX

If the walls of the channel move as the electrostatic po-
tential in the collector changes relative to that in the channel-
gates, it may result in a limited output voltage swing. From
Eq. (7) we find that the system is brought out of resonance if the mode-spacing changes by more than $2V_{uw}$. In a typical experiment\textsuperscript{26} it takes a change in the split-gate voltage of about 100 mV to go from the threshold of mode 1 to the threshold of mode 2. Assuming a parabolic potential and considering the worst case, in which $U_0$ does not change at all, we find that this corresponds to a 40% change in the mode-spacing $\delta \Omega$. From this we conclude that if the mode-spacing is allowed to change only by an amount $2V_{uw}$, then the voltage swing must not exceed $V_{max}=(100 \text{ mV})2V_{uw}/0.40 \delta \Omega$. With our choice of parameters in section 4, we get: $V_{max}=3 \text{ mV}$. Thus, we can not rule out such an influence in a gated-2DEG realization of the system. To get good performance it may be necessary to look for a different fabrication technique, for example an etching and regrowth technique.\textsuperscript{24}
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The structure and lattice parameters of C$_{60}$ fullerite films evaporated in vacuum on the (100) cleavage plane of NaCl at the substrate temperature 290–400 K are investigated in the temperature range 300–5 K by electron-optical methods. Fullerite films have an fcc lattice at room temperature. The film structure changes with the temperature of condensation from epitaxial with the (111) orientation to a disordered and highly nanodisperse structure with a grain size of 4–5 nm. The crystallographic conditions of conjugation of the (100) surface of NaCl and epitaxial C$_{60}$ fullerite films are determined, and the four-position type of their structure is established. The fcc–sc transition temperature and the observed jump in the lattice parameter are close to the corresponding characteristics of bulk fullerite. The temperature dependence of the lattice parameter in the temperature range 100–260 K is used to determine the average linear thermal expansion coefficient $\alpha$ of the films. An increase in $\alpha$ for small thicknesses is a size effect associated with a considerable influence of the surface. A mechanism of formation of the structure of condensed C$_{60}$ fullerite films is proposed on the basis of the obtained results.

INTRODUCTION

The discovery of stable polyatomic molecules, viz., fullerenes C$_n$ ($n = \ldots, 60, 70, \ldots$) in the form of convex polyhedrons, led to a new class of carbon-based solids (fullerites) possessing peculiar properties. The C$_{60}$ molecule having the shape of regular truncated icosahedron was of special interest. The structure and properties of fullerite C$_{60}$ have been investigated by many authors.\textsuperscript{1,2}

Pure fullerite C$_{60}$ whose molecules are bound by weak Van der Waals forces at room temperature and under the normal pressure is an orientationally disordered crystal with a face-centered cubic (fcc) lattice. At 260 K, the fcc lattice is transformed into a simple cubic (sc) lattice. In this transition, C$_{60}$ molecules remain in the same positions, but their third-order axis starts being oriented along the [111] direction of the crystal. As a result of an increase in pressure and temperature and also irradiation by visible and ultraviolet light, fullerite C$_{60}$ can be transformed to the well-known phases of carbon (graphite and diamond) as well as other one- and two-dimensional polymerized structure simulating the orthorhombic, tetragonal, and rhombohedral phases.\textsuperscript{2,3} Investigations of C$_{60}$ in the thin-film state is of independent interest due to the possibility to vary the structure, substructure, and morphology by varying the condensation conditions.\textsuperscript{4}

This paper is devoted to an analysis of the structure, orientation, and lattice parameter of thin C$_{60}$ fullerite films condensed on NaCl. For small thicknesses, the structure of condensed films can be determined not only by the type of the substance being evaporated, but also by the structure of the substrate. The lattice parameter of NaCl ($a = 0.564\text{ nm}$) is smaller than not only the C$_{60}$ lattice parameter ($a = 1.42\text{ nm}$), but also the diameter of the molecule itself (0.7 nm). At the same time, the given film–substrate system is characterized by crystallographically favorable relations for the epitaxial growth of films\textsuperscript{5} in spite of considerable difference in the lattice parameters for fullerite and NaCl. For instance, two periods of the C$_{60}$ lattice are equal to five periods of the NaCl lattice to within 1%, while two diagonals of the C$_{60}$ fullerite lattice correspond to seven periods of NaCl lattice to within 2%. For this reason, we can expect either parallel or 45°-orientation in condensed films of C$_{60}$. The information on the lattice parameter of C$_{60}$ films of thickness of a few molecular layers is also of considerable interest.

EXPERIMENT

The films of C$_{60}$ fullerite were obtained by evaporation and condensation of C$_{60}$ single crystal of purity not worse than 99.9% in a vacuum of $\sim 10^{-3}\text{ Pa}$. Fullerite crystals were evaporated from a quartz crucible heated by a molybdenum spiral to a temperature $\sim 800\text{ K}$. Cleavage surfaces (100) of NaCl served as substrates. The substrate
temperature \( T_\varphi \) changed from 290 to 400 K. Individual crystals whose mass did not exceed \( \sim 10^{-3} \) g were evaporated. The thicknesses of the films under investigation varied from 3 to 30 nm. The thickness of the films, which was determined preliminarily by the mass of the sample and the evaporation geometry, was calculated from the change in the frequency of quartz resonator and from the size of the reciprocal lattice site in a direction normal to the plane of the film.6

The films intended for electron diffraction and electron microscopy studies were separated in water and recovered by copper electron-microscope meshes so that the film edge indicating the [100] direction in NaCl was parallel to a side of the mesh. The mesh with the film was photographed on a photographic plate with an electron diffraction pattern in electron diffractometer. The photographing conditions ensured the absence of rotation between the mesh and its image. For this reason, the photographic plate with the electron diffraction pattern also contained information on the [100] direction of NaCl. This experimental approach simplified the subsequent analysis of electron diffraction patterns and allowed us to establish the crystallographic directions along which the fullerite film was conjugate to the substrate.

The lattice parameter of films was determined by the method of transmission high-energy electron diffraction using a standard grating. The latter was in the form of a thin annealed aluminum film of thickness \( \sim 50 \) nm. The sample and the standard grating were placed in an attachment of the electron diffractometer, whose temperature could be changed controllably from room to liquid helium temperature.7 The sample and the standard grating were in the same plane perpendicular to the electron beam which passed simultaneously through the sample and the standard. The electron diffraction patterns from the sample and the standard were photographed on the same plate. The electron diffractometer constant \( 2L\lambda \) (\( L \) is the distance between the sample under investigation and the photographic plate and \( \lambda \) the electron wavelength) was determined at each temperature. For this purpose, the available data on the temperature dependence of the lattice parameter for bulk aluminum were used.8,9

**DISCUSSION OF RESULTS**

According to the results of electron diffraction and electron-microscopic experiments, the films of C\(_{60}\) fullerite were continuous in the given range of thickness and temperatures and had a fcc lattice at room temperature. Electron diffraction patterns (\( T_\varphi = 370 \) K) contained reflexes of the (220) and (422) type, which are typical of the (111) orientation (Fig. 1a). It should be specially noted that when the film was displaced by \( \pm 3 \) nm from the electron beam, the form of the diffraction pattern did not change, indicating that the sample had a monocrystalline structure. However, the obtained electron diffraction pattern of C\(_{60}\) films differed considerably from that predicted theoretically for the (111) oriented monocrystalline film (Fig. 1b). The difference can be described as follows: we observed 24 reflexes of the (220) and (422) type instead of 6 reflexes expected for the given orientation; according to the results of precision measurements, the angles between neighboring reflexes were \( 6.6^\circ \pm 0.2^\circ \) and \( 23.3^\circ \pm 0.1^\circ \); reflexes of the type (220) and (422) were located on the same radius vector \( r_{\text{hel}} \) drawn from the zeroth site of the reciprocal space (the center of the electron diffraction pattern); reflexes forbidden by the structural factor for an fcc lattice and characterized by the interplanar distances \( d = 0.86 \) and \( 0.43 \) nm reproducing the arrangement of the main reflexes were present.

According to Fig. 1a, the [100] direction in NaCl is parallel to the radius vector containing the reflexes (220) and (422). This means that the (111)-oriented C\(_{60}\) film is conjugate with the substrate according to the following orientational relations:

\[
\begin{align*}
(111)[110]C_{60} &\parallel [100]NaCl, \\
(111)[1\bar{1}2]C_{60} &\parallel [100]NaCl.
\end{align*}
\]

The simultaneous fulfillment of relations (1) and (2) indicates that the film contains two types of (111)-oriented crystals turned through 90° relative to one another. The electron diffraction pattern from such a film must be a superposition of two electron diffraction patterns from (111)-

---

**FIG. 1.** Experimental electron diffraction pattern from C\(_{60}\) films condensed on (001) NaCl at \( T_\varphi = 370 \) K; the side of a mesh cell indicates the [100] direction of NaCl. 2\( L\lambda = 13.25 \) nm-mm (a) and theoretical diffraction pattern for a (111) monocrystalline film with the fcc lattice (b).
Thus, neither parallel, nor 45°-orientation is realized for such NaCl was determined experimentally on electron diffraction on the electron diffraction pattern. The surface of NaCl.

The pattern contains only the most intense reflexes of the [220] and [422] type instead of 24 observed reflexes. Thus, neither parallel, nor 45°-orientation is realized for such an epitaxial conjugation of the C₆₀ films under investigation and the (100)-surface of the NaCl single crystal.

The presence of 24 reflexes [220] and [422] on electron diffraction patterns and the fact that these reflexes lie on the same radius vector indicate that the electron diffraction pattern of the C₆₀ film can be regarded as the superposition of four diffraction patterns. This means that the film has a multipositional structure, and the following orientational relation of a more general form must hold:

\[(111)[110]C₆₀\parallel(100)[hK0]NaCl. \tag{3}\]

This relation permits the nucleation and growth of crystallites in four equivalent orientations, ensuring the four-position structure of thin C₆₀ fullerite films.

The information on the [hk0] direction can be obtained if we know the exact position of the direction [100] in NaCl on the electron diffraction pattern. The [100] direction in NaCl was determined experimentally on electron diffraction patterns to within ±5°. In this case, the [hk0] direction was determined by comparing the obtained electron diffraction patterns with the theoretically constructed patterns for a multipositional nucleation. It should be noted that the angle between \(r_{220}\) and \(r_{422}\) on the electron diffraction pattern from a monocrystalline film with the (111) orientation is 30° (Fig. 1b). For this reason, taking into account the above-mentioned error in determining the [100] direction in NaCl, we analyzed the direction [hk0] the angle between which and the [100] direction in NaCl was in the interval 25°–35°. Such directions were [210], [320], and [740]. For these directions of conjugation of the C₆₀ film and NaCl, theoretical electron diffraction patterns were constructed for films with four-position structure. The model of the structure of such a film is shown in Fig. 2. By way of an example, Fig. 3 shows an electron diffraction pattern for the (111)-oriented C₆₀ film in which the closely packed direction [110] is parallel to a direction of the [210] type in NaCl. The electron diffraction pattern contains only the most intense reflexes of the (220) and (422) type. The electron diffraction patterns in which the [110] direction is parallel to the [320] and [740] direction have the same form. These diffraction patterns differ only in the angles \(\varphi_1\) and \(\varphi_2\). For this reason, a comparison of experimental and theoretical electron diffraction patterns was carried out for the angles \(\varphi_1\) and \(\varphi_2\). Table I generalizes the results of precision measurements of angles \(\varphi_1\) and \(\varphi_2\) between adjacent reflexes on experimental (Fig. 1a) and theoretically constructed electron diffraction patterns for a four-position nucleation. The table contains only the results for the directions [210] and [320] for which the values of \(\varphi_1\) and \(\varphi_2\) are close to the experimentally observed values. It follows from the table that [hk0] corresponds to the direction [210] to within the error in the measurements of the angles.

The four-position structure of epitaxial films of C₆₀ fullerite is in accord with the results of electron microscopic studies. According to the data on dark-field images in the light of reflexes [220], the films were polycrystalline in structure (Fig. 4). The average size of crystallites was \(~35\) nm. Thus, an epitaxial film contains four types of (111)-oriented crystals each of which has the closely packed direction [110] parallel to a direction of the [210] type in NaCl. The formed nuclei of C₆₀ fullerite are oriented so that their (111) plane is parallel to the (100) plane of NaCl in four equivalent azimuthal positions characterized by a rotation through the angles 36.87° and 53.13° relative to the [111] axis (see Fig. 2). For this reason, the films with such a structure give an electron diffraction pattern (see Fig. 1a) which

<table>
<thead>
<tr>
<th>Orientation (theory)</th>
<th>(\varphi_1)</th>
<th>(\varphi_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[110]C₆₀∥[210]NaCl</td>
<td>6.8</td>
<td>23.2</td>
</tr>
<tr>
<td>[110]C₆₀∥[320]NaCl</td>
<td>7.4</td>
<td>22.6</td>
</tr>
<tr>
<td>Experiment</td>
<td>6.6±0.2</td>
<td>23.3±0.1</td>
</tr>
</tbody>
</table>

FIG. 2. Epitaxial four-position orientations of (111) nuclei on the (100) surface of NaCl.

FIG. 3. Theoretical electron diffraction pattern of (111)-oriented C₆₀ films with a four-position structure defined by the orientational relations \([110]C₆₀∥[210]NaCl (●, ○); [110]C₆₀∥[120]NaCl (●, ⋄); [110]C₆₀∥[210]NaCl (●, △); [110]C₆₀∥[210]NaCl (●, □)\) for reflexes of the (220) type (dark symbols) and (422) (light symbols).
can be regarded as a superposition of four electron diffraction patterns from monocrystalline films (Fig. 1b) rotated through the above angles relative to the [111] axis.

Thus the emergence of additional reflexes of 220- and 422-types and their mutual arrangement on electron diffraction patterns from thin C₆₀ fullerite films with (111)-orientation can be explained successfully by the model of the structure formed as a result of nucleation and growth of (111)-oriented C₆₀ crystallites in four equivalent positions on the (100)-surface of NaCl.

It was noted above that electron diffraction patterns contained reflexes forbidden by the structural factor for the fcc lattice, which can be identified as reflexes of the type 1/3 422 and 2/3 422 associated with stacking faults. 10,11 For the (111) orientation, a film with an fcc lattice can be presented as a sequence of alternating layer ABC ABC . . . . If the number of layers over the film thickness is not equal to 3n, where n is an integer, the above-mentioned additional reflexes are formed. It follows hence that for small thicknesses (~10 nm and smaller) and interplanar spaces d₁₁₁ = 0.82 nm in fullerite, the intensity of these reflexes can be comparable with the intensity of the main reflexes and must decrease with increasing thickness. Such a situation is observed experimentally in the C₆₀ fullerite films under investigation. The multipositional type of the structure is responsible for the increase in the number of extra reflexes to 24, and they reproduce the arrangement of matrix reflexes.

It should be noted that in spite of the point-like form of electron diffraction patterns recorded in a wide electron beam, the perfection of the epitaxial films of C₆₀ fullerite under investigation is intermediate between texturized and monocrystalline films.

Figure 5 shows the temperature dependence of the lattice parameter for a fullerite film of thickness 4.5 nm. Magnification ×120000.

![FIG. 4. Electron microscopic dark-field image in the light of (220) reflexes of a C₆₀ fullerite film of thickness 4.5 nm.](image)

![FIG. 5. Temperature dependence of the lattice parameter of a C₆₀ film of thickness ~4.5 nm: circles and triangles correspond to independent experiments.](image)

1.404 nm (T=5 K). The phase jump Δa/a=0.35% observed at T= 260 K is associated with a phase transition from the fcc to sc lattice. The obtained dependence a(T), the fcc–sc transition temperature, and the observed jump in the lattice parameter of the films are close to similar data for bulk fullerite.

The average thermal expansion coefficient α is determined from the a(T) dependence for the temperature range 260–100 K. The value of this coefficient for the oriented phase is α=33×10⁻⁶ K⁻¹, which is almost twice the value of α=19×10⁻⁶ K⁻¹ for bulk fullerite 12 and is in good agreement with the estimates obtained earlier. 13 The value of α increases with decreasing thickness. Such a size effect of thermal expansion is apparently due to the effect of the surface.

Figure 6 shows a typical electron diffraction pattern of C₆₀ films condensed on (100) NaCl at Tᵣ= 290 K. The form of the electron diffraction pattern did not change when the sample was tilted through an angle of ±30° relative to the electron beam, indicating the absence of any orientation. The electron diffraction pattern contained broad halo-shaped rings typical of the amorphous, nanodisperse, or amorphous–

![FIG. 6. Electron diffraction pattern of C₆₀ films condensed on (100) NaCl at Tᵣ=290 K, 2.Lλ = 13.25 nm-mm.](image)
nanodisperse states. Crystallites of the size 4–5 nm can be resolved on dark-field electron images, which is an evidence of the nanodisperse state. The rings observed on electron diffraction patterns can be identified in the fcc structure of fullerite. For example, the first three rings correspond to interplanar distances \( d = 0.82, 0.45, \) and \( 0.30 \) nm. The ring with \( d \approx 0.82 \) nm is close to the (111) position of the line from \( C_{60} \), while the second and third rings are superpositions of rings (220), (311), and (222) with \( d = 0.502, 0.428, \) and \( 0.410 \) nm and (331), (420), and (422) with \( d = 0.326, 0.317, \) and \( 0.290 \) nm, respectively. The line (200) was missing due to size relation between the diameter of the \( C_{60} \) molecule and the parameter of the fcc lattice of fullerite. \( ^{14} \)

The above-mentioned size of blocks in disoriented fullerite films corresponds to three parameters of the \( C_{60} \) lattice. This means that crystals of such a size contain \( \approx 10^{2} \) molecules of \( C_{60} \). According to theoretical calculations, \( ^{15} \) icosahedral, i.e., quasi-crystalline structure is favorable for crystallites with such a degree of dispersion. It can easily be verified that the size of the icosahedron constructed from 12 \( C_{60} \) molecules is \( \approx 2 \) nm. In other words, each block contains 8 icosahedrons if we presume that the shape of the blocks is isotropic. A more detailed analysis of the obtained results from the point of view of the quasi-crystalline structure requires additional experimental data.

Thus, the structure of thin \( C_{60} \) films may change over a wide range from a disordered nanodisperse (amorphous-type) to well-oriented epitaxial structure upon the variation of condensation conditions.

A typical feature of the obtained films is their continuity for small thicknesses (\( \approx 3 \) nm), which was monitored in experiments by the method of high-resolution (\( \approx 0.2 \) nm) electron microscopy. The continuity for small thicknesses of the films is attained either by layer-by-layer monocristalline growth, or by the formation of the amorphous structure of the film. The observed structure contradicts the layer-by-layer growth concept. The amorphous state is formed in the films under the conditions of confined mobility of atoms, molecules, or clusters of the substance being deposited. For substances with a monatomic composition of vapor (e.g., metals), the amorphous structure is observed only at low (helium) temperatures of the substrate. At higher temperature of the substrate including room temperature, the amorphous structure is observed for substances with a continuous composition of vapor (carbon, germanium, or silicon). \( ^{4} \)

The large mass of \( C_{60} \) molecules is an important factor limiting the mobility of fullerene during condensation. These considerations and experimental data (continuity for small thicknesses and the four-position type of the structure) suggest that condensed fullerite films are formed according to the mechanism vapor→disordered (amorphous) state→ordered state. The amorphous phase is formed at first stages of condensation followed by crystallization and recrystallization at higher temperatures under the orienting effect of the substrate.

\( * \) E-mail: solodovnik@ilt.kharkov.ua
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