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The review is devoted to theoretical investigations of propagation of electromagnetic and acoustic waves in layered conductors of organic origin. Attention is focussed on spectroscopic possibilities for studying the electron structure of organic quasi-two-dimensional conductors, which is of great importance for understanding physical processes in these materials. High-frequency and magnetoacoustic effects considered in this review are typical of quasi-two-dimensional conductors and quite informative. The analysis of these effects makes it possible to study in detail the electron energy spectrum and relaxation properties of charge carriers in layered conductors. © 1999 American Institute of Physics. [S1063-777X(99)00111-5]

1. INTRODUCTION

The search for new materials in the sixties attracted the attention of researchers to conductors of organic origin with a layered or filamentary structure. Intense experimental investigations of physical properties of organic conductors were stimulated in the hope of obtaining superconductors with high critical parameters just among quasi-one-dimensional filamentary conductors in which a superconducting transition can theoretically occur at high temperatures. Many years of efforts made by physicists and chemists to obtain a large number of new organic conductors culminated in the synthesis of organic quasi-one-dimensional conductors with a superconducting transition temperature \( T_c \) of the order of several kelvins as well as layered organic superconductors with a record-high superconducting transition temperature \( T_c \approx 13 \text{ K} \). Although these values of \( T_c \) are lower than for some intermetallic compounds, the interest towards the electronic properties of organic conductors remains unabated.

Layered conductors of organic origin are attractive for experimenters to a considerable extent due to their peculiar behavior in strong magnetic fields and a number of phase transitions under comparatively low pressures. Their electrical conductivity along layers is several orders of magnitude higher than electrical conductivity along the normal \( n \) to the layers, and the critical magnetic field at which superconductivity is violated depends considerably on its orientation relative to the layers. Under the action of applied pressure, the superconducting transition temperature of the \( \beta \)-modification of tetrathiafulvalene salt (BEDT–TTF)\(_2\)JBr\(_2\) increases approximately by a factor of three.\(^1\) Such a sensitive reaction of the system of charge carriers to crystal deformation indicates that acoustoelectronic phenomena in layered conductors with a quasi-two-dimensional electron energy spectrum apparently possess peculiar properties.

The interest in investigations of organic conductors with a layered structure is also due to the variety of various phase states of these compounds and the possibility of changing the ground state with external agencies.

Shubnikov–de Haas magnetoresistance oscillations observed in tetrastilbenetetracene halides and a large family of tetrathiafulvalene-based ion-radical salts with a charge transport in magnetic fields of the order of several tens tesla indicate that these compounds possess the metal-type conductivity. This allows us to describe the electron processes in such conductors on the basis of the concept of quasiparticles carrying an electric charge \( e \), which are similar to conduction electrons in metals. Strong anisotropy of the electrical conductivity of a layered conductor is apparently associated with strong anisotropy of the velocity of charge carriers \( v = \frac{\partial e(p)}{\partial p} \) on the Fermi surface \( e(p) = e_F \), i.e., their energy \( e(p) \) weakly depends on the momentum component \( p_z \equiv p \cdot n \) along the normal \( n \) to the layers.

The Fermi surface of quasi-two-dimensional conductors is open and weakly corrugated along the \( p_z \)-axis. The corrugated planes can be rolled into a cylinder whose base lies in a unit cell of the momentum space so that the Fermi surface of layered conductor can be presented as a system of weakly corrugated cylinders or a system of planes corrugated weakly along the \( p_z \)-axis. Small closed cavities belonging to anomalously small groups of charge carriers can also be present.

The mean free path \( l \) of charge carriers in experimentally investigated layered conductors attains values of several micrometers, and the radius of curvature \( r \) of conduction electrons in strong magnetic fields that may be induced in actual practice can be much smaller than \( l \). Under these conditions, it is appropriate to formulate the inverse problem of reconstruction of the electron energy spectrum with the help of experimental investigation of kinetic phenomena in a magnetic field.

Galvanomagnetic phenomena and quantum oscillation effects in low-dimensional conductors of organic origin have been investigated experimentally by many authors. In recent years, several publications appeared\(^2\)-\(^7\) in which the results of experimental studies of high-frequency phenomena were reported (including the discovery of cyclotron resonance in...
the layered conductor \(\alpha-(\text{BEDT}−\text{TTF})_2\text{KHg(SCN)}\).

High-frequency parameters of layered and filamentary conductors are undoubtedly quite informative, and their analysis will make it possible to determine in fine details the electron energy spectrum and relaxation properties of charge carriers. Here we shall consider the propagation of electromagnetic and acoustic oscillations in organic quasi-two-dimensional conductors, choosing these oscillations from the variety of waves that can propagate in current-carrying media.

2. ENERGY SPECTRUM OF LAYERED CONDUCTORS

A unit cell of a crystal in layered organic conductors contains a large number of atoms, and the separation \(a\) between layers is much larger than atomic spacing in a layer. As a result, the overlapping of wave functions for electrons belonging to different layers is quite small, and we can use the strong-coupling approximation for dispersion relations for charge carriers:

\[
\varepsilon(p) = \sum_{n=0}^{\infty} \varepsilon_n(|p_x|,|p_y|) \cos \left( \frac{anp_z}{\hbar} \right).
\] (2.1)

Here \(\hbar\) is Planck’s constant and \(\varepsilon_n(p_x,p_y)\) are assumed to be arbitrary functions of their arguments. However, the maximum values \(\varepsilon_n^{\max}\) at the Fermi surface decrease significantly with increasing \(n\) so that \(\varepsilon_1^{\max} = \eta \varepsilon_F = \varepsilon_F\), and \(\varepsilon_{n+1} < \varepsilon_n\), where \(\eta\) is the quasi-two-dimensionality parameter of the spectrum.

Shubnikov–de Haas quantum oscillations are observed virtually for all organic conductors of the family of tetrathiafulvalene salts.8–19 This points to the presence of closed sections of the Fermi surface by the plane \(p_B = p \cdot H / H\) for such conductors, and the large value of the oscillation amplitude suggests the presence of a group of charge carriers for which the states with the Fermi energy are located on weakly corrugated cylinder in the momentum space, such a group of conduction electrons dominating over the remaining charge carriers with the Fermi energy.

The model of a Fermi surface of a quasi-two-dimensional conductor in the form of a weakly corrugated cylinder (Figs. 1 and 2) is in good agreement with the experimental investigations of galvanomagnetic phenomena and Shubnikov–de Haas oscillations in many layered complexes of organic origin with charge transport. Among other things, the results of theoretical calculations based on this model are in complete accord with the experimentally observed quantum oscillations of magnetoresistance of tetrathiafulvalene salts (\(\text{BEDT}−\text{TTF})_2\text{JBr}_2\) and \(\text{BEDT}−\text{TTF})_2\text{J}_3\).

However, the substitution of the complex \(\text{MHg(SCN)}_4\) for halogens in these salts, where \(M\) is a metal of the group (K, Rb, Tl), leads to a more complex dependence of resistance on magnetic field. According to band analysis of the electron energy spectrum,20 the Fermi surface of \(\text{(BEDT}−\text{TTF})_2\text{MHg(SCN)}_4\), salts contains, apart from a weakly corrugated cylinder, two quasi-one-dimensional sheets. Although the presence of a magnetic field affect the dynamic properties of charge carriers with a quasi-one-dimensional spectrum only slightly, the existence of such a charge carrier group can change significantly the dependence of electromagnetic and acoustic impedances on the magnitude of a strong magnetic field.

Yamagji21 used a rather simplified model of the Fermi surface in theoretical calculations of the magnetoresistance anisotropy of layered conductors, while Zimbovskaya22 analyzed the rf properties by using the energy spectrum of...
charge carriers of an exotic form with kinks on the Fermi surface. Under such assumptions, spectroscopic potentialities of studying electron processes in organic conductors in a magnetic field were underestimated or even disregarded altogether. We shall consider here the high-frequency and magnetoelectroacoustic effects in organic conductors under the most general assumptions concerning the form of quasi-two-dimensional electron energy spectrum (2.1).

The quasi-one-dimensional energy spectrum of charge carriers will not be specified either. We shall only assume that the coefficients $A_{n00}$ and $A_{100}$ in the expression for the dependence of energy on quasimomentum

$$
\varepsilon_1(p) = \sum_{nml} A_{nml} \cos \left( \frac{a_1 np_x}{\hbar} \right) \cos \left( \frac{a_2 mp_y}{\hbar} \right) \cos \left( \frac{ap_z}{\hbar} \right)
$$

are much larger than all the remaining coefficients $A_{nml}$. The dimensions $a_1$ and $a_2$ of a unit cell of the crystal lattice in the $xy$ plane of the layers can also differ considerably. In the case when these planes are not the symmetry planes of the crystal, we must take into account additional phase in the arguments of the cosines in formulas (2.1) and (2.2), which changes sign upon the substitution of $-p$ for $p$. This will not alter the wave spectrum in layered conductors considerably, and so there is no need to complicate the solution of the given problem. Thus, we shall use below the dispersion relation for charge carriers in the form (2.1) and (2.2), assuming that the coefficients $A_{nml}$ and the functions $\varepsilon_n(p_x, p_y)$ are arbitrary.

3. COMPLETE SET OF EQUATIONS

An acoustic wave in a conductor always generates a varying electromagnetic field accompanying it. However, the perturbation of the electron subsystem of a conductor by an electromagnetic wave incident on its surface can also excite elastic oscillations in it. Consequently, the system of equations describing the propagation of waves in a conductor contains the equation of the theory of elasticity for ionic displacement $u$, i.e.,

$$
\rho \frac{\partial^2 u_{ij}}{\partial t^2} = \lambda_{ijlm} \frac{\partial u_{jm}}{\partial x_j} + F_i,
$$

as well as Maxwell’s equations

$$
\text{curl } H = \frac{4\pi}{c} j + \frac{1}{c} \frac{\partial E}{\partial t}; \quad \text{curl } E = -\frac{1}{c} \frac{\partial B}{\partial t}; \quad \text{div } B = 0.
$$

Here $\rho$ and $\lambda_{ijlm}$ are the density and elastic tensor of the crystal, $u_{lm} = (1/2)(\partial u_l/\partial x_m + \partial u_m/\partial x_l)$ is the strain tensor, and $c$ the velocity of light.

In view of a quite high number density of charge carriers, Poisson’s equation can be reduced to the electroneutrality condition of the conductor, and hence the continuity condition for charge flux in the asymptotic approximation in reciprocal density of conduction electrons assumes the form

$$
\text{div } j = 0.
$$

The magnetization $\mathbf{M}$ induced by an external magnetic field in conductors without a spontaneous magnetic moment is usually small, and there is no need to distinguish between the magnetic induction $\mathbf{B}$ and the magnetic field $\mathbf{H} = \mathbf{B} - 4\pi\mathbf{M}$ except at ultra-low temperatures. At quite low temperatures, when the inclusion of charge carrier energy quantization in a magnetic field is significant, the amplitude of quantum oscillations of magnetization as a function of $1/B$ can become comparable with $\mathbf{B}$, and the difference $\mathbf{B} - 4\pi\mathbf{M}$ can become an infinitely small quantity. In this case, the wave process is essentially nonlinear even for small wave amplitude.23,24

If $\mathbf{M} = 0$, Eqs. (3.2) can be reduced to a high degree of accuracy to the equation

$$
\text{curl } \text{curl } E - \frac{\omega^2}{c^2} E = \frac{4\pi i\omega}{c^2} \mathbf{j}.
$$

In the case of a small wave amplitude, it is sufficient to confine the analysis to the linear approximation in weak perturbation of the electron system, and the wave process can be regarded as monochromatic with frequency $\omega$ so that the differentiation with respect to time is equivalent to multiplication by $(-i\omega)$, which is taken into account in Eq. (3.4). This assumption does not violate in any way the generality of the problem since in view of the linearity of equations relative to the displacement of ions, the electric field $E(r, t)$, and the magnetic field of the wave, the generalization to the case of an arbitrary time dependence of the fields is trivial and can be reduced to the summation of various harmonics of the solution of the system of equations (3.1)–(3.3).

The perturbation of the electron system by crystal deformation leads to a renormalization of the conduction electron energy, i.e.,

$$
\delta \varepsilon = \lambda_{ij}(p) u_{ij}
$$

and to the emergence of the force

$$
F_i = \frac{1}{c} [\mathbf{j} \times \mathbf{H}] + \frac{m}{c} i\omega j_i + f_i^d,
$$

exerted by electrons on the crystal lattice.

The electric current density

$$
\mathbf{j} = -\frac{2}{(2\pi\hbar)^3} \int e\mathbf{v}_\psi \frac{\partial f_0}{\partial \varepsilon} \, d^3p = (e\mathbf{v}_\psi)
$$

and the deforming force density

$$
\mathbf{f}_i^d = \frac{\partial}{\partial x_k} (\Lambda_{ik} \psi),
$$

characterizing the response of the electron system to perturbation are functionals of the charge carrier distribution function $f = f_0(e(p) + i\omega \mathbf{p} \cdot \mathbf{u}) - \psi df_0/\partial \varepsilon$, where $f_0(e(p) + i\omega \mathbf{p} \cdot \mathbf{u})$ is the equilibrium Fermi function in a reference frame moving with the vibrating lattice at a velocity $-i\mathbf{ou}$. The nonequilibrium correction to this velocity should be determined by solving the kinetic equation closing the complete system of equations of the problem and having the form
If we are interested in "bulk" effects that are not associated collide with the sample surface during their mean free time, the magnetic field in accordance with the equation of motion indicates the position of a charge on its trajectory in a magnetic field, and the time and by crystal deformation. The components of the deformation potential tensor in the kinetic equation (3.9) and in expression (3.8) for the deforming force density are given in the form taking into account the conservation of the number of charge carriers, i.e.,

$$\Lambda_{ik}(p) = \lambda_{ik}(p) - (\lambda_{ik}(p))/\langle 1 \rangle.$$  (3.11)

The collision operator in the equation for $\psi$ is taken in the approximation of the relaxation time $\tau$ for charge carriers, and the time $\tau$ is a coordinate in momentum space, which indicates the position of a charge on its trajectory in a magnetic field in accordance with the equation of motion

$$\frac{\partial \mathbf{p}}{\partial t} = \frac{e}{c} [\mathbf{v} \times \mathbf{H}].$$  (3.12)

The kinetic equation must be supplemented with the boundary condition taking into account the scattering of charge carriers at the conductor surface coinciding, say, with the plane $x = 0$:

$$\psi(p_+, 0) = q(p_+) \psi(p_+, 0) + \int d^3 p W(p, p_+) \times \{1 - \Theta[\mathbf{V}(p)]\} \psi(p, 0).$$  (3.13)

Here the specular reflection parameter $q(p)$ is the probability that a conduction electron incident on the sample surface with a momentum $p_+$ has after reflection a momentum $p_+$ connected with $p_+$ through the specular reflection condition presuming the conservation of the energy of the charge and of the component of its momentum along the scattering boundary. The specular reflection parameter is connected with the scattering indicatrix $W(p, p_+)$ through the relation

$$q(p_+) = 1 - \int d^3 p W(p, p_+) \{1 - \Theta[\mathbf{V}(p)]\},$$  (3.14)

where $\Theta(\zeta)$ is the Heaviside function.

In a bulk conductor whose size is much larger than the mean free path $l$ of charge carriers, most of them do not collide with the sample surface during their mean free time. If we are interested in "bulk" effects that are not associated with interaction of a small group of charge carriers with the sample surface, there is no need to use the boundary condition, and the function $\psi$ can be presented in the form

$$\psi = \int_{-\infty}^{t} dt' g[x + x(t') - x(t)] \exp\left[\nu(t' - t)\right],$$  (3.15)

where $\nu = 1/\tau - i\omega$, and $x(t) = \int V_e(t) dt$. Let us suppose that a wave propagates along the normal to the surface of a conductor occupying the half-space $x \gg 0$. Using the Fourier method, we continue evenly $u(x)$ and $E(x)$ to the region of negative values of $x$ and obtain for the fourier component

$$u_i(k) = 2 \int_0^\infty dx u_i(x) \cos kx$$  (3.16)

of ion displacement and for the electric field

$$E_i(k) = 2 \int_0^\infty dx E_i(x) \cos kx$$  (3.17)

the following system of algebraic equations:

$$\frac{4 \pi i \omega}{c^2} f_{\alpha}(k) = 2 E'(0) + k^2 E_\alpha(k) - \left(\frac{\omega}{c}\right)^2 E_\alpha(k),$$  (3.18)

$$\alpha = y, z,$$

$$j_\alpha(k) = 0$$  (3.19)

$$-\omega^2 \rho u_i(k) = -\lambda_{i\alpha}(k) [2 u'_\alpha(0) + k^2 u_i] + (im \omega/e) j_j(k)$$

$$+ c^{-1}[\mathbf{j}(k) \times \mathbf{H}]_i + ik \langle \Lambda_{ik} \psi \rangle.$$  (3.20)

The fluxes characterizing the response of the electron system to a perturbation can be presented with the help of the solution of the kinetic equation in the following form:

$$j_i(k) = \sigma_{ij}(k) \bar{E}_j(k) + a_{ij}(k) k \omega u_j(k),$$  (3.21)

$$\langle \Lambda_{ik} \psi(k) \rangle = b_{ij}(k) \bar{E}_j(k) + c_{ij}(k) \omega u_j(k),$$  (3.22)

where the Fourier transforms of electrical conductivity $\sigma_{ij}(k)$ and of acoustoelectronic tensors $a_{ij}(k), b_{ij}(k)$ and $c_{ij}(k)$ are defined as

$$\sigma_{ij}(k) = \langle e^2 \mathbf{v}_j \mathbf{R} \mathbf{v}_i \rangle;$$

$$a_{ij}(k) = \langle e \mathbf{v}_j \mathbf{R} \Lambda_{ij} \rangle;$$

$$b_{ij}(k) = \langle e \Lambda_{ij} \mathbf{R} \mathbf{v}_j \rangle;$$

$$c_{ij}(k) = \langle \Lambda_{ij} \mathbf{R} \Lambda_{ij} \rangle.$$  (3.24)

Here

$$\mathbf{R} \bar{g} = \frac{e}{c} \int_{-\infty}^{t} dt' g(t') \exp\left\{ik[\mathbf{x}(t') - \mathbf{x}(t)] + \nu(t' - t)\right\},$$

$$g(t) = \omega \Lambda_{ij}(t) k u_j(k) + e \mathbf{v}(t) \cdot \bar{E}(k).$$  (3.25)

Substituting expressions (3.21) and (3.22) into Eqs. (3.18)–(3.20), we obtain a system of linear algebraic equations in $u_j(k)$ and $\bar{E}_j(k)$. The problem of distribution of electric field and the field of displacement of ions in a conductor will be solved completely if we apply the inverse Fourier transformation to its solutions.

The condition for the existence of a nontrivial solution of the obtained system of equations (i.e., the equality to zero of its determinant) is a dispersion equation. The imaginary components of the roots of the dispersion equation determine the damping factors of the acoustic and electromagnetic waves, while the real components of these roots describe renormalizations of the velocities of the waves.
4. PROPAGATION OF ELECTROMAGNETIC WAVES IN LAYERED CONDUCTORS

The equations in the theory of elasticity and Maxwell’s equations turn out to be coupled weakly when the mutual transformation of electromagnetic and acoustic waves is hampered. In this case, the propagation of acoustic waves in conductors can be investigated without using Maxwell’s equations, and the problem of propagation of electromagnetic waves can be solved to a sufficiently high degree of accuracy without using equations in the theory of elasticity.

We consider the propagation of electromagnetic waves in a layered conductor. Their attenuation length depends considerably on the polarization of the incident wave. A linearly polarized wave with the electric field directed along the normal to the layers penetrates into the conductor to a considerably larger depth than a wave with the electric field directed along the layers.

The surface impedance and the penetration depth of the varying electric field of the wave can easily be determined by solving the system of equations (3.18), (3.7), and (3.9) with the boundary condition (3.13). The solution of the kinetic equation (3.9) allows us to find the relation between the Fourier transforms of current density and electric field:

\[ j_i(x) = \sigma_{ij}E_j(x), \]

and the component of the electrical conductivity matrix \( \sigma_{ij} \) is the same form as in a uniform electric field. The electrical conductivity \( \sigma_{ij} = \eta^2 \sigma_0 \) across the layers is proportional to the square of the quasi-two-dimensionality parameter of the electron energy spectrum, and \( \sigma_0 \) has the same order of magnitude as the electrical conductivity along the layers in a uniform electric field. In this case, the dispersion equation (4.3) implies that the attenuation depth \( \delta_i \) of the electric field along the layers by a factor of \( 1/\eta \), i.e.,

\[ \delta_i = \delta_0 \eta. \]

Under the conditions of anomalous skin effect, when the skin depth \( \delta_0 \) is much smaller than the mean free path \( l \) of charge carriers, the relation between \( \delta_0 \) and \( \delta_i \) has the form

\[ \delta_i = \delta_0 \eta^{2\delta_i}, \]

since the tensor components \( \sigma_{ij} \) are inversely proportional to the wave number \( k \) for \( k \gg 1 \).

In a magnetic field, the relations between \( \delta_0 \) and \( \delta_i \) are more diversified.

Let us consider the propagation of electromagnetic waves in a layered conductor in a magnetic field \( H = (H \sin \varphi, H \cos \varphi, \sin \vartheta, H \cos \varphi \cos \vartheta) \), tilted by the angle \( \varphi \) to the conductor surface \( x_0 = 0 \).

The integral term in the boundary condition (3.13) ensures the absence of current through the sample surface, but in the range of high frequencies \( \omega_0 \), the solution of the kinetic equation weakly depends on this functional.\(^{30}\) Disregarding this functional for \( \varphi = 0 \) and assuming the absence of charge carrier drift along the \( x \)-axis along open electron orbits, we can write the solution of the kinetic equation in the form

\[ \psi(t,p_H,x) = \int_{-\lambda}^{t} dt' e^{i\varphi(t',p_H)} \cdot [v(x(t',p_H) - x(\lambda,p_H))] \times \exp[i(v(t'-t)) + \varphi(\lambda,p_H) - q(\lambda,p_H)] \times \exp[i(2\lambda - T)] \times \exp[i(\lambda - t + 2\lambda - T)] \times \exp[i(2\lambda - T)]. \]

where \( T = 2\pi/\Omega = 2\pi m^* c/eH \) is the period of motion of a charge in the magnetic field, \( m^* \) the effective cyclotron mass of conduction electrons, and \( \lambda \) is the root of the equation

\[ x(t,p_H) - x(\lambda,p_H) = \int_{-\lambda}^{t} v(x(t',p_H)) dt' = x. \]

which is nearest to \( t \).

Conduction electrons for which \( x(t,p_H) - x_{\text{min}} < \lambda \) do not collide with the sample surface, and we must put \( \lambda = -\infty \) for such electrons.

In a magnetic field tilted to the sample surface, conduction electrons either penetrate to the bulk of the sample after several collisions with the boundary, or tend to approach this surface. The relative fraction of the latter electrons is not
large, and they make a small contribution to the alternating current. The contribution of the remaining electrons to the current for \( q \approx 1 \) is naturally determined by the type of their interaction with the sample surface, but the state of the surface affects only insignificant factor of the order of unity in the expression for surface impedance.

4.1. Normal skin effect

We shall apply the term normal skin effect to penetration of an electromagnetic field to the bulk of a sample under the condition when the current density \( \mathbf{j}(\mathbf{r}) \) is determined to a high degree of accuracy by the value of the electric field \( \mathbf{E}(\mathbf{r}) \) at the same point \( \mathbf{r} \). In a strong magnetic field parallel to the conductor surface, charge carriers with closed orbits drift in the momentum space along the sample surface. If the diameter \( 2r \) of their orbits is much smaller than the skin depth, the main contribution to current comes from carriers separated from the surface \( x_s = 0 \) by a distance greater than \( 2r \). These conduction electrons do not collide with the sample surface, and it is expedient to use the approximation of local coupling between the current density and the electric field of the wave to calculate the surface impedance in the asymptotic approximation in the small parameter \( r/\delta \) in the absence of open cross sections of the Fermi surface.

The asymptotic expression for the tensor component \( \sigma_{ij}(k) \) for \( kr \ll 1 \) has the same form as in a uniform electric field so that the electric current \( E_z \) for \( kr \ll 1 \) attenuates at distances

\[
\delta_z \equiv \delta_0 = c(2\pi\omega\sigma_0)^{-1/2}
\] (4.10)

for any relation between the mean free path of charge carriers and the skin depth.

For \( q \ll 1 \), each of the components \( \sigma_{zz} \) and \( \sigma_{xz} \) is at least proportional to \( q^2 \) so that \( \delta_z \ll \delta_{zz} \). The asymptotic form of \( \sigma_{zz}(k) \) for small angles \( \theta \) is equal to \( \sigma_{0} q^2 \) in order of magnitude, and the attenuation length \( \delta_{zz} \) of the electric field \( E_z \), is larger than \( \delta_z \) by a factor of \( 1/q \) as in zero magnetic field if the corrugation of the Fermi surface is very small and \( q \ll \delta_0/\omega/c \). For \( \omega \gg \sigma_0 q^2 \), the skin depth

\[
\delta_z = \frac{\delta_0}{\omega} \left( 1 + \frac{r^2 \omega^2}{c^2} \right)^{-1/2}
\] (4.11)

increases with the magnetic field, attaining its limiting value \( \omega \delta_0^2/c \eta^3 \).31,32

For significant values of \( \theta \), there exists a sequence of values of \( \theta = \theta^* \) for which the asymptotic behavior of \( \sigma_{zz} \) changes considerably, as well as the behavior of the quantity \( \delta_{zz} \) which satisfies the expression

\[
\sigma_{zz}(k,\theta,\eta) = \frac{ae^3rTH\cos\theta}{4\pi^2h^4c} \sum n^2 I_n^2 + \sigma_0 \eta^2 \{ \eta^2 f_1(\theta) + \gamma^2 f_2(\theta) + (kr)^2 f_3(\theta) \},
\] (4.12)

where the \( f_i \) stand for functions of \( \theta \) of the order of unity, and

\[
I_n(\theta) = \int_0^\pi d\varphi e^{i\varphi} \cos(anp_s(\varphi) \tan \theta/h).
\] (4.13)

For \( \theta = \theta^* \), when \( I_n(\theta^*) \) vanishes, the value of \( \delta_{zz} \) decreases abruptly for small \( q \), \( \gamma = (\Omega \tau)^{-1/2}, \omega/\Omega \), and \( kr \). As a result, the penetration depth for the electric field \( E_z \) increases considerably for \( \theta = \theta^* \), and the angular dependence of impedance acquires a series of narrow peaks. For \( \tan \theta = 1 \), these peaks are repeated periodically, with a period determined by the separation between the stationary phase points on the electron orbit, where \( k \cdot v = \omega \), which are close to turning points \( (v_s = 0) \). Since the phase velocity of the wave \( v_\phi = \omega/k = (\omega \tau)^{-1/2} \omega c/\omega_0 \eta \) is much smaller than the Fermi velocity \( v_F \) of conduction electrons, the separation between stationary phase points on the electron orbit can be regarded to be equal to the diameter of the orbit to a high degree of accuracy.

The height of sharp peaks for \( \theta = \theta^* \) in pure conductors at low temperatures, when \( \omega \gg \sigma_0 \eta^2(\eta^2 + r^2/l^2) \), the skin depth \( \delta_z \) has the form

\[
\delta_z = \delta_0(\eta^2) \left\{ 1 + (r/l \eta) \right\}^{-1/2}
\] (4.14)

and the electric field attenuation depth along the normal to the layers is again equal to \( \delta_0/\eta^2 \) in a strong magnetic field when \( r < (l^2 \eta^2 + \delta_0^2/\eta^2)^{1/2} \). In the range of moderate magnetic fields in which the relation \( \delta_z/\eta < r < \delta_0 \) holds for \( \theta = \theta^* \), the impedance as a function of magnetic field has a minimum since for \( r > l \eta \) the skin depth

\[
\delta_z = l \eta/n \delta_0
\] (4.16)

is inversely proportional to the magnetic field, i.e., decreases with increasing magnetic field.32-35

For \( \delta_z \ll r \ll \delta_0 \), the attenuation length of the electric field \( E_z(x) \) depends weakly on the type of reflection of charge carriers at the sample surface as before, but the penetration depth for the electric field \( E_z(x) \) is quite sensitive to the state of the conductor surface if the value of \( \delta_z \) is smaller than or comparable to the mean free path of charge carriers. In this range of magnetic fields, normal skin effect can take place only for \( \delta_z \gg l \), when the local relation between the current density and electric field is observed for any polarization of the wave. The asymptotic expression \( \delta_{zz}(k) \) for \( kr \ll 1 \) coincides with \( \sigma_0 \eta^2 \) to within a numerical factor of the order of unity, and hence \( \delta_z \) coincides in order of magnitude with \( \delta_0 \). However, the penetration depth of the electric field \( E_z(x) \) in the sample depends considerably on the magnetic field orientation.

A peculiar dependence of the attenuation length of the electric field \( E_z(x) \) is observed for \( \theta = \pi/2 \), when, apart from
the drift of charge carriers along the magnetic field, a fan of various drift directions is possible in the $xy$ plane for conduction electrons belonging to open cross sections of the Fermi surface. In this case, the dependence of $\sigma_z$ on the magnitude of a strong magnetic field ($\gamma_0 = 1/(\Omega_0 \tau) \ll 1$, where $\Omega_0$ is the frequency of electron rotation in a magnetic field orthogonal to the layers) can be presented by the following interpolation formula:

$$\sigma_{zz} = \sigma_0 \gamma_0^2 \eta^2 (\gamma_0^2 + \eta)^{-1/2},$$  \hspace{1cm} (4.17)

which is valid for any orientation of the magnetic field in the $xy$ plane, i.e., for any angle of its inclination to the sample surface $\chi_s = 0$.

Using formulas (4.3) and (4.17), we can easily verify that the value of $\delta_0$ increases with the magnetic field in proportion to $H^{1/2}$ for $\eta_0 \ll \gamma_0 \ll 1$, while the attenuation length $\tilde{\delta}_0 \equiv \delta_0 / \gamma_0^{3/4}$ of the electric field along the normal to the layers increases linearly with the magnetic field for $\eta_0 \ll \gamma_0 \ll 1/\tilde{\delta}_0$.

The solution of the dispersion equation (4.3) for $\varphi$ differing from zero has the form

$$k = \frac{(2\pi \omega)^{1/2}(1 + i)}{2c} \left( \sigma_0^{-1} + \sigma_{zz}^{-1} \pm \left( (\sigma_{zz}^{-1} - \sigma_0^{-1})^2 - 4H \cos \theta \cos \varphi / Nc \right)^{1/2} \right),$$

where $N$ is the charge carrier density.

This formula shows that in the extremely strong magnetic field, when $\gamma_0 \ll \eta^2$, helicoidal waves can propagate. For $\varphi = 1$, one of the roots of the dispersion equation describes attenuation of electric field along the layers at distances of the order of

$$\delta_\perp = \tilde{\delta}_0 \left( 1 + \frac{\sigma_{zz}}{\sigma_0 \gamma_0^2} \right)^{1/2}.$$  \hspace{1cm} (4.19)

It can easily be seen that the penetration depth for the electric field $E_x$ increases as the magnetic field increases in proportion to $H$ when $\gamma_0 \ll \eta$. The electric field directed along the normal to the layers for $\gamma_0 \gg \eta^2$ attenuates at distances

$$\delta_\parallel = \tilde{\delta}_0 \left( \sigma_0 / \sigma_{zz} \right)^{1/2},$$  \hspace{1cm} (4.20)

i.e., at distances of the order of $\tilde{\delta}_0 / \eta$ as in zero magnetic field.

In the presence of an additional group of charge carriers with a quasi-one-dimensional energy spectrum, high-frequency properties of layered conductors are quite sensitive not only to the polarization of the incident wave, but also to the direction of propagation of electromagnetic field in the plane of the layers. If the reflection of charge carriers at the conductor surface is close to specular, the relation between the Fourier transforms of current density and electric field can be regarded as local to a fairly high degree of accuracy even for an indefinitely large mean free path of charge carriers:

$$j_x(k) = (\sigma_{ij}(k) + \sigma_{ij}^{(1)}(k)) E_j(k).$$  \hspace{1cm} (4.21)

Here $\sigma_{ij}^{(1)}(k)$ is the contribution to the rf electrical conductivity from charge carriers with the energy spectrum $\gamma_2$, in which we retain only a few terms by putting

$$A_{100} = U, \quad A_{010} = \gamma_1 U \ll U, \quad A_{001} = \gamma_2 U \ll U.$$

The contribution to $\tilde{\sigma}_{ab}(k)$ from charge carriers with a quasi-one-dimensional energy spectrum is mainly determined by the component $\sigma_{xx}^{(1)}(k)$ which has the following form accurate to small corrections proportional to $\eta_1^2$ and $\eta_2^2$:

$$\sigma_{xx}^{(1)}(k) = \sigma_1(k) = \frac{\sigma_1}{1 + (kl_1)^2},$$  \hspace{1cm} (4.22)

where $l_1 = \nu_0 \tau_1 / (1 - i \tau_1); \sigma_1$ is the contribution of this group of charge carriers to electrical conductivity along the $x$-axis in a uniform electric field, $\tau_1$ the mean free time of charge carriers with the energy spectrum $\gamma_2$, and $\nu_0 = (Ua_1/h) \sinh (\theta F - A_{000}) U$.

The magnetic field dependence of $\sigma_{ij}^{(1)}(k)$ is manifested only in the next term of expansion into a power series in the small parameters $\gamma_1$ and $\eta_2$:

$$\sigma_{yy}^{(2)}(k) = \sum_{l=1}^{\infty} \eta_2^2 \frac{\sigma_0^2 U^2/4h^2 v_0^2}{1 + (k \pm eHa \cos \theta / ch)^2 l_1^2},$$

$$\sigma_{zz}^{(2)}(k) = \sum_{l=1}^{\infty} \eta_2^2 \frac{\sigma_0^2 U^2/4h^2 v_0^2}{1 + (k \pm eHa \sin \theta / ch)^2 l_1^2},$$

whose inclusion does not affect significantly the skin depth of electromagnetic field attenuation.

The asymptotic behavior of the components of $\tilde{\sigma}_{ab}(k)$ in strong magnetic fields ($\gamma_1 = 1/\Omega_0 \ll 1$), i.e.,

$$\tilde{\sigma}_{yy}(k) = \sigma_1(k) \left( \gamma^2 \sigma_0 + \sigma_{zz} \tan^2 \theta + \gamma^2 \sigma_0^2 \right) / \sigma_1(k) + \gamma^2 \sigma_0^2,$$

$$\tilde{\sigma}_{zz}(k) = \sigma_1(k) \left( \sigma_1(k) + \gamma^2 \sigma_0 \sigma_{zz} \tan \theta \right),$$

is very sensitive to the emergence of a group of charge carriers with a quasi-one-dimensional energy spectrum.

We have omitted here insignificant numerical factors of the order of unity and small corrections of the order of $(k \tau)^2$ in the expression for $\sigma_{zz}$, i.e., the contribution of charge carriers with a quasi-two-dimensional spectrum to the current is taken into account, as before, in the approximation valid for normal skin effect.

If $\sigma_1$ and $\sigma_0$ are of the same order of magnitude, the value of $\tilde{\sigma}_{yy}(k)$ does not attain saturation in strong magnetic fields as in the case of $\sigma_1 = 0$ and turns out to be much smaller than $\sigma_0$ in a fairly wide range of magnetic fields. This leads to a considerable increase in the conductor transparency.

The dispersion equation (4.3) taking into account relations (4.25)–(4.27) makes it possible to determine the length of attenuation of electromagnetic fields in a strong magnetic field:

$$\delta_1 \equiv \tilde{\delta}_0 / \eta, \quad \delta_2 \equiv \tilde{\delta}_0 / \gamma,$$  \hspace{1cm} (4.28)
where \( \delta_0 = \{c/2 \pi \omega (\sigma_0 + \sigma_1) \}^{1/2} \).

If \( \sigma_1 \) is much smaller than \( \sigma_0 \), but \( \sigma_1 \gg \gamma^2 \sigma_0 \), the expression for \( \delta_0 \) should be supplemented with the small factor \((\sigma_1/\sigma_0)^{1/2}\). For \( \sigma_1 \ll \gamma^2 \sigma_0 \), the attenuation lengths for the electric fields \( E_x(x) \) and \( E_y(x) \) differ significantly (\( \delta_1 \equiv \delta_1 \) and \( \delta_2 \equiv \delta_2 \), respectively), by the electric fields along and across the layers for \( \sigma_1 \ll \gamma^2 \sigma_0 \) contain both components with considerably different attenuation lengths \( \delta_1 \) and \( \delta_2 \). Consequently, in pure conductors for which \( l \eta \gg \delta_0 \), not only the field \( E_x(x) \), but also the field \( E_y(x) \) attenuate over distances considerably longer than the mean free path of charge carriers in magnetic fields for which \( r \ll \delta_0 \).

When an electromagnetic wave propagates along the \( y \)-axis, the presence of a group of charge carriers with a quasi-one-dimensional energy spectrum does not affect significantly the attenuation length of electromagnetic waves. As in the case of a single group of charge carriers with the dispersion relation \((\sigma_1/\sigma_0)^{1/2}\), the electric field along the layers attenuates over distances of the order of \( \delta_1 \), and the electric field along the normal to the layers penetrates a quasi-two-dimensional conductor to the depth \( \delta_0 \) for which the above formulas (4.11), (4.14)–(4.16) are valid. The effect of charge carriers with spectrum (2.2) on the propagation of electromagnetic waves becomes significant when \( \cos \alpha \approx \gamma^2 \sigma_0/\sigma_1 \), where \( \alpha \) is the angle between the wave vector and the predominant direction of the velocity of charge carriers with a quasi-one-dimensional energy spectrum.

Thus, analyzing the dependence of surface impedance on the magnetic field during the propagation of an electromagnetic wave in two different directions in the plane of the layers, we can determine unambiguously the presence of a quasi-one-dimensional cavity on the Fermi surface and its contribution of the electrical conductivity of an organic conductor.

### 4.2. Anomalous skin effect

With increasing frequency of an electromagnetic wave, the skin depth \( \delta \) decreases, and the relation between current density and electric field becomes essentially nonlocal for \( \delta \ll 2r \). In this case, Maxwell’s equations are of the integral type even in the Fourier representation.\(^{39}\) Hartmann and Luttinger\(^{40}\) proposed a correct solution of these equations in a magnetic field for some special cases. If we disregard numerical factors of the order of unity, we can obtain a reasonable solution of the physical problem, i.e., determine the dependence of surface impedance and other characteristics of waves in a conductor on physical parameters, with the help of a correct estimation of the contribution of the integral term in formula (4.1) to the Fourier transform of the high-frequency current. In a magnetic field parallel to the sample surface, for \( \delta \ll r \), the contribution of charge carriers colliding with the sample surface to the current is significant. In the case of a nearly specular reflection of charge carriers by the sample boundary (the width of scattering indicatrix for charge carriers \( w \ll r^{3/2}/\delta_1^{1/2} \)), the contribution of conduction electrons “sliding” along the sample surface and remaining in the skin layer to the rf current is quite large. In this case, the asymptotic expression for \( \bar{\sigma}_{yy}(k) \) for large \( k \) has the form

\[
\bar{\sigma}_{yy}(k) = \frac{\omega^2}{\Omega(k)^{1/2}(w + r/l^2)},
\]

(4.29)

Using the dispersion equation (4.3), we can easily determine the attenuation length of electric fields, i.e.,

\[
\delta_2 = \frac{\hbar^6/5}{r^{1/5} (w + r/l)^{3/5}}, \quad \delta_1 = \delta_0 / \eta.
\]

(4.30)

In the range of not very strong magnetic fields, where \( \delta \ll r \ll l \), the impedance has a minimum for \( r = w/l \), and its position determines uniquely the width of indicatrix of charge carrier scattering at the sample boundary (Fig. 3).

Under the conditions of extremely anomalous skin effect, when the depth of electromagnetic wave penetration in the conductor is the smallest parameter of the problem having the dimensions of length (i.e., not only \( \delta_1 \), but also \( \delta_2 \) is much smaller than \( r \) and \( l \)), the values of \( \delta_1 \) and \( \delta_2 \) are connected through a universal relation in a magnetic field parallel to the sample surface for \( w \ll r^{3/2}/\delta_0^{1/2} \) : 33

\[
\delta_2 = \delta_0^{4/5} \eta^{2/5}.
\]

(4.31)

If \( w \gg r^{3/2}/\delta_1^{1/2} \) and \( \delta_1 \ll r \ll l \), the contribution to the rf current mainly comes from charge carriers that do not interact with the sample surface, and the relation between \( \delta_1 \) and \( \delta_2 \) has the form (4.7).

In the intermediate case when \( w^{3/2}/\delta_1^{1/2} \ll w \ll r^{3/2}/\delta_1^{1/2} \), only \( \delta_2 \) depends considerably on \( w \) for \( w \gg r/l^2 \):

\[
\delta_2 = r^{1/2} (\delta_0 / \eta)^{2/3}, \quad \delta_1 = w^{2/3} \delta_0^{4/5} r^{-1/5}.
\]

(4.32)

In the absence of open electron orbits, conduction electrons carry information on the field in the skin layer to the bulk of the conductor in the form of narrow spikes predicted by Azbel.\(^{41}\) The transport of electromagnetic field to the bulk of the conductor and the screening of the incident wave at the surface \( x = 0 \) are mainly accomplished by charge carriers moving in phase with the wave almost parallel to the sample surface. For \( \eta \ll \delta/r \), almost all of charge carriers participate in the formation of electromagnetic field spikes.\(^{42}\) The intensity of the spikes at distances from the sample surface multiple to the diameter of the electron orbit in the direction of the \( x \)-axis has the same order of magnitude in the collisionless limit. The inclusion of scattering of conduction electrons in the bulk of the conductor leads to field attenua-
tion in a spike at distances of the order of the mean free path of charge carriers. Thus, there are two scales of electromagnetic field attenuation length under the conditions of anomalous skin effect. Apart from the skin depth, the electromagnetic field penetrates into the bulk of the sample to a depth of the order of the mean free path of charge carriers.

For \( \eta \gg \delta r \), only an insignificant fraction of charge carriers of the order of \((\delta r / \eta)^{1/2}\) participates in the formation of spikes. The spread in the diameters of orbits of such carriers in the vicinity of the extremal diameter is comparable with the skin depth. As a result, with increasing distance from the surface \( x_s = 0 \), the intensity of each next spike acquires an additional small factor \((\delta r / \eta)^{1/2}\) apart from the exponential factor \( e^{-\eta x_s} \) taking into account attenuation of waves in the spike over the mean free path \( l \).

As the angle \( \theta \) approaches \( \pi/2 \), closed electron orbits become strongly elongated along the \( x \)-axis, and the spike mechanism of penetration of electromagnetic field in the bulk of the sample is replaced by the electron transport of the varying field in the form of Reuter–Sondheimer weakly attenuating quasi-waves \(^{39,43-46}\) when the diameter of the orbits in this direction exceeds the mean free path \( l \).

### 4.3. Weakly attenuating Reuter–Sondheimer waves

The drift of charge carriers along the normal to the sample surface facilitates the transport of electromagnetic field from the skin layer to the bulk of the conductor over a distance smaller than or of the order of the mean free path \( l \) of charge carriers. For \( \theta = \pi/2 \), the drift of charge carriers along open trajectories leads to penetration of electromagnetic field over a distance \( x \approx l \) even in a magnetic field parallel to the surface \( x_s = 0 \).

In order to determine the electric field in the bulk of the sample with the help of inverse Fourier transformation

\[
E_s(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} dk E_s(k) \exp(-ikx) \quad (4.33)
\]

we continue \( E_s(k) \) analytically to the entire complex \( k \)-plane and close the integration contour in formula (4.33) with an arc of infinitely large radius in the half-plane where \( \text{Im} k \approx 0 \). The skin depth is determined by the poles of the integrand in formula (4.33), while weakly attenuating waves are associated with integration along the cuts drawn from the branching point of the function \( E_s(k) \). It can easily be verified that the tensor component \( \sigma_{zz}(k) \) for indefinitely small \( \eta \) display a root singularity of the form

\[
\sigma_{zz}(k) = (\omega_0^2 \eta / \nu^2)( (\alpha^2_+ - 1)^{-1/2} + (\alpha^2_- - 1)^{-1/2} );
\]

\[
\Delta \sigma_{zz}(k) = \nu(\omega_0 / k\nu)^2 (k\nu / \nu^2 + 1)^{1/2},
\]

where \( \omega_0 \) is the frequency of plasma oscillations of charge carriers, \( \nu = \nu^{\text{max}}_s = \nu_r \), and \( \alpha_{\pm} = i(\nu k \pm \Omega) / \nu \). For \( \eta \ll 1 \), the time variation of the electron velocity \( \nu_s \) in the magnetic field \( \mathbf{H} = (0, H, 0) \) does not exceed \( \nu \eta^{1/2} \) so that away from the saddle points on the Fermi surface, charge carriers move in the momentum space along the \( p_z \)-axis virtually without acceleration over a distance equal to the period of a unit cell during the time \( T = 2 \pi \hbar c / a e H \nu_s \). In this case, \( \Omega \) appearing in the expression for \( \sigma_{zz} \) is equal to \( a e H \nu / \hbar c \).

The kernel of the integral operator \( K_{ij}(k, k') \) as a function of \( k \) also possesses a similar singularity.

The electromagnetic field decreases in proportion to \( x^{-3/2} \exp(-x/l) \) over distances from the sample surface which exceed considerably either \( r = \nu \Omega / \omega \), or the displacement of an electron during the wave period \( 2 \pi \nu / \omega \). For \( \Omega \gg \omega \), the slowly decreasing varying electric field

\[
E_s(x) = E_s(0) \eta^{-4/3}(c / \omega_0)^{4/3}(\nu / \omega)^{2/3} r^{-1/2} x^{-3/2} \times \exp(ix/r-x/l) \quad (4.36)
\]

oscillates upon variation of \( H \) at large distances \( x \gg r \).

The attenuation of the electric field \( E_s(x) \) over the mean free path of charge carriers for \( \eta \ll 1 \) has the form

\[
E_s(x) = E_s(0) \nu (c / \omega_0)^{4/3}(\nu / \omega)^{2/3} \times \exp(-x/l + i \nu / \omega \nu)
\]

\[
\nu / \omega \ll x \ll \nu / \omega \eta \quad (4.37)
\]

and is independent of the magnetic field.

The oscillatory dependence of \( E_s(x) \) on the magnetic field is manifested only in small corrections proportional to \( \eta^2 \).

For values of \( \eta \) that are not small in zero magnetic field, the functions \( \sigma_{zz}(k) \) and \( \sigma_{zz}(k) \) have a logarithmic singularity for \( k_1 = i \nu \nu_1 \) and \( k_2 = i \nu \nu_2 \), where \( \nu_1 \) is the electron velocity at the reference point on the Fermi surface in the \( x \)-direction and \( \nu_2 \) the projection of the velocity \( \nu_2 \) at the saddle point of the Fermi surface, at which connectedness of the line \( \nu_2 = \text{const} \) changes. \(^{44}\) For indefinitely small \( \eta \), these branching points of the rf conductivity tensor component become closer, and the logarithmic singularity changes into a root singularity for \( \eta = 0 \). \(^{47}\) For small \( \eta \), we choose the integration contour in the \( k \)-plane along the cuts drawn from the branching points \( k_1 \) and \( k_2 \) parallel to the imaginary axis so that we can bypass both branching points simultaneously. In this case, the electric field \( E_s(x) \) away from the skin layer assumes the form

\[
E_s(x) = -2 E_s(0) \int_{k_1}^{k_1 + i \nu_2} \int_{k_2}^{k_2 + i \nu_1} dk \left( k^2 - \frac{\omega^2}{c^2} \sigma_{zz}(k)^{-1} \right)
\]

\[
\times \exp(ikx) + \int_{k_1}^{k_1 + i \nu_2} \int_{k_2}^{k_2 + i \nu_1} dk \left( k^2 - \frac{\omega^2}{c^2} \sigma_{zz}(k)^{-1} \right) \exp(ikx).
\]

We can neglect the integral along lines connecting the branching points \( k_1 \) and \( k_2 \) and assume that \( \sigma_{zz}(k) \) is the value of the function \( \sigma_{zz}(k) \) at the left bank of the cut drawn from the point \( k_1 \), while \( \sigma_{zz}(k) \) is its value at the right band of the cut drawn from the point \( k_2 \). For definiteness, we assume that \( \nu_1 \) is greater than \( \nu_2 \). If we disregard anisotropy of the dispersion relation (2.1) for charge carriers in the plane of the layers, the diagonal components of the rf electrical conductivity tensor for \( k_1 \approx k \approx k_2 \) assume the form
in small regions of the Fermi surface near the saddle and reference points.

In a magnetic field, charge carriers belonging to one of the "banks" of the central open cross section of the Fermi surface, on which the velocity $v_s$ varies with time periodically in the interval between $v_2$ and $v_1$, move most rapidly to the bulk of the sample. Weakly attenuating waves propagate at a velocity equal to the extremal value $v_2$, and are described by formulas (4.36) and (4.37).

Weakly attenuating waves in a magnetic field tilted from the plane of the layers have a similar form. If the magnetic field lies in the $xy$ plane, i.e., $\theta = \pi/2$, a weakly attenuating wave with $\mathbf{q}$ differing noticeably from zero propagates at a velocity $\bar{v}_s$ equal to the drift velocity of charge carriers belonging to the open cross section of the Fermi surface containing the reference point along the $p_z$-axis. The asymptotic form of the electric field $E_i(x)$ is described by (4.37), and its oscillatory dependence on the magnetic field orthogonal to the axis of the corrugated cylinder is manifested, as before, only in small corrections proportional to $\eta^2$.

When electromagnetic waves propagate along the normal to the layers (along the $z$-axis), charge carriers can carry information on the field in the skin layer to the bulk of the sample only over a distance of the order of $l/\eta$, which exceeds the skin depth only for very small values of $\eta$.

The weakly attenuating electric field component can easily be determined with the help of relation (4.33) in which $x$ should be replaced by $z$. Without a loss in generality of the given problem, we shall confine our analysis only to the first two terms in expression (2.1) for $e(p)$, assuming that $e_1(p_z, p_x)$ is a constant quantity equal to $\eta v_0 h/\alpha$, where $v_0$ coincides in order of magnitude with the characteristic fermi velocity $v_F$ of charge carriers along the layers.

If the magnetic field is orthogonal to the layers, the Fourier components $\sigma_{ij}(k)$ of the electrical conductivity tensor assume the form

$$\sigma_{ij}(k) = \frac{2 e^2}{(2\pi\hbar)^3} \sum_n \int dp_z 2\pi m^* \frac{\sqrt{v_i^{(n)} v_j^{(n)}}}{\nu + i k v_F \eta \sin(a p_z / l) + i n \Omega}.$$ (4.44)

After simple calculations, we obtain

$$\sigma_{ij}(k) = \omega_0^2 \sum_n C_{ij}^{(n)} \frac{(k v_0 \eta)^2 + (\gamma_n \Omega)^2}{-1/2},$$ (4.45)

where $\gamma_n = \gamma + in$.
\[ V^{(n)} = \frac{1}{T} \int_0^T dt \nu_j(t,p) \exp(-in\Omega t), \]

and \( C_{ij}^{(n)} \) are numerical factors of the order of unity. For \( i = j \), all these factors are real-valued and positive, while in Hall’s nondissipative components they are imaginary as a rule and change sign upon inversion of \( i \) and \( j \) so that a helicoidal wave attenuating over a distance \( l_{\text{hel}} = \delta_0 (\Omega \tau)^{3/2} \) is formed in a strong magnetic field for \( \Omega \gg k \nu_0 \eta \).

For moderate magnetic fields in which \( k \eta \gg 1 \), Hall’s nondissipative Fourier components \( \sigma_{j}(k) \) are of the same order of magnitude as the dissipative diagonal components, and all of them possess a root singularity for \( k = k_{\pm} = (\omega \mp \Omega + i\tau/\nu_0 \eta) \). In this region of magnetic fields, electromagnetic field penetrates in the bulk of the sample only in the form of a Reuter–Sondheimer quasimode

\[ \mathbf{E}(z) = \mathbf{E}(0) \left( \frac{c}{\omega_0} \right)^{4/3} \left( \frac{\nu \eta}{\omega} \right)^{1/6} z^{-3/2} \exp[i k_{\pm} z], \]

\[ z \gg \nu \eta / \omega. \]  

### 4.4. Cyclotron resonance

In all organic conductors synthesized at present, the magnetic field orthogonal to the sample surface \( z \approx 0 \), cyclotron resonance can take place at multiple frequencies \( \omega = n \Omega \) in the case of essentially anisotropic spectrum of charge carriers in the plane of the layers. The shape of the resonance curve can be determined easily by using formula (4.45) for \( \sigma_{j}(k) \). Resonance takes place for \( r \eta \ll \delta_0 \), but it is manifested most clearly when \( l \eta \ll \delta_0 \). If \( l \eta \ll r \) in this case, all charge carriers with a quasi-two-dimensional energy spectrum participate in the formation of resonance effect. In the case of an isotropic spectrum of charge carriers in the plane of the layers, i.e., for \( \varepsilon_0(p_x, p_y) = \varepsilon_0(p_z) \), where \( p_z = (p_x^2 + p_y^2)^{1/2} \), we have only one resonance value of the magnetic field satisfying the condition \( \omega = \Omega \).

Diagonalizing the tensor \( \sigma_{j}(k) \), we obtain the following expression for the diagonal components of surface impedance:

\[ Z_{\mu} = \frac{8 \pi \omega}{c^2} \int_0^\infty \frac{dk}{k^2 - 4 \pi i \omega c^{-2} \sigma_{\mu}(k)}. \]

Under favorable conditions for cyclotron resonance, i.e., for \( l \eta \ll [r, \delta_0] \), the resonance value of the impedance is \( Z_{\text{res}} = 8 \pi \omega \delta_0 / c^2 \), and the resonance line width is \( (H - H_{\text{res}}) / H_{\text{res}} \approx \gamma \). Away from the resonance we have \( Z_{\mu} \equiv \gamma^{-1} Z_{\mu}^{\text{res}} \). If \( l \eta \approx \delta_0 \), both terms in the braces of formula (4.45) have the same order of magnitude, and the resonance line is “blurred.”

The detection of cyclotron resonance at multiple frequencies would make it possible to analyze in detail the energy spectrum of charge carriers, but the observation of this effect requires long mean free paths of charge carriers. The cyclotron resonance observed by Polisski et al. in (BEDT–TTF)_2ReO_4(H_2O) for only one resonance value of magnetic field cannot be regarded as an evidence of isotropic spectrum of charge carriers in the plane of the layers. The information on the dispersion relation of charge carriers in this compound can be refined by analyzing the Azbel–Kaner resonance in a magnetic field parallel to the sample surface, at which the cyclotron resonance at multiple frequencies takes place for any shape of the electron energy spectrum.

### 5. PROPAGATION OF ACOUSTIC WAVES

In an analysis of sound absorption in ordinary metals, the inclusion of electromagnetic waves accompanying an acoustic wave is essential in the range of strong magnetic fields, when the radius of curvature \( r \) of charge carrier trajectories is much smaller than not only the mean free path of the carriers, but also the acoustic wave length \( k^{-1} \). If, however, the inequality

\[ 1 \ll k \rho < kl, \]

is satisfied, the attenuation of sound in a metal is mainly determined by the deformation mechanism associated with the renormalization of electron energy in the field of the wave. In low-dimensional conductors, the role of electromagnetic fields excited by sound is significant in a wider range of magnetic fields, including fields satisfying the inequality (5.1). In this region of magnetic fields, the sound absorption coefficient \( \Gamma \) oscillates upon a change in reciprocal magnetic field. If the magnetic field is orthogonal to the wave vector \( \mathbf{k} \), and the trajectories of charge carriers in the momentum space are closed, the amplitude of oscillations in a normal metal is small in comparison with the smoothly varying component of \( \Gamma \) since oscillations are formed by a small group of charge carriers with a diameter of orbits close to the extremal diameter. This effect predicted by Pippard is associated with periodic repetition of the conditions of effective interaction of a charge with an acoustic wave, when the number of wave lengths corresponding to the diameter of the electron orbit changes by unity. If the vectors \( \mathbf{k} \) and \( \mathbf{H} \) are not orthogonal, the average velocity of a charge in the direction of propagation of the sound differs from zero for any shape of the Fermi surface, i.e., charge carriers drift in the direction of wave propagation. The existence of points at which the interaction with the wave is most effective on such a trajectory leads to a resonant dependence of the sound absorption coefficient on reciprocal magnetic field. In ordinary metals, periodic variations of \( \Gamma \) with \( 1/H \), which are not associated with quantization of the motion of charge carriers with an amplitude much larger than the minimum value of \( \Gamma \), are possible only in the presence of drift along \( \mathbf{k} \).
In contrast to conventional metals, the formation of Pippard oscillations in low-dimensional conductors involves virtually all charge carriers on the Fermi surface since the diameters of their orbits are close in value. As a result, the amplitude of periodic variations of electrical conductivity and other acoustoelectronic coefficients with $1/H$ increases abruptly, and absorption is of the resonant type. In this case, we cannot obtain even an order-of-magnitude estimate of the sound absorption coefficient without taking into account electromagnetic fields correctly.

5.1. Longitudinal wave propagating along the layers

Let us consider a longitudinal acoustic wave ($\mathbf{u} = (u,0,0)$) propagating along the layers in a quasi-two-dimensional conductor in a magnetic field $\mathbf{H}$. Using formulas (3.19)–(3.21), we can write the system of equations (3.18) after elimination of the field $\mathbf{E}_s$ in the form

$$\begin{align*}
(\bar{a}_y + \xi k H/c) \omega u + (\xi \sigma_{yy} - 1) \bar{E}_y + \xi \partial_y \bar{E}_z &= 0, \\
(\bar{a}_z + \xi k H/c) \omega u + \xi \partial_z \bar{E}_y + (\xi \sigma_{zz} - 1) \bar{E}_z &= 0, \\
(\omega^2 - s^2 k^2) p u + [ik \bar{c}_{xx} + c^{-1}(\bar{a}_x H_z - \bar{a}_z H_x)]k \omega u &+ [ik \bar{b}_{xy} + c^{-1}(\bar{a}_y H_z - \bar{a}_z H_y)] \bar{E}_y + [ik \bar{b}_{xz} + c^{-1}(\bar{a}_z H_y - \bar{a}_x H_z)] \bar{E}_x = 0,
\end{align*}$$

where

$$s = (\lambda_{xxx} / \rho)^{1/2}, \quad \xi = 4 \pi i / (k^2 c^2 - \omega^2),$$

$$\bar{a}_{\alpha \beta} = \sigma_{\alpha \beta} - \sigma_{\alpha x} \sigma_{\beta x} / \sigma_{xx}, \quad \bar{a}_{ij} = a_{ij} - a_{xy} \sigma_{xx} / \sigma_{xx},$$

$$\bar{b}_{ij} = b_{ij} - b_{ix} \sigma_{xx} / \sigma_{xx}, \quad \bar{c} = c_{ij} - b_{ij} \sigma_{xx} / \sigma_{xx}.$$  

$$\alpha, \beta = x, y, z.$$  

For $\omega \tau \ll 1$, the root of the dispersion equation describing an acoustic wave is close to $\omega/s$, and we can write it in the form

$$k = \omega / s + k_1.$$  

In the case of weak corrugation of the Fermi surface ($\eta \ll 1$), the expression for $k_1$ has the form

$$k_1 = i k^2 / 2 \rho s - \frac{1}{1 - \xi \bar{a}_{yy}} \left[ \xi (\bar{a}_{yy} \bar{E}_{yy} - \bar{c}_{yy} \bar{E}_{yy}) + \bar{c}_{yy} - i (\bar{a}_{yy} \bar{c}_{xx} - \bar{c}_{xx} \bar{a}_{yy}) \right]_{k = \omega / s}.$$  

Vectors $\mathbf{H}$ and $\mathbf{k}$ are orthogonal. In a magnetic field $\mathbf{H} = (0, H \sin \theta, H \cos \theta)$ orthogonal to the direction of wave propagation, the solution of the kinetic equation in the Fourier representation can be written in the form

$$\psi = i t' g(t') \exp\left\{ ik[x(t') - x(t)] + \nu(t' - t) \right\} / (1 - \exp(-\nu T)) = \hat{R} \mathbf{g},$$

where $T$ is the period of rotation of charges in the magnetic field. In the range of magnetic fields for which the inequality (5.1) is satisfied, the interaction with the acoustic wave is most effective for charge carriers moving in phase with the wave. Such carriers make the main contribution to the components of acoustoelectronic tensors which can easily be calculated with the help of the stationary phase method. The amplitude of their oscillations with $1/H$ is large if the quasi-two-dimensionality parameter $\eta$ satisfies the condition $kr \eta \ll 1$ for which the spread in the diameter of electron orbits $\Delta D \equiv 2r \eta$ becomes much smaller than the acoustic wave length. Let a charge pass through two stationary phase points at which $k \nu_c = \omega$ during the period of motion $T$. Then the following expressions hold for $\sigma_{yy}$ and $a_{yy}$ for $\eta \to 0$:

$$\sigma_{yy}(k) = (G / k D)(1 - \sin k D),$$

$$a_{yy}(k) = -i (G / \mu D_e / e v k D) \cos k D,$$

where $D = e D_p / (e H \cos \theta)$, $D_p$ being the averaged diameter of the Fermi surface along the $p_y$ axis, $G = 4 \nu D_p e^2 \pi (a_c / 2 \pi n)^2$, and $\Lambda_{xx}(\mathbf{p})$ the value of the quantity $\Lambda_{xx}(\mathbf{p})$ at the stationary phase points.

It can easily be verified that the value of $\bar{a}_{yy}$ is mainly determined by the $a_{yy}$ component, and hence the denominator in formula (5.4) for $k_1$ decreases significantly for $kD = 2 \pi n (1 + 1/4)$. This leads to the emergence of sharp peaks of the sound absorption coefficient $\Gamma$, which are repeated periodically with the period

$$\Delta \left( \frac{1}{H} \right) = \frac{2 \pi e \cos \theta}{kcD_p}.$$  

The height

$$\Gamma = \frac{\omega \tau}{D} \left[ \frac{D}{T} \right]^2 (kD \eta)^2.$$  

of these resonance peaks is proportional to $H$ for $l \ll k r^2$. Regions of high acoustic transparency in which the absorption coefficient has the form

$$\Gamma = \frac{\omega \tau}{D} \left[ \frac{D}{T} \right]^2 (kD \eta)^2.$$  

are situated away from the resonance (in regions where $\sin k D$ differs considerably from unity).

We can easily obtain explicit expressions for $\Gamma$ for arbitrary $kr \eta$. Let us consider by way of an example a layered quasi-two-dimensional conductor for which the dispersion relation for charge carriers has the form

$$\epsilon(\mathbf{p}) = \frac{p_x^2 + p_y^2}{2m} + \frac{h}{a} \nu_0 \cos \left( \frac{ap_z}{h} \right), \quad \nu_0 = 2 e F / m,$$

and the deformation potential tensor components $\Lambda_{ik}(\mathbf{p})$ can be represented in the form

$$\Lambda_{ik}(\mathbf{p}) = \Lambda_{ik}^{(0)}(\mathbf{p}) + \eta L_{ik} \cos \left( \frac{ap_z}{h} \right),$$

where
\[ \Lambda_{ik}^{(0)}(p) = -\frac{1}{m} \begin{bmatrix} p_x^2 - m \varepsilon_F & p_x p_y & 0 \\ p_x p_y & p_y^2 - m \varepsilon_F & 0 \\ 0 & 0 & 0 \end{bmatrix}, \]

the matrix components \( L_{ik} \) coinciding the Fermi energy in the order of magnitude.

Let us write the expressions for some components of acoustoelectronic tensors obtained in the main approximation in the small parameters \( \gamma = (\Omega \tau)^{-1} \) and \( (kD)^{-1} \) for a magnetic field orthogonal to the layers: \(^{52,53}\)

\[ \sigma_{\gamma \gamma} = \frac{4N e^2}{mv \pi kD} \left[ 1 - J_0(\zeta) \sin kD \right], \]
\[ \sigma_{\gamma z} = -\sigma_{z \gamma}^{(2)} = \frac{4N e^2}{mv \pi kD} J_0(\zeta) \cos kD, \]
\[ c_{ss} = \frac{Nmv_0}{v \pi kD} \left[ 1 + J_0(\zeta) \sin kD \right], \]

(5.12)

where \( N \) is the number density of charge carriers with a quasi-two-dimensional dispersion relation, \( J_0 \) Bessel’s function of \( \zeta = kR \eta \), and \( R = 2\hbar c/(eH\alpha) \). The diameter \( D \) of the electron orbit in the case under investigation has the form \( D = 2c \nu \eta m / (eH) \).

For \( \zeta \gg 1 \), the corrugation of the Fermi surface is quite strong, and absorption coefficient behaves as in an ordinary isotropic metal:

\[ \Gamma = \Gamma_0 \Omega_0 \tau \left[ 1 + \left( \frac{2}{\pi \zeta} \right)^{1/2} \cos \left( \zeta - \frac{\pi}{4} \right) \sin(kD) \right] \bigg|_{\nu = \omega}, \]

(5.13)

where \( \Omega = eH/(mc) \); \( \Gamma_0 = Nm \nu \eta \zeta (4\pi \rho s^2) \) is the energy absorption coefficient for acoustic waves in zero magnetic field.

For \( \zeta \ll 1 \), specific features of the quasi-two-dimensional conductor are manifested, and \( \Gamma \) is given by

\[ \Gamma = \Gamma_0 \Omega_0 \tau \left[ 1 + \frac{\mu \zeta^2/2 + i\mu (1 + \sin kD)}{1 - \sin kD + (\pi \gamma)^2/2 + \zeta^2/2 + 9/8(kD)^2 - i\mu} \right], \]

(5.14)

where \( \mu = \pi \nu \zeta \omega / (2\pi^2 \omega_0 \Gamma \tau) \), \( \omega_0 \) being the frequency of plasma oscillations. If the latter is comparable with the value typical of ordinary metal \((10^{15} - 10^{16} s^{-1})\), the parameter \( \mu \) in the ultrasonic frequency range is quite small, and periodic variations of \( \Gamma(1/\nu) \) have the form of giant resonance oscillations (Fig. 4).

Vectors \( \mathbf{H} \) and \( \mathbf{k} \) are not orthogonal. Let us now consider the case when the magnetic field \( \mathbf{H} = (H \sin \varphi, 0H, \cos \varphi) \) is not orthogonal to the vector \( \mathbf{k} \). In this case, the value of the velocity component \( \nu_x \) along the direction of the wave vector averaged over the period differs from zero, and the solution of the kinetic equation has the form

\[ \nu_x = \frac{1}{T} \int_0^T dt \frac{\nu_x(t)}{h} \exp \left\{ i \frac{\nu x(t)}{h} \sin \varphi \right\} I_n(t), \]

(5.15)

FIG. 4. Dependence of the absorption coefficient of a longitudinal acoustic wave on the reciprocal magnetic field \( D \approx 1/H \) in relative units.

\[ \psi = \frac{\int_{t'} t' dt' g(t') \exp[i(kx(t') - x(t) + \nu(t' - t))]}{1 - \exp[-\nu T - i\mathbf{k}\nu I]} \]

(5.16)

It follows from the equation of motion (3.9) for a charge with the dispersion relation (2.1) that its velocity components averaged over the period \( T \) satisfy the relation

\[ \nu_x = \tan \varphi \nu_z; \quad \nu_y = \frac{1}{T} \int_0^T \nu_y(t) dt H, \]

(5.17)

The displacement of an electron over the period of motion along the wave vector is given by

\[ \bar{\nu}_x T = -\tan \varphi \sum_{n=1}^\infty \frac{a \nu_x(t, p_H) \sin \nu_n \nu}{h} \]

\[ = -\tan \varphi \sum_{n=1}^\infty \frac{a \nu_x(t, p_H) \sin \left( \nu_n h \cos \theta \right)}{h \cos \theta} \]

\[ = \frac{1}{h} \nu x(\nu x, \nu H) \tan \varphi \]

(5.18)

If we take into account the fact that \( \nu_x \) and \( \nu_y \), and hence \( \nu_x \) depends weakly on the integral of motion \( p_H = \nu_x \sin \varphi + \nu_y \cos \varphi \) in a magnetic field, the drift velocity of electrons along \( \mathbf{k} \) in the main approximation in the small parameter \( \eta \) of quasi-two-dimensionality of the electron energy spectrum assumes the form

\[ \nu_x = -\nu_x \sum_{n=1}^\infty \frac{a \nu_x(t, p_H) \sin \nu_n \nu}{h} \exp \left\{ i \frac{\nu_n \nu}{h \cos \varphi} \right\} \]

(5.19)

These relations are valid for \( \Omega \tau \approx (eH \cos \varphi mc) \ll 1 \), i.e., when \( \cos \varphi \) differs from zero considerably.

It can be easily seen that the main term in formula (5.18) proportional to \( I_1(\nu x) \) vanishes for certain values of \( \nu x \), and there exists a large number of values of the angle \( \nu x = \nu x \) in the vicinity of zeros of the function \( I_1(\nu x) \), for
which the drift velocity $v_\phi$ of charge carriers along the acoustic wave vector coincides with the velocity $s$ of propagation of the acoustic wave, and their interaction with the wave is most effective. As a result, we can expect the presence of narrow peaks in the dependence of the damping decrement of acoustic waves on the angle $\varphi$.

Using the stationary phase method, we can easily calculate the acousto-electronic tensor components in the presence of electron drift along $k$ also. For example, for the dispersion relation (5.10) for charge carriers, we obtain the following expression for $\sigma_{\gamma\gamma}$ for small $\varphi$:

$$\sigma_{\gamma\gamma} = \frac{4Ne^2}{\pi mvkD} \left( 1 - \sin kD \left( 1 + \frac{1}{1 + \alpha^2} \right) \right) \left( \frac{1}{3\gamma} \left( \frac{\alpha^2}{2} \sin kD \right) + \frac{\alpha^2}{2} \sin kD \left( 1 - \left( \frac{\alpha^2}{2} \right) \right) \right).$$

(5.20)

Here $D = 2\nu_0/\Omega$, $\alpha = kD\tan \varphi/\ell$ and $\gamma = (\hbar^{-1}mv\tan \varphi)$. The component $\sigma_{\gamma\gamma}$ oscillates with reciprocal magnetic field, and its complex periodic dependence on the angle $\varphi$ can be described in terms of the quantity $a$. The remaining acousto-electronic coefficients behave similarly.

For $\alpha \varphi \ll 1$, we can easily obtain the following expression for $k_1$:

$$k_1 = \frac{i\omega N\nu}{4\pi \rho s^2} \left( 2\pi \sin^2 kD \left[ 1 - \left( \frac{\alpha^2}{2} \right) \right] \right) \left( 1 - \sin kD \right) \left( \frac{\alpha^2}{2} \right).$$

(5.21)

If $\alpha \varphi \ll 1$, we obtain

$$k_1 = \frac{i\omega N\nu}{4\pi \rho s^2} \left( \frac{\alpha^2}{2} \sin^2 kD + \frac{\alpha^2}{2} \right).$$

(5.22)

For $\gamma \alpha^2 \ll 1$, the oscillating terms exceed the smoothly varying terms not only in the denominator, but also in the numerator of formula (5.21). This leads to giant oscillations of the sound absorption coefficient $\Gamma = \text{Im} k_1$, upon a variation of the reciprocal magnetic field as well as the angle $\varphi$ between $H$ and $n$. In the case, when the displacement of charge carriers along $k$ during their mean free time is much larger than the acoustic wave length, these oscillations also take place. Then we can write the following expression for $k_1$:

$$k_1 = \frac{i\omega N\nu}{4\pi \rho s^2} \left( 2\pi \sin^2 kD + \frac{\alpha^2}{2} \right), \quad 1 \ll \alpha \ll 1/\gamma.$$

(5.23)

Thus, the existence of even a small displacement of charge carriers along $k$ affects significantly the sound absorption $\Gamma$. For $\sin kD = 1$, the function $\Gamma(H)$ attains its maximum value

$$\Gamma_{\text{max}} = \frac{\Gamma_0}{(1 + \alpha^2)^{1/2}}.$$  

(5.24)

A slight deviation of $\sin kD$ from unity leads to a strong decrease in $\Gamma$ which has the minimum value $\Gamma_{\text{min}} = \Gamma_0/\Omega\tau$ for $\sin kD = -1$ if $\alpha^2 \ll 1$. For $\gamma \ll 3\alpha^2/2 \ll 1$, the minimum of $\Gamma(H)$ is shifted towards the values of $H$ for which $\sin kD$ is close to zero, and the function $\Gamma(H)$ has a local peak $\Gamma = \Gamma_0/\alpha^2$ for $\sin kD = -1$. This peak increases with $\alpha$ and attains the value $\Gamma_0$ of the sound absorption coefficient in zero magnetic field for $\alpha = 1$. At the same time, the main peak decreases with increasing $\alpha$ and approaches the local maximum. For $\sin kD = -1$, the absorption coefficient oscillates with a large amplitude exceeding the minimum value of $\Gamma$ by a factor of $\Omega\tau$.

Figures 5, 6, and 7 show the dependence of absorption coefficient on the quantity $\hbar = H_0/H$ ($H_0 = 2\omega c m\nu_0/\ell$) for $k1 = 10^4$, $\eta = 10^{-2}$, $x = \tan \varphi = 1.5 \times 10^{-2}$. The upper and lower figures differ in scale.
and on $\tan \varphi$.

It can easily be seen that the dependence of $\Gamma$ on $1/H$ and $\tan \varphi$ described above remains valid for an arbitrary form of the quasi-two-dimensional electron energy spectrum. If the electron orbit contains only two stationary phase points, the value of $D = cD_p/eH$ is determined by the diameter $D_p$ of the Fermi surface in a direction orthogonal to the vectors $k$ and $H$.

Noticeable manifestation of the effect of drift of charge carriers on the oscillatory dependence of $\Gamma$ on $1/H$ at ultrasonic frequencies ($\omega \approx 10^8 \text{s}^{-1}$) is determined by certain requirements. For example, we must use perfect samples with a large mean free path of charge carriers and strong magnetic fields of the order of 10 T. In this range of magnetic fields, the Shubnikov–de Haas effect is manifested clearly in compounds of tetrathiafulvalene, which indicates that the condition $\Omega \tau \gg 1$ is satisfied, and at the same time the separation between quantized electron energy levels is much smaller than not only the Fermi energy, but also the quantity $\eta eF\tau$.

Under these conditions, a semiclassical description of non-equilibrium processes is valid. In stronger magnetic fields, the quantization of electron energy levels is significant, but the effects described above must also be observed.

**Presence of a quasi-one-dimensional group of charge carriers.** In order to clarify the role of a quasi-one-dimensional group of charge carriers in attenuation of acoustical waves, we consider a simple model of the energy spectrum for a two-band conductor. We assume that the dispersion relation (5.10) is valid for one group of charge carriers, while the other group has a quasi-one-dimensional dispersion relation of the form

$$
\varepsilon_1(p) = \pm \mathbf{p} \cdot \mathbf{N} \mathbf{v}_1 + \eta_1 \frac{h}{\mathbf{a}} \mathbf{v}_1 \cos \left( \frac{anp_x}{h} \right). \tag{5.25}
$$

Here $\eta_1 \ll 1$ and $\mathbf{v}_1$ is the velocity of an electron with the Fermi energy on a quasi-one-dimensional sheet of the Fermi surface. The vector $\mathbf{N} = (\cos \beta, \sin \beta, 0)$ is oriented in the plane of the layers and forms an angle $\beta$ with the direction of wave propagation.

In this case, for calculating acoustoelectronic tensors, we must carry out integration in formulas (3.21) over all sheets of the Fermi surface, and each component is the sum of the contributions from quasi-two-dimensional and quasi-one-dimensional ($\sigma_{ij}^{(1)}, a_{ij}^{(1)}, b_{ij}^{(1)}, c_{ij}^{(1)}$) groups of charge carriers.

The existence of preferred direction of the velocities of charge carriers in the quasi-one-dimensional group is manifested in the dependence of their deformation potential $\Lambda_{kl}^{(1)}$ on the angle $\beta$. If crystal deformation does not lead to a redistribution of charges between electron groups, we can naturally assume [bearing in mind relation (3.12)] that $\Lambda_{kl}^{(1)}$ vanishes in the main approximation in the small parameter $\eta_1$. If we put $\Lambda_{kl}^{(1)} = \eta_1 eF \cos \beta$, the expressions for the contributions to acoustoelectronic coefficients from the electrons of the quasi-one-dimensional group assume the form

$$
\sigma_{ij}^{(1)} = \hbar \frac{N_1 e^2 \mathbf{v}_1^2}{\mathbf{N} \mathbf{v}_1} N_i N_j, \quad i,j = x,y;
$$

$$
\sigma_{xx}^{(1)} = \hbar \frac{N_1 e_F \cos^2 \beta}{\nu} N_x N_x;
$$

$$
a_{xx}^{(1)} = \eta_1 \hbar \frac{N_1 e \mathbf{v}_1}{\nu} k \cos^3 \beta,
$$

$$
a_{xx}^{(1)} = \eta_1 \hbar \frac{N_1 e \mathbf{v}_1}{\nu} k \cos \beta \sin \beta,
$$

$$
h_\beta = \left[ 1 + (k\tau)^2 \cos^2 \beta \right]^{-1}. \tag{5.26}
$$

Here $l = \mathbf{v}_1 \tau$ and $N_1$ is the number density of charge carriers with the quasi-one-dimensional dispersion relation. The contribution to the acoustoelectronic coefficients from the quasi-two-dimensional group of charge carriers have the form (5.12) and similar relations.

In the main approximation in the small parameters $(\Omega \tau)^{-1}$, $(kD)_0^{-1}$, the absorption coefficient for a longitudinal acoustic wave has the form

![Graph](image_url)
\[
\Gamma = \Gamma_0 \Omega_0 \tau \frac{1 - J_0^2(\xi) + kDg_\beta [1 + J_0(\xi) \sin kD] + \eta_1^2 kDf_\beta \cos^2 \beta [1 - J_0(\xi) \sin kD]}{1 - J_0(\xi) \sin kD + kDg_\beta} \bigg|_{k = \omega/s}.
\]

The functions
\[
f_\beta = \frac{N_1}{N} \frac{(kl)^2 \cos^2 \beta}{1 + (kl)^2 \cos^2 \beta} \quad \text{and} \quad g_\beta = \frac{N_1}{N} \frac{\sin^2 \beta}{1 + (kl)^2 \cos^2 \beta}
\]
do not exceed unity when the number densities of charge carriers of both electron groups are equal. In expression (5.4), we have neglected unity in comparison with the quantity \(|\xi \bar{\sigma}_{xy}|\). This corresponds to the inequality \(c^2/\omega^2 D/|s|^3 \omega_0^2 \tau \ll 1\) which is satisfied in the ultrasonic frequency range if the frequency of plasma oscillations \(\omega_0\) in a quasi-two-dimensional conductor is of the same order of magnitude as in an ordinary metal. Insignificant numerical factors in formula (5.27) have been omitted.

The presence of a group of charge carriers with a quasi-one-dimensional dispersion relation leads to considerable anisotropy in attenuation of an acoustic wave in the plane of the layers. If the wave propagates along the preferred direction of velocities of electrons belonging to this group (\(\beta = 0\)), the sound absorption coefficient can be represented in the form
\[
\Gamma = \Gamma_0 \left(1 + \frac{1 - J_0^2(\xi)}{1 - J_0(\xi) \sin kD} + \frac{\eta_1^2 N_1}{N_2} \frac{\omega \tau}{s \nu_0} \right) \bigg|_{k = \omega/s}.
\]

For \(\xi \ll 1\), the corrugation of the quasi-two-dimensional cavity on the Fermi surface is quite small, and the first term in formula (5.28) assumes the form of sharp resonance peaks. The resonant dependence of \(\Gamma\) on \(H^{-1}\) can be observed by measuring the derivative of \(\Gamma\) with respect of reciprocal magnetic field. In this case, charge carriers belonging to the quasi-one-dimensional group make a contribution to the ‘‘background’’ component of \(\Gamma\).

When the angle \(\beta\) deviates from zero, the resonant nature of the dependence \(\Gamma(H^{-1})\) is preserved as long as the inequality \(\pi/2 - \beta > (kD)_{1/2}/kl\) is satisfied. When the value of the angle \(\beta\) approaches \(\pi/2\), the resonant behavior of the sound absorption coefficient changes for giant oscillations which assume the following form for \(\beta = \pi/2\):
\[
\Gamma = \Gamma_0 \Omega_0 \tau \left(1 + J_0(\xi) \sin kD\right) \bigg|_{k = \omega/s}.
\]

For \(\sin kD = -1\), the absorption coefficient \(\Gamma\) assumes its minimum value which is the smaller, the weaker the corrugation of the Fermi surface.

Figures 8 and 9 show the dependence of absorption coefficient on \(h\) and \(\cos \beta\).

The peaks on the experimentally observed dependence of \(\Gamma\) on the magnitude and orientation of magnetic field are considerably less sharp than those in Figs. 5–9 since the value of \(kl\) in the layered conductors studied at present considerably exceeds unity only in the region of hypersonic frequencies.

---

**FIG. 8.** Dependence of the absorption coefficient \(\Gamma/\Gamma_0\) on \(h = H_0/H\) (\(H_0 = 2 \omega_0 m \nu_0/e\sigma\)) and \(x = \cos \beta\) for \(\eta = \eta_1 = 10^{-2}\), \(N_1/N_2 = 1\), and \(kl = 10^2\).

**FIG. 9.** Cross sections of the curve in Fig. 8 by the planes \(x = 1\) (a) and \(x = 0\) (b).
5.2. Transverse wave propagating along the layers

In the case of transverse polarization of an acoustic wave \( \mathbf{u} = (0, u_y, u_z) \), the magnetic field \( \mathbf{H} = (0, H \sin \theta, H \cos \theta) \) oriented perpendicularly to the wave vector appears in Maxwell’s equations

\[
\vec{E}_a = \frac{m \omega^2}{e} u_a + \xi j_a; \quad \alpha = y, z
\]

(5.30)

only in expressions for acoustoelectric coefficients. Using formulas (3.21), we can write these equations in the form

\[
j_y (1 - \xi \vec{\sigma}_{yy}) - j_z \xi \vec{\sigma}_{yz} = \left( k \omega \vec{a}_{yy} + \frac{m \omega^2}{e} \vec{\sigma}_{yy} \right) u_y + \left( k \omega \vec{a}_{yz} + \frac{m \omega^2}{e} \vec{\sigma}_{yz} \right) u_z,
\]

\[
- j_y \xi \vec{\sigma}_{zy} + j_z (1 - \xi \vec{\sigma}_{zz}) = \left( k \omega \vec{a}_{zy} + \frac{m \omega^2}{e} \vec{\sigma}_{zy} \right) u_y + \left( k \omega \vec{a}_{zz} + \frac{m \omega^2}{e} \vec{\sigma}_{zz} \right) u_z.
\]

(5.31)

Let us consider the propagation of a transverse acoustic wave in a conductor with one group of charge carriers possessing a quasi-two-dimensional energy spectrum. Supplementing Eqs. (5.31) with equations (3.2) from the theory of elasticity, we obtain a system of equation whose compatibility condition

\[
\begin{vmatrix}
1 - \xi \vec{\sigma}_{yy} & - \xi \vec{\sigma}_{yz} & \chi_{yy} & \chi_{yz} \\
- \xi \vec{\sigma}_{zy} & 1 - \xi \vec{\sigma}_{zz} & \chi_{zy} & \chi_{zz} \\
(i \omega m/e) + i k \xi \vec{b}_{yy} & ik \xi \vec{b}_{yz} & (\omega^2 - s_z^2 k^2) \rho + \varphi_{yy} & (\omega^2 - s_z^2 k^2) \rho + \varphi_{yz} \\
i k \xi \vec{b}_{zy} & (i \omega m/e) + i k \xi \vec{b}_{zz} & \varphi_{zy} & \varphi_{zz}
\end{vmatrix} = 0
\]

(5.32)

is the dispersion equation of the problem. Here \( s_x = (\lambda_{zxx}/\rho)^{1/2} \) and \( s_z = (\lambda_{zzz}/\rho)^{1/2} \) are the velocities of acoustic waves polarized along the \( y \)- and \( z \)-axes, respectively, and

\[
\chi_{a\beta} = -k \omega \vec{a}_{ab} - \frac{m \omega^2}{e} \vec{\sigma}_{ab},
\]

\[
\varphi_{a\beta} = i k \left[ k \omega \vec{c}_{ab} + \frac{m \omega^2}{e} \vec{b}_{ab} \right].
\]

(5.33)

The elastic moduli tensor components \( \lambda_{zxx} \) and \( \lambda_{zzz} \) vanish if the \( xy \) plane is the symmetry plane of the crystal.\(^{39}\) Otherwise, these components must be taken into account, but this does not change the final results significantly.

In view of strong anisotropy of the energy spectrum for charge carriers, the absorption of acoustic waves polarized along the \( y \)- and \( z \)-axes, respectively, and the \( x \)- and \( z \)-axes do not interact with each other. Equating the expressions in the braces in (5.34) to zero, we obtain the dispersion equation for the wave polarized along the \( y \)-axis. Its solution can be presented in the form \( k = \omega/s_z + k_z \), where

\[
k_z = \frac{i}{2 ps_z (1 - \xi \vec{\sigma}_{zz})} \left[ \xi k \omega (\vec{a}_{yy} \vec{b}_{yy} - \vec{c}_{yy} \vec{\sigma}_{yy}) + \frac{m \omega^2}{e} (\vec{a}_{yy} + \vec{b}_{yy}) k \omega \vec{c}_{yy} + \frac{m^2 \omega^3}{ke^2} \vec{\sigma}_{yy} \right]^{-1}. \quad (k = \omega/s_z)
\]

(5.35)

The denominator in this expression has the same form as in formula (5.4) for \( k_1 \). It follows hence that the absorption of a transverse acoustic wave polarized along the \( y \)-axis in a conductor with a single quasi-two-dimensional group of charge carriers is of resonance type like the absorption of a longitudinal wave.

The deviation of the second root of Eq. (5.34) from \( \sigma l/s_z \) is described by the formula

\[
k_3 = \frac{i}{2 ps_z} \left[ \frac{m \omega^2}{e} \left( \frac{\vec{a}_{zz}}{1 - \xi \vec{\sigma}_{zz}} + \vec{b}_{zz} \right) + \frac{m \omega^2}{e} \left( \frac{s_z \vec{c}_{zz}}{1 - \xi \vec{\sigma}_{zz}} \right) \frac{\omega^2}{s_z} \vec{\sigma}_{zz} \right]^{-1}. \quad (k = \omega/s_z)
\]

(5.36)

It can easily be verified that the last term in the brackets in formula (5.36) has the highest order of magnitude. Its contribution to the absorption coefficient is decisive and has the form

\[
\Gamma = \Gamma_0 \eta^2 \frac{l}{D} (1 + \sin kD).
\]

(5.37)
The peculiarity of quasi-two-dimensional energy spectrum of charge carriers for waves with the above polarization is manifested in stronger magnetic fields also, when \( kD \ll 1 \). In this case, the orientation magnetoacoustic effect is manifested in a strong oscillatory dependence of absorption coefficient on the angle formed by the magnetic field with the normal to the layers.\(^{3,60}\)

Electron orbits in the momentum space are cross sections of the Fermi surface by the plane \( p_H = \text{const} \), where \( p_H \) is the momentum component along the magnetic field. Consequently, integrating over the Fermi surface for calculating acoustoelectronic tensors by formulas (3.21), we can conveniently use the variables \( \varepsilon, t \), and \( p_H \). If we substitute \( p_z = p_H / \cos \theta - p_x \tan \theta \) into the integrands containing the expressions

\[
\Lambda_{zz}(p) = \sum_{n=1}^{\infty} \Lambda_n(p_x, p_y) \cos \left( \frac{anp_z}{h} \right),
\]

\[
\nu_z(p) = -\sum_{n=1}^{\infty} n \varepsilon_n(p_x, p_y) \frac{a}{h} \sin \left( \frac{anp_z}{h} \right),
\]

it can easily be verified that the corresponding acoustoelectronic coefficients are complex periodic functions of the angle \( \theta \) formed by the directions of magnetic field and the normal to the layers. All the orbits in a quasi-two-dimensional conductor are almost indistinguishable, and hence the momentum components \( p_x \) and \( p_y \) depend on \( p_H \) weakly. This allows us to obtain explicit dependence of acoustoelectronic coefficients on \( \theta \) and to make sure that they vanish for certain values of the angle \( \theta = \theta_0 \) in the approximation quadratic in the parameter \( \eta \). When \( \tan \theta_0 \approx 1 \), but \( \cos \theta_0 \approx 1/\Omega \tau \), the values of \( \theta_0 \) are repeated with a period \( \Delta (\tan \theta_0) = 2 \pi \eta / D_\rho \). These oscillations are associated with the motion of charge carriers in strongly elongated orbits in the momentum space, which intersect a large number of unit cells in the reciprocal lattice, and the period of oscillations is connected with a change in this number by unity.

In the case when the dispersion relation for charge carriers has the form (5.10), and the deformation potential is described by formula (5.11), the absorption coefficient has the form

\[
\Gamma = \eta^2 \Gamma_0 \frac{\omega \tau^0}{s} \frac{\gamma^2}{\frac{\omega \tau^0}{s} J_0^2(\xi)}.
\]

(5.39)

where \( \xi = (a \nu_0 m / h) \tan \Theta \). At points where Bessel’s function \( J_0(\xi) \) vanishes, we must take into account the next terms in the expansion in small parameters \( kD \) and \( s / \nu \).

### 5.3. Acoustic wave propagating across the layers

In order to solve the system of equations (3.1)–(3.3) in the case when a wave propagates across the layers, we must carry out Fourier transformations in the coordinate \( z \) considering that the solution of the kinetic equation has the form

\[
\psi = \int_{-\infty}^{\infty} dt' g[(z + z(t')) - z(t)] \exp[i(\nu(t' - t))],
\]

(5.40)

We consider the propagation of a longitudinal acoustic wave \( \mathbf{u} = (0, 0, u) \) in a magnetic field \( \mathbf{H} = (0, H \sin \theta, H \cos \theta) \). The system of equations for the Fourier components of ion displacement and electric field in this case has the form

\[
(\tilde{a}_{xx} k \xi + i H_y / c) \omega u + (\xi \sigma_{xx} - 1) \tilde{E}_x + \xi \tilde{a}_{yy} \tilde{E}_y = 0,
\]

\[
(\tilde{a}_{yz} k \xi \omega u + \xi \tilde{a}_{yy}) \tilde{E}_y + (\xi \sigma_{yy} - 1) \tilde{E}_y = 0,
\]

\[
(\omega^2 - s^2 k^2) \rho u + [ik \tilde{E}_{xx} + c^{-1} \tilde{a}_{xx} H_y] \omega u + [ik \tilde{b}_{yy} + c^{-1} \tilde{a}_{yy} H_y] \tilde{E}_y = 0,
\]

(5.41)

where

\[
\tilde{a}_{\alpha \beta} = a_{\alpha \beta} - \frac{\sigma_{\alpha \gamma} \sigma_{\beta \gamma}}{\sigma_{zz}}, \quad \tilde{a}_{zz} = a_{zz} - \frac{a_{zz} \sigma_{zz}}{\sigma_{zz}},
\]

\[
\tilde{b}_{\gamma \gamma} = b_{\gamma \gamma} - \frac{b_{zz} \sigma_{\gamma \gamma}}{\sigma_{zz}}, \quad \tilde{c}_{\gamma \gamma} = c_{\gamma \gamma} - \frac{b_{zz} \sigma_{\gamma \gamma}}{\sigma_{zz}},
\]

\[
s = (\lambda_{cccc} / \rho)^{1/2}.
\]

Acoustoelectronic coefficients are defined by formulas (3.21) in which

\[
\tilde{R}_g = \int_{-\infty}^{\tau} dt' g(t') \exp[i(k[z(t') - z(t)] + \nu(t' - t))].
\]

We shall describe the results of analysis of the dispersion equation of the system (5.41), which is carried out for \( \omega \tau \ll 1 \) for an acoustic wave propagating, as before, along the layers.

If the magnetic field is directed along the normal to the layers (\( \theta = 0 \)), the absorption is mainly determined by renormalization of the charge carrier energy under the action of deformation. In the case when the deformation potential is described by formula (5.11), the absorption coefficient satisfies the following expression:

\[
\Gamma = \Gamma_0 \frac{1}{k l} \left[ 1 + (\eta kl)^2 \right]^{1/2 - 1},
\]

(5.42)

which has the form

\[
\Gamma = \Gamma_0 \eta^2 k l,
\]

(5.43)

for \( k l \eta \ll 1 \). Here \( l = \nu_0 \).

If, however, the angle \( \theta \) differs from zero, but is not very close to \( (\pi / 2)(\cos \theta - 1/\Omega \tau) \), the absorption coefficient for \( k l \eta \ll 1 \) is described by the formula

\[
\Gamma = \frac{\Gamma_0}{2} \left[ \eta^2_0 k l J_0^2(\xi) + \frac{\sin^2 \theta}{k l} \left( \frac{\Omega_0 \omega c^2}{\eta^2_0 k l^2} \right) \right],
\]

(5.44)

which coincides with formula (5.43) for \( \theta = 0 \).

The first term in formula (5.44) is determined by deformation interaction of electrons with the acoustic wave and describes angular oscillations of absorption coefficient. The second term is associated with the electromagnetic field excited by the acoustic wave and differs from zero even for
\( \eta \rightarrow 0 \). For values of angles for which Bessel’s function \( J_0(\xi) \) does not vanish, the dependence of \( \Gamma \) on \( kl \) has a minimum for
\[
kl \eta^2 \approx \frac{\sin \theta \Omega_{0\omega c}^2}{J_0(\xi) \omega_0^2 c^2}.
\]
associated with the competition between the two mechanisms of absorption.

If the magnetic field is oriented along the plane of the layers (\( \theta = \pi/2 \)), almost all charge carriers move in open orbits, and the attenuation of the acoustic wave for \( kR \eta \ll 1 \) \( [R = h\lambda/(aeH)] \) is described by the formula
\[
\Gamma = \Gamma_0 \eta^2 kR.
\]
(5.45)

Thus, the dependence of \( \Gamma \) on the magnitude and direction of the applied magnetic field are quite diverse and can give rich information for studying the properties of charge carriers in low-dimensional conducting structures.

6. CONCLUSION

Wave processes in layered organic conductors in a strong magnetic field are quite sensitive to the form of the electron energy spectra, and their experimental study will provide detailed and reliable information on the dispersion relation and relaxation properties of charge carriers.

Organic conductors are also interesting for applications owing to the diversity of high-frequency and magnetoacoustic phenomena typical of conductors with low-dimensional electron energy spectra. The acoustic transparency stimulated by a magnetic field undoubtedly facilitates the perfection of acoustoelectronic devices. Such a strong dependence of the intensity of the wave penetrating in the bulk of the sample on its polarization makes it possible to use even thin plate of layered conductors, whose thickness is considerably larger than the skin depth, but smaller than or of the order of the mean free path of charge carriers, as filters through which waves with a definite polarization can pass. We shall consider our task to be fulfilled and the publication of this review as expedient if the variety of weakly attenuating waves typical of quasi-two-dimensional conductors considered by us here draws the attention of experimenters.

---
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The dynamic properties of semiquantum \(^4\)He are analyzed at two temperatures above the point of superfluid phase transition. Investigations are carried out in the framework of the dynamic thermal viscous model for low and intermediate values of the wave vector. The ‘‘momentum–momentum’’ and ‘‘enthalpy–enthalpy’’ time correlation functions are evaluated and the partial contributions of the collective excitations to these functions are separated. The recurrent relations for memory kernels are used to calculate the time–space dispersion of the generalized transport coefficients. © 1999 American Institute of Physics.

1. INTRODUCTION

The dynamic properties of various (simple, multicomponent, polar, and quantum) liquids have drawn the attention of experimental and theoretical scientists for a long time. Experiments aimed at studying the nonequilibrium characteristics of such objects are mainly connected with the scattering of neutrons. In spite of the fact that a large body of data has been accumulated, several characteristic features still await an adequate interpretation.

One such unanswered question concerns the kinetic properties of semiquantum liquids, i.e., liquids whose temperature exceeds the quantum degeneracy value, but is much smaller than the Debye temperature. In this case, the situation is complicated by the fact that there is no appropriate model for describing equilibrium as well as nonequilibrium properties of liquids except for a small number of simplest liquids. The difficulties arise because of the need to use the quantum-mechanical apparatus, and also because the anharmonicity of the Hamiltonian with respect to the operators of creation and annihilation of particles must be taken into account. The situation with \(^4\)He below the \(\lambda\)-point is simpler because explicit expressions for the susceptibility can be obtained in spite of the presence of the Bose condensate and the need to introduce quasimomentum and quasikinetic values. Moreover, the chain of equations for the Green’s functions can also be analyzed in this case (at least in the hydrodynamic approximation).

Studies of the dynamics properties of the above-mentioned objects are also interesting for experimenters since they provide a better understanding of the processes of initiation of Bose condensation as a result of violation of the system symmetry. Thus the problem involves the construction of a microscopic picture of events, including the separation and description of certain time and space intervals corresponding to processes of different origin.

One such model, which proved to be quite useful for describing the classical liquids, is the thermal model including hydrodynamic densities (which are essentially the most slowly varying quantities) as well as the kinetic variables corresponding to the microscopic fluxes of heat and momentum (longitudinal component of the microscopic stress tensor). This model was used by de Schepper et al. in the theory of generalized collective modes, and is a generalization of the hydrodynamic model of liquids. It leads to exact expressions in the hydrodynamic limit (when the wave vector \(k\) and the frequency \(\omega\) are small) which correctly describe the region of intermediate values of \(k\) and \(\omega\). The model becomes especially attractive for constructing computer-adapted theories to describe the dynamics of liquids without using any fitting parameters when the static correlation functions (SCF) and correlation relaxation times serve as the initial parameters and all computations boil down to the eigenvector and eigenvalue problem. Moreover, physical processes of different durations (slow hydrodynamic processes and fast kinetic processes) are separated from the very beginning in the thermal viscous model.

This paper is a logical continuation of our earlier publication in which we calculated the spectra of collective excitations of semiquantum \(^4\)He at temperatures 4 and 8 K, as well as the symmetrized dynamic structural factor. Data of independent thermodynamic measurements and neutron scattering were used for verification of results and evaluation of the initial parameters of the model. The aim of our investi-
In the dynamic matrix used by Crevecoeur\textsuperscript{16,17} does not take into consideration the nondiagonal memory functions that play a significant role in the range of intermediate values of dynamic variables. The Fourier transform of the first of these functions may be obtained from experiments on scattering, while the second function is important for interpretation of the molecular dynamics data.

Another interesting problem concerns the space–time dispersion of transport coefficients, and its solution provides a correct description of the nonlocal processes of momentum and energy transport. The computation of space–time characteristics of the transport coefficients can also be carried out effectively by using the thermal viscous model.

In this context, we can mention that Crevecoeur\textsuperscript{16,17} also used the thermal viscous model, but later simplified it to reduce the number of dynamic variables. They used the damped harmonic oscillator model, and many peculiarities of the dynamic behavior remained outside the range of this model. Moreover, the justification of some of the assumptions raises questions. For example, the initial dynamic matrix used by Crevecoeur\textsuperscript{16,17} does not take into consideration the nondiagonal memory functions that play a significant role in the range of intermediate values of $k$ and $\omega$.

The present paper consists of the following parts. In Sec. 2, we shall calculate the “momentum–momentum” and “enthalpy–enthalpy” time correlation functions taking into consideration the contribution from each collective mode. In Sec. 3, the recurrent relations for the memory functions are used to compute the space–time dispersion for the transport coefficients. The last section will be devoted to a discussion of the obtained results.

2. TIME CORRELATION FUNCTIONS OF SEMIQUANTUM $^4$He

In our earlier publication,\textsuperscript{15} we derived a system of equations for time correlation functions (TCF) $\Phi_{AB}(k,t)$ which can be defined as follows:\textsuperscript{1,18}

\[
\Phi_{AB}(k,t) = \langle \hat{A}(k,t), \hat{B}(-k) \rangle_0 = \int_0^\infty d\tau \text{Sp}[\rho_0 \Delta \hat{A}(k,t+i\beta h\tau) \Delta \hat{B}(-k)],
\]

where $\rho_0$ is the equilibrium statistical operator, $\beta = 1/k_B T$ is the inverse temperature, $k_B$ the Boltzmann constant, and the time dependence is introduced in terms of the Heisenberg representation. We used the 5-variable thermal viscous model which contains the hydrodynamic number densities of particles $n_k$, the longitudinal component $J_k$ of momentum, and the generalized enthalpy $\tilde{h}_k$, as well as the variables $\tilde{\sigma}_k$ and $\tilde{Q}_k$, connected with the longitudinal component of the microscopic viscous stress tensor and the enthalpy flux, respectively, from which the linear combination of hydrodynamic variables $\hat{n}_k$, $\hat{J}_k$, and $\hat{h}_k$ has been subtracted. In this sense, $\hat{\sigma}_k$ and $\hat{Q}_k$, being fast variables, are defined as kinetic variables.

The system of equations for Laplace transforms of TCF

\[
\tilde{\Phi}_{AB}(k,z) = \int_0^\infty \exp(-zt) \Phi_{AB}(k,t) dt
\]

($z = i\omega + \epsilon$, $\epsilon = +0$) can be represented in matrix form as follows:\textsuperscript{1,18}

\[
z\tilde{\Phi}(k,z) = -i\Omega(k)\tilde{\Phi}(k,z) + \tilde{\varphi}(k,z)\tilde{\Phi}(k,z) = \Phi(k),
\]

where the notation

\[
i\Omega_{ij}(k) = \{i\tilde{L}\tilde{Y}_{ij}(k), \tilde{Y}_{ij}(-k)\}_0 [\tilde{Y}_{ij}(k), \tilde{Y}_{ij}(-k)]_0^{-1};
\]

\[
\tilde{Y}_{ij}(k) = \{\hat{n}_k, \hat{J}_k, \hat{h}_k, \hat{\sigma}_k, \hat{Q}_k\}
\]

has been used for elements of the frequency matrix $i\Omega(k)$ and

\[
\tilde{\varphi}_{ij}(k,z) = \langle (1 - \mathcal{P})\tilde{Y}_i(k), \frac{1}{z - (1 - \mathcal{P})i\tilde{L}} \times (1 - \mathcal{P})\tilde{Y}_j(-k) \rangle_0 [\tilde{Y}_j(k), \tilde{Y}_j(-k)]_0^{-1}
\]

for elements of the matrix of memory functions $\tilde{\varphi}(k,z)$. In formulas (3) and (4), the Liouville operator $i\tilde{L}$ is defined in the standard manner

\[
\tilde{L} = \frac{i}{\hbar}\{\hat{A}, \hat{H}\}
\]

through a commutator with the Hamiltonian

\[
\hat{H} = \sum_p \frac{p^2}{2m} \hat{a}_p^+ \hat{a}_p + \frac{1}{2V} \sum_k \sum_p \text{v}(k) \hat{a}_p^+ \hat{a}_p \hat{n}_k \hat{n}_{k+l/2} + \text{c.c.,}
\]

where $\hat{a}_p^+$ and $\hat{a}_p$ are the operators of creation and annihilation of quasiparticles with momentum $p$ satisfying the commutation relations $[\hat{a}_p^+, \hat{a}_q] = \delta_{pq}$, $[\hat{a}_p, \hat{a}_q^+] = 0$, $[\hat{a}_p^+, \hat{a}_q] = \delta_{pq}$; $\text{v}(q) = \int \text{exp}(iq\cdot r) \Phi(|r|) d^3r$ is the Fourier transform of the potential $\Phi(|r|)$ of interaction between particles, $V$ the volume of the system and $N$ the number of particles, while $\mathcal{P}$ is the Mori projection operator defined on the complete basic set of dynamic variables $Y_i(k) = \{\hat{n}_k, \hat{J}_k, \hat{h}_k, \hat{\sigma}_k, \hat{Q}_k\}$, which can also be written in the secondary quantization representation. Note that the TCF $\Phi_{\text{mark}}(k,t)$ constructed on the particle density operators is connected directly with the symmetrized dynamic structural factor $S_{\text{sym}}(k,\omega)$.\textsuperscript{15}

The chain of equations (2) for TCF is not closed. For the memory functions $\tilde{\varphi}_{ij}(k,z)$, we can also write a system of equations containing higher derivatives of the initial basic variables.\textsuperscript{20} The natural requirement is the uncoupling of this system. Considering that the relaxation times of the memory functions (4) constructed on “fast” (kinetic) variables are much smaller than the characteristic time scales of evolution of hydrodynamic quantities, we normally use the Markov approximation for $\tilde{\varphi}_{ij}(k,z)$, assuming that
\[
\overline{\varphi}_{ij}(k,z) = \varphi_{ij}(k,0) = \int_0^{\infty} \varphi_{ij}(k,t) dt.
\]  
(7)

The system of equations (2) can then be presented in the form:

\[
\overline{T}(k) = \begin{bmatrix}
0 & -i\Omega_n & 0 & 0 \\
-i\Omega_n & 0 & -i\Omega_J & -i\Omega_{Jv} \\
0 & -i\Omega_J & 0 & 0 \\
0 & -i\Omega_{Jv} & 0 & -i\Omega_{Qv} + \overline{\varphi}_{Qv} \\
0 & -i\Omega_{Qv} & 0 & -i\Omega_{Qv} + \overline{\varphi}_{Qv}
\end{bmatrix}.
\]  
(9)

In the Markov approximation, the solution of the system of equations for TCF can be written in an analytic form in terms of the eigenvalues \( z_a \) and eigenvectors \( X_a = \|X_a\| \) of the matrix \( \overline{T}(k) \), \text{ i.e., }  
\[
\Phi_{ij}(k,z) = \sum_a \frac{G_{ij}^{(a)}(k)}{z + z_a(k)},
\]  
(10)

where the amplitudes \( G_{ij}^{(a)}(k) \) can be represented in the form

\[
G_{ij}^{(a)}(k) = X_{ia}(k)[X(k)]^{-1} \Phi_{ij}(k,0),
\]  
(11)

\( X^{-1} \) is the matrix inverse to \( X = \|X_{ij}\| \).

It should be emphasized that the Markov approximation (7) is exact in the limit \( k \to 0 \). Moreover, it was shown \text{ that the use of 5-variable thermal viscous model leads to exact expressions for the frequency moments of the dynamic structural factor right up to and including the fourth order. In their most comprehensive form, formulas (8)–(11) essentially describe the thermal viscous model of a liquid and can be used for any fixed value of \( k \). The problem is simplified considerably for small and intermediate values of the wave vector, since most elements of the matrix \( \overline{T}(k) \) can be expressed in terms of thermodynamic quantities and hydrodynamic transport coefficients. It should also be noted that, according to the results of computer calculations for a Lennard–Jones liquid, \text{ there is no need for a further extension of the description level, i.e., an increase in the number of dynamic basic variables, since the results for the thermal viscous model are close to those obtained for the 7-variable model.}

In our previous publication, \text{ we analyzed in detail the spectrum of collective modes of semiquantum \(^4\)He in the quasi-hydrodynamic region and their contribution to the dynamic structural factor. An interesting feature of the spectrum is that the dispersion curve of the kinetic propagating excitation at \( T = 8 \) K intersects the acoustic curve and the phenomenon of “fast sound” is observed.} Another characteristic feature is the disappearance of the central (thermal) peak which may serve as an indication of the onset of symmetry breaking in the Bose system. At \( T = 8 \) K, the behavior of \( S_{sym}(k,\omega) \) was more classical and a Rayleigh–Brillouin triplet was observed in the entire range of wave vectors \( k = 1–3 \) nm\(^{-1}\). It was also found that, at this temperature, the kinetic mode, which becomes a propagating mode for smaller values of the wave vector, participates in the formation of the central peak together with the thermal mode.

Naturally, it should be interesting to consider the behavior of the other TCF also. In particular, the “momentum–momentum” TCF is connected with the dynamic structural factor through the simple relation

\[
\Phi_{ij}(k,\omega) = \frac{m^2 \omega^2}{k^2} S_{sym}(k,\omega),
\]  
(12)

and can also be obtained from the results of neutron scattering experiments. The “energy–energy” TCF was not measured directly in experiments, but can be calculated from molecular dynamics.

Figures 1 and 2 show the results of calculation of the “momentum–momentum” TCF and the “enthalpy–enthalpy” TCF which is connected with the “energy–energy” TCF through the simple relation

\[
\Phi_{hh}(k,\omega) = \Phi_{ee}(k,\omega) + \Phi_{ne}(k,\omega)
\]  
(13)

where \( \Phi_{ee}(k,\omega) \) and \( \Phi_{ne}(k,\omega) \) are static correlation functions.\text{ The same figures also show the contribution of each collective excitation to the corresponding TCF. Analyzing the partial contribution of collective modes to the “momentum–momentum” TCF, we note that the thermal mode does not make any contribution to \( \Phi_{jj}(k,\omega) \) in the limit of small \( k \) since the corresponding weight factor is proportional to \( k^2 \) and the form of the spectral function lines is determined completely by acoustic excitation. This peculiarity observed at \( T = 4 \) K is preserved for intermediate values of the wave numbers although the contribution from kinetic excitations is clearly visible for \( k = 2 \) and 3 nm\(^{-1}\). On the other hand, the contribution from the thermal mode is significant in gaseous \(^4\)He at low frequencies for \( T = 8 \) K and \( k = 2 \) nm\(^{-1}\), while its amplitude decreases sharply for \( k = 3 \) nm\(^{-1}\). However, the kinetic propagating excitation gives a hardly perceptible resonance at the frequency \( \omega = 0.7 \) ps\(^{-1}\).}
FIG. 1. Time correlation function \( \Phi_{JJ}(k, \omega) \) (curve 1) for \(^4\)He at \( T = 4 \) K (a) and \( T = 8 \) K (b) for \( k = 1, 2 \), and \( 3 \) nm\(^{-1}\). Curve (2) corresponds to the thermal mode contribution to \( \Phi_{JJ}(k, \omega) \), while the contributions from the acoustic mode and kinetic mode are shown by curves 3 and 4, respectively.

FIG. 2. Normalized time correlation function \( \tilde{\Phi}_{hh}(k, \omega)/\tilde{\Phi}_{hh}(k) \) (curve 1) for \(^4\)He at \( T = 4 \) K (a) and \( T = 8 \) K (b) for \( k = 1, 2 \), and \( 3 \) nm\(^{-1}\). Curves 2, 3 and 4 correspond to the contribution to \( \tilde{\Phi}_{hh}(k, \omega)/\tilde{\Phi}_{hh}(k) \) from the thermal, acoustic, and kinetic mode, respectively.
As regards the normalized TCF $\Phi_{hh}(k,\omega)/\Phi_{hh}(k)$ concerned, the thermal mode determines the shape of the central peak for small values of $k$, the acoustic mode determines the shape of the side peaks, while the contribution from kinetic excitations can be disregarded since their weight factor is proportional to $k^4$. The situation is identical to the case of $S_{\text{sym}}(k,\omega)$. However, in contrast to the result for dynamic structural factor in which the contribution from thermal excitation disappears at $T=4\,\text{K}$ in the region of $k=2-3$ nm$^{-1}$, a decrease in the amplitude of the thermal mode becomes noticeable only for $k=3$ nm$^{-1}$, when the shape of the lines $\Phi_{hh}(k,\omega)/\Phi_{hh}(k)$ is determined equally by all types of excitations. An interesting fact is a sharp decrease of the thermal mode amplitude almost to zero at $T=8\,\text{K}$, $k=3$ nm$^{-1}$, when the shape of the central resonance is completely determined by kinetic excitation.

The following circumstance is worth noting. The position of the side peak is not always related to the frequency of a certain propagating excitation. In particular, it can be seen clearly from Fig. 2 ($T=4\,\text{K}$, $k=3$ nm$^{-1}$) that, since the weight factor for the acoustic mode is negative, the frequency of the acoustic excitation determines the position of the local minimum rather than the peak of the "enthalpy--enthalpy" TCF. Analytically, such a result can be explained by considering the expressions (10) and (11). The extrema of a TCF on the frequency scale are determined by the modes as well as amplitudes of collective excitations. In this example, we can notice the difference between the "intuitive" definition of the collective excitation in terms of the position and shape the extremum of a certain TCF and a more rigorous definition of collective excitations directly as poles of the appropriate Green’s functions. Note that the Fourier transform of the TCF (1) is directly associated with the retarded Green’s correlation functions.$^{18,22}$

Thus, the conclusions drawn by Montfrooij et al.$^{23}$ that the additional side peak in semiquantum $^4\text{He}$ at $T=13.3\,\text{K}$ is associated with the thermal wave for intermediate $k$ is disputable since the "energy--energy" TCF resonance peaks studied by these authors are determined by a number of factors as mentioned above. Even more astonishing is the statement that the generalized thermal wave is transformed into a normal acoustic wave in the limit $k\to 0$. It is also worthwhile to note that the dispersion of propagator excitations obtained by Montfrooij et al.$^{23}$ is qualitatively similar to the results obtained in Ref. 15 for $T=8\,\text{K}$, i.e., the curve for the kinetic mode lies below the dispersion curve for generalized acoustic excitation. In this context, it should be quite interesting to investigate semiquantum helium at other temperatures in the interval 3–8 K in order to determine unambiguously whether the “fast sound” is an indispensable feature of the low-temperature semiquantum $^4\text{He}$ or is a result of processing of the experimental data only for a certain thermodynamic point.

3. Space–Time Dispersion of Transport Coefficients

Using the method of the nonequilibrium statistical operator (NSO),$^{18}$ we can obtain a system of transport equations for Fourier transforms of dynamic variables $(\Delta Y_{1})(\omega) = \{\langle \delta \hat{n}_{h}(k) \rangle^{\omega}, \langle \delta \hat{J}_{k} \rangle^{\omega}, \langle \delta \hat{n}_{k} \rangle^{\omega}, \langle \delta \hat{Q}_{k} \rangle^{\omega}\}$, averaged over NSO:

$$i\omega\langle \delta \hat{Y}(k) \rangle^{\omega} - i\Omega(k)\langle \delta \hat{Y}(k) \rangle^{\omega} + \varphi(k,\omega)\langle \delta \hat{Y}(k) \rangle^{\omega} = 0,$$

(14)

The structure of this system is reminiscent of the system of equations (2) for TCF. Note that the system of 3 equations constructed on a hydrodynamic basis has an analogous form. In this case, the memory functions $\varphi_{jj}(k,\omega)$, $\varphi_{hh}(k,\omega)$ and $\varphi_{bh}(k,\omega)$ are no longer equal to zero and define the generalized coefficients of longitudinal viscosity, thermal conductivity, and thermal viscosity, respectively. Solving Eqs. (14) in $\langle \delta \hat{n}_{h}(k) \rangle^{\omega}$ and $\langle \delta \hat{Q}_{k} \rangle^{\omega}$, substituting the obtained results into the first three equations of the system and grouping the terms containing $\langle \delta \hat{J}_{k} \rangle^{\omega}$ and $\langle \delta \hat{n}_{k} \rangle^{\omega}$, we arrive at the following recurrent relations for the generalized transport coefficients:$^{22}$

$$\eta(k,\omega) = \frac{nm}{k^2} \frac{-i\Omega_{\pi/2}(k)}{[i\omega + \varphi_{\pi/2}(k,\omega)][-i\Omega_{\pi/2}(k) + \varphi_{\pi/2}(k,\omega)]},$$

$$\lambda(k,\omega) = \frac{nc v}{k^2} \frac{-i\Omega_{\pi}(k)}{[i\omega + \varphi_{\pi}(k,\omega)][-i\Omega_{\pi}(k) + \varphi_{\pi}(k,\omega)]},$$

$$\xi(k,\omega) = \frac{nm}{k^2} \frac{i\Omega_{\pi/2}(k)}{-i\Omega_{\pi/2}(k) + \varphi_{\pi/2}(k,\omega) + (i\omega + \varphi_{\pi/2})(i\omega + \varphi_{\pi/2})/(i\omega + \varphi_{\pi/2})},$$

for the generalized longitudinal viscosity, where $\eta(k,\omega)$ is the generalized shear viscosity and $\xi(k,\omega)$ is the generalized bulk viscosity;

$$\lambda(k,\omega) = \frac{nc v}{k^2} \frac{-i\Omega_{\pi/2}(k)}{[i\omega + \varphi_{\pi/2}(k,\omega)][-i\Omega_{\pi/2}(k) + \varphi_{\pi/2}(k,\omega)]},$$

$$\xi(k,\omega) = \frac{nm}{k^2} \frac{i\Omega_{\pi/2}(k)}{-i\Omega_{\pi/2}(k) + \varphi_{\pi/2}(k,\omega) + (i\omega + \varphi_{\pi/2})(i\omega + \varphi_{\pi/2})/(i\omega + \varphi_{\pi/2})},$$

for the generalized thermal viscosity $\xi(k,\omega)$. 

\[\text{Low Temp. Phys. 25 (11), November 1999 Ignatyuk et al. 861}\]
In these expressions, we have used the Markov approximation \( \sim \) for the memory functions. In the denominators of Eqs. (15)–(17), we have confined to terms linear in frequency since the higher-order terms can be disregarded by putting \( \tilde{\varphi}_{ij}(k, \omega) = \tilde{\varphi}_{ij}(k, 0) + o(\omega^2) \). The spatial dependence is determined completely by nondiagonal elements. Note that the diagonal memory functions \( \tilde{\varphi}_{pp}(k, 0) = \tilde{\varphi}(0, 0) + o(k^2) \), also give the same order in \( k \). However, in this case we must analyze their spatial dispersion in greater detail. From the point of view of the approach used by us, this corresponds to the introduction of two additional fitting parameters. We took into account such a dependence on \( k \) through nondiagonal memory functions.

Analyzing the structure of Eqs. (15)–(17), it can be noted easily that the generalized transport coefficients also have the Lorentz form \( \sim \) [cf. Eq. (10)]. In particular, putting \(-i\Omega_{\pi\Omega}(k) + \tilde{\varphi}_{\pi\Omega}(k, 0) = -ikT_{\pi\Omega} \), \(-i\Omega_{Q\Omega}(k) + \tilde{\varphi}_{Q\Omega}(k, 0) = -ikT_{Q\pi} \), and \( i\Omega_{Qh}(k) = k^2\omega_{Qh} \) for small values of the wave vector, we can write for the real part of \( \lambda(k, \omega) \)

\[
\text{Re } \lambda(k, \omega) = \frac{\lambda(k)}{[\omega \tau_{hh}(k)]^2 + 1}, \quad \lambda(k) = \frac{\lambda(0, 0)}{(L_{hh})^2 + 1},
\]

where

\[
\tau_{hh}(k) = \frac{[\tilde{\varphi}_{\pi\Omega}(0, 0) + k^2 T_{\pi\Omega} T_{Q\pi}]^{-1}}{\tilde{\varphi}_{\pi\Omega}(0, 0)}, \quad L_{hh} = \left( \frac{T_{\pi\pi} T_{Q\pi}}{\tilde{\varphi}_{\pi\Omega}(0, 0)} \right)^{1/2}, \quad \lambda(0, 0) = ncv\omega_{Qh} \tau_{hh}(0).
\]

The results of calculations of the generalized transport coefficients are shown in Figs. 3, 4 and 5. It can be seen that the coefficient of thermal viscosity has “inverse” parity relative to the diagonal transport coefficients: for \( \omega = 0 \), only the imaginary part is nonzero, while in the limit \( k \to 0 \) it tends to zero in complete accord with the Curie principle. Moreover, the value of this coefficient is an order of magnitude smaller than the generalized thermal conductivity.
FIG. 6. Generalized coefficients of thermal conductivity $\lambda(k,0)$ (curve 1), longitudinal viscosity $(4/3)\eta(k,0) + \xi(k,0)$ (curve 2), and thermal viscosity $\xi(k,0)$ (curve 3) for $^4$He at $T = 4$ K (a) and $T = 8$ K (b).

Figure 6 shows the spatial dispersion of the generalized transport coefficients. The dependence (18) is observed for the diagonal coefficients, while $\xi(k,\omega = 0)$ increases in proportion to $k$ in the region of small wave numbers. In the limit $k \to 0$, we can disregard the thermal viscosity coefficient $\xi(k,\omega = 0)$. However, it increases quite rapidly in the region of intermediate $k$, which leads to an additional dynamic interaction between elastic and thermal processes. Conventional hydrodynamics contains only static interaction proportional to the thermal expansion coefficient $\alpha$.

5. CONCLUSION

In this work, we have used the 5-variable thermal viscous model to analyze the behavior of the "momentum–momentum" and "enthalpy–enthalpy" TCF for semiquantum $^4$He at $T = 4$ and $8$ K in the quasihydrodynamic limit taking into account the partial contributions of all collective excitations. The "momentum–momentum" TCF is directly connected with the dynamic structural factor measured in neutron scattering experiment. The results for the "enthalpy–enthalpy" TCF can be obtained from computer simulation.

An important problem concerns the study of transport processes. In the general case, the transport equations are nonlocal, hence it becomes necessary to calculate the space–time dispersion of the transport coefficients. In this work, the $(k,\omega)$-dependent coefficients were obtained from the recurrent relations by successive elimination of fast (kinetic) variables.

In order to interpret the experimental data for the intermediate values of the wave vector, we must take into consideration the spatial dispersion of collective modes defining the position and width of the TCF resonances, as well as eigenvectors in the spectral problem characterizing the resonance amplitudes. Only such a complex analysis makes it possible to determine the origin of collective excitations in semiquantum liquids.

The analysis presented here does not claim to be exact or comprehensive since the authors do not have any information about the spatial dispersion of SCF. This information is usually obtained from molecular dynamic computations. Such an analysis becomes more complicated in the quantum case since computer techniques for calculating higher-order SCF have not been developed to such an extent. However, the description of semiquantum objects can be carried out successfully by using the computer-adapted theories developed for various classical liquids.4,5,13
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The microscopic theory of current-carrying states in the ballistic superconducting microchannel is presented. The effects of the contact length $L$ on the Josephson current are investigated. For the temperatures $T$ close to the critical temperature $T_c$, the problem is treated self-consistently, with allowance for the distribution of the order parameter $\Delta(r)$ inside the contact. The closed integral equation for $\Delta$ in strongly inhomogeneous microcontact geometry ($L < \xi_0$, where $\xi_0$ is the coherence length at $T=0$) replaces the differential Ginzburg–Landau equation. The critical current $I_c(L)$ is expressed in terms of the solution of this integral equation. The limiting cases of $L < \xi_0$ and $L < 2\xi_0$ are considered. With increasing length $L$, the critical current decreases, although the ballistic Sharvin resistance of the contact remains the same as at $L=0$.

For ultrashort channels with $L < a_D (a_D \sim v_F / \omega_D)$, where $\omega_D$ is the Debye frequency) the corrections for the value of the critical current $I_c (L=0)$ are sensitive to the strong-coupling effects. © 1999 American Institute of Physics. [S1063-777X(99)00311-4]

1. INTRODUCTION

Weak superconducting links include the tunnel structures $SIS$ (superconductor–insulator–superconductor) and the contacts with direct conductivity, $SNS$ ($N$ is the normal layer) and $ScS$ (c is a geometrical constriction). Superconducting constrictions can be modeled as an orifice with diameter $d$ in an impenetrable sheet for electrons between two superconducting half spaces (point contact) or as a narrow channel with length $L$ in contact with superconducting banks (microbridge). Aslamazov and Larkin have shown on the basis of a solution of the Ginzburg–Landau (GL) equations that in the dirty limit and for small sizes of the constriction $L$, $d \ll \xi(T)$ [$(\xi(T)$ is the GL coherence length] the $ScS$ contact can be described by a Josephson model with the current-phase relation

$$I = I_c \sin \varphi, \quad I_c = \pi \Delta_0^2(T)/(4 e R_N T_c),$$

where $I_c$ is the Josephson critical current, $\Delta_0$ is the absolute value of the order parameter in the bulk banks, $T_c$ is the critical temperature, and $R_N$ is the normal-state resistance of the dirty microbridge. The critical current of the microbridge (1) depends on the bridge length as $I_c \sim 1/L$. The expression (1) is valid within the domain of applicability of the GL approach, i.e., for temperatures $T$ close to $T_c$ and $L$, $d \gg \xi_0$ ($\xi_0 = v_F / T_c$ is the coherence length at $T=0$, and $v_F$ is the Fermi velocity).

The present level of technology has made it possible to study the ultrasmall Josephson weak links with the dimensions up to interatomic size. For example, they can be nanosize microchannels produced by means of a scanning tunneling microscope or point contacts and microchannels obtained by using the mechanical, controllable, break technique. The microchannels between two superconductors can also arise spontaneously as microshorts in tunnel junctions, with the length $L$ determined by the thickness of an insulator layer. The value of the critical current $I_c$ of such microshorts is of special interest in the case of tunnel structures based on high-$T_c$ metal-oxide compounds. Small microconstrictions with dimensions of the order or smaller than the coherence length $\xi_0$, when the expression (1) for the critical current $I_c \sim 1/L$ is not valid, require the microscopic consideration even for $T$ near $T_c$. Such microscopic theory of stationary Josephson effect in microconstrictions was developed in Ref. 8 for the ballistic channel of zero length, $L=0$, in the model of the orifice with diameter $d \ll \xi_0$. The Josephson current in this case is given by

$$I = \frac{\pi \Delta_0(T)}{e R_0} \sin \frac{\varphi}{2} \tanh \frac{\Delta_0(T) \cos(\varphi/2)}{2 T},$$

$$- \pi < \varphi < \pi,$$

$$R_0^{-1} = \frac{S}{2} e v_F N(0),$$

where $S = \pi d^2/4$ is the contact cross-sectional area, and $N(0) = m p_F / (2 \pi^2)$ is electron density of states at the Fermi surface. At temperatures $T_c - T \ll T_c$, expression (2) coincides...
with the Aslamazov–Larkin result [Eq. (1)], in which instead of the normal resistance $R_N$ for dirty metal, the ballistic Sharvin resistance $\rho L$ (3) is substituted.

In this article we present a microscopic theory of current-carrying states in the ballistic microbridges of arbitrary length $L$ in the scale of the coherence length $\xi_0$. We have investigated the dependence of the Josephson critical current on the ratio $L/\xi_0$ and analyzed the transition from the case of $I_c (L=0)$ [Eq. (2)] to $I_c \sim 1/L$ [Eq. (1)] with increasing length $L$.

In Sec. 2 we formulate the model of a microbridge and the microscopic equations for Green’s functions with boundary conditions at the bridge edges. In studying the effects on the critical current of the length of the microconstriction, the crucial point, as always, in the inhomogeneous superconducting state is the self-consistent treatment of the order parameter distribution $\Delta (\mathbf{r})$ inside the weak link. In Sec. 3 the closed integral equation for the order parameter $\Delta$ in the microchannel is derived for temperatures near $T_c$, which in a strongly inhomogeneous ($L \sim \xi_0$) microcontact geometry replaces the differential GL equation. The critical current $I_c (L)$ is expressed in terms of the solution of this integral equation. The limiting cases of $L \ll \xi_0$ and $L \gg \xi_0$ are considered. We will show that in addition to the characteristic scale $\xi_0$, there is the length $a_D = \nu_F / \omega_D$ ($\omega_D$ is the Debye frequency) in the case of an ultrasmall channel. The length $L \sim a_D$ is the length at which the frequency of the ballistic flight of an electron from one bank to another becomes comparable with the frequency $\omega_D$, which characterizes the retardation of the electron-phonon interaction. In conventional superconductors the value of the coherence length $\xi_0$, about $10^{-4}$ cm, is much larger than $a_D \sim 100$ Å. In high-$T_c$ metal-oxide compounds, however, we have a situation in which $\xi_0$ is comparable with $a_D$. Thus, in high-$T_c$ compounds the critical current of the contact with dimensions $\sim a_D \sim \xi_0$ is sensitive to the effects of strong coupling.

2. MODEL AND BASIC EQUATIONS

We consider the model of a contact in the form of a filament (narrow channel) that joins two superconducting half-spaces (massive banks) (Fig. 1). The length $L$ and the diameter $d$ of the channel are assumed to be large as compared with the Fermi wavelength $\lambda_F$, so we can apply the quasi-classical approximation. In the ballistic case, we proceed from the quasi-classical Eilenberger equation for the energy-integrated Green’s function:

$$ v_F \frac{\partial \hat{G}}{\partial \mathbf{r}} + [\omega \hat{\tau}_3 + \hat{\Delta}, \hat{G}] = 0, \quad (4) $$

where

$${\hat{G}(\omega, \mathbf{v}_F, \mathbf{r})} = \left[ \begin{array}{cc} \hat{G}_{\omega} & \hat{f}_\omega \\ \hat{f}_\omega^* & -\hat{G}_{\omega} \end{array} \right]$$

is the matrix Green’s function which depends on the Matsubara frequency $\omega$, the electron velocity on the Fermi surface $\mathbf{v}_F$, and the spatial variable $\mathbf{r}$,

$$ \hat{\Delta}(\mathbf{r}) = \left[ \begin{array}{cc} 0 & \Delta \\ \Delta^* & 0 \end{array} \right] $$

is the superconducting pair potential; $\hat{\tau}_i (i=1,2,3)$ are Pauli matrices. Equation for the matrix Green’s function (4) is supplemented by the normalization condition

$$ \hat{G}_1^2 = 1. $$

The off-diagonal potential $\Delta (\mathbf{r})$ must be determined from the self-consistency equation

$$ \Delta (\mathbf{r}) = \lambda 2 \pi T \sum_{\omega \rightarrow 0} \langle \hat{f} \rangle, \quad (6) $$

in which $\langle \cdots \rangle$ stands for averaging over directions of $\mathbf{v}_F$ on the Fermi surface, and $\lambda$ is the electron-phonon coupling constant. In the BCS model the summation over $\omega$ contains the cutoff on the frequency $\omega_D$, which is of the order of the Debye frequency.

The equations (4) and (6) are supplemented by the values of the Green’s functions and $\Delta$ in the bulk superconductors $S_1$ and $S_2$ far from the channel ends:

$$ G_{1,2} = \frac{\omega \hat{\tau}_3 + \hat{\Delta}_{1,2}}{\Omega}, \quad (7) $$

$$ \hat{\Delta}_{1,2} = \Delta_0 (\cos (\varphi/2) \hat{\tau}_1 \pm \sin (\varphi/2) \hat{\tau}_2). $$

Thus the phase $\varphi$ is the total phase difference at the contact. We also must determine the boundary conditions concerning the reflection of the electrons from the surface of the superconductors $\mathbf{r}_S$. For simplicity we assume that at $\mathbf{r}_S$ electrons undergo the specular reflection. Then for quasiclassical Green’s function we have the boundary condition (Ref. 8)

$$ G(\mathbf{v}_F, \mathbf{r}_S) = G(\mathbf{v}_F^*, \mathbf{r}_S), \quad (8) $$

in which $\mathbf{v}_F$ and $\mathbf{v}_F^*$ are the velocities of the incident and specular reflected electron. These velocities are related by the conditions, which conserve the component of $\mathbf{v}_F$ parallel to the reflecting surface $\mathbf{r}_S$ and changes the sign of the normal component.

The solutions of Eqs. (4) and (6) allow us to calculate the current density $\mathbf{j}$:

$$ \mathbf{j}(\mathbf{r}) = -4i \pi e N(0) T \sum_{\omega > 0} \langle \mathbf{v}_FG_{\omega} \rangle. \quad (9) $$
In the case of the microconstriction shown in Fig. 1, under the conditions \( d \ll \xi_0 \) and \( L \gg d \) (\( d \) is the contact diameter) inside the filament we can solve the one-dimensional Eilenberger equations with \( \Delta = \Delta(z) \). The banks of the bridge are equivalent here to certain boundary conditions for the Green’s function \( \hat{G}(v_c, z) \) at the points \( z = \pm L/2 \). Following the procedure which was described in Ref. 8, we find the Green’s functions at the end points (\( z = \pm L/2 \)) from the general solutions of Eq. (4) in superconducting half-spaces \( S_1 \) and \( S_2 \) with conditions (5). They are given by

\[
\hat{G}(z = \mp L/2) = \hat{G}_{1,2} + A_{1,2} \Delta_0 \hat{\tau}_3 \mp [\omega \cos(\phi/2) + i \eta \Omega \sin(\phi/2)] \hat{\tau}_1 \mp [\omega \sin(\phi/2) - i \eta \Omega \cos(\phi/2)] \hat{\tau}_2 ,
\]

where \( \Omega = \sqrt{\omega^2 + \Delta_0^2} \), and \( \eta = \text{sign}(v_c) \). The arbitrary constants \( A_{1,2} \) must be determined by matching these boundary conditions with the solution for \( \hat{G}(v_c, z) \) inside the channel.

Using the off-diagonal components in Eq. (4), we have the following first-order differential equations for the anomalous Green’s functions:

\[
\begin{align*}
&v_c \frac{df_w}{dz} + 2 \omega f_w = 2 \Delta(z) g_w , \\
&-v_c \frac{df_w^+}{dz} + 2 \omega f_w^+ = 2 \Delta^*(z) g_w .
\end{align*}
\]

The normal Green’s function \( g_w \), as follows from condition (5), is expressed in terms of \( f_w \) and \( f_w^+ \):

\[
g_w = \frac{1 - f_w f_w^+}{f_w f_w^+} .
\]

From Eqs. (6), (9), (11), and (12) we obtain the symmetry relations:

\[
f_w(v_c, z) = [f_w(-v_c, z)]^\# , \quad \Delta^*(z) = \Delta(-z)
\]
and the current conservation inside the channel \( d j/dz = 0 \).

3. JOSEPHSON CURRENT AND ORDER PARAMETER DISTRIBUTION IN SUPERCONDUCTING MICRONEEDLE

In the present paper we consider the case of temperatures \( T \) close to the critical temperature \( T_c \). Near the phase-transition curve the order parameter \( \Delta_0(T) \) in the banks is small. In order to find the Josephson current in the lowest order in \( \Delta_0 \) we linearize Eqs. (11) for \( \Delta \) and obtain \( f_w \sim \Delta_0(T) \), \( g_w = 1 - 1/2 f_w f_w^+ - 1 - O(\Delta_0^2) \), \( j \sim \Delta_0^2 \). The equation for \( f_w \) near \( T_c \) takes the form

\[
v_c \frac{df_w}{dz} + 2 \omega f_w = 2 \Delta(z) ,
\]

with linearized boundary conditions (10)

\[
\begin{align*}
f_w(v_c > 0, z = -L/2) &= \frac{\Delta_0}{\omega} e^{-i \phi/2} , \\
f_w(v_c < 0, z = +L/2) &= \frac{\Delta_0}{\omega} e^{i \phi/2} .
\end{align*}
\]

Its solution for arbitrary function \( \Delta(z) \) is given by

\[
f_w(v_c, z) = \frac{\Delta_0}{\omega} e^{-i \phi/2} e^{-(2 \omega/v_c)(z + \eta L/2)}
\]

\[
+ e^{-2 \omega L/v_c} \int^{-L/2}_z dz' \frac{2 \Delta(z')}{v_c} e^{2 \omega L/v_c} .
\]

The Green’s function \( f_w^+(v_c, z) \) is obtained from expression (14) with the help of relations (15).

Substituting the function \( f_w(v_c, z) \) (16) in the self-consistency equation (6), we obtain the integral equation for the space-dependent order parameter inside the contact

\[
\Delta(z) = A(z) + \int_{-L/2}^{L/2} dz' \Delta(z') K(|z - z'|) ,
\]

where

\[
A(z) = \lambda 2 \pi T \sum_{\omega > 0} \frac{\Delta_0}{\omega} e^{-\omega L/v_c} \left( \cosh \left( \frac{2 \omega z}{v_c} + i \frac{\varphi}{2} \right) \right) ,
\]

\[
K(z) = \lambda 2 \pi T \sum_{\omega > 0} \left( \frac{1}{v_c} e^{-2 \omega L/v_c} \right) .
\]

The averaging \( \langle \ldots \rangle \) denotes

\[
\langle F(v_c = v_c, \cos \theta) \rangle_{v_c > 0} = \int_0^1 d(\cos \theta) F(\cos \theta) .
\]

In the case of strongly inhomogeneous microcontact problem the integral equation for the order parameter \( \Delta \) replaces the differential Ginzburg–Landau equation. It contains the needed boundary conditions at the points of contact between the filament and the bulk superconductors. Some general properties of the solution \( \Delta(z) \) of Eq. (17) follow from the form of the functions (18) and (19). Let us write \( \Delta(z) \) in the form

\[
\Delta(z) = \Delta_0(T) \left( \cos \frac{\varphi}{2} + i q(z) \sin \frac{\varphi}{2} \right)
\]

and substitute it in Eq. (17). For the function \( q(z) \) we obtain the equation

\[
q(z) = b(z) + \int_{-L/2}^{L/2} dz' q(z') K(|z - z'|) ,
\]

with \( K(z) \) defined by (19) and the new out-integral function \( b(z) \),

\[
b(z) = \lambda 2 \pi T \sum_{\omega > 0} \frac{1}{\omega} \left( e^{-\omega L/v_c} \sinh \left( \frac{2 \omega z}{v_c} \right) \right) .
\]

In obtaining Eq. (21) we have used the relation

\[
\lambda 2 \pi T \sum_{\omega > 0} \frac{1}{\omega} = 1 , \quad \text{for } T \to T_c .
\]

It follows from (19), (21), and (22) that the function \( q(z) \) has such properties:

i) the function \( q(z) \) is real,

ii) \( q(z) \) does not depend on the phase \( \varphi \),

iii) \( q(-z) = -q(z) \), \( q(0) = 0 \).
Thus, the value of the order parameter $\Delta$ at the center of the contact always is equal to $\Delta_0(T) \cos(\varphi/2)$. Also, the universal phase dependence of $\Delta(z, \varphi)$, which is determined by (20) and i)–iii), leads (see below) to the sinusoidal current-phase dependence $j=j_c \sin \varphi$. It is emphasized that these general properties of the ballistic microchannel [within the considered case of “rigid” boundary conditions (10) and temperatures close to $T_c$] does not depend on the contact length $L$, in particular, on the ratio of $L/\xi_0$.

Now we are going to obtain the Josephson current in the system. To calculate the total current $I=SI$ that flows through the channel at the given phase difference $\varphi$, we use the equation for the current density (9) and the anomalous Green’s function $f_\omega (16)$ obtained above. The normal Green’s function $g_\omega (v, z)\equiv 1/2 f_\omega (v, z)[f_\omega (-v, z)]^\varphi$. It is convenient to calculate the current density at the point $z=0$. Using the expression for $\Delta(z)$ (20), we obtain the general formula for the Josephson current $I(\varphi)$ in terms of the function $q(z)$:

$$I(\varphi) = I_c \sin \varphi.$$  

$$I_c = \frac{16T_c^2}{v_F} \sum_{\omega \geq 0} \left[ \frac{1}{\omega} \langle v_\omega e^{-\omega L/v_F} \rangle_{v_\omega > 0} + \frac{2}{\omega} \int_0^{1/2} dz q(z) e^{-\omega z/v_F} \right].$$  

(25)

Here $I_0 = \pi \Delta_0^2(T)/(4 e R_0 T_c)$ is the critical current at $L=0$. It coincides with the result of Ref. 8 for the orifice (2) at $T$ near $T_c$. Expression (25) jointly with Eq. (21) for $q(z)$ describes the dependence of the current on the contact length $I_c(L)$. It is valid for arbitrary value of the ratio $L/\xi_0$. Note that in our case $T\to T_c$, we have the relation $\xi_0, L \ll \xi(T)$.

Let us introduce the dimensionless quantities

$$x = z/L, \quad l = \frac{\pi T_c L}{v_F}, \quad \omega = \frac{\omega T_c}{2n+1}, \quad J_c = \frac{I_c}{I_0}.$$  

(26)

In reduced units (26), after taking the average $\langle \ldots \rangle_{v_\omega > 0}$, the equations for $q(x)$ and $J_c$ take the form

$$q(x) = b(x) + l \int_{-1/2}^{1/2} dx' q(x') K(|x-x'|),$$  

(27)

$$J_c = \frac{8}{\pi} \sum_{n=0}^{N} \left[ \mathrm{exp}[-l(2n+1)][1-l(2n+1)] \right] \left[ \frac{1}{2n+1} \right]$$

$$-l^2 Ei[-l(2n+1)]$$

$$+4l \int_0^{1/2} dx \left[ \frac{1}{2n+1} \right]$$

$$+2l x Ei[-l(2n+1)x],$$  

(28)

where

$$b(x) = \frac{1}{\lambda} \sum_{n=0}^{N} \left[ \frac{2 \exp[-l(2n+1)] \sinh[2l(2n+1)x]}{(2n+1)} \right]$$

$$+l(2n+1)(1-2x) \left[ \left. Ei[-l(2n+1)(1-2x)] \right|_{x=0} + l(2n+1)(1+2x) \left[ \left. Ei[-l(2n+1)(1+2x)] \right|_{x=0} \right] \right],$$  

(29)

$$K(x) = -2 \lambda \sum_{n=0}^{N} \left[ Ei[-2l(2n+1)x] \right].$$  

(30)

The function $Ei(x) = \int_{-\infty}^{x} e^{t}/t dt$ is the integral exponential. The upper limit $N$ in the sums over $n$ is related to the cutoff frequency $\omega_p$ in the BCS model, $N = \omega_p / T_c$. The value of the coupling constant $\lambda$ is related to $N$ by Eq. (23) or, in reduced units,

$$2 \lambda \sum_{n=0}^{N} \frac{1}{(2n+1)} = 1.$$  

(31)

In the weak-coupling limit of $\lambda \ll 1$, we have $N \gg 1$.

In the general case of the arbitrary value of the parameter $l (l = L/\xi_0)$ Eq. (27) is a convenient starting point for the numerical calculation of the function $J_c(l)$. We consider here two limiting cases, $l \gg 1$ and $l \ll 1$.

For a long microbridge with $l \gg 1$ we seek a solution of Eq. (27) in the form $q(x) = \alpha x$. Substituting this $q(x)$ in Eq. (27), we find $\alpha = 2 + O(1/l)$. Calculating $J_c(l)$ with $q(x) = \alpha x$, we find that the order parameter and the current critical are

$$\Delta(z) = \Delta_0 \left[ \cos \frac{\varphi}{2} \frac{1}{z} \right]^{1/2} \left( \frac{\sin \frac{\varphi}{2}}{2} \right), \quad L \gg \xi_0,$$  

(32)

and

$$I_c(L) = \frac{14}{3 \pi^2} \left( 3 \right) \lambda F \left( l \right), \quad L \gg \xi_0.$$  

(33)

Expressions (31) and (32) coincide with the solution of GL equations (with effective boundary conditions for the order parameter $\Delta$) for the clean superconducting microbridge. Thus, our microscopic approach with the boundary conditions (10) for the Green’s functions (not for $\Delta$) gives the results of the phenomenological theory at $L \gg \xi_0$.

For a short microbridge with $l \ll 1$, in zero approximation on $l$ we find that $q(x) = 0$ [ $\Delta(z) = \Delta_0 \cos(\varphi/2)$, $J_c = 1$ or, in dimension units, $I_c(0) = I_0$, in agreement with formula (2)]. The corrections for the zero approximation depend on the value of the product $IN$. For very small $l \ll T_c/\omega_p$ (i.e., $L \ll a_D = v_F/\omega_p$), the product $IN$ is small, although $N \gg 1$. As a result, when $q(x,l)$ and $J_c(l)$ are calculated in the region $L < a_D$, the cutoff in the sums over $n$ must be taken into account. Apparently, when the cutoff frequency appears explicitly but not through the value of $T_c$, the applicability of the BCS theory becomes questionable. More rigorous consideration, based on the Eliashberg theory of superconductivity, is needed in this case. Nevertheless, by using the BCS model with cutoff frequency we assume qualitatively to take into account the retardation effects of electron-
phonon coupling in our problem. In the domain which is defined by the following inequalities: \( lN \ll 1, N \gg 1, l \ll 1 \), the functions \( b(x) \) (29) and \( K(x) \) (30) have the asymptotic behavior:

\[
b(x) = 4\lambda lN \left[ x \ln(lN) + x(C + \ln 2) + \frac{1}{4} \ln \left( \frac{1 + 2x}{1 - 2x} \right) + 2x \ln(1 - 4x^2) \right],
\]

\[
K(|x|) = -2\lambda N[\ln(2lN|x|) - 1],
\]

where \( C \approx 0.577 \) is the Euler constant. As follows from Eqs. (33) and (34), in this case the integral term in Eq. (27) is small, and calculating the critical current in the first approximation on the small parameter \( lN \), we set \( q(x) = b(x) \). As a result, we have

\[
\Delta(z) = \Delta_0(T) \left( \cos \frac{\varphi}{2} + ib(z/L) \sin \frac{\varphi}{2} \right), \quad L \ll a_D.
\]

where \( b(x) \) is defined by expression (33),

\[
I_c(L) = I_0\left( 1 - \frac{8}{\pi\lambda \nu_F} \frac{T_cL}{\nu_F} \right), \quad L \ll a_D.
\]

In the region \( l \ll 1 \) and \( lN \ll 1 \) the integral term in Eq. (27) is numerically small as compared with the out-integral term \( b(x) \). Using in Eq. (27) the \( q(x) = b(x) \) as a rough approximation, we calculate the function \( J_c(l) \) shown in Fig. 2.

For the case \( l \ll 1 \) and \( lN \gg 1 \), we set \( N = \infty \) in the equation for \( q(x) \) and \( J_c(l) \). The corrections for the critical current in this region of length \( L \) can be estimated as

\[
I_c \approx I_0 \left( 1 - \frac{L}{\nu_F} \ln \frac{\xi_0}{L} \right), \quad a_D \ll L \ll \xi_0.
\]

The expressions (32), (36), and (37) describe the dependence of the critical current on the contact length in the limiting cases of short and long channels. With increasing length \( L \), the critical current decreases. For ultrasmall \( L \ll a_D \) the value of \( \delta l_c/l_0 \sim (l\lambda)(l/\xi_0) \) directly depends on the BCS coupling constant \( \lambda \), and consequently it is sensitive to the effects of the strong electron-phonon coupling.

4. CONCLUSION

We have studied the size dependence of the Josephson critical current in ballistic superconducting microbridges. Near the critical temperature \( T_c \), the Eilenberger equations have been solved self-consistently. The closed integral equation for the order parameter \( \Delta \) (17) and the formula for the critical current \( I_c \) (25) are derived. Equations (17) and (25) are valid for the arbitrary microbridge length \( L \) in the scale of the coherence length, \( \xi_0 \sim \nu_F/T_c \). In strongly inhomogeneous microcontact geometry they replace the differential Ginzburg–Landau equations and can be solved numerically. In the limiting cases \( L \gg \xi_0 \) and \( L \ll \xi_0 \), we obtained the analytical expressions for \( \Delta \) inside the weak link and for the \( I_c(L) \). The dependence of \( I_c \) on \( L \) is shown schematically in Fig. 3. For a long microbridge, \( L \gg \xi_0 \), the critical current \( \sim 1/L \) is in correspondence with the phenomenological analysis. The main interest lies in the region \( L \ll \xi_0 \), where a microscopic theory is needed. We have calculated the corrections for the KO theory, which are connected with the finite value of the contact size. The expression (2) for the Josephson current was obtained in Ref. 8 in zeroth approximation on the contact size. For the \( L \ll \xi_0 \), we find that \( \delta l_c/l_0 \sim (-L/\xi_0)\ln(\xi_0/L) \), where \( I_0 \) is the value of the critical current in KO theory. Thus, the corrections for the value \( I_0 \) are small when \( L \ll \xi_0 \), but the derivative \( dl_c/dL \)
has a singularity at $L = 0$. This singularity is smeared if we take into account the finite value of the ratio $T_c / \omega_D$. For an ultrashort microchannel, $L \approx a_D \sim v_F / \omega_D$ (the hatched region in Fig. 3), the length dependence of the critical current is $\delta I_c / I_0 \sim -L/\lambda \xi_0$ ($\lambda$ is the electron-phonon coupling constant). In the very small microcontacts we have a unique situation in which the disturbance of the superconducting order parameter can be localized on the length $a_D$, making essential the effects of retardation of electron-phonon interaction. The ballistic flight of electrons through the channel is a dynamic process with characteristic frequency $v_F / L$. For $L$ smaller than $a_D$ this frequency is comparable with the Debye frequency $\omega_D$.

In summary, the critical current $I_c$ for the finite contact's size is smaller than $I_0$. At the same time, the normal-state resistance $R_N$ of the ballistic microchannel does not depend on the length $L$ and remains equal to the Sharvin resistance $R_0$ ($\Delta = 0$). As a result, the value of the product $I_c R_N$ is not equal to $\pi \Delta^2 / 4eT_c$ and depends on the contact size. We have considered here the quasi-classical case $L \gg h / v_F$. In the quantum regime, $L \sim \hbar / v_F$, the Sharvin resistance $R_0$ in Eq. (2) is substituted by the quantized resistance of the contact, as was first shown by Beenakker and Houten. It follows from our analysis that for such small microcontacts with $L \approx a_D$ the rigorous calculation of the Josephson current requires taking into account the retardation effects.
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The dynamics of the Abrikosov vortex lattice and a single vortex in a type II superconductor with defects is studied taking into account inertial as well as gyroscopic (Hall) properties. The spectrum of normal modes in the absence of defects has two branches. In the limit of small wave vectors the spectrum of normal modes of vortices has two branches. In the limit of large wave vectors one of the branches is gapless and has a quadratic dispersion relation, while the other branch has a finite gap. In the limit of large wave vectors, the dispersion relations for both modes become linear (acoustic). It is shown that the interaction with defects in a moving vortex or a vortex lattice excites oscillations corresponding to these modes. This creates an additional energy dissipation channel for translation motion of the vortex. In the case of a single vortex, the corresponding drag force diverges as $V^{-1/2}$ for $V\rightarrow 0$, i.e., prevails over the regular force of viscous friction for small velocities.

The dynamics of vortices and vortex lattices in superconductors, their pinning at defects, and depinning processes determine basic physical properties of type II superconductors, which are important for their applications (see the review by Blatter et al.\cite{1}). Vortex dynamics in various ordered media (superconductors and superfluid phases of $^4$He and $^3$He) is a complex phenomenon which should be generally analyzed taking into account inertial and dissipative properties of vortices, the presence of a gyroscopic force (Hall force in the case of superconductors) as well as defects. Among other things, these properties are manifested in special collective modes existing in the vortex system. These modes were observed in resonance experiments with $^4$He.\cite{2} The interest to these modes as applied to high $T_c$ superconductors (HTSC) has increased considerably in recent years in connection with experiments\cite{3} on magnetic absorption in $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8$, in which resonance associated with normal vortex modes was observed. However, induced motion of vortices in the vortex lattices of HTSC is usually described in the purely dissipative approximation without taking into account the peculiarities in the response of the system with local modes (see the review by Blatter et al.\cite{1}).

In this communication, we analyze the dynamics of the vortex lattice and a single vortex in a superconductor taking into account inertial as well as gyroscopic (Hall) properties of the superconductor with defects. In the absence of defects, the spectrum of normal modes of vortices has two branches. For small wave vectors $q$, one of the branches is gapless and has a quadratic dispersion relation, while the other has a finite gap. For large values of $q$, the dispersion relation for both modes becomes linear (acoustic).

The interaction with defects in a moving vortex or vortex lattice induces oscillations corresponding to these modes. This creates an additional dissipation channel for the energy of translational motion of the vortex. Since the dispersion relation is gapless, such a dissipation appears at an infinitely small vortex velocity $V$. It differs from zero even if we disregard the initial dissipation in the equation of motion for the vortex. In this case, the vortex is decelerated due to the fact that the energy of its translational motion is transferred irreversibly to elementary excitations (normal modes quanta).

The type of this drag force depends considerably on the spacing between vortices. When the density of vortices is high, they interact strongly and form a lattice. The vortex lattice can be three-dimensional (3D) or two-dimensional (2D), the latter case (of so-called pancake vortices\cite{4}) being typical of strongly anisotropic superconductors. Our analysis proves that in both cases the contribution of interaction with defects to the dissipation of a moving vortex lattice is small, but it increases upon a decrease in the density of the lattice. Thus, the effect is the strongest for weakly interacting vortices. In the case of a solitary vortex, the additional contribution to the drag force diverges as $V\rightarrow 0$. The latter statement is in qualitative agreement with the conclusion drawn by Koshelev and Vinokur,\cite{4a} according to which the amplitude of forced oscillations of vortices in a vortex lattice moving in the presence of defects increases upon a decrease in the velocity of the lattice.

**DYNAMICS OF VORTEX LATTICE**

Let us consider the dynamics of a vortex lattice (formed by Abrikosov vortices parallel to the $z$-axis) in the absence of a perturbation. The low-frequency dynamics of a vortex lattice can be described on the basis of an effective equation for the 2D vector $\mathbf{u}=(x, y, z, t)$ lying in the $(x, y)$ plane and describing the displacement of the vortex lattice\cite{4} (Fig. 1).
The nondissipative dynamics of \( \mathbf{u} \) is determined by the following Lagrangian:

\[
L(\dot{\mathbf{u}}) = \int dx \, dy \, dz \left\{ \frac{\rho}{2} \ddot{\mathbf{u}}^2 + \frac{H}{2} (u_x \ddot{u}_x - u_y \ddot{u}_y) \right\} - W(\mathbf{u}).
\]  

(1)

Here \( \dot{\mathbf{u}} = \partial \mathbf{u} / \partial t \); \( \rho \) and \( \mathbf{H} \) are the mass and Hall constant of vortices in the lattice per unit volume, \( W(\mathbf{u}) \) is the energy of the deformed lattice,

\[
W(\mathbf{u}) = \int dx \, dy \, dz \left[ \frac{1}{2} c_{11} \left( \frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial y} \right)^2 + \frac{1}{2} c_{66} \left( \frac{\partial u_z}{\partial z} \right)^2 - \frac{\partial u_y}{\partial x} \right]^2 + \frac{1}{2} c_{44} \left( \frac{\partial u_x}{\partial y} \right)^2 \ + U_{\text{imp}}(\mathbf{u}),
\]  

(1a)

which is written as in the theory of elasticity, and \( c_{11}, c_{44}, \) and \( c_{66} \) are elastic moduli of the lattice. The term \( U_{\text{imp}} \) defines the energy of interaction of a vortex with defects (its structure will be considered later). The rate of energy dissipation in the system is determined by the dissipative function i.e., \( dE / dt = -2Q(\dot{\mathbf{u}}) \). In the theory of elasticity, this rate is equal to zero in the case of translational motion of the lattice as a single entity, and hence the density of dissipative function \( Q(\dot{\mathbf{u}}) \) is proportional to \((\partial \mathbf{u} / \partial t)^2\). The situation for a lattice formed by macroscopic objects of the type of vortices or dislocations is different. Each vortex moving in the medium experiences the action of a drag force, and the rate of its energy dissipation is proportional to \((\partial \mathbf{u} / \partial t)^2\). For this reason, we choose the dissipative function in the form

\[
Q = \frac{\beta}{2} \int dx \, dy \, dz \dot{\mathbf{u}}^2,
\]  

(2)

where \( \beta \) is the dissipation coefficient per unit volume.

Expressions (1) and (2) are written for a 3D vortex lattice. We can easily go over to other interesting cases like a 2D lattice (pancake vortices) or a solitary vortex. It is sufficient to carry out the substitution \( \{dx \, dy \, dz[\ldots] \rightarrow \{dx \, dy[\ldots] \} \) (2D case) or \( \{dx \, dy \, dz[\ldots] \rightarrow \{dz[\ldots] \} \) (solitary vortex) and omit the terms with the derivatives of \( \mathbf{u} \) with respect to \( z \) (2D case) or with respect to \( x, y \) (solitary vortex). We must also assume that \( \rho, \beta, \) etc. describe typical values per unit area of the lattice (2D case) or per unit length of a solitary vortex. For example, in the important case of a solitary vortex, we must carry out substitutions of the type \( \rho \rightarrow \rho a_v^2, \ \beta \rightarrow \beta a_v, \ c_{44} \rightarrow k \), where \( k \) is the energy per unit length of the vortex and \( a_v^2 \) the area of the vortex lattice per vortex.

The equations of motion for the variable \( \mathbf{u} \) can be derived by variation of Eqs. (1) and (2), \( \delta L / \delta \mathbf{u} = \delta Q / \delta \dot{\mathbf{u}} = 0 \). In the absence of interaction with defects, the equation of motion for a vortex lattice can be written in the form

\[
\rho \ddot{\mathbf{u}} + H (\mathbf{e}_x \ddot{u}_x - \mathbf{e}_y \ddot{u}_y) + \beta \ddot{\mathbf{u}} - c_{44} \ddot{\mathbf{u}} - \mathbf{e}_x \left[ c_{11} \frac{\partial u_x}{\partial x} \right] + c_{66} \frac{\partial u_y}{\partial y} \right] = 0.
\]  

(3)

In the nondissipative limit \( (\beta = 0) \), this equation describes the normal vibrations of the lattice. In the case of small dissipation, the corresponding dispersion relation \( \omega = \omega(q) \) is strongly anisotropic (Fig. 2) and is given by the following cumbersome formula.
\[ \rho \omega^2 = c_{44} q_z^2 + \frac{1}{2} (c_{11} + c_{66}) q_1^2 + H^2 \frac{H^2}{2 \rho} \pm \left( \frac{H^2}{2 \rho} \right)^2 \]

\[ + \frac{H^2}{2 \rho} \left[ 2 c_{44} q_z^2 + (c_{11} + c_{66}) q_1^2 \right] + \frac{1}{4} (c_{11} - c_{66})^2 q_1^2 \frac{1}{2} \]

\[ - c_{66}^2 q_1^2 \]

where \( q_1^2 = q_x^2 + q_y^2 \), and the signs ‘+’ and ‘−’ correspond to two vibrational branches. In the limit of small \( q_x \) and \( q_y \), the expressions for frequencies of the upper and lower branches are simplified considerably:

\[ \omega_{(-)}^2 = \frac{1}{H^2} (c_{44} q_z^2 + c_{66} q_1^2) (c_{44} q_z^2 + c_{11} q_1^2), \]

\[ \omega_{(+)1}^2 = \frac{H^2}{2 \rho} + \frac{2}{\rho} c_{44} q_1^2 + \frac{1}{4} (c_{11} + c_{66}). \] (5b)

Expression (5a) corresponds to the low-frequency gapless mode. For small \( q_x \) and \( q_y \), the dispersion relation for this mode is quadratic in the components of \( \mathbf{q} \) and independent of the vortex mass. For a wave propagating along the vortex (the limiting case \( q_z \rightarrow 0 \)) the result coincides with that obtained long ago by De Gennes and Matricon for a solitary vortex, i.e., \( \omega_{(-)} \rightarrow \omega_{(-)} \) where the Hall constant \( H \) of the solitary vortex is introduced.

Formula (5b) for small \( q \) describes the mode with a finite gap, i.e., \( \omega_{(+)} \rightarrow H/\rho + [2 c_{44} q_z^2 + (c_{11} + c_{66}) q_1^2]/2 \rho \). The limiting value of frequency for this mode is determined by the Hall constant \( H \) and mass \( \rho \), i.e., \( \omega_{(+)} \rightarrow H/\rho \) for \( q = 0 \). Thus, this mode corresponds to the cyclotron motion of vortices in the lattice in the homogeneous case \( (q = 0) \). Cyclotron motion of a vortex in superfluid systems and superconductors has been considered by many authors from the microscopic point of view. It was also observed for ferromagnets and antiferromagnets in an external magnetic field. It should be noted that sometimes another cyclotron frequency \( \omega_c \) is introduced for superconductors, which is determined by the cyclotron motion of electrons and has a finite value even when the vortex mass is not taken into account. A different mechanism of gap formation in the spectrum of normal modes in the lattice, namely, the long-range interaction between vortices, was considered by Sonin. Naturally, this mechanism does not work for normal modes of oscillations of a solitary vortex in contrast to the cyclotron mechanism.

The above specific features (quadratic dispersion relation and the presence of a gap) are due to the gyroscopic force. Only in the limit of large \( q \), \( c q^2 \gg H/\rho \), gyroscopic force is insignificant, and the dispersion relation for modes is transformed to a linear (quasi-acoustic) relation typical of lattice systems. The corresponding velocity of sound strongly depends on the direction of wave propagation:

\[ \omega_{(+)}^2 = \frac{1}{\rho} \left[ 2 c_{44} q_z^2 + (c_{66} + c_{11}) q_1^2 \right] \pm \frac{1}{2 \rho} \left[ c_{66} - c_{11} \right] |q_1|^2. \]

If the wave propagates along vortices, both branches naturally correspond to transverse oscillations with the velocity of sound \( s_v = \sqrt{c_{44}/\rho} \). The two branches corresponding to the propagation in a direction perpendicular to vortices for \( c q^2 \gg H/\rho \) describe longitudinal and transverse waves with velocities \( s_1 = \sqrt{c_{11}/\rho} \) and \( s_2 = \sqrt{c_{66}/\rho} \) respectively.

Let us consider the interaction between the vortex lattice and the defects in the crystal. For definiteness, we assume that the presence of defects leads to a coordinate dependence of the local critical temperature \( T_c \). This can be taken into account by introducing the coordinate-dependent coefficient \( [a_0 + F(\mathbf{r})] \psi^2 \) into the Ginzburg–Landau expansion.1

We start from the case of a single vortex located in equilibrium at a certain site \( I \) of the vortex lattice. For definiteness, we assume that the distribution of the order parameter in the vortex does not change during the motion of a vortex and is described by a known function \( f(r_x) \).1 Thus, taking into account the displacement of the vortex, we can write \( \psi^2 = |\psi_0|^2 f(r_x) \), where \( r_x = [(x - l_x - u_x) \pm (y - l_y - u_y)]^2 \). In this case, the energy \( E_{\text{imp}} \) associated with crystal inhomogeneities can be written in terms of the function \( f(r_x) \) in the form of a functional of the vortex displacement:

\[ E_{\text{imp}} = \int d\tilde{x} d\tilde{y} d\tilde{z} f(r_x) F(x + l_x + u_x, y + l_y + u_y), \]

where \( \tilde{x} = x - l_x - u_x, \tilde{y} = y - l_y - u_y \).

It is convenient to write the expression for \( E_{\text{imp}} \) in the form of the Fourier expansion in \( x \) and \( y \):

\[ E_{\text{imp}} = \frac{1}{S} \int d\xi d\eta f(\eta, \xi, z) \exp(-i \mathbf{q}_z \cdot \mathbf{u}(\xi, \eta)), \]

where \( \mathbf{q}_z = (q_x, q_y, 0), S = L_x L_y \) is the area of the superconductor, \( f(\mathbf{q}_z) \) is the form factor of the vortex, and

\[ F(x, y) = \sum_{\mathbf{q}_z} f(\mathbf{q}_z) e^{i \mathbf{q}_z \cdot \mathbf{x} + i q_z y}. \]

Taking this expression into account, we can write the equation of motion of the vortices in the presence of defects in the form (3) with an additional force \( F_{\text{imp}} \) on the right-hand side:

\[ F_{\text{imp}} = \sum_{\mathbf{q}_z} i \mathbf{q}_z f(\mathbf{q}_z) F(x, y, z) \exp(i \mathbf{q}_z \cdot \mathbf{u}). \] (7)

A general solution of this nonlinear equation with coefficients depending on \( z \) cannot be obtained. However, we can carry out a complete analysis assuming that deviations from the rectilinear uniform motion of vortices due to defects are small. Putting \( \mathbf{u} = \mathbf{e}_z \) and linearizing (3) and (7) in \( \mathbf{u} \), we obtain for \( \mathbf{u} \) the following linear equation with right-hand side:

\[ \rho \ddot{\mathbf{u}} + \mu \mathbf{u} + \kappa \nabla^2 \mathbf{u} = \frac{1}{\Omega} \sum_{\mathbf{q}_z} i \mathbf{q}_z f(\mathbf{q}_z) F(\mathbf{q}_z) \quad \exp(i \mathbf{q}_z \cdot \mathbf{u} + i q_z z), \]

where \( \kappa \) is the temperature-dependent coefficient.
where \( \Omega = L_x L_y L_z \) is the volume of the superconductor.

This equation describes induced oscillations of a vortex, and its solution can easily be obtained by the method of Fourier transformation. Substituting the solution of this equation into the dissipative function, we obtain additional contribution to the vortex energy dissipation associated with the fact that the motion of the vortex in the presence of a defect is not rectilinear and uniform. Since the value of \( \mathbf{u} \) averaged over \( z \) and \( t \) vanishes, this contribution is quadratic in the amplitude of forced oscillations of the vortex.

Clearly, the same expression (8) is valid for each of the vortices forming the lattice. In order to describe the force acting per unit volume of the lattice in the vicinity of a given point \( \mathbf{r} \) in the macroscopic limit, it is sufficient to carry out the substitution \( q_{\perp} \sim 1 + q_z \mathbf{z} - \mathbf{q} \cdot \mathbf{r} \) in (8) and divide (7) by the area \( a_{\theta}^2 \) per vortex. This gives

\[
(F_{\text{imp}})_{\text{lat}} = \frac{1}{a_{\theta}^2 \Omega} \sum_q i q_{\perp} f(q_{\perp}) F(q) \exp(i q_{\perp} \cdot \mathbf{r} - i q_z V t).
\]

(8a)

**CALCULATION OF DISSIPATION FOR VORTEX LATTICE**

In order to analyze specifically the contribution to the drag of a vortex lattice, we shall assume that inhomogeneity is due to the system of point defects whose size is smaller than the radius of the vortex core. In this case, the function \( F(x, y, z) \) in (5) can be written as the sum of Dirac delta functions:

\[
F(x, y, z) = \sum_a \alpha \delta(x - x_a, y - y_a, z).
\]

Here \( r_a \) is the coordinate of the \( a \)-th defect and \( \alpha \) characterizes the intensity of interaction of the defect with the order parameter (we assume for simplicity that the value of \( \alpha \) is the same for all defects). Such a model correctly describes any defect whose size is smaller than the coherence length \( \xi \) of the superconductor. Typical examples of such defects in HTSC are oxygen vacancies.1

In this case, the expression (8a) for the force \( F_{\text{imp}} \) acting per unit volume of the lattice can be written in the form

\[
F_{\text{imp}} = \frac{1}{a_{\theta}^2} \sum a \sum_{q_{\perp}} i q_{\perp} f(q_{\perp}) F(q) \exp(i q_{\perp} \cdot \mathbf{r} - i q_z V t).
\]

Solving this equation for \( \mathbf{u} \), we obtain

\[
\mathbf{u}_{x,y} = \frac{1}{a_{\theta}^2} \sum a \sum_{q_{\perp}} f(q_{\perp}) e^{i q_{\perp} \cdot \mathbf{r}} \times \frac{A_{x,y}(q_{\perp}) + i B_{x,y}(q_{\perp})}{A_x A_y - B^2} e^{-i q_{\perp} \cdot \mathbf{r} - i q_z V t},
\]

(9)

where

\[
A_x = (c_1 q_x^2 + c_{44} q_z^2) + i \beta q_y V - \rho(q_x V)^2;
\]

\[
A_y = (c_{66} q_x^2 + c_{44} q_z^2) + i \beta q_y V - \rho(q_x V)^2;
\]

\[
B = q_x V H.
\]

It should be noted that the condition \( A_x A_y - B^2 = 0 \) for \( \beta \to 0 \) determines the dispersion relation (4) for oscillations of the vortex lattice derived above. For \( \beta \neq 0 \), the denominator in formula (9) does not vanish for any value of \( q_{\perp} \).

Substituting expression (9) into the dissipative function and carrying out averaging over defects with the help of the relation \( \sum_a \exp(i q_{\perp} \cdot r_a) = N \delta q_{\perp} \), where \( N \) is the number of defects and \( \delta q_{\perp} \) is the Kronecker symbol, we can easily find the dependence of the drag force on the velocity of the vortex:

\[
Q(V) = \frac{1}{a_{\theta}^2} \frac{C_{\text{imp}}}{(2 \pi)^2} V^2 \alpha^2 \beta \int dq_x dq_y dq_{\perp} q_{\perp}^2 q_{\perp}^2 f^2(q_{\perp})

\times \frac{q_{\perp}^2 V^2 (\beta^2 + H^2) + (c_{44} q_z^2 + c_{11} q_x^2 + c_{66} q_x^2 - \rho q_x V)^2 + c_{11} - c_{66} q_z^2}{[\rho^2(q_x V)^4 - H^2(q_x V)^2 - \rho \hat{C}_q(q_x V)^2 + \hat{C}_1 q_{\perp}^2 - (\beta q_x V)^2] + (\beta q_x V)^2 [\hat{C}_q - 2 \rho(q_x V)^2]^2}.
\]

(10)

Here \( C_{\text{imp}} = N/\Omega \) is the concentration of defects, and the following notation has been introduced to simplify the relation:

\[
\hat{C}_q = \hat{C}_{1q} + \hat{C}_{2q}, \quad \hat{C}_{1q} = c_{11} q_x^2 + c_{44} q_z^2,
\]

\[
\hat{C}_{2q} = c_{66} q_x^2 + c_{44} q_z^2.
\]

Direct evaluation of this integral leads to cumbersome expressions, and we shall confine our further analysis to limiting relations between the parameters of the problem such as viscosity, Hall constant and vortex mass, and to the case of small velocities. Before discussing specific results, however, we shall make a general statement concerning the dependence of the additional drag force \( \Delta F(V) = Q(V)/V \) [\( Q(V) \) is the dissipative function (10)] on the velocity of vortices and on the parameters of the problem.

The factor \( \beta V^2 \) appearing in (10) in front of the integral can be interpreted so that the quantity \( Q(V) \approx \beta V^2 \), which in turn leads to a linear dependence \( F(V) \approx \beta V \) of the drag force on velocity. Clearly, the inclusion of vibrations of vortices associated with interaction with defects gives only a small correction to the conventional initial drag force. However, the integral in (10) contains singularities due to which the additional relaxation channel in (10) can become significant and even decisive.

As a matter of fact, the additional drag does not vanish even in the limiting case of small dissipation (\( \beta \to 0 \), while \( \rho \)})
and $H$ are finite). At first glance, this appears as paradoxical. However, such a collisionless (Landau) damping associated with pumping of energy of one vibrational mode to the other is encountered in many branches of physics. This is just the situation observed in our case the action of defects on vortices for small $\beta$ leads to the excitation of weakly attenuating normal vibrations of vortices in the lattice. Let us consider this conclusion in greater detail.

Expression (10) contains $\beta$ in the combination $\beta [B^2 + F^2(q, \{q\}_V^2)]$ (see (10)) where the function $F$ is such that the condition $F(q, \{q\}_V^2) = 0$ with the substitution $q, V \rightarrow \omega$ defines the frequencies of normal modes of vortex vibrations in the lattice [cf. (4) and (10)]. For $\beta \rightarrow 0$, the expression (10) is transformed into the $\delta$-function

$$\delta(F(q, \{q\}_V^2))$$

After simple transformations, this expression can be reduced to the sum of two $\delta$-functions of the type

$$\delta((q, V)^2 - \omega_{\pm}^2(q))$$

where $\omega_{\pm}(q)$ are the frequencies of normal modes (4). Since at least one of the equations $q, V = \omega_{\pm}(q)$ or $q, V = \omega_{\pm}(q)$ has a solution for any value of velocity, the value of $Q(V)$ can be finite even for $\beta = 0$. A similar result was obtained in an analysis of the drag of domain walls in magnets with microscopic defects.\textsuperscript{12,13} It can be explained as follows: the action of defects on vortices leads to excitation of weakly attenuating natural vibrations of vortices, and hence to irreversible transfer of the energy of translational motion of the vortex to the energy of these vibrations.

The physical meaning of this result becomes clearer if we formulate it in the language of quantum mechanics.\textsuperscript{11} Let us go over to a reference frame moving with the vortices. In this reference frame, defects move at a velocity $-V = -V_e \parallel x$-axis and can transfer the momentum $q$ to the vortex lattice (we put $h = 1$) only simultaneously with the energy $q, V = q, V$. This momentum is redistributed between the lattice as a whole and an elementary excitation, and the energy is transferred to the elementary excitation. In particular, for a single vortex the situation is quite simple: the vortex acquires a momentum in a direction perpendicular to its axis ($z$-axis), and the wave propagating along the vortex acquires a component of the momentum along the $z$-axis. It can easily be seen that the arguments of the $\delta$-functions written above determine the corresponding laws of conservation of energy and momentum during the generation of a vibrational quantum corresponding to a certain normal mode. Dissipation is due to reversible transfer of kinetic energy of the vortex to such excitations.

The calculation for small velocities leads to the expression

$$\Delta F(V) \sim V^{1/2}$$

where $C$ is a certain combination of the quantities $c_{11}$ and $c_{66}$. Consequently, in contrast to the case of domain walls\textsuperscript{12,13} for which $\Delta F(V) \rightarrow \text{const}$ for $V \rightarrow 0$, the corresponding correction to drag force for small velocities is smaller than the standard term of the type $\beta V$. However, this correction contains the quantity $C / \alpha_0^2$ in the denominator and increases upon a decrease in the density of vortices in the lattice. It follows hence that as we go over to a solitary vortex for which $C \approx 1$, the exponent of the velocity $V$ in the $F(V)$ dependence must become smaller than three.

A more standard result appears when $\beta$ is finite. In this case, we find as a result of simple but cumbersome evaluation of the integral in (10) that the correction to drag force is linear in $V$ for small velocities:

$$\Delta F(V) = -(\Delta B_{3D})V$$

$$\Delta B_{3D} \equiv \frac{1}{\eta} C_{imp} \frac{\beta \pi a^2}{4\sqrt{2}K^{1/2}c_{66}} \int dq_x dq_y f(q_{1})^2 q_{2}^2$$

Since $c_{66} B \approx a_0^{-2}$ and $c_{44} B \approx a_0^{-4}$ ($B$ is the induction in the superconductor),\textsuperscript{1} the quantity $\Delta B_{3D} \approx a_0$ for $\beta = 0$ and diverges for $(1/a_0^{-2}) \rightarrow 0$. Consequently, the correction $\Delta F(V)$ becomes more significant as the density of vortices decreases. An analysis proved that the corresponding contributions become equal ($\Delta B_{3D} \sim \beta$) only for small values of density for which the interaction between vortices can be neglected, and they can be regarded as independent.

Let us make a transition to the case of a solitary vortex: the dependence corresponds to the limit $c_{66} \rightarrow 0$ in the formula for $\Delta B_{3D}$ written above. Since the quantity $\Delta B_{3D}$ formally diverges, the dependence of $\Delta F(V)$ for a solitary vortex must become stronger than linear (it should be expected that $\Delta F(V) \propto V\sigma$, $\sigma < 1$).

The analysis of a 2D lattice proved that such lattices obey the same regularities as in the 3D case. For example, the corresponding correction to drag force for low velocities and a finite $\beta$ is smaller than $\beta V$. For this reason, we shall not discuss details and go over to an analysis of a solitary vortex for which the contribution $\Delta F(V)$ has the maximum value.

**DRAG OF A SOLITARY VORTEX**

For a solitary vortex, we must assume in the integral (10) that the quantities $H$ and $\rho$ correspond to unit length of the vortex (see (3)) and put $\xi_{1q} = \xi_{2q} = 4\kappa q^2$ where $\kappa$ is the energy per unit vortex length. In this case, the dependence of the integrand on $q$ is simplified significantly, and $Q(V)$ can be calculated in detail. For example, if we disregard inertial properties of the vortex (i.e., put $\rho = 0$), we can determine the $Q(V)$ dependence exactly. For all values of velocity and any relation between $H$ and $\beta$, the additional drag force is proportional to $V^{-1/2}$.

$$F(V) = \eta V^{-1/2} C_{imp} A^{-1/2} \frac{\pi \alpha}{\sqrt{2}K^{1/2}c_{66}^{1/2}} \frac{1}{\sqrt{H^2 + \beta^2}} \left[\sqrt[1/2]{(\sqrt{H^2 + \beta^2} + H)^{1/2} + (\sqrt{H^2 + \beta^2} - H)^{1/2}}\right]$$

(11)

and the coefficient $\eta$ is finite for $\beta \rightarrow 0$, $H \neq 0$ as well as for $H \rightarrow 0$, $\beta \neq 0$.

We have introduced here the notation $A^{-1/2} = \int dq_x dq_y \frac{\sqrt{q_x q_y}}{f(q_{1})^2}$. where $\xi$ is the coherence length. Considering that the vortex form factor $f(q_{1})$ is a function localized in the region $\xi q_{1} \approx 1$. $f(q_{1}) \approx \xi^{-2}$ for $q_{1} \rightarrow 0$ and $f(q_{1}) \rightarrow 0$ for $\xi q_{1} \gg 1$ [see (11)], we find that $A$ is a constant of the order of unity.

An analysis of the effect of inertial properties of the vortex will be carried out assuming that $\beta \ll H$, but without requiring that any inequalities are satisfied for other param-
eters of the problem. In this case, the integral with respect to \( q^2 \) was evaluated exactly using \( \delta \)-functions and the following compact expression was obtained:

\[
Q(V) = \frac{C_{\text{imp}} \alpha^2}{\sqrt{\kappa}} \int_0^\infty dq \int_{-\infty}^\infty dq_x q_x^2 f^2 \\
\times (q_x) \frac{q_x V}{\sqrt{H(q_x V) + \rho(q_x V)^2}} + 2 \frac{C_{\text{imp}} \alpha^2}{\sqrt{\kappa}} \int_{(H/\rho V)}^\infty dq \int_{-\infty}^{+\infty} dq_x q_x^2 f^2 \\
\times (q_x) \frac{q_x V}{\sqrt{\rho(q_x V)^2 - H(q_x V)}} .
\]

(12)

The first term in this expression is due to excitation of oscillations of the activationless mode, while the second term is associated with the activation mode. For small velocities \( V \ll H \xi / \rho \), the integration in the second integral is carried out over the region \( q_x > 1 / \xi \). In this region, the function \( f(q_x) \) is exponentially small, and hence the contribution from the second term is insignificant. However, the first term associated with elementary excitations with activationless dispersion relation gives a significant contribution to \( \Delta F(V) = Q(V)/V \) for an indefinitely small velocity. It can easily be seen that this contribution diverges for \( V \to 0 \). In the limiting case \( \rho \ll H \xi / V \), we naturally arrive again at the formula (11) for \( \beta = 0 \), in which \( F(V) \) does not depend on \( \rho \). Inertial properties of the vortex are manifested only for \( V > H \xi / \rho \). In this case, the divergence of \( F(V) \) is stronger than in (11): \( F(V) \propto 1/V \). However, this case corresponds to too high velocities and will not be considered here.

Thus, for arbitrary relations between dynamic parameters \( \rho, \kappa, \) and \( \beta \) of the solitary vortex and a small vortex velocity \( V \ll H \xi / \rho \), the additional force is described by formula (11), i.e., \( \Delta F(V) \propto V^{-1/2} \) and diverges for \( V \to 0 \). Taking into account the ordinary viscous drag force acting on the vortex, we can write the resultant force in the form \( F(V) = \beta V + \eta V^{1/2} \), where \( \beta \) is the viscosity introduced in (2), and \( \eta \) is defined by formula (11). It follows hence that for small velocities \( V < V^* \), the value of \( \Delta F \) is larger than \( \beta V \) even if the coefficient of \( V^{-1/2} \) is quite small.

Let us estimate the characteristic velocities of the vortex, i.e., the quantities \( H \xi / \rho \) and \( V^* = (\eta / \beta)^{2/3} \). The quantity \( H \xi / \rho \) turns out to be larger than ordinary velocities of vortex lattices, while \( V^* \) is obviously smaller than \( H \xi / \rho \) if only due to the fact that it contains small parameters \( C_{\text{imp}} \) and \( \alpha \). In accordance with formulas (11) and (12), the characteristic velocity \( V^* \) for small velocities and any relation between \( \beta \) and \( H \) is defined as

\[
V^* = \left( \frac{AC_{\text{imp}} \alpha^2}{2 \beta \sqrt{\kappa \xi \max(\beta, H)}} \right)^{2/3} ,
\]

(13)

where \( A \) is a numerical factor of the order of unity and \( \xi \) the coherence length.

In order to obtain estimates, we choose conventional expressions for phenomenological parameters of the problem in terms of microscopic characteristics of the superconductor (see, for example, Refs. 1 and 11). We write \( \kappa = (\Phi_0/4 \pi a)^2 \), where \( a \) is the depth of magnetic field penetration in the superconductor and \( \Phi_0 \) the magnetic flux quantum. For the quantity \( \alpha \), we put \( \alpha = (H_2 / 8 \pi r) \times (\Delta T_c / T_c) a^3 \), where \( H_2 = \Phi_0/2 \pi a \xi \) is the thermodynamic critical field of the superconductor, \( \Delta T_c / T_c \) the relative suppression of the superconducting transition temperature at a defect, and \( a^3 \) is the volume corresponding to a defect (the value of \( a \) is of the order of atomic spacing). The gyrosopic constant \( H \) is determined by the number density \( n \) of superconducting electrons, \( H = \pi \hbar n \), \( n = m c^2 / 4 \pi a^2 e^2 \), where \( \hbar \) is Planck’s constant, \( m \) and \( e \) are the electron mass and charge, and \( c \) is the velocity of light. Finally, the viscosity \( \beta \) is primarily determined by the metal resistivity \( \rho_n \) in the normal state, and hence we can write

\[
\beta = H_{c2} \Phi_0 / c^2 \rho_n , \quad H_{c2} \text{ is the upper critical field, } \frac{H_{c2}}{H_{c1}} = \Phi_0 / 2 \pi a \xi^2 . \]

This gives

\[
V^* = \frac{a^4 c^2 \rho_n}{64 \pi^5 \lambda^2 \xi} \left( \frac{C_{\text{imp}}}{2} \right)^{2/3} \left( \frac{\Delta T_c}{T_c} \right)^{4/3} \text{ for } \beta = H ,
\]

\[
V^* = \frac{a^4 c^2}{64 \pi^5} \left( \frac{C_{\text{imp}} \rho_n}{2 \lambda^2 \xi} \right)^{2/3} \left( \frac{\Delta T_c}{T_c} \right)^{4/3} \text{ for } \beta \ll H .
\]

(14)

If we take the characteristic values of HTSC of the YBCO type, i.e., \( \rho_n = 5 \cdot 10^{-11} \text{ s}, a = 10^{-8} \text{ cm, } \xi = 10^{-7} \text{ cm, } \lambda / \xi = 10^2 \), and assume that \( \Delta T_c / T_c \sim 10^{-1} \), the values of \( V^* \) do not differ significantly for \( \beta < H \) and \( \beta = H \) and can be estimated as

\[
V^* \sim \left( C_{\text{imp}} (10^{-11} - 10^{-12}) \right) / c ,
\]

where the value of \( C_{\text{imp}} \) is measured in cm$^{-3}$. For a reasonable value of \( C_{\text{imp}} \sim 10^{-3} \text{ cm}^{-3} \), which corresponds, for example, to the equivalent density of dislocations \( C_{\text{disl}} \sim 10^{-6} \text{ cm}^{-2} \), the value of \( V^* \sim 10^{-1} - 10^{-2} \text{ cm/s} \), which is even larger than ordinary values of vortex velocity in superconductors.

**DISCUSSION OF RESULTS**

Thus, the correction to the drag force acting on a vortex and associated with collective modes induced during the motion of the vortex through a system of defects is small for a dense vortex lattice, but has a singularity \( F(V) \sim 1/\sqrt{V} \) for \( V \to 0 \) in the case of a solitary vortex. The dependence of drag force on velocity is stronger than that obtained in Ref. 4. This is due to the fact that we proceed from the realistic model of vortex interaction with defects and not from the model of random force as in Ref. 4.

The nonmonotonic dependence of drag force on velocity can lead to singularities of the induced motion of vortices. The drag force acting on a moving vortex if we take into account the excitation of natural vibrational mode can be presented in the form

\[
F = \beta V + \eta / \sqrt{V} ,
\]

where the first term describes “conventional” viscous drag and the quantity \( \eta \) is defined by formula (11). This must lead
to singularities in the velocity of induced motion of a vortex under the action of the external force $F_e$ (transport current), which is defined as $F_e = F(V)$. It can be easily seen that this equation has two solutions, the solution corresponding to the upper branch existing only for a velocity larger than the characteristic value $V^* = (\eta/\beta)^{2/3}$ introduced above [see (11)].

The steady-state motion for a negative differential mobility $(1/\beta)_{\text{def}} = dV/dF_e$ is usually unstable. Since the condition $dV/dF_e > 0$ is satisfied only for the upper branch of the function $F(V)$, the steady-state motion of the vortex is possible only for $V > V^*$. Thus, this singularity must be manifested in the form of an abrupt jump on the dependence $V(F_e)$, which in fact coincides with the current–voltage characteristic of the superconductor.

It should also be noted that the theory developed above is not confined only to vortices in superconductors and can be applied for vortex–like objects in any ordered medium. The only condition is that a vortex must possess gyroscopic properties. It was mentioned above, however, that gyroscopic dynamics is typical of many models of ordered media. Apart from the examples considered above, we can mention Bloch lines, viz., specific vortex–like objects existing in domain walls of ferromagnets and characterized by experimentally established gyroscopic properties, which can be used as carriers of information in memory devices (see Ref. 14).

The authors are grateful to V. G. Bar’yakhtar, V. M. Pan, and A. L. Kasatkin for fruitful discussions.
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The behavior of a 3D Ising system at temperatures above $T_c$ is studied in the approximation of
sextic distribution for modes of spin moment density oscillations ($\rho^6$ model). An original
method is developed in this higher non-Gaussian approximation for calculating the thermodynamic
characteristics of the 3D Ising model near $T_c$ taking into account the first confluent
correction. The contributions to the thermodynamic functions of an Ising ferromagnet (free
energy, entropy, internal energy, and specific heat) from the short-wave and long-wave modes of
spin density oscillations are considered separately. A nonuniversal factor determined by
microscopic characteristics of the system is singled out in the expressions for leading critical
amplitudes and the amplitudes of the confluent correction. Numerical estimates of the
critical region size, phase transition temperature, leading critical amplitudes, and the amplitudes
of the correction to scaling of specific heat and susceptibility of the system are given for
different values of effective radius of the exponentially decreasing interaction potential. © 1999
American Institute of Physics. [S1063-777X(99)00511-3]

INTRODUCTION

The description of phase transitions and critical phenomena, i.e., the construction of a microscopic theory of phase
transitions is a fundamental problem in physics. It includes a
wide range of questions associated with the study of physical systems such as liquids, ferromagnets and ferroelectrics, bi-
ary alloys, polymers, and liquid crystals. Phase transitions are considered in low-temperature physics, solid-state phys-
ics, physical chemistry, metal physics, and biology. These phenomena are widely used in engineering. Persistent scientific interest to this problem is stimulated by exceptional signif-
ificance of these phenomena for modern technology, their complexity near the phase transition point, the difficulties of their theoretical description and experimental investigation in view of increasing role of large-scale fluctuations and large relaxation times.

Recent comprehensive and intense studies of phase trans-
hions have made it possible to formulate new concepts re-
vealing the essence of critical phenomena and to develop a
powerful mathematical apparatus for their description. The problem mentioned above was considered in a number of monographs and review articles. Most authors studying the theory of phase transitions paid special attention to determin-
ing the universality class of the systems, an analysis of sym-
metry properties irrespective the characteristics of the initial Hamiltonian, the types of solutions of recurrence relations
(RR), and the calculation of critical exponents. Important experimental results have been obtained in this field. Universal ratios and combinations of critical amplitudes of thermo-
dynamic characteristics of spin systems, including the 3D
Ising model (which is a key model of phase transition) are calculated. The problem of dependence of critical amplitudes
on the microscopic characteristics of the system required a
consistent analysis and could be solved successfully together
with the main problem in the theory of phase transitions, i.e.,
derivation of explicit expressions for thermodynamic charac-
teristics of the system near the phase transition point as functions of temperature and microscopic characteristics. Consid-
erable progress in the solution of this problem were made by
using the method of collective variables (CV) generalized by
Yukhnovskii to the case of spin systems. The term collective
variables is applied to a special class of variables spe-
cific for each individual physical system. The set of CV con-
tains variables associated with order characteristics. For this
reason, the phase space of CV is most natural for describing
a phase transition. For magnetic systems, the CV $\rho_k$ are the
variables associated with modes of spin moment density os-
cillations, while the order parameter is associated with the
variable $\rho_0$ in which the subscript “0” corresponds to the
peak of the Fourier transform of the interaction potential.

This paper is devoted to statistical description of the
main properties of a 3D Ising ferromagnet by the CV
method taking into account the microscopic characteristics of the system. The obtained results can be used for interpreting experimental results concerning the behavior of real materi-
als in the vicinity of the second-order phase transition point,
and the computational technique proposed here for thermo-
dynamic characteristics can be used for calculating their ther-
modynamic functions in the critical region. The original
technique developed in this work for computing a one-component spin moment density oscillation modes with the help of relations of the type of an analytic functional \( j \)

\[
  \sigma_1 \sigma_1,
\]

where \( \Phi((j-I)) \) is the potential of interaction of particles at sites \( j \) and \( I \), \( \sigma_j \) is the operator of the \( z \)-component of spin at the \( j \)th site, having two eigenvalues \( +1 \) and \( -1 \). The interaction potential is an exponentially decreasing function

\[
  \Phi(r_{jk}) = A \exp \left( -\frac{r_{jk}}{b} \right).
\]

Here \( A \) is a constant, \( r_{jk} \) the separation between particles, and \( b \) the radius of effective interaction. For the Fourier transform of the interaction potential, we use the approximation

\[
  \Phi(k) = \begin{cases} 
    \Phi(0)(1 - 2b^2k^2), & k \leq B', \\
    0, & B' < k \leq B,
  \end{cases}
\]

where \( B \) is the boundary of Brillouin half-zone (\( B = \pi/(c) \), \( B' = (b\sqrt{2})^{-1} \), \( \Phi(0) = 8\pi A(b/c)^3 \).

We shall use here the method of collective variables (CV), which allows us to calculate approximately the expression for partition function and to obtain, in addition to universal quantities (critical exponents), complete expressions for thermodynamic functions near the phase transition temperature \( T_c \).

In the CV representation for the partition function of the 3D Ising model, we have

\[
  Z = \int \exp \left[ \frac{1}{2} \sum_k \beta \Phi(k) \rho_k \rho_{-k} \right] J(\rho)(d\rho)^N.
\]

Here the summation over the wave vectors \( k \) is carried out within the first Brillouin zone, \( \beta = 1/(kT) \) is the reciprocal thermodynamic temperature, and the CV \( \rho_k \) are introduced with the help of relations of the type of an analytic functional for operators of spin moment density oscillation modes

\[
  \rho_k = (\sqrt{N})^{-1} \sum_j \sigma_j \exp(-i k \cdot j),
\]

\[
  J(\rho) = 2^N \int \exp \left[ 2\pi i \sum_k \omega_k \rho_k + \sum_{n=1}^{\infty} (2\pi i)^2 N^{1-n} \right.
  
  \left. \times M_{2n} \left( \frac{2n}{(2n)!} \sum_{k_1, \ldots, k_{2n}} \omega_{k_1} \ldots \omega_{k_{2n}} \delta_{k_1 + \ldots + k_{2n}} \right) (d\omega)^N \right].
\]

is the Jacobian of transition from the set \( N \) spin variables \( \sigma_i \) to the set of CV \( \rho_k \), and \( \delta_{k_1 + \ldots + k_{2n}} \) is the Kronecker symbol. The variables \( \omega_k \) are conjugate to \( \rho_k \), and cumulants \( M_{2n} \) assume constant values (see Ref. 3). The expression for the partition function (4) cannot be calculated exactly due to the presence of an infinitely large number of terms in the exponent (5). For this reason, approximations limiting the number of terms in the exponent of the integrand in (5) are used. A certain approximation of the integrand in the expression for \( J(\rho) \) determines the choice of the model for calculating the explicit form of the Jacobian of the transition (models \( \rho^4 \), \( \rho^6 \), etc.). For \( n = 1 \), we obtain the Gaussian approximation. It leads to classical values of critical exponents. An important condition in describing the critical properties of the Ising model is the use of non-Gaussian densities of measures. The simplest approximation permitting an analysis beyond the classical behavior corresponds to \( n = 2 \) and is based on quartic density of measure (\( \rho^4 \) model). This approximation is used for calculating basic critical exponents of thermodynamic characteristics, complete expressions for these characteristics taking into account confluence corrections, and for analyzing the relation for critical amplitudes (see, for example, Refs. 5–7). In view of approximate calculation of partition function confined to the \( \rho^4 \) model, the obtained results (critical exponents, amplitudes, and thermodynamic functions) contain a certain dependence on the renormalization group (RG) parameter \( s \). This dependence becomes much weaker as the form of the non-Gaussian density of measure becomes more complicated (transition to more complicated models \( \rho^6 \) \( \{ n = 3 \), see (5)\), \( \rho^8 \), and \( \rho^{10} \)).

This is confirmed by an analysis of the behavior of the critical exponent of correlation length \( \nu \) for the models \( \rho^{2m} \) \( \{ m = 3, 4, 5 \} \) as well as by a direct comparison of the curves describing the temperature dependences of thermodynamic characteristics calculated in the models \( \rho^4 \) and \( \rho^6 \) for various values of the parameter \( s \). The dependence of the results of calculations on the parameter \( s \) is studied and quite controllable. For each of the \( \rho^{2m} \) models, there exists a preferred value of the parameter \( s = s^* \) \( \{ s^* = 3.5862 \) for the \( \rho^4 \) model, \( s^* = 2.7349 \) for the \( \rho^6 \) model, \( s^* = 2.6511 \) for the \( \rho^8 \) model, and \( s^* = 2.6108 \) for the \( \rho^{10} \) model nullifying the average value of the coefficient in the term with the second power of the effective density of measure at a fixed point. The values of \( s \) close to \( s^* \) are optimal for the given method of calculations. The difference form of RR between the coefficients of effective non-Gaussian densities of measures (expansions for the functions appearing in these relations) operates successfully just in this region of \( s \). For such definite methods of division of the phase space of CV into layers (values of \( s \) close to \( s^* \)), we obtain reliable results matching with the experimental data and the results of theoretical investigations.3,13,14 In this paper, the results of calculations based on the \( \rho^6 \) model taking into account the sextic density of measure while including the partition function are given for values of \( s \) equal to 2, 2.7349, and 3 (i.e., optimal values for the given method of calculations).

In our earlier publication, we proposed a new method of calculation of the equation of state of a 3D Ising system on microscopic level in the approximation of the above-
mentioned $\rho^6$ model, which attracts the attention of many scientists even today (see, for example, Ref. 16 in which the equation of state for systems of universality class of the 3D Ising model is analyzed by using the field-theory approach with RG technique). The correctness of the choice of the $\rho^6$ model for investigations is confirmed in Ref. 17 where the effective potential is studied for the scalar field theory in three dimensions in symmetric phase. In this case, probabilistic distributions of average magnetization in the 3D Ising model in an external field obtained with the help of the Monte Carlo method were used. Tsypin\textsuperscript{17} proved that the term with the sixth power of the variable in the effective potential plays an important role. The values of universal four- and six-point coupling constants were calculated. Dimensionless six- and eight-point effective coupling constants were calculated by Sokolov et al.\textsuperscript{18} in the three-loop approximation.

In this paper, the $\rho^6$ model is used for developing the method of calculation of expressions for thermodynamic functions of the 3D Ising system taking into account the terms determining the correction to scaling. The calculations are made above the phase transition temperature $T_c$ (high-temperature range). The obtained expressions for basic critical amplitudes and the amplitudes of the first confluent correction in the approximation of the $\rho^6$ model approximation ensure a more adequate quantitative description of the system (the range $b$ of potential and the lattice constant $c$).

We shall proceed from the expression for partition function in the approximation of the $\rho^6$ model. Putting $n=3$ in (5) and carrying out integration in (4) with respect to the variables $\rho_k$ and $\omega_k$ with indices $B'<k\leq B$, followed by the integration with respect to $N'$ variables $\omega_k$, we obtain

$$Z = 2^{N_p} 2^{(N'-1)/2} \rho_0^{N_{\rho}} \times \exp \left[ -\frac{1}{2} \sum_{k=0}^{B'} d^{1}(k) \rho_k \rho_{-k} - \frac{3}{19} \sum_{l=2}^{4} \frac{a_{2l}^6}{(2l)!(N')^{l-1}} \times \sum_{k_1, \ldots, k_l=B'} \rho_{k_1} \ldots \rho_{k_l} \delta_{k_1 + \cdots + k_l}(d \rho)^{N'} \right].$$

(6)

Here $N' = N \rho_0^{-3}$; $s_0 = B/B' = \pi\sqrt{2}b/c$, and

$$d^{1}(k) = a_{2}^6 + \beta \bar{\psi}(k).$$

(7)

The coefficients $a_{2l}^6$ are defined as

$$a_{0}^6 = \ln Q(\mathcal{M}), \quad Q(\mathcal{M}) = (12s_0^3)^{1/4} \pi^{-1} I_0(\eta', \xi'),$$

$$a_{2}^6 = (12s_0^3)^{1/2} F_2(\eta', \xi'),$$

$$a_{4}^6 = 12s_0^3 C(\eta', \xi'),$$

$$a_{6}^6 = (12s_0^3)^{3/2} N(\eta', \xi')$$

(8)

and are functions of $s_0$, i.e., of the ratio $b/c$ (see Table I). In this expressions, the role of the arguments is played by the quantities

$$\eta' = \sqrt{3} s_0^{3/2}, \quad \xi' = \frac{8 \sqrt{3}}{15 s_0^2}.$$  

(9)

The special function $C(\eta', \xi')$ and $N(\eta', \xi')$ have the form

$$C(\eta', \xi') = -F_4(\eta', \xi') + 3F_2(\eta', \xi'),$$

$$N(\eta', \xi') = F_6(\eta', \xi') - 15F_4(\eta', \xi')F_2(\eta', \xi') + 30F_2^3(\eta', \xi'),$$

(10)

where

$$F_2(\eta', \xi') = I_2(\eta', \xi') / I_0(\eta', \xi'),$$

$$I_2(\eta', \xi') = \int_0^\infty t^{2l} \exp(-\eta' t^2 - r^4 - \xi' t^6) dt.$$  

(11)

It can be seen from Table I that $a_{2l}^6 \to 1$ for $b \gg c$, $a_{2l}^8 \to 0$ for $l \geq 2$, and the integrand in formula (6) has a form close to the Gaussian distribution. In the case when the range of the potential and the lattice constant are commensurate, the coefficients $a_{2l}^6$ differ from zero for all values of $l \geq 0$, and we must take into account the exponent of the integrand in (6) the terms proportional to higher degrees of the variable $\rho_k$ in addition to the Gaussian terms. Henceforth, we shall consider just this case. The value of $b = b_2 = c_2/(2\sqrt{3})$ corresponds to the interaction between nearest neighbors, $b = b_M = 0.3379c$ to the interaction between the nearest and next-nearest neighbors, and $b = b_{HM} = 0.3584c$ to the nearest, next-nearest, and third neighbors.\textsuperscript{19}

The increase in the number of terms in expressions (5) and (6) corresponds to a complication of the form of the non-Gaussian density of measure (complication of the model). Critical phenomena in a 3D Ising ferromagnet in the CV method can be described quantitatively even in the $\rho^6$ model approximation. The confinement to the quartic approximation in formulas (5) and (6) allows us to go beyond the classical analysis and to describe all qualitative aspects of the second-order phase transition, while the sextic approximation ensures a more adequate quantitative description of the critical properties of a spin system. This is confirmed by calculations as well as an analysis of the behavior of the coefficients in the initial expression for partition function and the critical exponent of the correlation length $\nu$ for the sequence of $\rho^4$, $\rho^6$, $\rho^8$, and $\rho^{10}$ models\textsuperscript{8,12} as well as by the calculation and comparison of thermodynamic functions for the models\textsuperscript{13,14} $\rho^4$ and $\rho^6$ and by comparison of the results of our calculations with other available data (see, for example,Refs. 13 and 14). The analysis of the above-mentioned

<table>
<thead>
<tr>
<th>$b$</th>
<th>$a_0^6$</th>
<th>$a_2^6$</th>
<th>$a_4^6$</th>
<th>$a_6^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_I$</td>
<td>$-1.0196$</td>
<td>$0.7023$</td>
<td>$0.2212$</td>
<td>$0.4379$</td>
</tr>
<tr>
<td>$b_{II}$</td>
<td>$-0.9863$</td>
<td>$0.7820$</td>
<td>$0.2163$</td>
<td>$0.3895$</td>
</tr>
<tr>
<td>$b_{III}$</td>
<td>$-0.9764$</td>
<td>$0.8083$</td>
<td>$0.2086$</td>
<td>$0.3547$</td>
</tr>
<tr>
<td>$c$</td>
<td>$-0.9218$</td>
<td>$0.9887$</td>
<td>$0.0220$</td>
<td>$0.0031$</td>
</tr>
<tr>
<td>$2c$</td>
<td>$-0.9193$</td>
<td>$0.9986$</td>
<td>$0.0028$</td>
<td>$0.0000$</td>
</tr>
<tr>
<td>$5c$</td>
<td>$-0.9190$</td>
<td>$0.9999$</td>
<td>$0.0002$</td>
<td>$0.0000$</td>
</tr>
<tr>
<td>$7c$</td>
<td>$-0.9189$</td>
<td>$1.0000$</td>
<td>$0.0000$</td>
<td>$0.0000$</td>
</tr>
</tbody>
</table>

(9)
sequence of the model was necessary for estimating the convergence of the procedure for calculating the critical exponent $\nu$, for finding its dependence on the RG parameter $s$, and for establishing whether it is expedient to use higher densities of measures. It was found that as the form of the density of measure becomes more complex, the dependence of the critical exponent $\nu$ on the RG parameter $s$ becomes weaker gradually, and starting from the sextic density of measure, the value of the exponent $\nu$, having a tendency to saturation with increasing $m$ (which characterizes the order of the $p^{2m}$ model or determines the summation limit in formula (5), $m=2,3,4,5$) changes insignificantly. It is also interesting that the numerical values of the coefficients $a_{22}^{(n)}$ appearing for $m=3$, in the partition function (relations similar to (8) and (6)) vary insignificantly upon an increase in the order of the density of measure, i.e., upon an increase in the number of terms in (5).

An advantage of the CV method in the description of phase transitions is the presence of a variable associated with the order parameter among the CV $\rho_k$. Such a variable for the Ising model is $\rho_0$. We cannot single out the contribution from $\rho_0$ alone in expression (6) since all the variables $\rho_k$ are interconnected. We shall use the method of “layer-by-layer” integration of (6) with respect to variables $\rho_k$ proposed by Yukhnovski. The integration begins from the variables $\rho_k$ with a large value of $k$ (of the order of the Brillouin half-zone boundary) and terminates at $\rho_k$ with $k=0$. For this purpose, we divide the phase space of the CV $\rho_k$ into layers with the division parameter $s$. In each $n$th layer (corresponding to the region of wave vectors $B_{n+1}<k \leq B_n$, $B_n<0$), the Fourier transform of the potential $\tilde{\Phi}(k)$ is replaced by its average value (arithmetic mean in the given case). As a result of step-by-step calculation of partition function, the number of integration variables in the expression for this quantity decreases gradually. After the integration over $n+1$ layers of the CV space, we obtain

$$Z=2^{N_2(N_{n+1}-1)/2}Q_0Q_1 \cdots Q_{n}[Q(P_n)]^{N_{n+1}}$$

$$\times \int \mathcal{W}_{6}^{(n+1)}(\rho)(d\rho)^{N_{n+1}}. \quad (12)$$

Here $N_{n+1}=N's^{-3(n+1)}$, and

$$Q_0=[e^{-Q(d)}]^N, \quad Q_1=[Q(P)Q(d_1)]^{N_1}, \ldots,$$

$$Q_{n}=[Q(P_{n-1})Q(d_{n})]^{N_{n}},$$

$$Q(d_{n})=2(24a_{4}^{(n)})^{1/4}\eta_0(h_n, \alpha_n),$$

$$Q(P_n)=\pi^{-1}[s^3a_{4}^{(n)}/C(h_n, \alpha_n)]^{1/4}\eta_0(\eta_n, \xi_n). \quad (13)$$

The basic arguments

$$h_n=d_{n}(B_{n+1}, B_{n})\left(\frac{6}{a_{4}^{(n)}}\right)^{1/2}, \quad \alpha_n=\frac{\sqrt{6}}{15} \left(\frac{a_{6}^{(n)}}{a_{4}^{(n)}}\right)^{3/2} \quad (14)$$

are determined by the mean value of the coefficient $d_n(k)$ in the $n$th layer of the phase space of CV, i.e., by $d_n(B_{n+1}, B_{n})$ as well as the quantities $a_{4}^{(n)}$ and $a_{6}^{(n)}$. The effective sextic density of measure of the $(n+1)$th block structure $\mathcal{W}_{6}^{(n+1)}(\rho)$ has the form

$$\mathcal{W}_{6}^{(n+1)}(\rho)=\exp\left[-\frac{1}{2}\sum_{k=B_{n+1}} d_{n+1}(k)\rho_k \rho_{-k} - \sum_{j=2}^3 \frac{d_{2j}^{(n+1)}}{(2j)!}N_{n+1}^{j-1} \times \sum_{k_1, \ldots, k_{2j} \in B_{n+1}} \rho_{k_1} \cdots \rho_{k_{2j}} \delta_{k_1 + \cdots + k_{2j}}\right]. \quad (15)$$

Here $B_{n+1}=B's^{-(n+1)}$, $d_{n+1}(k)=a_{6}^{(n+1)}-\beta \Phi(k)$, $d_{2j}^{(n+1)}$ are renormalized values of the coefficients $a_{2j}^{(n)}$ after integration over $n+1$ layers of the phase space of CV. The intermediate variables $\eta_n, \xi_n$ are functions of $h_n$ and $\alpha_n$ and are defined as

$$\eta_n=(6s^3)^{1/2}F_{2}(h_n, \alpha_n)[C(h_n, \alpha_n)]^{-1/2},$$

$$\xi_n=\frac{\sqrt{6}}{15} \left[\frac{6}{15}N(h_n, \alpha_n)[C(h_n, \alpha_n)]^{-3/2}\right]. \quad (16)$$

where the form of the special functions $C(h_n, \alpha_n)$ and $N(h_n, \alpha_n)$ is defined in (10). The coefficients $d_{n}(B_{n+1}, B_{n})$, $a_{4}^{(n)}$, and $a_{6}^{(n)}$ are connected with the coefficients for the $n+1$th layer through the recurrence relations (RR) whose solutions are used for calculating the free energy of the system.

The basic idea of the calculation of explicit expressions for free energy and other thermodynamic functions of the system near $T_c$ on microscopic level ($\tau=10^{-2}$, $\tau=(T-T_c)/T_c$) lies in the separate inclusion of contributions from short-wave and long-wave modes of spin moment density oscillations. Short-wave modes are characterized by a RG symmetry and are described by a non-Gaussian density of measure. They correspond to the region of critical regime (CR) observed above as well as below $T_c$. In this case, the RG method is used (see, for example, Ref. 23). The calculation of the expression describing the contribution from short-wave modes of spin moment density oscillations to free energy involves the summation of partial free energies over the layers of the phase space of CV up to the point at which the system leaves the CR region. In this case, it is important to obtain an explicit dependence on the number of the layer. For this purpose the solutions of RR are used. Taking into account the larger eigenvalue ($E_1>1$) of the RG linear transformation matrix, we can describe the main singularity for specific heat near $T_c$. Smaller eigenvalues ($E_2<1$ and $E_3<1$) are responsible for the emergence of corrections to scaling. The inclusion of short-wave modes of spin density oscillations leads to a renormalization of the dispersion of the distribution describing long-wave modes. For $T>T_c$, these modes correspond to the region of limiting Gaussian regime (LGR). The way in which the contribution from long-wave modes of oscillations to free energy of the system is taken into account differs qualitatively from the method of calculating the short-wave component of the partition function. The calculation of this contribution is based on the use of the Gaussian density of measure as the basis density. We
have developed a direct method of calculations with the results obtained by taking into account the short-wave modes as initial parameters.

It should be noted that our calculations are valid in a small neighborhood of $T_c$. The solutions of RR make it possible to calculate the size of this critical region. Indeed, using these solutions and the conditions for the existence of CR (the exit from this regime for $n \rightarrow 1$, described by terms proportional to $E_n^1$, does not prevail over the entry to this regime, which is described by terms proportional to $E_n^2$ and $E_n^3$), we can determine the temperature range $\tau < \tau^*$ in which the CR corresponding to the presence of strongly correlated spin blocks takes place. The value of $\tau^*$ is equal to the magnitude of the smallest root of the three equations obtained on the basis of solutions of RR. The value of $\tau^*$ determined in this way is of the order of a few hundreds for commensurate $b$ and $c$. For large values of $b$, it is important to take correctly into account the entry in the CR. In this case, the value of $\tau^*$ can be obtained by imposing the condition that the entry to CR prevails over the exit from this regime for $n \rightarrow n_0$, where the layer number $n_0$ as a function of $b$ can be determined from RR,\textsuperscript{11,20,21} for example, proceeding from the relation for $a^{(n)}_0$ (see Table II). The data contained in Table II show that the critical region is practically absent for large $b$. This is not surprising since the condition $b \geq c$ corresponds to the transition to the model with long-range interaction, which is based on the Gaussian distribution of spin moment density oscillation modes (see (6) and Table I) and demonstrates the classical critical behavior.

Calculating separately the contributions $F_{\text{CR}}$ and $F_{\text{LGR}}$ to free energy from short-wave and long-wave modes of spin moment density oscillations at $T > T_c$, we can obtain the complete expression for the free energy of the system:

$$F = F_0 + F_{\text{CR}} + F_{\text{LGR}}.$$  \hspace{1cm} (17)

Here $F_0 = -kTN\ln 2$ is the free energy of $N$ noninteracting spins. Let us calculate the contributions $F_{\text{CR}}$ and $F_{\text{LGR}}$.

2. CALCULATION OF CONTRIBUTION FROM SHORT-WAVE MODES OF SPIN MOMENT DENSITY OSCILLATIONS TO THERMODYNAMIC FUNCTIONS OF THE SYSTEM

It is convenient to write the partition function of the model in the form\textsuperscript{13,14,24}

$$Z = 2^N Z_{\text{CR}} Z_{\text{LGR}},$$  \hspace{1cm} (18)

where the first factor corresponds to noninteracting spins. The quantity $Z_{\text{CR}}$ describes the contribution of short-wave fluctuations of $\rho_k$ with $k \in [B_{m_r}, B']$ (the CR region). The number $m_r$ of the layer in the CV space appearing in the expression $B_{m_r} = B' s^{-m_r}$, and characterizing the point of the exit of the system from the CR $m_r$ will be defined later. The factor $Z_{\text{LGR}}$ contains contributions from long-wave fluctuations with $k \in [0, B_{m_r}]$ and corresponds to the LGR.

Let us consider the quantity $Z_{\text{CR}}$. It is defined as

$$Z_{\text{CR}} = \prod_{n=0}^{n_1} \left[ \frac{2}{\pi} \left( \frac{24}{C(\eta_{n-1}, \xi_{n-1})} \right)^{1/4} \times I_0(h_n, \alpha_n) I_0(\eta_{n-1}, \xi_{n-1}) \right]^{N_n}.$$  \hspace{1cm} (19)

In order to calculate $Z_{\text{CR}}$, we must present the right-hand side of formula (19) in the form of an explicit function of the layer number $n$. It should be noted that $\eta_1 = \eta'$ and $\xi_1 = \xi'$ in (19) for $n = 0$. In the CR region, the basic ($h_n, \alpha_n$) and intermediate ($\eta_n, \xi_n$) arguments are close to their values at a fixed point $h_0(\eta' \alpha, \eta \alpha)$, and $\eta \alpha$. Consequently, the functions of these arguments can be approximated in this case by power series in deviations of these arguments from their fixed values.\textsuperscript{25} Intermediate arguments and their functions can be presented in terms of deviations of the basic arguments from their values at a fixed point. Using the relations for $I_0(h_n, \alpha_n)$, $I_0(\eta_{n-1}, \xi_{n-1})$, $C(\eta_{n-1}, \xi_{n-1})$ taking into account the squares of deviations of basic arguments,\textsuperscript{13,23} we calculate from (19) the free energy corresponding to the $n$th phase layer:

$$F_n = -kTN_n \int_{0}^{n_1} \left[ \varphi \left( h_{n-1} - h_0 \right) + \varphi_2 \left( \alpha_{n-1} - \alpha_0 \right) \right.$$

$$\left. + \varphi_3 \left( h_n - h_0 \right) + \varphi_4 \left( \alpha_n - \alpha_0 \right) + \varphi_5 \left( h_{n-1} - h_0 \right)^2 \right.$$  \hspace{1cm} (20)

$$\left. + \varphi_6 \left( \alpha_{n-1} - \alpha_0 \right)^2 + \varphi_7 \left( \alpha_n - \alpha_0 \right)^2 + \varphi_8 \left( \alpha_n - \alpha_0 \right)^2 \right.$$  \hspace{1cm} (20)

$$\left. - \varphi_9 \left( \alpha_n - \alpha_0 \right)^2 \right]$$

The quantities appearing in $f_{\text{CR}}(0)$, $\varphi_i$, and $\varphi_j$ are ultimately functions of the basic arguments at a fixed point. They are given in the above-mentioned publications.\textsuperscript{13,25}

The partial free energy of the $n$th layer of the phase space of CV taking into account the explicit dependence on $n$ can be written in the form:

$$F_n = -kTN' s^{-3m_r} f_{\text{CR}}(0) + f_{\text{CR}}^{(1)}(u^{(0)})^{-1/2} c_1 E_n^1 + f_{\text{CR}}^{(2)}$$

$$\times \left( (u^{(0)})^{-1/2} c_2 E_n^2 + f_{\text{CR}}^{(3)}(u^{(0)})^{-3/2} c_3 E_n^3 + f_{\text{CR}}^{(4)} \right)$$

$$\times \left( (u^{(0)})^{-3/2} c_4 E_n^4 + f_{\text{CR}}^{(5)}(u^{(0)})^{-5/2} c_5 E_n^5 \right)$$

$$\times \left( (u^{(0)})^{-5/2} c_6 E_n^6 \right).$$
where \( c_\sim \) be emphasized that a typical feature of the solutions of RR is a dependence of \( t \) determining the phase transition temperature from the CR region at \( T>T_c \) can be found from the condition

\[
\beta_c A = \frac{r_{m+1} - r^{(0)}}{r^{(0)}} = -\delta,
\]

where \( \delta \) is a constant (\( \delta<1 \)), \( r^{(0)} \) is a coordinate of the fixed point, and \( r_n \) characterizes the coefficient of the sextic density of measure of the \( n \)th block structure of the second power of the variable and is determined with the help of solutions of RR (see, for example, Ref. 26). In our numerical calculations, we shall put \( \delta = 1 \). In this case, \( r_{m+1} = 0 \) or \( d_{m+1}(0) = r_{m+1} \) \( s^{-2(m+1)} = 0 \) and the curves \( d_m(k) \) are situated above the abscissa axis for all \( n>m \). On the basis of (24), we obtain the explicit form of equation for \( m \):
fact that $E_2^{(m+1)} \ll 1$ and $E_3^{(m+1)} \ll 1$. In the zeroth approximation, Eq. (25) can be written in the form of the equation

$$
\bar{c}_1 \tau E_1^{(m+1)} = f_0 \delta,
$$

(26)

whose solution is given by

$$
m_{\tau}^{(0)} = - \frac{\ln \tau}{\ln E_1} + m_0 - 1. 
$$

(27)

Here

$$
m_0 = m_c, \quad m_c = \frac{\ln(f_0 \delta/\bar{c}_1^{(0)})}{\ln E_1}.
$$

(28)

The first approximation is written taking into account the smallness of terms proportional to $E_2^{(m+1)}$ and $E_3^{(m+1)}$ for which the zeroth approximation is used, i.e., the right-hand side of Eq. (25) contains terms proportional to

$$
E_2^{m+1} = E_2^m \tau^{\Delta_1}, \quad E_3^{m+1} = E_3^m \tau^{\Delta_2},
$$

$$
\bar{c}_1 \tau E_1^{(m+1)} = f_0 \delta - c_20 \bar{w}_{12}^{(0)} \varphi_0^{-1} E_2^{(m+1)}
$$

$$
- c_30 \bar{w}_{13}^{(0)} \varphi_0^{-1} E_3^{(m+1)}. 
$$

(29)

It should be noted that in the right-hand side of this equation we neglect the term proportional to $E_3^{(m+1)}$ since we take into account in these calculations only the first confluent correction (which is determined by the term proportional to $\tau^{\Delta_1}$, $\Delta_1 = -\ln E_3/\ln E_1$) and disregard the second confluent correction (which is determined by the term proportional to $\tau^{\Delta_2}$, $\Delta_2 = -\ln E_2/\ln E_1$). This is due to the fact that the contribution from the first confluent correction to thermodynamic functions of the model near $T_\tau$ is more significant than the small contribution from the second correction ($\tau \ll 1$, $\Delta_1$ is of the order of 0.5, and $\Delta_2 > 2$, see Refs. 13 and 14). Solving Eq. (29), we obtain

$$
m_{\tau} = m_{\tau}^{(0)} + m_{\Delta_1} \tau^{\Delta_1},
$$

(30)

$$
m_{\Delta_1} = m_2 \ln E_1, \quad m_{\Delta_2} = - c_{\Delta_1} \Phi_0.
$$

$$
c_{\Delta_1} = c_20 \frac{\varphi_0^{(0)}}{\varphi_0}, \quad \Phi_0 = \frac{\bar{w}_{12}^{(0)}}{f_0 \delta \varphi_0}.
$$

It should be emphasized that in a higher-order approximation, Eq. (25) leads to a solution of the type (30), where terms proportional to $\tau^{2\Delta_1}$, etc., appear additionally. In the present calculations, we neglect these terms also.

Having obtained expression (30) for $m_{\tau}$, we return to the calculation of expression (23) for $F_{CR}$. Taking into account (30) as well as the relations

$$
E_1^{m+1} = \frac{f_0 \delta (1 + m_2 \tau^{\Delta_1})}{\bar{c}_1 \tau}, \quad E_2^{m+1} = \left(\frac{\bar{c}_1^{(0)}}{f_0 \delta}\right)^{\Delta_1} \tau^{\Delta_1},
$$

$$
s^{-3(m+1)} = s^{-3(m+1)} (1 + N_1^{(0)} \tau^{\Delta_1}),
$$

$$
s^{-3(m+1)} = s^{-3m_0 \tau^{\Delta_1}}, \quad s^{-3m_0} = c_3^{(0)},
$$

$$

$$
\gamma_0 = s^{-3} \left[ f_{CR}^{(0)} + f_{CR}^{(1)} \frac{1}{1 - s^{-3}} + \frac{f_{CR}^{(2)}}{1 - E_1 s^{-3}} + \frac{f_{CR}^{(3)}}{1 - E_2 s^{-3}} \right],
$$

(33)

$$
\gamma_3^{(CR)(l)+} = \gamma_3^{(CR)(l)+} + \gamma_3^{(CR)(l)+} - \Phi_0 (\gamma_3^{(CR)(l)+} - 3 \nu \gamma^+).
$$

Here

$$
\gamma^+ = \frac{f_{CR}^{(0)} - f_{CR}^{(1)} \frac{1}{1 - s^{-3}} + f_{CR}^{(2)} \frac{1}{1 - E_1 s^{-3}}}{1 - E_1 s^{-3}} - \frac{f_{CR}^{(3)}}{1 - E_2 s^{-3}} - \frac{f_{CR}^{(4)}}{1 - E_1 E_2 s^{-3}} - \frac{f_{CR}^{(5)}}{1 - E_1 s^{-3}} - \frac{f_{CR}^{(6)}}{1 - E_2 s^{-3}} - \frac{f_{CR}^{(7)}}{1 - E_1 s^{-3}} - \frac{f_{CR}^{(8)}}{1 - E_2 s^{-3}}.
$$

(34)

Let us single out explicitly the temperature in $\gamma_0$ and $\delta_0$ in (33). As a result, we can write for the coefficient $\gamma_0$

$$
\gamma_0 = \gamma_0^{(0)} + \gamma_0^{(1)} \tau^+ + \gamma_0^{(2)} \tau^2,
$$

(35)

$$
\gamma_0^{(0)} = s^{-3} \left[ f_{CR}^{(0)} + f_{CR}^{(1)} \frac{1}{1 - s^{-3}} + \frac{f_{CR}^{(2)}}{1 - E_2 s^{-3}} + \frac{f_{CR}^{(3)}}{1 - E_1 s^{-3}} - \frac{f_{CR}^{(4)}}{1 - E_1 E_2 s^{-3}} - \frac{f_{CR}^{(5)}}{1 - E_1 s^{-3}} - \frac{f_{CR}^{(6)}}{1 - E_2 s^{-3}} - \frac{f_{CR}^{(7)}}{1 - E_1 s^{-3}} - \frac{f_{CR}^{(8)}}{1 - E_2 s^{-3}} \right].
$$

(36)
The coefficients \( \gamma_{j}^{(CR)}(l=0,1) \) are given in (33). Here the quantities \( \tilde{\gamma}_{j}^{(CR)}(l) \) do not depend on microscopic characteristics, i.e., are universal relative to these characteristics.

Using \( F_{CR} \), we can calculate other thermodynamic functions of the system in the CR region at \( T>T_{c} \). For the entropic \( S_{CR}=-\theta F_{CR}/\theta T \), internal energy \( U_{CR}=F_{CR}+TS_{CR} \), and specific heat \( C_{CR}=T\partial S_{CR}/\partial T \) we obtain

\[
\begin{align*}
S_{CR} &= kN\left[ s_{(CR)}^{(0)} + c_{0} \tau + u_{3}^{(CR)}(0) + \tau^{-a} \right. \\
& \quad \left. + u_{3}^{(CR)}(1) + \tau^{-a+\Delta_{1}} \right], \\
U_{CR} &= kTN\left[ \gamma_{1} + u_{1} \tau + u_{3}^{(CR)}(0) + \tau^{-a} \right. \\
& \quad \left. + u_{3}^{(CR)}(1) + \tau^{-a+\Delta_{1}} \right], \\
C_{CR} &= kN\left[ c_{0} + c_{3}^{(CR)}(0) + \tau^{-a} + c_{3}^{(CR)}(1) + \tau^{1-a} \right],
\end{align*}
\]

where

\[
\begin{align*}
s_{(CR)}^{(0)} &= \tilde{\gamma}_{0}^{(CR)} + \gamma_{1}, \\
u_{3}^{(CR)}(l) &= c_{3}^{(CR)}(l), \quad l = 0, 1, \\
\tilde{u}_{3}^{(CR)}(0) &= -3\nu \tilde{\gamma}_{3}^{(CR)} + c_{3}^{(CR)}(1) + \tau_{3}^{(CR)}(l), \\
\tilde{u}_{3}^{(CR)}(1) &= -3\nu(3\nu-1) \tau_{3}^{(CR)}(l), \\
\gamma_{1} &= 2\gamma_{2}, \\
c_{3}^{(CR)}(l) &= c_{3}^{(CR)}(l), \\
\tilde{\gamma}_{3}^{(CR)}(l) &= -3\nu(3\nu-1) \tau_{3}^{(CR)}(l), \\
\alpha &= 2 - 3\nu.
\end{align*}
\]

3. Calculation of the Contribution of Long-Wave Modes of Spin Density Oscillations to the Thermodynamic Characteristics of the System

The contribution of long-wave modes of spin moment density oscillations to the free energy of the 3D Ising model \((k<B's^{-m'r})\) taking into account the first confluent correction is calculated according to the scheme proposed in Refs. 3, 13, 14, and 24. After the exit from the CR, the system goes over to the LGR. In this case, while calculating the partition function component \( Z_{LGR} \) from (18), it is convenient to single out two regions of values of wave vectors. The first is the transition region (TR) corresponding to values of \( k \) close to \( B_{m'} \), while the second is the Gaussian region corresponding to small values of wave vector \((k\to 0)\). After the integration of partition function in several layers of the phase space of CV, which follow the point of exit from the CR and determine the size of the TR, the system is described by a Gaussian density of measure. Thus, we can write

\[ Z_{LGR} = Z_{LGR}^{(1)} Z_{LGR}^{(2)}. \]

Transition region (TR)

This region corresponds to \( \tilde{m}_{0} \) layers of the phase space of CV. The lower boundary of the TR is determined by the point of exit of the system from the CR region \((n=m_{r}+1)\). The upper boundary corresponds to the layer \( m_{r} \).
where $A_0$ is a large number ($A_0 \approx 10$). The value of $m_0$ determined from (41) actually determines the number $m_0$ (see Ref. 26).

Let us calculate the contribution $F_{LGR}^{(1)}$ to free energy from the layers of the phase space of CV immediately beyond the point of exit from the CR, which corresponds to the contribution $Z_{LGR}^{(1)}$ from the TR to partition function. It has the form

$$F_{LGR}^{(1)} = -kTN_{m_0+1} \sum_{m=0}^{m_0} s^{-3m} f_{LGR}^{(1)}(m),$$

(42)

$$f_{LGR}^{(1)}(m) = \ln \left( \frac{2}{\pi} \right) + 1 \ln 24 - 1 \ln C(h_{m_0}^{(0)}, \xi_{m_0}^{(0)})$$

$$+ \ln I_0(h_{m_0}^{(0)} + \xi_{m_0}^{(0)}),$$

(43)

$$f_{LGR}^{(0)}(m) = f_{LGR}^{(0)}(m) + f_{LGR}^{(1)}(m) \tau^{1},$$

It follows from Refs. 3, 27–30 containing the results of numerical calculations of the partition function in the Ising model as well as the results of analysis of RR that the evolution of the coefficients of effective densities of measures with increasing number of the layer in the TR is successfully described by solutions of the RG type. Consequently, $F_{LGR}^{(1)}$ can be calculated by using the solutions of RR. On the basis of expansions for functions appearing in the expressions for the intermediate arguments $\eta_{m_0}^{(0)}, \xi_{m_0}^{(0)}$, and $f_{LGR}^{(1)}(m)$ (42) given in Refs. 13 and 25, we can obtain the following relation accurate to within $\tau^{1}$:

$$f_{LGR}^{(1)}(m) = f_{LGR}^{(0)}(m) + f_{LGR}^{(1)}(m) \tau^{1},$$

(43)

The quantities $b^{(m_0+m)}_k$ and $b^{(m_0+m)}_k$ depend on $F_{LGR}^{(m_0+m)}$.

$$F_{LGR}^{(m_0+m)} = 2l \int_0^{\infty} x^{2l} \exp(-h_{m_0}^{(0)} + \alpha_{m_0}^{(0)}) \gamma_0^{(0)}(m_0 + m) dx,$$

(44)

as well as on $F_{LGR}^{(m_0+m)} = 2l \int_0^{\infty} x^{2l} \exp(-\eta_{m_0}^{(0)} + \alpha_0^{(0)}) \gamma_0^{(0)}(m_0 + m) dx.$

(45)

The coefficients of the expressions

$$\eta_{m_0}^{(0)} = \eta_{m_0}^{(0)}(1 + \alpha_0^{(0)}),$$

$$\alpha_{m_0}^{(0)} = \alpha_{m_0}^{(0)} + \alpha_0^{(0)}$$

(46)

appearing in (43) are defined in Ref. 26, and the quantities $\eta_{m_0}^{(0)}$ and $\xi_{m_0}^{(0)}$ appearing in (45) can be expressed in terms of $F_{LGR}^{(m_0+m)}$. An important point in the calculation of $f_{LGR}^{(1)}(m)$ is the representation of special functions in the form of power series in small deviations of basic arguments $h_{m_0}^{(0)}$ and $\alpha_{m_0}^{(0)}$ from their values $h_0^{(0)}$ and $\alpha_0^{(0)}$ at a fixed point. In the summation over $m$ in $F_{LGR}^{(1)}$, we must use for $m_0$ the integer closest to $m_0$. The final result for $F_{LGR}^{(1)}$ assumes the form

$$F_{LGR}^{(1)} = -kT(N_{m_0}^{(0)} + f_{LGR}^{(1)}(m) \tau^{1}),$$

(47)

$$f_{LGR}^{(1)}(m) = c_1^{1} \Phi_0^{(1)}(m_0)$$

(48)

Let us now calculate the contribution of long-wave modes of oscillations to free energy of the system in the range of wave vectors

$$k \approx B^{-s} m, \quad m = m_0 + 2.$$
Here
\[ P_2^{(m'-1)} = 2 h_{m'-1} F_2(h_{m'-1}, \alpha_{m'-1}) \times \left[ d_{m'-1}(B_{m'}, B_{m'-1}) \right]^{-1}, \]
\[ d_{m'}(k) = [P_2^{(m'-1)}]^{-1} + \beta \Phi(B_{m'}, B_{m'-1}) - \beta \Phi(k). \] (50)

For \( d_{m'-1}(B_{m'}, B_{m'-1}) \), we have the following standard representation:
\[ d_{m'-1}(B_{m'}, B_{m'-1}) = s^{-2(m'-1)}(r_{m'-1} + q). \] (51)

The quantity \( q = \bar{q} \beta \Phi(0) \) determines the average value of potential \( \beta \Phi(B_{n+1}, B_n) = \beta \Phi(0) - q/s^{2n} \) in the \( n \)th layer in this paper, \( \bar{q} = (1 + s^{-2})/2 \) corresponds to the arithmetic mean value of \( k^2 \) on the interval (1/s,1).

Calculating \( P_2^{(m'-1)} \) and \( d_{m'}(k) \) using the expansion for \( F_2(h_{m'-1}, \alpha_{m'-1}) \) from Ref. 25 and then the sum \( \sum_{k=0}^{1/2} B_{m'} \ln d_{m'}(k) \) with the help of transition to the spherical Brillouin zone and integration with respect to \( k \), we arrive at the final formula for \( F_{\text{LGR}}^{(2)} \) (see Ref. 26):
\[ F_{\text{LGR}}^{(2)} = -k T N^f [f^{(0)}(1') \tau^3 + f_1^{(1')}(1') \tau^3 + \Delta_{1} + 1] \]
\[ -\beta N \gamma^2 \frac{h^2 \tau - r^2}{(1 + a^2 \tau^2)}, \] (52)
\[ f^{(0')} = c_3 \epsilon_1 f^{(0)}, \quad l = 0,1, \]
\[ f_1^{(1')} = f_1^{(1')}, \quad \bar{f}_1^{(1')} = c_3 \epsilon_1 f^{(1)}, \]
\[ \gamma^2 = c_4 \gamma^2 [f(\beta \Phi(k))], \quad \tilde{\gamma}^2 = s^{2m_0}/(2 g_0), \]
\[ a^2 = -g_1 - 2 \nu c_1, \phi_0, \]
where
\[ f^{(0)} = -\frac{1}{2} \frac{\ln(s^2 + g_0)}{g_0} + \frac{1}{3} - g_0' \]
\[ -\sqrt{g_0} \arctan \left( \frac{1}{\sqrt{g_0}} \right), \] (53)
\[ f_1^{(1')} = \frac{1}{2} \frac{g_0 g_1}{g_0 + \bar{q}} - \frac{g_1}{(g_0)^{1/2}} - \frac{g_0' g_1}{(g_0)^{1/2} + 1} - \frac{g_0 g_1}{(g_0)^{1/2}} \]
\[ -\frac{3}{2} \sqrt{g_0} \arctan \left( \frac{1}{\sqrt{g_0}} \right), \]
\[ g_0' = s^2 g_0, \]
and \( g_0 \) and \( g_1 \) appear in \( d_{m'}(k) \) and are given in Ref. 26.

On the basis of (47) and (52), we can write the following relation for the general expression \( F_{\text{LGR}} = F_{\text{LGR}}^{(1)} + F_{\text{LGR}}^{(2)} \) corresponding to the contribution to free energy from long-wave modes of spin moment density oscillations:
\[ F_{\text{LGR}} = -k T N^f [f_0^{(0)}(1') \tau^3 + f_1^{(1')}(1') \tau^3 + \Delta_1] \]
\[ -\beta N \gamma^2 \frac{h^2 \tau - r^2}{(1 + a^2 \tau^2)}, \] (54)
\[ f^{(1')} = c_3 \epsilon_1 f^{(1)}, \quad \bar{f}_1^{(1')} = f_1^{(1')}, \quad \bar{f}_1^{(1')} = \bar{f}_1^{(1')}, \quad l = 0,1. \]

For \( \mathcal{H} = 0 \), the entropy, internal energy, and specific heat of the system corresponding to LGR are defined by the following relations:
\[ S_{\text{LGR}} = k N^f [u_{3}^{(1)}(1') \tau^3 - \Delta_1 + 3 u_{3}^{(1)}(1') \tau^3 - \Delta_1], \]
\[ U_{\text{LGR}} = k N^f [u_{3}^{(1)}(1') \tau^3 - \Delta_1 + 3 u_{3}^{(1)}(1') \tau^3 - \Delta_1], \]
\[ C_{\text{LGR}} = k N^f [c_3^{(1)}(1') \tau^3 - \Delta_1 - c_3^{(1)}(1') \tau^3 - \Delta_1], \] (55)
where
\[ u_3^{(1)} = c_3^{(1)} \epsilon_3 \tilde{u}_3^{(1)}; \quad \tilde{u}_3^{(1)} = \bar{u}_3^{(1)}; \quad \bar{u}_3^{(1)} = 3 \nu f_0(1'), \]
\[ c_3^{(1)} = \frac{3}{2} (3 \nu + \Delta_1) \tilde{u}_3^{(1)}; \quad \tilde{c}_3^{(1)} = c_3^{(1)} \epsilon_3 \tilde{c}_3^{(1)}; \]
\[ \tilde{c}_3^{(1)} = c_3^{(1)} \epsilon_3 \tilde{c}_3^{(1)}; \]
\[ c_3^{(1)} = (3 \nu + \Delta_1) (3 \nu + \Delta_1) \tilde{c}_3^{(1)}. \]

Taking into account consistently the short- and long-wave modes of spin moment density oscillations, we can now write complete expressions for free energy and other thermodynamic functions of the three-dimensional Ising model near the phase transition point.

4. THERMODYNAMIC CHARACTERISTICS OF THE MODEL FOR \( T > T_c \) TAKING INTO ACCOUNT FIRST CONFLUENT CORRECTION

In accordance with (17), the free energy of the system taking into account (37) and (54), assumes the following form in zero external field:
\[ F = -k T N^f [\gamma_0 + \gamma_1 \tau + \gamma_2 \tau^2 + \gamma_3^{(1)} \tau^3 + \Delta_1], \]
\[ \gamma_0 = \frac{3}{2} \ln 2 + \gamma_0^{(CR)}, \quad \gamma_3^{(1)} = c_3^{(1)} \gamma_3^{(1)} + \gamma_3^{(1)}, \]
\[ \gamma_3^{(1)} = c_3^{(1)} \gamma_3^{(1)} + \gamma_3^{(1)}, \] (57)
\[ \gamma_3^{(1)} = -\gamma_3^{(CR)}(l) + \gamma_3^{(CR)}(l) \]
\[ \gamma_3^{(1)} = -\gamma_3^{(CR)}(l) + \gamma_3^{(CR)}(l), \quad l = 0,1. \]

The coefficients \( \gamma_1 \) and \( \gamma_2 \) are defined in (37). The terms proportional to integral powers of \( \tau \) in (57) appear exclusively due to inclusion of short-wave modes of oscillations. The terms proportional to \( \tau^2 \) and \( \tau^3 + \Delta_1 \) (nonanalytic component of free energy) are formed as a result of inclusion of short-wave as well as long-wave modes of oscillations. The first confluent correction appears due to the smaller eigenvalue \( E_2 \) of the RG linear transformation matrix taken into account in the solutions of RR.

The main advantage of the expression for \( F \) is the presence of relations connecting its coefficients with microscopic characteristics of the system and the coordinates of a fixed point of RR. The coefficients \( \gamma_3^{(1)} (l = 0,1) \) are presented in
the form of the product of the universal component \( \gamma_3^{(1)+} \) and the nonuniversal factor depending on microscopic characteristics through \( c_{1}^{(0)} \) and \( c_{20}^{(0)} \) [see (57)]. Leading critical amplitudes and the amplitudes of the confluent correction to specific heat and other thermodynamic characteristics of the system can be presented in a similar way. The values of \( \gamma_0, \gamma_1, \) and \( \gamma_2 \) are presented in Table III for different values of the parameter \( s \) and the effective range \( b \) of the potential, while the values of \( \gamma_3^{(1)+} \) are given in Table IV. For \( s = 2.7349 \), the value of the basic variable at a fixed point satisfies the condition \( h_0(0) = 0 \) (see, for example, Ref. 25).

The coefficients of entropy, internal energy, and specific heat can be expressed in terms of the coefficients of free energy. Taking into account the first confluent correction, we obtain the following expressions for entropy, internal energy, and specific heat of the system for \( H = 0 \):

\[
S = kN'[s^{(0)} + c_0 \tau + u_3^{(0)} + \tau^1 - \alpha + u_3^{(1)} + \tau^1 - \alpha + \Delta_1],
\]

The coefficients \( c_0 \) and \( u_1 \) are given in (39). The formula for specific heat [see (58)] for the model under investigation can be written in the form

\[
C = kN'[c_0 + c_3^{(0)} + \tau^\alpha + c_3^{(1)} + \tau^\Delta_1],
\]

Hence

\[
s^{(0)} = \gamma_0 + \frac{1}{3} \gamma_1, \quad u_3^{(0)} = c_0^{(0)} + \tau^\alpha, \quad u_3^{(1)} = (\tau + \Delta_1), \quad c_3^{(0)} = c_0^{(0)} + \tau^\alpha, \quad c_3^{(1)} = (\tau + \Delta_1),
\]

The coefficients \( c_0 \) and \( u_1 \) are given in (39). The formula for specific heat [see (58)] for the model under investigation can be written in the form

\[
C = kN'[c_0 + c_3^{(0)} + \tau^\alpha + c_3^{(1)} + \tau^\Delta_1] + B^+,
\]

\[
A^+ = c_0^\alpha, a^+_c = \frac{c_0^\alpha}{c_3^{(0)}}, \quad B^+ = c_0.
\]

An important characteristic of the system such as susceptibility per particle

\[
\chi = -\frac{1}{N} \frac{\partial^2 F_{LGR}}{\partial H^2},
\]

can be calculated using (54). For infinitely small values of external field \( H \) near \( T_c \), it is defined as

\[
\chi = \frac{1}{N} \frac{\partial^2 F_{LGR}}{\partial H^2}.
\]

The coefficients \( c_0 \) and \( u_1 \) are given in (39). The formula for specific heat [see (58)] for the model under investigation can be written in the form

\[
C = kN'[c_0 + c_3^{(0)} + \tau^\alpha + c_3^{(1)} + \tau^\Delta_1] + B^+.
\]

\[
A^+ = c_0^\alpha, a^+_c = \frac{c_0^\alpha}{c_3^{(0)}}, \quad B^+ = c_0.
\]

An important characteristic of the system such as susceptibility per particle

\[
\chi = -\frac{1}{N} \frac{\partial^2 F_{LGR}}{\partial H^2},
\]

can be calculated using (54). For infinitely small values of external field \( H \) near \( T_c \), it is defined as

\[
\chi = \frac{1}{N} \frac{\partial^2 F_{LGR}}{\partial H^2}.
\]
Here the value of $\bar{g}_1$ does not depend on microscopic characteristics and can be obtained as a result of elimination of the nonuniversal factor $c_{4\Delta} = \epsilon_2^{(0)}(z_1^{(0)}(f_0\delta))^{\Delta_1}$ from $g_1$. The coefficient $\bar{g}_{4\Delta}$ is presented in (52).

The coefficients for specific heat $C/kN^\nu$ (60) and susceptibility $\chi$ (62) are given in Table V. It should be emphasized that the calculated amplitudes $a_{\chi}^+$ and $a_{\chi}^-$ of confluent corrections are in accord with the results obtained by Liu and Fisher$^{33}$ who considered leading corrections to scaling amplitudes for Ising models with the interaction between nearest neighbors in sc, bcc and fcc lattices. It was proved$^{33}$ that the amplitudes of these corrections for susceptibility, correlation length, specific heat, and spontaneous magnetization have negative sign for all the three lattices. Liu and Fisher$^{33}$ also noted the agreement between the obtained results and the results of high-temperature expansions and the results of the field-theory analysis.
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It is found that chemical disorder in the YbInCu$_4$ compound (especially in the Yb sublattice) considerably affects its magnetic properties due to spatial nonuniformity of the temperature $T_V$ of the first-order valence phase transition. The evolution of the magnetic susceptibility during disordering of the stoichiometric compound YbInCu$_4$ is described by the model expression taking into account the $T_V$ dispersion upon the application of pressure and variation of composition of YbIn$_{1-x}$Ag$_x$Cu$_4$ solid mixtures. The behavior of the main parameters of the system masked by blurring of the magnetic susceptibility singularity for a disordered sample during phase transition. Among other things, the value of the derivative $dT_V/dx = 203$ K is determined. The reason behind an abrupt change in the concentration dependence of dispersion and the paramagnetic Curie temperature is calculated at $x_c \approx 0.25$.

1. INTRODUCTION

Unstable valence of some rare-earth elements (Ce, Sm, Eu, and Yb) is responsible for many peculiar properties of metallic or semiconducting systems containing these elements. Such properties include first-order phase transitions accompanied by an abrupt change in the valence state of ions (usually, from almost integral HF phase of heavy fermions to intermediate-valence IV phase). These transitions are isomorphic even for considerable jumps in volume (up to 15% in pure Ce),$^1$ and their phase boundary on the $P$–$T$ diagram terminates at the tricritical point as on the liquid–vapor diagram, followed by further continuous transition between phases,$^2$ or rather between regimes of interaction between the f-level and conduction electrons. It should be noted that Eliashberg and Capellmann$^3$ in their recent publication paid attention to the fact that the curve of first-order phase transitions is continued behind the tricritical point at the second-order transition curve, i.e., the crystal structure of phases may display differences lying apparently beyond the resolving power of direct structural investigations.

Although the fundamental relation between the jump in volume and the change in the valence state, and hence the size of the electron shell of a rare-earth ion is obvious, the trigger mechanism of the first-order phase transition, as well as the mechanism limiting the valence jump during the transition, are still disputable and give rise to new theoretical models. If we disregard some modifications, these model can be classified as follows: electron excitation from localized f-level to band states,$^{4,5}$ Mott transition with delocalization of the f-level itself,$^6$ fluctuations between configurations,$^8$–$^{10}$ volume collapse due to a strong dependence of Kondo energy on volume (the KVC model),$^{11}$–$^{13}$ and essentially band transition.$^{14}$

It should be noted that not all of these models passed through quantitative testing in real systems. Even when such a testing was carried out, its results cannot be regarded as unambiguous evidence in favor of a definite model since either not all aspects in the behavior of phase diagrams were analyzed (e.g., possible effect of a magnetic field on it as in Ref. 13), or the chosen model parameters did not correspond to reliably established facts (like the model value $\Delta \nu \approx 1$ of valence jump adopted in Refs. 10 and 15 instead of the experimentally determined value 0.1 for YbInCu$_4$). Besides, the most detailed verification of the models was carried out in Refs. 13 and 15 for different objects for which the mechanisms of transition can be different. Thus, a more detailed analysis of features of the phase diagrams and quantitative comparison of various theoretical models on the same object are required for determining the driving forces of first-order valence phase transitions along with a search for new systems with valence transitions.

The intermetallic compound YbInCu$_4$ appears as especially attractive among such objects. This is the only compound known so far, in which the first-order valence phase transition takes place for the stoichiometric composition at atmospheric pressure and a temperature convenient for experiments ($T_V \approx 40$ K).$^{10,16,17}$ Consequently, a part of the phase diagram can be obtained (at least, in principle) on an object with a high degree of perfection. Abundant experimental data with elements of analysis of transition mechanism (see Refs. 6, 18, and 19 and the literature cited therein) accumulated for this compound as well as its structural and electronic analogs are still insufficient for drawing final conclusions. Unfortunately, the value of $T_V$ for the compound YbInCu$_4$ decreases under pressure unlike the case in Ce-based systems. For this reason, it is still impossible to obtain the region on the phase diagram with the tricritical point, which is most important for an unambiguous verification of the models, without using solid substitutional mixtures like the quasi-binary system YbIn$_{1-x}$Ag$_x$Cu$_4$. However, consequences of
chemical disorder for properties and structure of the phase diagram of this system are unknown.

Our aim is to demonstrate the importance of inclusion of disordering in compounds of the YbInCu$_4$ for correct determination of phase boundaries. It should be noted that, for the existing method of sample preparation, the most important singularity at the phase-transition point associated with the effect of disorder was observed for a nonstoichiometric sample Yb$_{1.2}$In$_{0.8}$Cu$_4$ which was chosen as the preferred object in subsequent investigations.\textsuperscript{10,15} Recently, Sarrao \textit{et al.}\textsuperscript{16–18} successfully applied special technique for obtaining single crystals of stoichiometric composition with a high degree of ordering and exceptionally sharp jumps in properties at the phase transition point and for clarifying the microscopic pattern of sample disordering for different methods of sample preparation.\textsuperscript{20}

It should be noted that essentially structural methods are not always used for detecting a discovery of the type of transitions. In many cases, the study of various electronic properties sensitive to structure variations are more convenient. However, the efficiency of such investigations is determined by the existence of one-to-one correspondence between peculiarities in the behavior of electronic properties and the valence and structural states of the system. In compounds of rare-earth elements, magnetic susceptibility $\chi$ serves in many cases as a reliably interpreted property due to large values of magnetic moments. A simple model of inclusion of disorder and estimation of its role in the magnetic susceptibility, $\chi$ on the extent of ordering in the stoichiometric compound YbInCu$_4$ is correctly described by the following expression: 19

$$\chi(T) = \chi_0 + \left( C/(T-\Theta) - \chi_0 \right) W(T).$$

(1)

Here $\chi_0 \times 1/T^2_K$ (Ref. 22) is the temperature-independent susceptibility, $T^2_K$ is the characteristic Kondo temperature in the IV state, $C$ and $\Theta$ are the Curie constant and temperature, and $W(T)$ is a step function:

$$W(T<T_\nu) = 0; \quad W(T>T_\nu) = 1.$$  

(2)

Such a form of the expression for susceptibility corresponds to the condition $\Delta_{CEF} = T_\nu - T^2_K$ ($\Delta_{CEF}$ is the complete splitting of the fundamental multiplet $J = 7/2$ of Yb by the crystal electric field (CEF)), which is observed for YbInCu$_4$ ($\Delta_{CEF} = 44$ K,\textsuperscript{23} $T^2_K = 420$ K).\textsuperscript{17} The values of the parameters in Eq. (1) were selected earlier by Sarrao \textit{et al.}\textsuperscript{16} and are given in Table I. The value of the magnetic moment $\mu$ per Yb ion following from the Curie constant is close to the value expected for Yb$^{3+}$ in view of the small deviation of the true valence of the ion from an integer in the heavy-fermion HF phase of YbInCu$_4$.\textsuperscript{17,24} Curve 1 in Fig. 1 shows that the results calculated by formula (1) for the chosen parameter are in good agreement with experimental data.\textsuperscript{16}

Following Lawrence \textit{et al.}\textsuperscript{20} and in accordance with structural data, we shall assume that the main reason of disorder in the stoichiometric compound YbInCu$_4$ is the disordered distribution of atoms of the form (Yb$_{1-x}$In)$_{x}$ ×(In$_{1-x}$Yb$_x$)$_{x}$Cu$_4$ in Yb and In sublattices. It is responsible for spatial nonuniformity of the phase-transition temperature $T_\nu$. Taking into account a considerable susceptibility jump at the transition point as well as a high sensitivity of $T_\nu$ to various factors (pressure, impurities, and magnetic field),\textsuperscript{15,20,24} we can confine our analysis to just this mechanism of influence of lattice-site or chemical disorder on the magnetic susceptibility (1). In this case, the expression (1) remains valid if $W(T)$ in (1) is a function of distribution of the values of $T^i_\nu$ of the $i$th volume elements of sample. It was found\textsuperscript{19} that the normal Gaussian distribution

$$W(T) = W(T, T_\nu, \sigma) = \left(1 + \text{erf} \left[ (T - T_\nu)/(\sqrt{2}\sigma) \right] \right)/2$$

(3)

[$\text{erf}(x)$ is the standard error function] can serve as a satisfactory distribution function for weakly disordered YbInCu$_4$ samples. In order to describe susceptibility in the vicinity of

\begin{table}[h]
\centering
\caption{Values of model parameters for magnetic susceptibility and $T_\nu$ distribution function in YbInCu$_4$ compounds. Sample numbers corresponds to Fig. 1.}
\begin{tabular}{|c|ccc|}
\hline
Parameter & Sample 1 & Sample 2 & Sample 3 \\
\hline
$C$, emu/K/mole & 2.55 & 2.55 & 2.55 \\
$-\Theta$, K & 7.2 & 23 & 33 \\
$\chi_0$, $10^{-3}$ emu/mole & 6.0 & 6.0 & 8.4 \\
$\eta$ & 0 & 0.35 & 0.76 \\
$T_{V1}$, K & 40 & 41 & 38 \\
$T_{V2}$, K & 0 & 47 & 74 \\
$\sigma_1$, K & $<1.0$ & 1.9 & 2.85 \\
$\sigma_2$, K & 0 & 4.9 & 11 \\
\hline
\end{tabular}
\end{table}

FIG. 1. Temperature dependence of magnetic susceptibility in different samples of YbInCu$_4$ compound: for a single crystal with a high degree of perfection (curve 1), for a polycrystal (curve 2), and for a highly disordered sample (curve 3). Symbols correspond to experimental data of Ref. 20, solid curves are the results of model fitting.
phase transition with the help of Eqs. (1) and (3), it is sufficient to select the parameters of the distribution function, viz., a certain mean value $\bar{T}_V$ and the dispersion $\sigma^2$, for asymptotic values of $\chi_0$, $\mu$, and $\Theta$. We shall demonstrate the applicability and consequences of application of the proposed model from an analysis of the behavior of magnetic susceptibility as a function of ordering, applied pressure, and variation of composition.

3. ANALYSIS OF THE ROLE OF DISORDER IN STOICHIOMETRIC YbInCu$_4$ SAMPLES

Figure 1 shows that the peak on the temperature dependence of the magnetic susceptibility of YbInCu$_4$ compound becomes less sharp as disordering in the sample increases and is then transformed into a two-hump curve also typical of samples with a nonstoichiometric composition (Fig. 2). There can be several reasons behind the emergence of the two humps. First, the presence of at least two types of dominating structural defects, which is quite natural for the presumed arrangement of Yb atoms in the two sublattices (Yb and In sublattice). Second, a certain stratification of the sample in composition within one structural phase for a special form of phase diagram. Finally, the separation of the sample into two phases. In any of the versions listed above, the distribution function $W(T)$ in (1) must contain two Gaussians of type (3) with different sets of parameters:

$$W(T) = W_1(T, \bar{T}_{V_1}, \sigma_1)(1 - n) + W_2(T, \bar{T}_{V_2}, \sigma_2)n.$$  

Figures 1 and 2 show the results of selection of the parameters $\bar{T}_{V_j}$, $\sigma_j$, and $n$ in Eqs. (1) and (4) for the best description of the $\chi(T)$ dependences for samples with different degrees of disordering. The values of the parameters of the distribution function (4) and the magnetic parameters $\chi_0$, $\mu$, and $\Theta$ are given in Tables I and II.

Naturally, the distribution function (4) should also be used for describing two-hump dependences $\chi(T)$ for nonstoichiometric samples also.

4. ANALYSIS OF THE EFFECT OF PRESSURE ON THE SUSCEPTIBILITY OF Yb$_{1.2}$In$_{0.8}$Cu$_4$

Figure 2 shows the temperature dependence of the magnetic susceptibility for nonstoichiometric compound Yb$_{1.2}$In$_{0.8}$Cu$_4$ under different pressures (borrowed from Ref. 15) and its model description. The corresponding model parameters are given in Table II, and pressure dependences of the temperatures $\bar{T}_{V_1}$ and $\bar{T}_{V_2}$ are shown in Fig. 3. In the pressure range under investigation, these dependences are linear and have almost the same slope with the average value of $d\bar{T}_V/dP = -2$ K/kbar. This value differs insignificantly from that obtained by Nowik et al. from an analysis of displacement of singularities on the $\chi(T)$ curve under pressure, although the shape of the curve is slightly deformed under pressure. This can be seen from the change in the parameters of the distribution function (4) in Table II. The weak but stable variation of the distribution function $W(T)$ under pressure can be due to structural defects. Unfortunately, Nowik et al. give no information concerning the reversibility of susceptibility after the removal of pressure. Subsequent measurements of the effect of pressure on the susceptibility of the compound with the stoichiometric composition give practically the same value of the derivative ($-2$ K/kbar) for an imperfect sample for which disorder is taken into account as well as a high-quality sample.

5. ROLE OF DISORDER IN YbIn$_{1-x}$Ag$_x$Cu$_4$ SOLID MIXTURES

An analysis of magnetic properties of YbIn$_{1-x}$Ag$_x$Cu$_4$ alloys is of special importance since it is generally accepted that the first-order valence phase transition in this system is transformed into a continuous transition for $x = 0.25$ in view of changes in the parameters of electron–electron interaction during alloying. Monocrystalline samples of solid mixtures in Ref. 17 were grown according to the same method under
the InCu flux that was used for obtaining YbInCu₄ compound, which ensured a high degree of sample perfection except random distribution of atoms over the sites of In–Ag sublattice. For this reason, we can confine the approximation to assume that the behavior of physical parameters depends on the accuracy of reconstruction of the distribution function. Apparently, distribution function for Curie temperature reconstruction experimentally for some compositions of inhomogeneous Invar alloys Fe–Ni is close to the Gaussian distribution function.26 Apparently, distribution (3) can indeed serve as a good initial approximation for taking into account imperfection of various systems.

The paramagnetic Curie temperature Θ also changes insignificantly in the concentration range under investigation (Fig. 5c). However, this important parameter characterizing the interaction of the f-level with band electrons strongly depends on the accuracy of reconstruction of the χ(T) dependences from the available data and on the choice of the temperature interval for their approximation. For this reason, the values of Θ presented in Fig. 5c and Table II are rather qualitative estimates, and only the anomalous increase in the absolute value of Θ as well as σ starting from a certain critical value x_c=0.25–0.3 is worth noting.

6. DISCUSSION OF THE RESULTS OF MODEL ANALYSIS OF SUSCEPTIBILITY

1. It should be noted above all that in our model we assume the simplest structure of the distribution function for the phase-transition temperature T_V in a spatially inhomogeneous sample. The validity of just this function is not obvious beforehand, but nevertheless the proposed model makes it possible to approximate correctly the transformation of magnetic susceptibility of the compound YbInCu₄ under the action of various factors in combination with the disorder taking place or induced by these interactions. This allows us to assume that the behavior of physical parameters determined as a result of such an approximation corresponds to the properties of a perfect system. It is remarkable that the spatial distribution function for Curie temperature reconstructed experimentally for some compositions of inhomogeneous Invar alloys Fe–Ni is close to the Gaussian distribution function.26 Apparently, distribution (3) can indeed serve as a good initial approximation for taking into account imperfection of various systems.

2. The results of successful model fitting of temperature dependences of susceptibility correspond to the assumption that dispersion of the quantity T_V is mainly responsible for smoothing of singularities in the physical properties of disordered samples in the phase-transition region. This assumption is confirmed by an anomalous increase in the magnetovolume effect in imperfect samples in the vicinity of the phase-transition temperature27 since just in this case the effect involves a strong pressure dependence of T_V and χ(T_V) of volumes elements of the sample with T_V ~ T. A direct microscopic evidence of dispersion of T_V is the simultaneous observation of the NMR signal from the IV and HF phases28 coexisting in the temperature range ~ σ in the vicinity of T_V.
The value of the Curie temperature $\Theta$ also depends on the composition and the degree of perfection of samples, but the role of its possible dispersion in (1) is considerably smaller than the effect of $T_V$ according to estimates. For this reason, we disregard here the nonuniformity of $\Theta$ to simplify the analysis, which does not affect semi-quantitative conclusions drawn below.

3. An increase in the extent of disorder in the stoichiometric compound, as well as deviation from stoichiometry, leads to "splitting" of $T_V$ into two temperatures. Their identical pressure dependences speak in favor of the concentration stratification of the sample within the same structural phase rather than separation into different phases. It was presumed by Lawrence et al.\(^{20}\) that such a stratification can be due to peritectic nature of the phase diagram for the compound YbInCu\(_4\). However, the shape of the phase diagram in the region of the stoichiometric composition under investigation has not been established as yet by direct structural methods, and we cannot rule out in principle the existence of two isomeric HF phases with close atomic volumes and properties, whose transition to the IV phase is controlled by the same parameters of the system, although it occurs at slightly different temperatures. In such a case, the very fact and the actual origin of phase separation of the sample are immaterial, and a distribution function of the form (3), albeit with a high dispersion,\(^{19}\) remains valid for an adequate description of a number of its properties for a moderate disorder.

4. In the presence of stratification in the highest-temperature phase of the compound under investigation, a detailed comparison of the parameters of the $\bar{T}_V$ distribution function for samples obtained under different conditions in different laboratories (and the more so, by different methods) is meaningful only on a qualitative level. A comparison of values of dispersion in Table II and in Fig. 5b shows that the disorder associated with imperfection of the method of preparation of stoichiometric samples is a much more important factor for the magnetism of the compound under investigation than, for example, the disorder in the In–Ag sublattice of the YbIn\(_{1-x}\)Ag\(_x\)Cu\(_4\) solid mixture which cannot be eliminated in principle (it should be noted for comparison that sample 3 in Fig. 1 corresponds to $x=0.06$ in the equivalent formula for the disordered stoichiometric composition (Yb\(_{1-x}\)In\(_x\))(In\(_{1-x}\)Yb\(_x\))Cu\(_4\) mentioned above).\(^{20}\)

Thus, the results of analysis of the properties of alloys based on the compound YbInCu\(_4\) without an appropriate control of the state of the Yb–In subsystem should be treated with care. This remark does not concern the data for YbIn\(_{1-x}\)Ag\(_x\)Cu\(_4\) alloys used by us here since these data were obtained by using the standard method which minimizes the disorder in the Yb–In sublattice.\(^{17}\)

5. The behavior of the magnetic susceptibility upon an increase in the Ag concentration up to $x=0.3$ in YbIn\(_{1-x}\)Ag\(_x\)Cu\(_4\) alloys is essentially explained in the model (1), (3) only by an increase in the value of $\bar{T}_V$ and its dispersion. Such an approach differs in principle from that used by Sarrao et al.\(^{17}\) who approximated the experimental dependences $\chi(T)$ by the theoretical curve for a Kondo impurity with $J=7/2$\(^{22}\) by selecting the characteristic temperature for the low- and high-temperature phases separately. Thus, the evolution of asymptotic segments of the $\chi(T)$ curves during alloying is associated, according Sarrao et al.\(^{17}\) with a variation of the parameters $T_K^{IV}$ and $T_K^{HF}$. In this case, the transition temperature region, and hence the behavior of $T_V(x)$, which play the leading role in the proposed model of disordering are not considered.

The exaggerated opposition of the mechanisms of temperature dependence of $\chi$ in the approaches discussed here demonstrates that the inclusion of disorder is of considerable importance. In actual practice, both mechanisms must be taken into account in the description of experimental results. In contrast to the model proposed by Sarrao et al.,\(^{17}\) the model (1), (3) allows us to do this easily, but the temperature dependence of susceptibility alone is obviously insufficient for an unambiguous selection of the doubled number of parameters. According to the results obtained by us earlier,\(^{19,21}\) the magnetovolume effect $d\ln\chi/d\ln V$ in the alloys under investigation can successfully compensate the missing experimental information.

6. This effect would be especially helpful in the vicinity of the concentration $x_c$ which is critical indeed for the parameters of the proposed model: for $x>x_c$, the concentration dependence of $\sigma$ as well as $\Theta$ becomes considerably stronger. The dispersion of $\bar{T}_V$ and the characteristic of the interaction of magnetic moment with band electrons in the HF phase\(^{20}\) ($|\Theta|\approx T_K^{HF}$) are not connected directly, and we cannot establish unambiguously the reason behind such a behavior on the basis of the available data.

A possible reason can be the transformation of an abrupt phase transition at $x_c$ into a continuous transition,\(^{17}\) which presumes that the values of $T_K^{IV}$ and $T_K^{HF}$ become closer. The corresponding increase in $|\Theta|$ in Fig. 5c does not contradict such a hypothesis and the asymptotic value of $T_K=143$ K for $x=1$,\(^{17}\) and the increasing role of dispersion of the Kondo temperature can be manifested in a more rapid increase in $\sigma$. Although the model itself must be modified for $x>x_c$ in the case of transformation of phase transition, the dependences in Fig. 4 following from it appear more natural than the strong and nonmonotonic changes in $T_K^{IV}$ and $T_K^{HF}$ in Ref. 17. The latter have no singularities for $x_c$, and this concentration is singled out by Sarrao et al.\(^{17}\) on the basis of the change in the behavior of $\chi(T)$ only in the transition temperature region. Naturally, the first-order phase-transition curve in Fig. 5a must terminate at $x=0.3$ for such a scenario, and its continuation beyond $x_c$ is only the result of successful imitation of the $\chi(T)$ dependence by the initial model (1), (3).

However, it cannot be ruled out that the observed behavior of the model parameters is due to inclusion of the additional interaction of the moments upon attainment of a certain level of band filling or coordination of impurity atoms in the nearest neighborhood of Yb (of the type of impurity effect). It is also possible that such a behavior is associated with the beginning of a certain structural randomization in the alloy involving the Yb sublattice in spite of the application of unique method of sample preparation. The list of possible scenarios is much larger, and further investigations of structural and electronic properties of the YbIn\(_{1-x}\)Ag\(_x\)Cu\(_4\)
system must be carried out in the concentration range $x \sim x_c$ for selecting the most realistic scenario. The analysis carried out by us here indicates that there are no solid grounds for assuming that the concentration $x_c$ is the point of termination of the first-order transition curve on the $T-x$ diagram.

7. CONCLUSIONS

Summarizing the results of analysis of the role of chemical disorder in the YbInCu$_4$ compound and in YbIn$_{1-x}$Ag$_x$Cu$_4$ alloys, we can formulate the following statements.

1. Chemical disorder (especially in the Yb sublattice) can radically change the properties of the systems under investigation due to spatial nonuniformity of the first-order valence phase transition temperature.

2. The model proposed by us earlier$^{19}$ with a normal Gaussian distribution for $T_v$ describes the transformation of the magnetic susceptibility of YbInCu$_4$ under the influence of various effects with a plausible behavior of parameters. The dependence $T_v(x)$ obtained for the first time for YbIn$_{1-x}$Ag$_x$Cu$_4$ alloys is close to a linear dependence with the derivative $dT_v/dx = 203$ K.

3. The behavior of the parameters of the YbIn$_{1-x}$Ag$_x$Cu$_4$ system changes significantly for the critical concentration $x_c \approx 0.03$, but it is premature to attribute this to a change in the type of phase transition. Additional investigations of structural and electronic properties of the alloys in the region of critical composition are required to rule out other scenarios.
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The existence of nonstationary electromagnetic processes in a plate of compensated metal carrying a strong direct current is established theoretically. The nonstationary effects are due to the nonlinearity caused by the influence of an inhomogeneous sign-alternating magnetic field of the current on the dynamics of charge carriers. Such an influence suppresses conductivity in the entire sample except a narrow region near the zero magnetic field plane. It is found that the current pinch formed in this region can propagate quasi-statically in the direction transverse to the current. As a result, an ac electric field component (and hence, an ac voltage across the sample across the sample) appears against the background of the applied dc electric field. The ac voltage generation can be observed experimentally in a preset current mode. © 1999 American Institute of Physics. [S1063-777X(99)00711-2]

INTRODUCTION

Experiments on pure metals at low temperatures revealed a number of electrodynamic effects which could not be described on the basis of conventional concepts of metals as exceptionally “linear” elements. Among first communications were those on observation of deviation of current–voltage characteristics (IVC) for thin samples from Ohm’s law towards a decrease in resistance,1,2 dependence of surface impedance on the amplitude of incident wave,3 and hysteretic rectification of rf current in a metal.4,5 Nonlinearity was observed for such insignificant values of current or wave amplitude that it could not be due to overheating of charge carriers or other familiar sources of nonlinearity associated with electric field. It was found that the nonlinearity typical of pure samples is connected with their main property, viz., long mean free path for electrons. The mean free paths of charge carriers in pure conductors at low temperatures can be as large as a few millimeters. For this reason, the magnetic field of the current effectively bends the trajectories of particles, thus affecting the metal conductivity. Such a nonlinearity mechanism is known as magnetodynamic. In the static case, the most favorable conditions for its observation are created in thin samples whose thickness d can be smaller than the mean free path l of the carriers:

\[ d \ll l. \]  

(1)

The conductivity is determined in this case by a small group of electrons moving almost parallel to the metal surface. In view of the small number of such electrons, even a comparatively weak magnetic field of the current can noticeably affect the electrical conductivity of the sample and its IVC.

A theoretical analysis of the magnetodynamic nonlinearity effects in the static case was carried out for the first time by Kaner et al.6 who studied the conductivity and IVC of a thin plane-parallel plate with diffuse boundaries. It was proved that peculiarities of the nonlinear response in the sample are associated with an alternation of the magnetic field of the current over the sample thickness. It is equal to zero at the middle of the plate and assumes equal but opposite values \( \mathcal{H} \) and \(-\mathcal{H}\) at the opposite faces of the plate:

\[ \mathcal{H} = 2\pi I/c. \]  

(2)

Here I is the current per unit width of the plate and c the velocity of light in vacuum. The alternating magnetic field of the current traps a part of electrons in the potential well. The trajectories of such particles are coiled around the zero magnetic field plane. For this reason, trapped charge carriers interact with the electric field over the entire mean free path I. As the current I increases, the number of such carriers increases due to particles that collided with the metal surface for smaller values of the current and hence could not participate effectively in the formation of the plate conductivity. Thus, trapping of electrons increases the conductivity of the sample. This is observed for quite small values of I for which the characteristic radius of curvature \( R(I) \) of electron trajectories in the magnetic field of the current is larger than the plate thickness:

\[ R(I) = c \rho_F/e\mathcal{H}(I) \sim l^{-1}, \quad d < R(I), \]  

(3)

where \( -e \) and \( \rho_F \) are the charge and Fermi momentum of an electron.

The theory constructed by Kaner et al.6 explained the results obtained in Refs. 1 and 2 and stimulated new experimental investigations.7 It was found that as the current I increases further, the resistance of thin plates attains its minimum value (when the radius \( R(I) \) becomes of the order of d) and then starts increasing. In the region of strong currents

\[ d \gg R(I) \]  

(4)
the resistance of a conductor exhibits a tendency to a linear increase. Such a regularity is observed for metals with equal concentrations of electrons and holes (compensated metals), e.g., tungsten and cadmium (see Ref. 7).

Later, Kaner et al.\(^8\) established theoretically that the increase in the resistance of thin samples of a compensated metal is due to a peculiar pinch effect. According to Kaner et al.,\(^3\) in the limit of strong currents (4) all the electrons intersecting the zero magnetic field plane become trapped irrespective of the angle of incidence on the plane. As a result, their conductivity tends to saturation and becomes of the same order of magnitude as the conductivity \(\sigma=Ne^2l/p_F\) of a bulk plate \((N\) is the charge carrier concentration). In this case, in contrast to the case of weak currents (3), the group of trapped particles occupies not all the sample, but is concentrated in a narrow central region having a width of the order of \(R(I)\). Outside this region, charge carriers move in a dc magnetic field along trajectories resembling Larmor orbits. Their conductivity turns out to be much smaller than the conductivity of trapped particles.\(^9\) As a result, a strongly nonuniform spatial distribution of current density typical of the pinch effect sets in in the plate. The width of the current pinch formed by trapped electrons decreases with increasing \(I\). This in turn leads to an increase in the sample resistance.

The strong nonlinearity in the distribution of direct current over the sample cross section can generally lead to effects of another type, such as the instability of the static current structure, and to a transition to a nonstationary state (see Ref. 10). Such a situation was not considered as applied to the pinch effect (4), although the available experimental data indicate the evolution of nonstationary processes under the preset direct current conditions.\(^11\)

The aim of the present publication is to demonstrate theoretically the possibility of a nonstationary process in a compensated metal carrying a strong direct current. The dynamics of charge carriers and their conductivity in the strongly nonuniform magnetic field of the current is analyzed in Sec. 2. It is found (see Sec. 3) that the static distribution of current in the case (4) is not the only one possible distribution. An alternative state in which the current pinch propagates in the direction transverse to the current is possible due to essentially nonlinear and nonlocal nature of conductivity. In this case, instead of a uniform electric field distribution over the plate thickness, a domain structure is formed: the propagating current pinch separates two regions with different values of electric field \(E\). The difference in these values is proportional to the velocity of propagation. The direction of motion of the domain wall and the pinch is such that the region of a stronger electric field expels the region with a smaller value of \(E\). The observed nonstationary process is not accompanied by Joulean losses.

1. FORMULATION OF THE PROBLEM: BASIC EQUATIONS AND BOUNDARY CONDITIONS

We shall assume that the required nonstationary state is quasi-static: the characteristic time \(\Delta t\) of variation of electromagnetic field is much longer than the mean free time of charge carriers:

\[
\Delta t \gg \nu^{-1},
\]

where \(\nu\) is the frequency of bulk relaxation of particles. We shall assume that reflection of electrons at the plate boundaries is diffusive.

We introduce the Cartesian system of coordinates in which the \(x\)-axis is perpendicular to the faces of the plate, and the plane \(x=0\) is at the middle of the sample. We direct the \(y\)-axis along the current and the \(z\)-axis along the vector \(\mathbf{H}(x,t)\) of the magnetic field of the current:

\[
\mathbf{H}(x,t) = \{0,0,H(x,t)\}.
\]

The plate is assumed to be infinitely long (the size along the \(y\)-axis) and wide (the size along the \(z\)-axis).

In order to emphasize most vividly the role of magnetodynamic nonlinearity in the phenomena under investigation, we assume a simple model of a compensated metal, i.e., assume that the electron and hole Fermi surfaces are identical spheres. The masses and mean free paths of electrons and holes are also regarded to be identical. In this case, electrons and holes make equal contributions to the electrical conductivity tensor. These contributions are mutually compensated in the nondiagonal tensor components and added in the diagonal components. Thus, the Hall effect does not take place in the metal. This means that the electric field vector \(\mathbf{E}(x,t)\) is directed along the current:

\[
\mathbf{E}(x,t) = \{0,E(x,t),0\}.
\]

The electric \(E(x,t)\) and magnetic \(H(x,t)\) fields can be determined from Maxwell’s equations, which have the following form in our geometry:

\[
-\frac{\partial H(x,t)}{\partial x} = \frac{4\pi}{c} j(x,t), \quad \frac{\partial E(x,t)}{\partial x} = -\frac{1}{c} \frac{\partial H(x,t)}{\partial t},
\]

where \(j(x,t)\) is the current density.

Since the characteristic size \(R(I)\) of the electron orbit under the conditions (1) and (4) is much smaller than the plate thickness as well as the mean free path, we shall carry out the analysis of the distribution of current density and the fields in the main approximation in the parameters \(R(I)/d \ll 1\) and \(R(I)/l \ll 1\). The limit \((R(I)/d) \to 0\) corresponds to the approximation of unbounded metal. In this case, the boundary conditions for Maxwell’s equations (8) can be written in the form

\[
H(-\infty,t) = H(+\infty,t) = \gamma(I).
\]

Since we assume that the total current

\[
I = \int_{-\infty}^{+\infty} dx j(x,t)
\]

is assumed to be constant, the magnetic field \(H(x,t)\) for \(x \to \pm \infty\) is independent of time [see (9)] and is determined only by the value of \(I\) in accordance with (2).

2. DYNAMICS OF CONDUCTION ELECTRONS AND CURRENT DENSITY

Peculiarities of the nonlinear conductivity of a metal are determined by the shape of electron trajectories formed by the intrinsic magnetic field of the current. Let us analyze the
The symbol \( \mathbf{A}(x,t) \) is defined as

\[ A(x,t) = \frac{1}{m} \left( \frac{eA(x,t)}{c} \right)^2 \]

and the \( y \)- and \( z \)-components of the generalized momentum, i.e.,

\[ p_y = m v_y - eA(x,t)/c, \quad p_z = m v_z. \]  \( \text{(12)} \)

Here \( m \) is the electron mass and \( v_y \) and \( v_z \) are the components of electron velocity. The vector potential \( \mathbf{A}(x,t) \) is calibrated as follows:

\[ A(x,t) = \left\{ \begin{array}{ll}
0, & A(x,t) \leq 0, \\
A(x,t), & A(x,t) > 0.
\end{array} \right. \]  \( \text{(13)} \)

The symbol \( x_0 \) denotes the point at which the magnetic field of the current vanishes, i.e., \( H(x_0,t) = 0 \). In the static situation, this point corresponds to the middle of the sample, i.e., \( x_0 = 0 \). In the general case, however, the value of \( x_0 \) depends on time and hence does not coincide with \( x = 0 \). The value of \( A(x,t) \) is negative and attains its maximum equal to zero for \( x = x_0(t) \).

The velocity component \( v_x \) is defined as

\[ v_x = \pm \left( \frac{1}{m} \right) \left[ p_x^2 - (p_y + eA(x,t)/c)^2 \right]^{1/2}, \]

\[ p_x = (p_x^2 - p_y^2)^{1/2}. \]  \( \text{(14)} \)

The condition that the radicand in the first formula in (14) must be nonnegative can be used to find the range of admissible values of the generalized momentum \( p_y \):

\[ p_y^{\text{min}}(x,t) = -p_x - \frac{eA(x,t)}{c}, \quad p_y^{\text{max}}(x,t) = p_x - \frac{eA(x,t)}{c} \]

\[ = p_y^{\text{max}}(x,t). \]  \( \text{(15)} \)

This range is shown schematically in Fig. 1 in the coordinates \( p_y \) and \( x \). It can be seen that conduction electrons can be divided into two groups according to the type of motion:

(a) Trapped particles. They exist due to the alternating spatial distribution of the magnetic field of the current. Their trajectories are shown in Fig. 2 in the form of curves \( 1 \) coiling around the plane \( x = x_0(t) \). The half-period of motion of a trapped electron along the \( x \)-axis is given by

\[ T(p_y,p_x) = \int_{x_2}^{x_1} \frac{dx'}{|v_x(x',t)|}. \]  \( \text{(16)} \)

According to Fig. 1, the turning points \( x_1 < x_2 \) are the roots of the equation

\[ p_y^{\text{min}}(x,t) = p_y. \]  \( \text{(17)} \)

In the momentum space \((p_x,p_y)\), this group of electrons corresponds to the region

\[ -eA(x,t)/2c \leq p_x \leq p_F, \]

\[ p_y^{\text{min}}(x,t) \leq p_y \leq p_y^{\text{max}}(0) = p_y. \]  \( \text{(18)} \)

It is important to note that trapped particles are present only in the neighborhood of the plane \( x = x_0(t) \), occupying the spatial region of width \( x_+ - x_- \). The coordinates \( x_\pm \) of the boundaries of the region where trapped carriers exist are the roots of the equation

\[ e[A(x_\pm,t)]/2cp_F = 1. \]  \( \text{(19)} \)

(b) Larmor electrons. These particles move in a constant-polarity magnetic field of the current in trajectories resembling circular orbits (see Fig. 2). However, in contrast to Larmor circles, their trajectories are open in view of nonuniformity of the field \( H(x,t) \). The half-period of motion of Larmor electrons is given by (16), and according to Fig. 1, the turning points \( x_1 < x_2 \) can be found from the equations

\[ p_y^{\text{max}}(x,t) = p_y, \quad p_y^{\text{min}}(x,t) = p_y. \]  \( \text{(20)} \)

The momentum space region \((p_x,p_y)\) occupied by this electron group in the defined by the inequalities

\[ 0 \leq p_x \leq p_F, \max[p_x,p_y^{\text{min}}(x,t)] \leq p_y \leq p_y^{\text{max}}(x,t). \]
\[
\max\{p_\perp, p_\parallel^\text{min}(x,t)\} = \frac{p_\perp + p_\parallel^\text{min}(x,t)}{2} + \frac{|p_\perp - p_\parallel^\text{min}(x,t)|}{2}.
\]

(21)

The current density for the corresponding groups of particles can be determined from the solution of Boltzmann’s kinetic equation which must be linearized in the electric field \(E(x,t)\). The nonlinearity in this case is completely determined by the magnetic field \(H(x,t)\) in the Lorentz force. If we choose the generalized momentum \(p_y\) (12), the quantity \(p_\perp\) (14), and the electron energy as independent variables of the distribution function, the kinetic equation is transformed into an ordinary differential equation. It can be easily integrated for positive and negative values of the velocity \(v_y\) (14) separately. Integration constants are determined from the conditions of joining of the obtained results at the points \(x_{1,2}\) of electron turning. Omitting simple calculations, we write the final result:

\[
\begin{align*}
  j_{1,2}(x,t) &= \frac{3}{2\pi} \frac{\sigma}{p_\perp^2} \int_{O_1,2} \frac{dp_\perp dp_\parallel p_y v_y(x,t)}{|v_y(x,t)|} \\
  &\times \left[ \int_{x_1}^{x_2} dx' \frac{v_y(x',t)E(x',t)}{|v_y(x',t)|} \sinh(\nu(x,x')) \right. \\
  & \quad + \left. \frac{\cosh(\nu(x_1,x'))}{\cosh(\nu T)} \\
  & \quad \times \int_{x_1}^{x_2} dx' \frac{v_y(x',t)E(x',t)}{|v_y(x',t)|} \cosh(\nu(x_2,x')) \right].
\end{align*}
\]

(22)

The symbols \(O_1\) and \(O_2\) denote the regions (18) and (21) of trapped and Larmor electrons in the momentum space \((p_\perp, p_y)\). The quantity

\[
\tau(x';x') = \int_x^{x'} \frac{dx''}{|v_y(x'',t)|}
\]

(23)

is the time of motion of a particle between the points \(x\) and \(x'\).

The parameter \(\nu T\) appearing in (22) has the same order of magnitude as the ratio of the characteristic radius of curvature \(R\) of electron trajectories to the mean free path \(l\) of charge carriers:

\[
\nu T \sim R/l \ll 1.
\]

(24)

In the main approximation in this parameter, the current density of trapped and Larmor charge carriers is independent of \(\nu T\):

\[
\begin{align*}
  j_{1,2}(x,t) &= \frac{3}{2\pi} \frac{\sigma}{p_\perp^2} \int_{O_1,2} \frac{dp_\perp dp_\parallel p_y v_y(x,t)}{|v_y(x,t)|} \\
  &\times \int_{x_1}^{x_2} dx' \frac{v_y(x',t)E(x',t)}{|v_y(x',t)|}.
\end{align*}
\]

(25)

We transform the integral with respect to the coordinate \(x'\). According to formulas (12) and (14), the velocity ratio \(v_y/|v_y|\) is proportional to the derivative of \(|v_y|\) with respect to the coordinate:

\[
\begin{align*}
&\int_{x_1}^{x_2} dx' \frac{v_y(x',t)E(x',t)}{|v_y(x',t)|} \\
&= -\frac{mc}{e} \int_{x_1}^{x_2} dx' \frac{\partial |v_y(x',t)|}{\partial x'} \frac{E(x',t)}{H(x',t)}.
\end{align*}
\]

(26)

We integrate the right-hand side of this equality by parts. Since the velocity component \(v_y\) vanishes at the turning points \(x_1\) and \(x_2\), the nonintegral term vanishes, and the ratio (26) assumes the form

\[
\begin{align*}
&\int_{x_1}^{x_2} dx' \frac{v_y(x',t)E(x',t)}{|v_y(x',t)|} \\
&= -\frac{mc}{e} \int_{x_1}^{x_2} dx' \frac{\partial |v_y(x',t)|}{\partial x'} \frac{E(x',t)}{H(x',t)}.
\end{align*}
\]

(27)

It follows hence that the asymptotic form (25) of current density differs from zero only due to the nonuniformity of the magnetic \(H(x,t)\) and electric \(E(x,t)\) fields. It should be noted that the next term in the expansion in the small parameter (24) is proportional to \((R/l)^2 \ll 1\). This term describes the magnetoresistance effect in the intrinsic magnetic field of the current.

3. SELF-SIMULATING SOLUTION OF MAXWELL’S EQUATIONS. ZERO-CURRENT RUNNING WAVE

We assume that a nonstationary process has the form of a wave of the type

\[
E(x,t) = E(x-Vt), \quad H(x,t) = H(x-Vt),
\]

(28)

propagating along the x-axis, \(V\) being the phase velocity. For a solution of the type (28), the second Maxwell equation (8) is transformed into an ordinary differential equation. Integrating it, we can find the relation between the electric and magnetic fields:

\[
E(x-Vt) = E_0 + (V/c)H(x-Vt).
\]

(29)

In this relation, the first term \(E_0\) is the integration constant. It is equal to the electric field in the static case when \(V=0\). The second term \((V/c)H(x-Vt)\) is the varying nonuniform field of the wave. It turns out that it does not generate current. Indeed, the electric field \((V/c)H(x-Vt)\) nullifies the integral (27):

\[
\begin{align*}
&\int_{x_1}^{x_2} dx' \frac{v_y(x'-Vt)}{|v_y(x'-Vt)|} \frac{V}{c} H(x'-Vt) \\
&= -\frac{mc}{e} \int_{x_1}^{x_2} dx' \frac{\partial |v_y(x'-Vt)|}{\partial x'} \frac{V}{c} = 0.
\end{align*}
\]

(30)

Thus, the current in a metal exists only due to the constant electric field \(E_0\). The current density depends on time since it is a functional of the varying magnetic field \(H(x-Vt)\). We shall write the expression for current density in terms of dimensionless variables of the self-simulating variable \(\xi\), magnetic field \(h(\xi)\), and the vector potential \(a(\xi)\), which can be introduced as follows:

\[
\xi = (x-Vt)/R(1), \quad h(\xi) = H(x-Vt)/H(1),
\]

G. B. Tkachev
\(a(\xi) = eA(x - Vt)/c\sigma F.\)

Taking into account (18), (21), and (31), for the current density (25) normalized to \(\sigma E_0\), i.e.,

\[ i_{\zeta, \zeta}(\xi) = j_{\zeta, \zeta}(x - Vt)/\sigma E_0, \]

we can write the following expressions:

\[ i_{\zeta}(\xi) = \frac{\int_{-a(\xi)/2}^{a(\xi)/2} \frac{dk_{\zeta, \zeta}}{1 - k_{\zeta, \zeta}^{-2}} \int_{k_{\zeta, \zeta} = -a(\xi)}^{k_{\zeta, \zeta} = a(\xi)} \frac{dk_{\zeta, \zeta}(\xi)}{\beta_{\zeta}(\xi)} \theta(k_{\zeta, \zeta}, k_{\zeta})}{\int_{\xi_1}^{\xi_2} d\xi' \beta_{\zeta}(\xi')}, \quad -\infty < \xi < +\infty. \]

Here \(k_{\zeta, \zeta}, \beta_{\zeta}(\xi)\) and \(\theta(k_{\zeta, \zeta})\) are the dimensionless momenta, velocities, and half-period of motion, respectively, of a particle:

\[ k_{\zeta, \zeta} = \frac{p_{\zeta, \zeta}}{p_F}, \quad \beta_{\zeta}(\xi) = \frac{\nu_{\zeta, \zeta}(x - Vt)}{\nu_F}, \]

\[ \theta = \frac{2\pi e^2}{3mc} T = \frac{2\pi}{3} \int_{\xi_1}^{\xi_2} \frac{d\xi'}{\beta_{\zeta}(\xi')}, \]

The symbols \(\xi_\pm = (x_\pm - Vt)/R(I)\) denote dimensionless coordinates of the boundaries of the region of existence for trapped carriers in a reference frame moving with the wave, and \(\xi_{1,2} = (x_{1,2} - Vt)/R(I)\) are the turning points for an electron in the same reference frame.

Expressions (33) and (34) have completely the same structure as the formulas for static current density. However, the role of spatial coordinate is played by the self-simulating variable \(\xi\). Thus, the problem of finding the profile of the magnetic field of the wave is exactly reduced to the solution of the magnetostatic problem:

\[-\frac{dh(\xi)}{d\xi} = \frac{2\sigma R(I) E_0}{I} i(\xi), \]

\[ i(\xi) = \begin{cases} i_1(\xi) + i_2(\xi), & \xi_\pm < \xi < \xi_+, \\ i_1(\xi), & \xi_+ < \xi < \xi_-, \\ 1, & \xi > \xi_+. \end{cases} \]

\[ h(-\infty) = -h(+\infty) = 1. \]

Integrating the left- and right-hand sides of Eq. (36) from \(-\infty\) to \(+\infty\) and taking into account the boundary conditions (37), we obtain the following expression for the IVC of the metal:

\[ E_0(I) = I \left[ \frac{\sigma R(I)}{I} \int_{-\infty}^{+\infty} d\xi i(\xi) \right]. \]

Taking into account this expression, we can write the magnetostatic equation (36) in the form

\[-\frac{dh(\xi)}{d\xi} = 2i(\xi) / \int_{-\infty}^{+\infty} d\xi i(\xi). \]

It is natural to seek a solution of this equation, which is odd in \(\xi\) since such a solution automatically satisfies the boundary conditions (37). It should be noted that for an odd \(h(\xi)\), the turning points \(\xi_{1,2}\) and \(\xi_+\) of trapped electrons are located symmetrically relative to \(\xi = 0:\)

\[ \xi_1 = -\xi_2, \quad \xi_- = -\xi_+. \]

Equation (39) and expressions (33) and (34) for current density do not contain any parameters. For this reason, the IVC (38) of the metal is defined to within a numerical factor by the formula

\[ E_0(I) \propto 1/\sigma R(I) = 2\pi e^2/\sigma c^2 p_F. \]

It follows hence that in the limit of strong currents (4), the electrical resistance of the sample increases linearly with \(I\). It was mentioned in Introduction that such a tendency was observed experimentally.

The type of the nonlinearity of the IVC (41) implies that the total current \(I\) flows mainly through the region having a size \(\sim R(I)\) and a high conductivity of the order of \(\sigma\). Unfortunately, it is impossible to solve the magnetostatic equation (39) exactly and to find the current density distribution in view of extremely complicated integral relation between \(i(\xi)\) and \(h(\xi)\). However, a qualitative analysis of the asymptotic forms (33) and (34) of current density shows that the current pinch is formed by the group of trapped charge carriers. Trapped particles oscillating relative to plane of the zero magnetic field of the current preserve a considerable effective mean free path (of the order of \(I\)). In this case, the contribution to the current density \(i(0)\) comes from all electrons irrespective of their angle of incidence on the plane \(\xi = 0\). It follows from (33) that the value of \(i(0)\) is of the order of unity. The value of \(i_1(\xi)\) decreases with increasing distance from the plane \(\xi = 0\) and vanishes, by virtue of (19), at the boundaries \(\pm \xi_+\) of the region of existence of trapped carriers. The width \(2\xi_+\) of this region is of the order of unity. At the periphery (\(|\xi| \gg \xi_+\)), the mobility of particles is suppressed by the strong constant-polarity magnetic field of the current. As a result, the dimensionless current density \(i_{\zeta, \zeta}(\xi)\) (34) turns out to be smaller than the value \(i_1(0)\) according to estimates. In the limit \(|\xi| \to \infty\), it decreases to zero over the characteristic scale \(\sim 1\) so that the total current through the metal is a finite quantity. The current density distribution can be roughly presented as follows:

\[ i(\xi) = \begin{cases} 1, & |\xi| \leq \xi_+, \\ 0, & |\xi| > \xi_+. \end{cases} \]

Here we assume that the entire current flows in the region occupied by trapped charge carriers:

\[ \int_{-\infty}^{+\infty} d\xi i(\xi) = 2\xi_+. \]

Equation (39) with the current density (42) leads to the following expression for the profile of the dimensionless magnetic field \(h(\xi)\):

\[ h(\xi) = -\frac{\xi/\xi_+, \quad |\xi| \leq \xi_+}{\text{sgn} \xi, \quad |\xi| > \xi_+}. \]
We determine the quantity $\xi_+$ from Eq. (19) after writing it in terms of the dimensionless variables (31). Solving this equation for the given distribution (44) of $h(\xi)$, we find that the dimensionless half-width $\xi_+$ of the current pinch is equal to 4. Accordingly, the numerical factor in the expression (38) for IVC is equal to $1/8$.

Thus, the observed nonstationary process is a quasi-static propagation of high-conductivity region in a direction perpendicular to the current. This motion generates a zero-current variable component of the electric field [see (29)] owing to which the distribution of the resultant electric field acquires the form of a running domain wall of the size $R(I)$:

$$ E(x - Vt) = \frac{\pi e I^2}{4 \sigma c^2 p_F} + \frac{V}{c} \mathcal{H}(1)\hbar \left(\frac{x - Vt}{R(I)}\right). \quad (45) $$

The direction of wave propagation corresponds to “switching” of the sample from the state with a smaller value of electric field to a state with a larger value of $E$. The wave velocity $V$ is bounded by the requirement (5). Considering that the characteristic time scale $\Delta t$ of electromagnetic field variation is $R(I)/V$, we can write condition (5) in the form

$$ V \ll R(I) \nu. \quad (46) $$

Let us calculate Joule losses under nonstationary conditions without resorting to the model expressions (42) and (44). Using the relation (29) between the electric and magnetic fields, first Maxwell’s equation (8), and taking into account the antisymmetry of the boundary conditions (9), we arrive at the following chain of equalities:

$$ \int_{-\infty}^{+\infty} dx j(x - Vt) E(x - Vt) = -\frac{c E_0}{4\pi} \int_{-\infty}^{+\infty} dx \frac{\partial H(x - Vt)}{\partial x} - \frac{V}{4\pi} \int_{-\infty}^{+\infty} dx \times H(x - Vt) \frac{\partial H(x - Vt)}{\partial x} = E_0 I. \quad (47) $$

It follows hence that Joule losses are associated only with the constant electric field $E_0$, i.e., have the same magnitude as in the static case. This means that the motion of the electromagnetic domain wall (45) is nondissipative.

**CONCLUSION**

According to the above analysis, the voltage across the sample for a given current under the conditions of pinch effect must have a constant as well as a varying component (see (45)). This conclusion is confirmed by the result of experiments devoted to the detailed analysis of IVC for compensated metals in the range of strong currents. However, Zakharchenko et al. observed self-excited voltage oscillations, while the dependence (45) is a switching signal, i.e., is aperiodic. In our opinion, self-excited oscillations emerge as a result of the effect of sample boundaries on the dynamics of the current pinch under real conditions. This effect becomes significant when the high-conductivity region approaches the metal surface to a distance of the order of characteristic radius of curvature $R(I)$ of electron trajectories. In the vicinity of the boundary, the current pinch must stop since the plane $x = x_0(t)$ of zero magnetic field cannot emerge at the conductor surface by virtue of the conditions $H(-d/2, t) = -H(d/2, t) = \mathcal{H}(I)$. The asymmetric current distribution formed is obviously unstable, and the pinch starts moving to the opposite face of the plate. As a result, spatial oscillations of current pitch accompanied by low-frequency oscillations of voltage across the sample can appear. The need to take into account the finite thickness of the plate necessitates further theoretical investigations of nonstationary effects in metals. The reason behind the instability of static distribution of current leading to the generation of self-sustained voltage oscillations deserves special investigation.
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The voltage across a Bi single crystal in the [E×H] direction (transverse voltage E\text{t}) is investigated in strong crossed electric E and magnetic H fields under phonon generation conditions. Information on electron acousto-emf \(E_{\mu}^a\) of bismuth, forming segments with a negative differential conductivity on current–voltage characteristics \(j\) vs. \(E_{\mu}\), is obtained. Acousto-emf is measured as the absolute value of the difference in transverse voltage before and after the transition of the sample to the phonon generation mode. It is found that the dependence of acousto-emf on quantizing magnetic field is nonmonotonic. This is associated with oscillations in the electron–phonon generation rate \(\partial N_q/\partial t\) in a magnetic field, i.e., with oscillations of the phonon–electron collision frequency \(\tau_{pe}^{-1}\).

INTRODUCTION

Until recently, electroacoustic effects in semiconductors\(^1\) and semimetals (represented by Bi which is the only material suitable for such experiments)\(^3\) were studied by measuring, as a rule, the potential difference along the electric field in the sample. However, a number of effects associated with the generation of nonequilibrium phonons can be observed while studying the potential difference \(U_{\mu}\) transverse to current.\(^6\)

Let us consider a Bi sample in strong crossed electric E and magnetic H fields during supersonic drift of charge carriers in the \([E \times H]\) direction (phonon generation mode), i.e., under the conditions \(v_{\mu}^d = eE/H \gg s\); \(j \approx n_{es}/\Omega \tau\); \(\Omega \tau \gg 1\). Here, \(v_{\mu}^d\) is the drift velocity of charge carriers, \(j\) the current density, \(s\) the velocity of sound, \(\Omega\) the cyclotron frequency, \(\tau\) carrier momentum relaxation time, and \(n\) the number density of electrons.

For supersonic drift of charge carriers, the phonon flux in bismuth is formed mainly by electrons rather than holes. This conclusion is based on the ratio of the deformation potential constants for electrons \(e\) and holes \(h,\)\(^7\) and is confirmed by the experimental results.\(^8\) Hence the effect of phonon generation in bismuth may be described phenomenologically with the help of the acousto-emf\(^9\)\

\[ E_{\mu}^a = \langle \partial \epsilon / \partial t \rangle_{ph} n_{es} \]

which is associated with the transfer of momentum from the electron subsystem to the phonon subsystem. Here \(\langle \partial \epsilon / \partial t \rangle_{ph}\) is the average energy of phonons emitted by the electrons per unit time. If \(W_e\) is the specific electric power imparted to the electron subsystem, and \(\Gamma\) the coefficient which shows the part of electron power transformed into sound, we can present the acousto-emf in the form \(E_{\mu}^a \approx \Gamma W_e/\epsilon n_{es}\). Like the acoustic absorption coefficient, \(\Gamma\) is a function of the electron drift velocity.\(^5\)

We shall assume that the applied longitudinal electric field E is given. In this case, the increase in the bismuth resistivity \(\rho_H\) upon an increase in the transverse magnetic field must be accompanied by a decrease in the specific power \(W_e = E^2/\rho_H\). In other words, the increase in transverse magnetic field in the phonon generation mode for a given value of the longitudinal electric field and for \(\Gamma \approx 1\) must lead to a decrease in the acousto-emf. Moreover, the peculiarities of the bismuth electron spectrum (low Fermi energy \(e_F\) and small cyclotron masses \(m^*\)\(^6\) lead to the quantum limit in the magnetic field \((h\Omega \approx e_F)\) even for \(H \approx 10\) kOe.\(^11\) In the quantum limit, the number of energy levels below the Fermi energy is small, and consequently their population density is quite high. Hence the oscillations of the number of electron states at the Fermi level in a magnetic field are also relatively large. This circumstance must affect noticeably the frequency \(\tau_{pe}^{-1}\) of phonon–electron collisions, which becomes a considerably nonmonotonic function of \(H\) in relatively weak magnetic fields. It follows hence that the acousto-emf

\[ E_{\mu}^a = \langle \partial \epsilon / \partial t \rangle_{ph} n_{es} \sum_q \langle \partial N_q / \partial t \rangle \approx \sum_q \langle N_q / \tau_{pe} \rangle \]

must also vary nonmonotonically in a magnetic field \((N_q\) is the number of phonons with momentum \(q\) in the steady state).

The present paper aims at measuring the dependence \(E_{\mu}^a(H)\) and attempts to discover experimentally the properties of the acousto-emf considered above. The expression for the electron acousto-emf can be obtained from the condition of vanishing of the transverse current in the sample \(I_{\mu} = 0\) under the assumption \(|E_{\mu}^a| \gg |E_{\mu}^h|\).\(^5\) It is found that \(E_{\mu}^a\) is approximately equal to the absolute magnitude of the difference \(\Delta E_{\mu}\) in the transverse fields before and after a transition of the sample to the phonon generation regime for a given longitudinal field \(E\). (It should be recalled that the transverse field \(E_{\mu}\) is parallel to the drift velocity, i.e., \(v_{\mu}^d || [E \times H]\).) Hence the necessary condition for the measurement of acousto-emf is that the time \(\tau\), in which the driving signal increases must be much smaller than the relaxation
EXPERIMENTAL RESULTS

Measurements were made on a bismuth single crystal of purity 99.9999% at helium temperatures in magnetic fields up to 56 kOe. The sample had the dimensions 1×1×8 mm. The longitudinal axis is parallel to the binary direction \( C_3 \parallel x \), and the transverse edges coincide with the directions \( C_1 \parallel y \) and \( C_3 \parallel z \) (\( C_1 \) and \( C_3 \) are the bisector and trigonal crystallographic axes, respectively). The contacts for measuring transverse potential difference \( U_{\perp} / I \) were established on opposite ends (\( C_1C_3 \) plane) along the trigonal axis \( C_3 \) with the help of Wood’s alloy. The longitudinal potential difference \( U / I \) was measured by using the current leads situated on the end faces \( C_1C_3 \). The magnetic field vector \( \mathbf{H} \) is parallel to the \( C_1 \)-axis. The quality of the investigated bismuth single crystal could be estimated from the ratio of resistances at room temperature and at helium temperature \( R_0^{300}/R_0^{4.2} = 180 \) in zero magnetic field.

In this work, measurements in the linear regime (\( J = n e s/\Omega \tau_e \approx H s l/c \)) were made in a direct current (Keithley 224 power supply). The voltage signal across the sample was measured by the Keithley-196 voltmeter connected to a PC-AT where the signal was converted into digital form which is convenient for data processing. In order to single out the Shubnikov–de Haas oscillations, we subtracted the monotonic part from the dependence \( \rho_{xx} (H) \), which was approximated as a certain polynomial. In the magnetic field \( H = 56 \) kOe, the ratio \( U_{\perp} (+H)/U_{\perp} (-H) = \rho_{xx} (+H)/\rho_{xx} (-H) = -1.4 \), \( \rho_{xx} (+H) = 0.43 \Omega \cdot \text{cm} \), while \( \rho_{xx} = 0.38 \Omega \cdot \text{cm} \) (\( \rho_{ik} \) are components of the magnetoresistivity tensor).

In the phonon generation regime, the properties of the sample were measured in pulsed current. The pulse duration was \( \tau_p \approx 4.5–5.5 \) \( \mu \)s, while the time interval between pulses was \( \tau_0 \approx 5 \times 10^{-4} \) s. The sample, the standard resistance \( R_k = 1 \) \( \Omega \), and the current leads with a resistance \( R_w = 56 \) kOe (\( R_g + R_w = R_k \) is the ballast resistance) served as the load for the pulse generator. The maximum output voltage of the generator was \( V_g = 43 \) V.

Under the conditions of our experiments, the value of \( \tau_p \) is optimal in the sense that a relatively small thermal energy liberated in the sample during the pulse propagation is dissipated into the surroundings before the arrival of the next pulse. The evolution of the response signal \( U_{\perp} \) associated with the accumulation of energy in the sample can be observed on the oscillograph screen by decreasing \( \tau_p \) by a factor of 2–3. For \( \tau_p = 10^{-2} \) s, the heating of the sample by about 10 K results in the disappearance of the region with negative differential conductivity, which is typical of the phonon generation regime at 4.2 K, from the current–voltage (I vs. \( U_{\perp} \)) characteristics.

Figure 1 shows the dynamic current–voltage (I–U) characteristic in a magnetic field 22.7 kOe, obtained under the conditions when the pulse amplitude of the longitudinal voltage across the sample is the largest. The upper pulse in the inset to Fig. 1 corresponds to the longitudinal voltage \( U \) across the sample, and the lower one corresponds to the potential difference across the standard resistance, i.e., is the oscillogram of the current. The current–voltage characteristic consists of several segments corresponding to various regions (leading edge, plateau and the trailing edge) of the voltage pulse. The build-up time of the longitudinal voltage front is \( \tau_t = 0.7 \) \( \mu \)s, and the corresponding part of the IVC is I–U characteristic linear (\( \rightarrow \), see Fig. 1). This is followed by an increase in current in the circuit at practically constant (plateau) longitudinal voltage across the sample (\( \uparrow \)), which is associated with the transition of the sample into the phonon generation mode. The part of the IVC corresponding to the trailing edge of the pulse (\( \downarrow \)) has a characteristic kink which is observed for a drift velocity \( \mathbf{v}_{\text{drift}} = eE/H \approx 0.75 \times 10^5 \) cm/s of carriers close to the velocity of sound \( (U_k = 13.4 \) V, Fig. 1). The kink determines the transition from the phonon generation (nonlinear) mode to the linear regime. Another method of constructing the I–U characteristics is the comparison of the voltage across the sample and the current in it at a fixed instant of time for different values of the output voltage of the generator. We carried out such a comparison 3 \( \mu \)s after the beginning of the pulse. The results almost coincided with the segment of the I–U characteristic obtained at the rear front of the pulse mentioned above (see Fig. 1).

Thus, the relaxation time \( \tau_r \) in the phonon generation mode under the experimental conditions varies from 0.7 to 3 \( \mu \)s. It should be noted that \( \tau_r \) is generally measured not from the beginning of the pulse, but from the instant when the voltage across the sample attains the value \( U_k \). However, the value \( U_k \) of voltage in our experiments is attained almost instantaneously (see Fig. 1). The current–voltage characteristic shown in Fig. 1 is typical of the magnetic field range used in our experiments.
In accordance with what has been said earlier, the time of relaxation to the phonon generation mode for Bi samples of thickness \( \sim 1 \text{ mm} \) is close to 1 \( \mu \text{s} \) for magnetic fields \( > 10 \text{ kOe} \). The peculiarities of transition of such samples to the phonon generation mode observed by many authors, viz., a decrease in the relaxation time with increasing magnetic field and quantum oscillations of relaxation time in antiphase with oscillations of the density of electron states at the Fermi surface, have typical features of the phonon–electron damping. Apparently, we are speaking of samples with a thickness exceeding the phonon–electron mean free path \( (d \gg l_{pe}) \), and the possibility of predominant phonon–electron damping is associated with the propagation of an acoustic wave from the sample boundary in a direction opposite to the drift of a mobile charge. (A detailed discussion of mechanisms of relaxation to the phonon generation mode in Bi can be found in Ref. 5.)

Figure 2 shows signals of transverse voltage obtained in different magnetic fields for the maximum potential difference at the generator output. We shall assume (the substantiation will be given below) that the point on the oscillogram beyond which the transverse voltage starts decreasing corresponds to the beginning of the transition to the phonon generation \((\text{nonlinear})\) mode, while the realization of the nonlinear mode corresponds to the peak of the current through the sample (see Fig. 1). Vertical arrows in Fig. 2 show the absolute value of the difference between transverse voltages at these points, i.e., the difference in voltages before and after the transition of the sample to the phonon generation mode.

The magnetic field dependence of the difference in transverse voltages (which is approximately equal to the acousto-emf \( E^a_e \); see below) is presented in Fig. 3. Obviously, the \( E^a_e (H) \) dependence should be determined at a constant longitudinal voltage in the conductor. However, the longitudinal voltage in the sample also change slightly for a fixed voltage at the generator output and a finite ballast resistance as a result of an increase in the Bi resistance in a magnetic field. In our opinion, these changes do not affect the acousto-emf \( E^a_e \) significantly. Indeed, the longitudinal voltage increases approximately by 30% as the magnetic field increases from 22.7 to 29.9 kOe, and by 40% when it increases to 52.3 kOe. At the same time, acousto-emf increases approximately by a factor of 1.6 in the former case and decreases virtually in the same proportion in the latter case (see Fig. 3). For this reason we assume that decisive changes in \( E^a_e \) upon an increase in \( H \), which correlate with changes in magnetoresistance (see below), should be attributed to the effect of magnetic field on the properties of the sample.

Figure 3 also shows the magnetic field dependence of the electric power \( P \) liberated in the sample. The power was determined with the help of the approximate relation \( P \approx I_m^2 [(U_g/H_m) - R_B] \), where \( I_m \) is the maximum value of the current pulse measured simultaneously with the transverse voltage \( U_L \), and \( U_g = 43 \text{ V} \). Figure 3 also illustrates
Shubnikov–de Haas oscillations $\tilde{\rho}_{xx}(H)$ measured in the linear mode ($\tilde{\rho}_{xx}/\rho_{xx} \approx 0.1$).

It can be seen that like power, acousto-emf decreases on the average upon an increase in magnetic field, depending nonmonotonically on $H$ in the quantum limit for electrons. The minimum of $E^e_\parallel$ for $H \approx 24$ kOe corresponds to the maximum of $\rho_{xx}$, while the maximum of $E^e_\parallel$ for $H \approx 28$ kOe corresponds to the minimum of $\rho_{xx}$.

**DISCUSSION OF RESULTS**

Let us introduce the electron acousto-emf $E^e_\parallel$, assuming that the average changes in pulses of the electron and phonon subsystems per unit time in the phonon generation mode are equal:

$$\langle \partial P/\partial t \rangle_e = -\langle \partial P/\partial t \rangle_{ph} = -\tilde{q} \sum_q h \omega_q \langle \partial N_q/\partial t \rangle$$

$$= -neE^a_e. \quad (1)$$

It follows hence that

$$E^e_\parallel = \tilde{q} \langle \partial \epsilon/\partial t \rangle_{ph}; \quad \langle \partial \epsilon/\partial t \rangle_{ph} = \sum_q h s q \langle \partial N_q/\partial t \rangle, \quad (2)$$

where $N_q$ is the distribution function for phonons with the momentum $q$ and $\tilde{q}$ is the unit vector.

We present the phonon distribution function as the sum of the equilibrium ($N_{q0}$) and nonequilibrium ($N^{(1)}_q$) components. In this case, for the arriving term in the kinetic equation we have

$$\sum_q \partial N_q/\partial t = \sum_q a_q(N_{q0} + N^{(1)}_q) + a'_q. \quad (3)$$

Here $a_q$ is the increment of phonon accumulation and $a'_q$ the coefficient describing the interaction of electrons with zero-point vibrations of the lattice. An analysis shows (see Refs. 5, 6, and 12 for details) that the determining contribution to the sum (3) comes from nonequilibrium phonons. For this reason, we can put in relation (2) $\partial N_q/\partial t \approx a_q N^{(1)}_q$.

Let us now suppose that a certain coefficient $\gamma$ corresponds to the fraction of the electric field $W_e$ introduced into the electron system, which is transformed into acoustic flux. In this case, acousto-emf can be defined (to within the terms associated with amplification of equilibrium phonons and zero-point vibrations) as

$$E^e_\parallel \equiv (\gamma - \beta) W_e/n e s,$$  \hspace{1cm} (4)

where the coefficient $\beta$ is associated with attenuation of sound, $\gamma - \beta = \Gamma$. Taking into account what has been said above, we can now write the following relation connecting, among other things, the acousto-emf $E^e_\parallel$ with the phonon–electron collision frequency $a_q = \tau^{-1}_{pe}$:

$$\Gamma W_e \equiv \sum_q h \omega_q (a_q N^{(1)}_q) \equiv n e s E^a_e. \quad (5)$$

The method of experimental determination of acousto-emf in Bi was proposed by the author in Ref. 6. Following Ref. 6, we shall assume that the sample is unbounded along the $y$-axis ($E_y = 0$) and introduce the acousto-emf for electrons drifting along the $z$-axis. Assuming that the acousto-emf for holes is smaller than the electron acousto-emf and neglecting diffusive effects, we can determine the transverse field $E_\parallel$ in the phonon generation mode from the condition that the current along the $z$-axis is equal to zero (see also Ref. 13):

$$E_\parallel (\pm H) \equiv \pm \left(\frac{n e c}{H} \left\lfloor \Delta n/n \pm \sin \theta (\mu^0_\parallel H/c)^{-1} \right\rfloor \right) \times E(n_e, \mu^H_e + n_h, \mu^H_h)^{-1} - E^e_\parallel.$$  \hspace{1cm} (6)

Here $\mu^H_\parallel = \mu^0_\parallel (\mu^0_\parallel H/c)^2$ are the average mobilities of electrons and holes along the $z$-axis, $\mu^0_\parallel$ the mobilities of electrons and holes in zero magnetic field, $\Delta n = n_e - n_h$ is the difference in the electron and hole concentrations, $\theta$ the possible small angle of deviation of magnetic field from the bisector axis $C_\parallel$, and $n_e \mu^H_e = n_h \mu^H_h$. Let us estimate the parameters appearing in formula (6). From the experimental relation $E_\parallel (\pm H)/E_{\parallel 1} (\mp H) = -1.4$ obtained in the linear mode for $H = 56$ kOe (see above), we have $|(\Delta n/n) \sin \theta | \times (\mu^0_\parallel H/c)^{-1} \approx 10$. Putting $\mu^0_\parallel H/c \approx 10^3$ and $\theta = 1^\circ$, we obtain $\Delta n/n \approx 10^{-3} - 10^{-4}$.

It follows from formula (6) that the electronic acousto-emf is the absolute value of the difference in transverse voltages measured before and after transition of the sample to the phonon generation regime for a given value of the longitudinal field $E$.

For a visual comparison with the experimental results, we present graphically the driving voltage signal $E$ and the response signals for current $j$ and the transverse voltage $E_\parallel$. We shall assume that the relaxation time $\tau_r$ in the phonon generation mode is much larger than the build-up time $\tau_i$ of the driving signal pulse. To begin with, we shall also disregard relaxation effects during a transition from nonlinear to linear regime upon a decrease in the driving voltage at the trailing edge of the pulse. Further, we assume that in accordance with formula (4), the dependence of acousto-emf on the longitudinal field $E$ is considerably nonlinear.

Figure 4 shows the pulses of $E, j$ and $E_\parallel$, as well as the dependences $j(E)$ and $j(E_\parallel)$. Let us consider the pulse $j(t)$ in the time interval in which the longitudinal voltage is constant, i.e., corresponds to the plateau of driving signal pulse. In the beginning (for $t < \tau_i$), the current is independent of...
time. Later (for \( t = \tau_r \)), the current increases with decreasing resistance of the sample during transition to the phonon generation regime. After the transition to the nonlinear regime (\( t > \tau_r \)), the current again becomes constant (Fig. 4). Like current, the transverse voltage is independent of time for \( t < \tau_r \). Upon a transition to the phonon generation regime (\( t = \tau_r \)), the electronic acousto-emf comes into play and increases, thus leading to a decrease in the value of \( E_\perp \) in accordance with formula (6). On completion of a transition to the nonlinear regime (\( t > \tau_r \)), the transverse resistance becomes independent of time again (\( E_\perp^s = \text{const} \)). As the driving voltage \( E \) begins to decrease (trailing edge of the pulse, Fig. 4), the acousto-emf \( E^a_\perp \) decreases more rapidly than the term linear in \( E \) in formula (6). As a result, the transverse voltage \( E_\perp \) increases, forming a peak at the trailing edge of the pulse. After transition from nonlinear to linear regime (upon a further decrease in the longitudinal voltage), the acousto-emf vanishes, and \( E_\perp \) decreases in proportion to \( E \) (see formula (6) and Fig. 4).

In the schematic diagram of the transverse voltage signal \( E_\perp \) (see Fig. 4), the vertical arrow shows the electronic acousto-emf \( E^a_\perp \). The acousto-emf is measured graphically as the difference between two values of the transverse voltage. The first corresponds to the moment when the transverse voltage decreases at the beginning of a transition of the sample to the phonon generation regime. The second corresponds to the completion of the transition, which is indicated by the maximum value of the current passing through the sample. It should be recalled that this technique was used for determining the acousto-emf from the experimental oscillograms.

The current–voltage characteristics \( j(E) \) and \( j(E_\perp) \) were constructed from a comparison of the schematic pulses of \( E, j \) and \( E_\perp \) in Fig. 4. The dependence \( j(E_\perp) \) contains regions with negative differential conductivity. 

Let us compare the schematic diagrams presented in Fig. 4 with the experimental data presented in Figs. 1 and 2. A qualitative agreement of the phenomenological analysis with the experiment is beyond any doubt (we do not consider here the experimentally observed acoustoelectric vibrations). The analogy is closer than a simple illustrative similarity. Indeed, it follows from Eq. (6) that the sign of transverse voltage may be reversed upon a transition to the phonon generation regime (dot-and-dash curve in Fig. 4). It can be seen from Eq. (6) that under the conditions considered by us, the probability of such an occurrence is higher for the magnetic field direction \(-H\) than for the direction \(+H\); the term linear in \( E \) in Eq. (6) is relatively small for the direction \(-H\). This is exactly in accord with the experiment [see Figs. 2(a) and 2(d)]; the sign of transverse voltage is reversed upon inclusion of the acousto-emf for the direction \(-H\) [Fig. 2(a)]. For the direction \(+H\) and a given value of the driving longitudinal voltage, the sign of transverse voltage remains unchanged [Fig. 2(d)].

In the above analysis, we disregarded the possible influence of the so-called aftersound effect on the peak value of transverse voltage corresponding to the trailing edge of the driving voltage pulse (see Fig. 4). The “aftersound” effect is manifested in that upon a sharp decrease in the applied electric field whose value initially corresponds to supersonic drift of charge carriers, a potential difference associated with electron drag by previously excited phonons can be detected in the sample. In particular, the phonon–electron drag must induce an extra transverse emf which, being added to the voltage peak at the trailing edge of the pulse, can increase its height (the initial segment of the possible “resultant” peak is shown by dashed lines in Fig. 4). Obviously, the peak height, on the one hand, must be the higher, the larger the concentration of nonequilibrium phonons [i.e., acousto-emf, see (5)]. On the other hand, a high value of acousto-emf can correspond to a high frequency of phonon–electron collisions, which hampers the formation of the “aftersound” peak. As a result, the combination of the two factors determines the height of observed experimental peaks (see Fig. 2).

Let us consider the effect of magnetic field on acousto-emf. It should be noted above all that in accordance with formula (4), the relative change in acousto-emf must be of the order of the relative change in the power introduced to the electron system. An experimental confirmation of this fact can be seen in Fig. 3 showing the magnetic field dependences of these quantities. It should be noted, however, that the power \( P \) in Fig. 3 was calculated from an empirical formula (see above). Consequently, we must verify that the formula conforms to a correct physical relation. Let us do this.

The emergence of the transverse field \( E_\perp \) in the sample due to the difference between the electron and hole concentrations as well as under the influence of the electron acousto-emf leads to the following expression for specific power:

\[
W \equiv (n_e e \mu^H e + n_h e \mu^H h) (E^2 + E_\perp^2),
\]

where the quantity \( E_\perp \) is defined by formula (6). Putting \( n_e = n_h \), \( \mu^H e = \mu^H h \), \( (\mu^H e \hbar c)^{-1} = \Delta n / n \), \( E_\perp \leq E \), we obtain

\[
W \equiv E^2 / \rho^H L,
\]

where \( \rho^H \) is the linear magnetoresistivity of the sample. The calculation of the power with the help of an empirical formula and formula (8) using the data presented in Fig. 1 leads to values of the same order of magnitude (they can differ approximately by a factor of 2.7). Consequently, we can assume that the convenient empirical formula used by us above is suitable for obtaining estimates.

It is well known that the density of states in a strong magnetic field is quantized, and the continuous electron spectrum splits into subbands (Landau subbands). Every time when the bottom of a Landau subband intersects the Fermi level, the electron density of states at the Fermi surface attains its maximum value. For this reason, the frequency of electron collisions also has the maximum value, and hence the transverse \((H \mathbf{E})\) magnetoresistance has a minimum. The maximum density of electron states at the Fermi surface must also correspond to the maximum frequency \( \omega = \tau^{-1} \) of phonon–electron collisions, and hence to the maximum acousto-emf [see (5)].

It was mentioned above that the quantum limit in magnetic field in Bi for \( H \parallel C_1 \) is realized for \( H = 10\text{ kOe} \). This circumstance is associated with small values of the Fermi energy \( E_F \approx 10^{-14}\text{ erg} \) and small cyclotron masses \( m^* \).
\( m_0 \) is the mass of a free electron. In the quantum limit, the number of Landau levels lying below the Fermi energy is of the order of unity, and their population density is relatively high. For this reason, oscillations of the number of electron states at the Fermi surface in a magnetic field are also relatively strong. Consequently, the \( E_e^\alpha(H) \) dependence must be essentially nonmonotonic. This is illustrated in Fig. 3 in which the maximum and minimum of transverse magnetoresistance are observed simultaneously with the minimum and maximum of acousto-emf. The minimum of \( \rho_{xx} \) near \( H = 28.2 \text{kOe} \) is associated with the passage of the Landau electron subbands \( 0^+, 1^- \) through the Fermi level, i.e., is the last electron minimum. The next two oscillation minima of magnetoresistance for \( H = 35.3 \text{kOe} \) and \( H = 52.6 \text{kOe} \) are associated with the hole levels \( M = 7^\pm \) and \( M = 6^\pm \), the + and – signs corresponding to two spin projections.

Thus, we have observed for the first time the nonmonotonic magnetic field dependence of acousto-emf associated with oscillations of the electron–phonon generation rate \( \partial N_q / \partial t \sim a_q N_q^{(1)} \) as a function of \( H \). Ideologically, this research is close to the investigations carried out in Refs. 5, and 16. In Ref. 16, quantum oscillations in the magnetic field of sound passing though a Bi crystal were inverted after a transition of the sample to the phonon generation mode \((cE/H > s, \mathbf{E} \perp \mathbf{H})\): the minimum of the transmission was replaced by maximum, and vice versa. In Ref. 5, the phonon generation coefficient \( \Gamma \) as a function of magnetic field was calculated phenomenologically with the help of \( j \) vs. \( E \) characteristics of Bi measured in a transverse magnetic field. As a result, a nonmonotonic dependence \( \Gamma(H) \) was obtained [see (5)]. The peaks of the generation coefficient corresponded to magnetoresistance minima in this case.
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Magnetically stimulated inhomogeneity of conductivity and nonlocal transport phenomena in metals

V. R. Sobol, O. N. Mazurenko, and A. A. Drozd


Charge transport in a conducting medium with a magnetically stimulated inhomogeneity of kinetic coefficients along the direction of transport is investigated both experimentally and analytically. Measurements were made on samples in the form of high-purity polycrystalline aluminum plates whose conductivity inhomogeneity was simulated by the technique of curving of current lines so that the local normal component of the applied magnetic field varies according to an exponential or quadratic law. The relations describing the tensor connection between the electric field and charge flux density are used to calculate spatial dependence of the potential. The sign reversal of the electric field is described as the result of competition between the potential contributions from the current along the transverse magnetic field gradient and the Hall current at right angles to it. © 1999 American Institute of Physics.

INTRODUCTION

In this communication, we describe the peculiarities of dynamics of conduction electrons in metals during static charge transport under conditions of regular spatial inhomogeneity of kinetic coefficients. Earlier, we constructed the phenomenological model describing the motion of charge carriers for linear dependence of magnetic field in the approximation of zero charge transport through lateral faces of the sample along the inward normal for spherical and closed types of constant energy surface. It was proven that there exists a nonlocal relation between the current density and magnetic field, and the current density depends considerably on the magnetic field as well as its gradient. Consequently, the electric potential is large at one of the lateral faces and small at the other. It was found that an inconsistency is observed for large values and a complex (e.g., exponential) spatial dependence of the inhomogeneity between the experimental results and the theoretical model. For the sample face corresponding to a low potential level, the inconsistency is not only quantitative, but also qualitative and is the result of disparity between the boundary conditions in the model and the actual boundary conditions in the experiment.

The present paper aims at studying the kinetic phenomena in an inhomogeneous nonlinear magnetic field under appropriate boundary conditions at the lateral surface of the sample. The investigated object was polycrystalline aluminum as a typical cryoconductor. The justification for such investigations is that low-temperature electrodynamics covers a number of problems which requires not only the evaluation of effective conductivity connecting the volume-averaged current and field, but also the nature of charge flow, the of current density distribution, and the scale of its localization. The main factors involved are the conditions of interaction of conduction electrons with the surface of the conductor and their effect on the probability density distribution function, nature and scale of inhomogeneities both intrinsic and those caused by external agencies. We shall consider charge transport in a polycrystalline medium which is randomly inhomogeneous due to different orientations of crystallites, and has an additional regular macroscopic inhomogeneity of kinetic coefficients induced by the applied magnetic field. Such a formulation of the problem is justified since the development of cryogenic and electrical engineering is directed towards creating new conducting materials with complex phase composition and crystal structure. In spite of the fact that such materials are homogeneous on microscopic level, their resistive properties may change significantly because of various types of inhomogeneities existing on the macroscopic scale. For example, inhomogeneity in the properties of composite conductors is observed at the interface between two components having different values of Hall coefficient. Cryoconductors based on polycrystalline aluminum are complex systems, and the spatial dependence of kinetic coefficients induced by natural inhomogeneity of the magnetic field in the bulk of the solenoid winding deteriorates their efficiency.

EXPERIMENT

Simulation of regular spatial inhomogeneity of conductivity. Sample preparation

The method of curved current trajectories conforming to the bent profile of the sample, where the local normal component of the external field is defined by the curvature at a given point, was used for simulating conductivity inhomogeneities instead of the modification of pole pieces of the electromagnet, which usually bends the magnetic lines of force and changes their density in the bulk of the sample. The samples were prepared from aluminum ingots in which...
TABLE I. Characteristics of samples and field inhomogeneity parameters.

<table>
<thead>
<tr>
<th>Sample Batch No.</th>
<th>( \rho_0 ), ( 10^{-10} \Omega \cdot \text{cm} )</th>
<th>( \lambda ), T(^{-1} )</th>
<th>( k ), T( \cdot )cm(^{-1} )</th>
<th>( \alpha ), T( \cdot )cm(^{-2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.3</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.4</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.4</td>
<td>0.7</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>4.5</td>
<td>0.5</td>
<td>0.15</td>
<td>2.6</td>
</tr>
</tbody>
</table>

the ratio of room temperature resistance to resistance at liquid helium temperature was 6000–15000. The field dependence \( \rho = \rho_0 (1 + \lambda B) \) of the magnetoresistance of aluminum was taken into account during the analysis, where \( \rho_0 \) is the diagonal component of resistance extrapolated to zero values and \( \lambda \) is a phenomenological parameter describing the degree of unsaturation associated with the presence of a narrow layer of extended and open trajectories.

The nonlinear character of spatial dependence was realized in the experiment for the local normal component of the two types of external magnetic field \( B \), arbitrarily described as exponential and quadratic, for which the main contribution to \( B \) comes from the first and second terms in the field expansion into a series in the direction of charge transport:

\[
B = B_0 \exp(dx), \quad B = B_0 + kx + \alpha \frac{x^2}{2}.
\]

Here \( B_0 \) is the magnetic field at the beginning of the working region, \( d \), \( k \), and \( \alpha \) are its inhomogeneity parameters. The direction of transport coincides with the \( x \)-axis, while the direction perpendicular to the lateral faces coincides with the \( y \)-axis. The characteristics of the families of samples differ from one another and are presented systematically in Table I.

The sample preparation technique, i.e., the process of computing the appropriate shape, preparation of template, preparation of the initial sample plate (0.2 \( \times \) 0.6 \( \times \) 3.5 cm) with the required potential areas, formation of profile followed by annealing and preparation of potential contacts on the surface and lateral faces of the sample were identical to those used in our earlier work.\(^1\)

MEASURING PROCEDURE

The electric field potential was measured by taking into account the redistribution of the current density over the cross section, and hence traditional methods of obtaining useful signal through commutation of the magnetic field direction and direction of the current through the sample could not be used. In this case, a change in the magnetic field direction automatically leads to the sign reversal of the field gradient, and hence to a transformation of the current density distribution pattern over the cross section, when the lateral face of the sample with a high level of the signal is transformed into a face with a low signal level and vice versa. In other words, signals at the lateral faces and in the bulk of the sample change not only in sign, but also in magnitude as a result of such an operation. Only the integral Hall voltage between lateral faces remains unchanged. This fact was used for measuring and systematizing the data. In addition to commutation, the main method used for control was the potentiality technique in which the vortex field through any closed loop is equal to zero. These circumstances impose severe constraints on the initial orientation of the sample which was carried out in two stages. In the beginning, the sample was tilted in the magnetic field plane at right angles to the transportation direction until the Hall voltage attained its maximum value. In the second stage, the sample was tilted in a plane passing through the transport direction and the magnetic field vector until the voltage across the Hall opposite faces attained its maximum value along the direction of current flow.

DISCUSSION OF EXPERIMENTAL RESULTS

Main regularities in the potential distribution along and across the charge flow direction

It was mentioned earlier that our experimental investigations were aimed at the spatial distribution of the potential \( \varphi(x,y) \). The results of measurements of the potential difference between different points on the sample surface and their lateral faces make it possible to reconstruct the voltage \( \varphi \) in the direction of charge flux and at right angles to it. In Fig. 1, \( \varphi \) is plotted as a function of the transverse coordinate \( y \) for several values of the local magnetic field in samples with different inhomogeneity parameters. In this case, the potential is an increasing function of coordinates. At the same time, a qualitative difference is observed for \( \varphi(x) \) at the faces corresponding to strong and weak signals. For strong signals, the potential across the face increases for all gradient levels. The same is true for weak signals if the gradient level is low. For large gradients, the potential for a weak signal at the face is a nonmonotonic function of the coordinate \( x \) (Fig. 2). The dependences \( \varphi(x) \) for both faces are presented below together with the theoretical results. For a weak signal, the
current flows in a weak local field over the face along the potential gradient \( \partial \psi/\partial x \), while the sign of the gradient is reversed upon an increase in local field.

### Analysis of the phenomenon and its interpretation

Naturally, the above potential difference peculiarities of an electric field can be associated with the complex form of the magnetic field gradient and specific properties of the dispersion relation for charge carriers. We shall use the results\(^1\) obtained for the model in which the current density in the direction of transport has the form

\[
j_x = \frac{I R k}{\rho} \frac{\exp(R k y/\rho)}{\exp(R k b/\rho) - 1}, \quad j_y = 0.
\]

Here, \( k = dB/dx \) is the magnetic field gradient, \( R \) the Hall constant, \( \rho \) the diagonal component of the magnetoresistance tensor, \( I \) the integral current, while \( t \) and \( b \) are the sample thickness and width. For fixed values of \( k \) and \( \rho \) over the sample volume, the current density \( j_x \) is independent of the coordinate \( x \), and there is no transverse current. The exponent \( R k / \rho \) determines the current localization, so that an increase in the value of \( k \) leads to an increase in the current density at the face with a strong signal, while an increase in \( \rho \) decreases this quantity. In the present form of notation, the lateral face \( y = 0 \) corresponds to the low potential level, while the opposite face \( y = b \) corresponds to the high potential level.

According to the model considered here, the current density is finite at lateral faces of the sample along the inward normals, and there exists a lateral Hall current which redistributes the conduction current. Assuming that there are two regions with constant gradients \( k_1 \) and \( k_2 \) \( (k_1 < k_2) \), the pattern of current distribution in the interval \( \Delta x \) between these regions must be transformed. This means that the current density increases gradually in the transition region at the face \( y = b \), and decreases at the face \( y = 0 \) and in its vicinity. Such variations may occur as a result of lateral drift of carriers. The magnetic field gradient in the transition region can be presented in the form

\[
k = k_1 + \frac{k_2 - k_1}{\Delta x} x,
\]

which corresponds to a nonlinear dependence of magnetic field on the coordinate in the direction of the current realized in the experiment. Assuming that the form of \( j_x \) must correspond to the expression which is transformed into (2) upon a limiting transition, and using the continuity condition, we define the two-dimensional pattern of current flow through such a medium as follows:

\[
\begin{align*}
  j_x &= \frac{I}{t} f(x) \frac{\exp(f(x) y)}{\exp(f(x) b) - 1}, \\
  j_y &= - \frac{I}{t} f'(x) \frac{\exp(f(x) y)}{\exp(f(x) b) - 1} \left( y - b \frac{\exp(f(x) b)}{\exp(f(x) b) - 1} \right), \\
  f(x) &= \frac{d}{dx} \left( \frac{RB}{\rho} \right), \quad f'(x) = \frac{d}{dx} (f(x)).
\end{align*}
\]

In this approximation, the integral current through the cross section is independent of coordinate \( x \) and is defined by the generator current. The direction of the transverse current is determined by the sign of the parameter \( f'(x) \). For a dominating numerator in the component \( f(x) \), the transverse current is collinear with the \( y \)-axis, while for a stronger dependence of denominator on coordinate \( x \) the transverse current is opposite to the \( y \)-axis. An analysis shows that the transverse current density is not constant along the \( y \)-axis and must have an extremum whose coordinate is defined by the expression

\[
y_0 = b \left( 1 - \frac{1}{f b} \frac{\exp(fb) - 1 - fb}{\exp(fb) - 1} \right).
\]

It follows hence that for small values of the parameter \( fb \), the extremum lies in the middle \( (y_0 = b/2) \), while for \( fb > 1 \) the transverse current peak is displaced towards the face corresponding to strong signal level. Using the analytic expressions (4), we calculated the dependence of the current density along the field gradient \( j_x \) and in the transverse direction \( j_y \) for several values of the inhomogeneity parameters of the medium, conforming to the values of integral current, sample thickness and width, etc., under experimental conditions (Figs. 3, 4). The analytic characteristics were obtained by using the expression

\[
f(x) = \frac{R(k + ax)}{\rho_0 [1 + \lambda(B_0 + kx + a(x^2/2))]^\tau}.
\]

It follows from Fig. 3 that the current density \( j_x \) is a function of the parameter \( f(x) \) and decreases with increasing values of this parameter. Such a behavior corresponds to a change in the transverse current from positive to negative values characteristic of a strong dependence of resistance on field. The current density \( j_x \) (Fig. 4) is also nonmonotonic at the lateral faces of the sample as well as in the bulk. The oppo-
site faces display qualitatively different behavior, and a transformation from one type to the other occurs in the intermediate region.

Starting from formulas (4) for the current density $j_x$ and $j_y$ and the conditions of tensor coupling between the electric field and current, we can easily reconstruct the dependence of the electric field potential $\varphi(x,y)$ over the bulk. Among other things, for the nonlinear type of inhomogeneity analyzed here, the potential can be written in the form

$$\varphi(x,y) = \frac{I}{t} \left( B_0 + kx + \frac{\alpha x^2}{2} \right) \exp[f(x)(y-b)] .$$

This expression was obtained in the approximation $f(x)b > 1$. Such a form of distribution describes the spatial nonmonotonic dependence of potential on coordinate $x$. Indeed, for the lateral face of the sample corresponding to the high potential level, we can write

$$\varphi(x,y=b) = \frac{I}{t} \left( B_0 + kx + \frac{\alpha x^2}{2} \right) .$$

For the lateral face corresponding to a low signal level, we have

$$\varphi(x,y=0) = \frac{1}{t} \left( B_0 + kx + \frac{\alpha x^2}{2} \right) \exp[-f(x)b] ,$$

where two competing factors are responsible for nonmonotonicity. If $\exp[f(x)b]$ is larger than unity, we can write without any loss of generality a more symmetrized expression for spatial dependence $\varphi(x,y)$, which ensures the fulfillment of the normalization condition for current and is a continuation of the previous model:

$$\varphi(x,y) = \frac{I}{t} \left( B_0 + kx + \frac{\alpha x^2}{2} \right) \frac{\exp[f(x)y]}{\exp[f(x)b] - 1} .$$

Using the expression obtained for potential, we calculated spatial dependence $\varphi(x,y)$ at the lateral faces of the sample, as well as at right angles to the transport. Figures 5 and 6 show the most typical experimental and the corresponding analytic dependences of the potential $\varphi(x,y=0)$, $\varphi(x,y=b)$ and $\varphi(x=\text{const},y)$, calculated by using formula (10) when the transverse magnetic field gradient is a linear function of the coordinate. The results of theoretical and experimental studies reveal that while determining the dependence of the potential difference along the $x$ coordinate, we must take into account the contribution to the electric field from transverse current on the whole, since the Hall component $\rho_{xy}$ of the resistivity is larger than the diagonal component $\rho_{xx}$ by a factor of $\omega \tau$ (where $\omega$ is the cyclotron frequency and $\tau$ the relaxation time), and hence the quantity $\rho_{xy}j_y$ may influence the overall field pattern considerably. This is especially important for the sample face corresponding to a low signal level, where the current density components in the direction of the current and at right angles to it.
Two factors affecting the charge flow, viz., the spatial nonlinearity of transverse magnetic field in the direction of charge transport and the dependence of resistance on magnetic field, are considered in the problem of charge transport in a plate-shaped cryoconductor made of normal metal (polycrystalline aluminum sample). These factors stimulate the emergence of additional processes of redistribution of current density in the transverse direction, thus leading to the reversal of electric field at one of the lateral faces of the sample.

The analytic model is constructed in the two-dimensional approximation. It is found that the behavior of potential at the sample face corresponding to a strong signal is determined to a considerable extent by the coordinate dependence of the magnetic field defining the local value of the nondiagonal Hall component of the resistivity tensor. For the face corresponding to a low potential level, transverse Hall current plays a significant role.

This research was based on a consideration of the specific features of kinetic phenomena in conductors made of a normal metal in polycrystalline state. The main regularities of charge transport in a nonuniform magnetic field may be adapted to other cryoconductors since the formation of resistive properties in a magnetic field is qualitatively similar for them, and the prevailing quantitative differences associated with the layer thickness of open orbits are taken into consideration in the model.
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CONCLUSION

Two factors affecting the charge flow, viz., the spatial nonlinearity of transverse magnetic field in the direction of charge transport and the dependence of resistance on magnetic field, are considered in the problem of charge transport in a plate-shaped cryoconductor made of normal metal (polycrystalline aluminum sample). These factors stimulate the emergence of additional processes of redistribution of current density in the transverse direction, thus leading to the reversal of electric field at one of the lateral faces of the sample.

The analytic model is constructed in the two-dimensional approximation. It is found that the behavior of potential at the sample face corresponding to a strong signal is determined to a considerable extent by the coordinate dependence of the magnetic field defining the local value of the nondiagonal Hall component of the resistivity tensor. For the face corresponding to a low potential level, transverse Hall current plays a significant role.

This research was based on a consideration of the specific features of kinetic phenomena in conductors made of a normal metal in polycrystalline state. The main regularities of charge transport in a nonuniform magnetic field may be adapted to other cryoconductors since the formation of resistive properties in a magnetic field is qualitatively similar for them, and the prevailing quantitative differences associated with the layer thickness of open orbits are taken into consideration in the model.
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It is shown that specific interference processes emerging in an anharmonic layered lattice in the localization regime leads to a considerable renormalization of the reciprocal phonon lifetime. This mechanism may dominate over the standard anharmonic mechanism. The coefficient of low-frequency sound attenuation in an insulator with diagonal disorder is discussed.

INTRODUCTION

It is well known that on account of a strong anisotropy of atomic interaction, the vibrational spectrum of a layered crystal exhibits quasi-two-dimensional properties over the entire range of frequency spectrum except at singular points and spectral boundaries.1,2 The emergence of heavy defects in such systems does not lead to a noticeable reconstruction of the spectrum at low frequencies.3–5 Hence the effects associated with a weak localization of phonon modes may become quite significant due to the presence of impurities (see, for example, Refs. 6–15). In the present work, we shall use the self-consistent theory of phonon localization8,9 to analyze the influence of such effects on the frequency dependence of the low-frequency attenuation coefficient.

The dynamic properties of a disordered layered crystal are described in the model of a tetragonal lattice with isotropic substitutional impurities. Such a lattice contains two types of acoustic vibrational modes with the following distinguishing feature. The displacement vectors for the first type of modes (l-modes) are oriented along the layers with strongly interacting atoms. The displacement vectors for the second type of modes are perpendicular to the layers. Such waves are reminiscent of flexural waves in noninteracting layers and are called “flexural vibrations” (b-modes) (see, for example, Refs. 1, 2, and 13).

It is assumed the frequencies of sound waves satisfy the inequality \[ \omega \tau_{\perp}(\omega_T) < 1, \]
where \( \tau_{\perp} \) is the relaxation time associated with elastic impurity scattering and \( \omega_T = k T / \hbar = \beta^{-1} \) is the characteristic phonon frequency. For simplicity, we consider the case where the standard anharmonic interaction of thermal phonons in a nonideal crystal can be disregarded. In other words, the condition \( \tau_{\perp}^{-1}(\omega_T) \gg \tau_N^{-1} \) is satisfied, where \( \tau_{\perp} \) and \( \tau_N \) are respectively the impurity relaxation time and the relaxation time associated with normal anharmonic processes.

BASIC RELATIONS FOR MASS OPERATOR

Sound is connected with the elasticity of crystal lattice. Its attenuation is determined by the imaginary part of the polarization operator of a one-particle Green’s lattice function assembled from the operators of dynamic atomic displacements.

In the momentum representation, we have for the Green’s function of the \( j \)th polarization mode

\[ G_j(i\omega) = G_j^{(i)}(i\omega) - \Pi_j(i\omega). \] (1)

Here, \( G_j^{(i)}(i\omega) \) is the configurationally averaged delayed Green’s function for a harmonic crystal with impurities, and \( \Pi_j \) is the polarization operator. The former is defined as

\[ G_j^{(i)}(i\omega) = \left[ \omega^2 - \omega_j^2(k) - i \frac{\omega}{\tau_j(i\omega)} \right]^{-1}, \] (2)

where the lifetime for elastic processes is

\[ \tau_j(i\omega) = \left[ \frac{\pi}{2} c e^2 \omega^2 g_j(i\omega) \right]^{-1}. \] (3)

Here \( g_j(k) \) is the dispersion relation for the \( j \)th vibrational mode, and \( g_j(i\omega) \) is the spectral function of the partial density of states of vibrational modes. Besides, \( c \) is the impurity concentration and \( \epsilon = (M_d - M_0)/M_0 \), where \( M_d \) and \( M_0 \) are the masses of the impurity atoms and the regular lattice atom, respectively. It is assumed that \( M_d > M_0 \). As regards the polarization operator \( \Pi_j \), we can write in the cubic anharmonism approximation

\[ \Pi_j = \Pi_j^1 + \Pi_j^2 = \frac{g_{ij}}{\gamma_3} + \frac{U_{ij}}{\gamma_3} \] (4)

In this graphic relation, \( \Pi_j^1 \) describes the standard anhar-
monic interaction between acoustic phonons and $\Pi'_2$ the interaction between acoustic phonons and phonon density fluctuations in the vicinity of the defects. Lines with arrows in Eq. (4) correspond to Green’s function $\bar{G}^{(+,-)}$, while the vertex $U_j$ emerges as a result of summation of “fan-shaped” plots and describes processes of inverse coherent scattering of phonons by defects (see, for example, Refs. 11–14). The contributions of l- and b-modes to the processes of anharmonic interaction and to the vertex $U_j$ during computations are assumed to be independent.

Let us now consider explicit expressions for the vertex $U_j$ under the following conditions:

$$\langle l \rangle^2(\omega_1) \ll 1, \quad \omega_1 \ll 1,$$

where $\langle l \rangle(\omega_1) = v_s(\omega_1)\tau_l(\omega_1)$ is the elastic mean free path, and $v_s$ the group velocity of quasiparticles. It was shown in Ref. 13 that

$$U_j(k,k';\omega,\omega_1) = \frac{\Gamma_j}{N} \left[ 1 - \frac{\Gamma_j}{N} \sum_{k_{1}} \bar{G}^+_{j}(k_1,\omega_1) \right]^{-1} \times \bar{G}_{j}(k_1 - q,\omega_1 - \omega)^{-1}, \quad \mathbf{q} = \mathbf{k} + \mathbf{k'},$$

(5)

The quantity $F_j(\omega_1)$ is defined as

$$F_j(\omega_1) = \frac{1}{N} \sum_{k_l} [\omega_j^2(k_l)\bar{G}^{(-)}_{j}(k_1,\omega_1)\bar{G}^{(+)}_{j}(k_1,\omega_1)]^2,$$

(9)

where $\langle l \rangle(\omega)$ is Planck’s equilibrium distribution function for phonons. While writing this equation, we disregarded the small terms $q$ in the arguments of Green’s functions. In lattices with strongly anisotropic force of interaction between atoms, summation in Eq. (8) over $q$ has an upper limit really set by two small quantities $q_{\perp}^{(1)} = \pi /\ell_{{\perp},a}^2(\omega_1)$ (it is assumed that diffusion takes place over distances larger than the elastic mean free path). If $a \approx b$, the mean free paths $l_{{\perp},a}^{(1)} = \pi /\ell_{{\perp},a}^2(\omega_1)$. If, however, the unit cell parameters $a$ and $b$ are quite different, i.e., $a \approx b$, a situation may arise in which $q_{\perp}^{(1)} \approx \pi /\ell_{b}^2.$

In order to proceed further, we must determine the phonon mode frequencies. It was mentioned in the Introduction that the lattice is assumed to be tetragonal with unit cell parameters $a$ and $b$. It is assumed that the effective interaction between atoms in the base plane $xOy$ (denoted as $\perp$) is much stronger than along the $z$-axis ($\parallel$). The interaction along the $z$-axis is be central. In such a situation, we encounter three characteristic force parameters satisfying the inequality

$$|\Phi_{\perp}^{0\parallel}| \ll |\Phi_{\parallel}^{0\parallel}| \ll |\Phi_{\perp}^{0\parallel}|.$$

These force parameters have three effective frequencies corresponding to them: $\omega_{\perp}^2 \ll \omega_{\parallel}^2 \ll \omega_1^2$.

Taking into consideration the interaction between nearest neighbors only, we can write for the $l$-mode

$$\omega_{\perp}^2(k) = \omega_{\perp}^2 k_{\perp} + 2 \omega_{\perp}^2 \sin^2 \left(\frac{b k_{\perp}}{2}\right),$$

(11)

where $\omega_{\perp}^2 \approx \omega_{\parallel}^2 a/2$ is the velocity of sound in the $l$-mode. For the $b$-mode, the dispersion relation can be defined as

$$\omega_{\parallel}^2(k) = \omega_{\parallel}^2 b_{\parallel}^2 k_{\parallel} + \frac{\omega_{\parallel}^2 b_{\parallel}^2}{\pi^2} k_{\parallel}^4 + 2 \omega_{\parallel}^2 \sin^2 \left(\frac{b k_{\parallel}}{2}\right),$$

(12)

(see details in Ref. 2 as well as in Ref. 13).

We shall consider only the $l$-mode in details. The computations for the $b$-mode can be carried out in an analogous manner. In the last section of this paper, we shall mention some differences in the qualitative behavior of the sound absorption coefficient for $l$- and $b$-modes.

In the first place, it can be shown that in the polar approximation we obtain$^{11,12}$ instead of Eq. (9)

$$F_j(\omega_1) \approx \frac{\pi}{4} \langle l \rangle(\omega_1) \tau_l^{(13)}(\omega_1),$$

(13)

where $\langle l \rangle(\omega_1) = (\pi \omega_1)^{-1}$ is the partial density of states.

Second, we can write the following approximate expression for the vertex part of $U_l$ in the frequency region where the phonon modes act like quasi-two-dimensional excitations, i.e., where the inequality $\omega_1^2 > 2 \omega_{\perp}^2$ is satisfied$^{13}$:
\[ U_i(q; \omega_1) \approx \frac{\omega_1}{\pi \mathcal{G}_i(\omega_1)} \frac{1}{\tau_i^{(2)}(\omega_1)} \times \frac{1}{-i \omega + D^{(2)}_i(\omega_1) q_i^2 + 2 D^{(0)}_\perp \sin^2(q_\perp b/2)}. \]  

(14)

where

\[ D^{0}(i)(\omega_1) = \frac{v^{(12)}_i \tau_i^{(1)}(\omega_1)}{2}, \quad D^{0}(\perp)(\omega_1) = \frac{\omega_1^4 \tau_i^{(1)}(\omega_1)}{4 \omega_1^2}. \]  

(15)

are the diffusion coefficient tensor components. It is assumed that \( \omega \approx \omega_1(k) \).

It is well known that the real and initial phonon diffusion coefficients \( D^{(i)}_{\parallel,\perp} \) and \( D^{0(i)}_{\parallel,\perp} \) are connected with equations of the type

\[ D_i = D^{0}_i - \frac{a^2 b}{\pi \mathcal{G}_i(\omega_1)} \int \frac{d^3 q}{-i \omega + D_{\parallel,\perp} q_i^2 + 2 D_{\perp} \sin^2(q_\perp b/2)}. \]  

(16)

\[ D_\perp = D^{0}_\perp - \frac{a^2 b}{\pi \mathcal{G}_i(\omega_1)} \int \frac{d^3 q}{-i \omega + D_{\parallel,\perp} q_i^2 + 2 D_{\perp} \sin^2(q_\perp b/2)}. \]  

(17)

(similar relations for the phonon gas in an isotropic lattice and electrons in an anisotropic system were considered in Refs. 9 and 16).

It is convenient to consider the factors

\[ \alpha^{(i)}_{\parallel,\perp}(\omega, \omega_1) \approx D^{(i)}_{\parallel,\perp}(\omega, \omega_1)/D^{0(i)}_{\parallel,\perp}(\omega_1). \]  

(18)

It follows from (16) and (17) that

\[ \alpha_i = \alpha_\perp = \alpha. \]

In this case, \( \alpha^{(i)} \) satisfies the relation

\[ \alpha(\omega, \omega_1) \approx 1 - \frac{a^2 b}{g_i(\omega_1)} \int_{-\pi/b}^{\pi/b} d q_\perp \int_{-\pi/b}^{\pi/b} \frac{d q_i}{2 \pi} \times \int_0^{\pi/(2 \alpha)} d q_\perp^2 J(\omega, q_i, q_\perp), \]  

(19)

where

\[ J(\omega, q_i, q_\perp) = \frac{1}{-i \omega/\alpha + D^{(0)(i)} q_i^2 + 2 D^{(0)(\perp)} \sin^2(q_\perp b/2)}. \]

It can be shown that

\[ a^{(i)}(\omega, \omega_1) \approx 1 - \frac{1}{\pi \omega_1 \tau_i^{(1)}(\omega_1)} \ln \frac{2}{\tau_i^{(1)}(\omega_1) D^{(0)(i)}_\perp(\omega_1)} + \frac{1}{\pi \omega_1 \tau_i^{(1)}(\omega_1)} \left( \frac{-2 i \omega}{D^{(0)(i)}_\perp(\omega_1)} \right)^{1/2} \]

\[ = \alpha^{(i)}_0(\omega_1) + \frac{1}{\pi \omega_1 \tau_i^{(1)}(\omega_1)} \left( \frac{-2 i \omega}{D^{(0)(i)}_\perp(\omega_1)} \right)^{1/2}. \]  

(20)

Taking all that has been stated above into consideration, we can determine the imaginary parts of the mass operator \( \Pi'_1 \) in the limit of low frequencies. Substitution of (2) into (7) leads to the following relation for \( \text{Im} \Pi'_1 \): \[ \text{Im} \Pi'_1(k, \omega) \approx 2 \pi^2 \omega_1^2 \frac{1}{T} \sum_{k_i} \omega_i^2(k_1) n[\omega_i(k_1)] \times [n[\omega_i(k_1)] + 1] \tau_i^{(1)}[\omega_i(k_1)]. \]  

(21)

At extremely low temperatures, the sum in (21) is divergent like thermal conductivity which also diverges due to the same mechanism of phonon scattering. A finite value of sound absorption can be obtained by taking into account the anharmonic attenuation of thermal phonons and their scattering at the sample boundary. Relation (21) is valid at intermediate temperatures, when the mean free path of thermal phonons is sensitive to defects.\(^{17}\) For the quantity \( \text{Im} \Pi'_1 \), we use the results obtained by Vollhardt and Wolfle\(^{18,19}\) who proposed a self-consistent generalization of a number of overlapping diagrams for the irreducible vertex \( U \). Taking all this into consideration, we replace the initial diffusion coefficients \( D^0 \) by the real diffusion coefficients \( D \). Substituting (9) into (8) and using (18), we carry out computations analogous to those in Ref. 13. This gives

\[ \text{Im} \Pi'_1(k, \omega) \approx 2 \pi^2 \frac{a^2 \omega_1^2 \omega_i^2(k)}{2T} \times \int \frac{\omega_i^2}{\omega_1^2} \frac{d \omega_1}{2 \pi} n(\omega_1)[n(\omega_1) + 1] \times \frac{\omega_i^2 \tau_i^{(1)}(\omega_1)}{D^{(0)(i)}_\perp(\omega_1)} \left[ \ln \frac{2}{\tau_i^{(1)}(\omega_1) D^{(0)(i)}_\perp(\omega_1)} - \text{Re} \left( \frac{-2 i \omega}{\omega_1 D^{(0)(i)}_\perp(\omega_1)} \right)^{1/2} \right]. \]  

(22)

The frequency \( \omega_1^0 \) appearing in this expression separates the regions of quasi-three-dimensional (a small frequency region near zero) and quasi-two-dimensional behavior of the vibrational spectrum of a layered lattice. As far as the frequency \( \omega_1^\ast(\omega_1 \gg \omega_1^0) \) is concerned, it defines the threshold of phonon mobility and is determined from the condition of vanishing of the true diffusion coefficient.

Using Eq. (20), we obtain the following relations for \( \alpha^{(i)} \) near the threshold. If

\[ (\pi \omega_1 \tau_i^{(1)}(\omega_1))^{-1} \ll \alpha^{(i)}_0(\omega_1) \ll 1 \]  

(23) or the condition
The density of states is described by the formula
\[ \alpha_0^{(1)}(\pi_1^{(1)}(\omega_1))^{-1} \ll 1, \]
\[ \omega \ll \alpha_0^{(1)} D_\perp^0 [\pi_1^{(1)}(\omega_1)]^2. \]
is satisfied, we can write
\[ \alpha^{(1)} = \frac{2}{\omega_1^2} (\omega_1^2 - \omega_1), \]
(25)
If inequalities of the type
\[ \alpha_0^{(1)}[\pi_1^{(1)}(\omega_1)]^{-1} \ll 1, \]
\[ \omega \gg \alpha_0^{(1)} D_\perp^0 [\pi_1^{(1)}(\omega_1)]^2 \alpha_0^2 D_\perp^0(\omega_1), \]
hold, we get
\[ \alpha^{(1)} = \left[ \frac{2}{\omega_1^2} - i \frac{\omega}{\omega_1^2} \right]^{1/3} \left[ \frac{\pi_1^{(1)}(\omega)}{4 \omega_1^2} \right]. \]
(27)
Let us now consider the case of an anharmonic crystal. The dispersion relation can be written in the form
\[ \overline{\omega_k^2} - \omega_k^2 - i \frac{2 \omega}{\tau(\omega_k)} - i \operatorname{Im} P_1(\omega(k)) = 0, \]
where
\[ \operatorname{Im} P_1 = \operatorname{Im} P_1^{(1)} + \operatorname{Im} P_1^{(2)}, \]
where the subscripts 1 and 2 indicate the contributions from standard and nonstandard diagrams (4). This leads to the following approximate relation for the reciprocal relaxation time:
\[ \frac{1}{\tau} = \frac{1}{\tau_1} + \frac{i \operatorname{Im} P_1}{2 \omega_j(k)}. \]

Let us compare this expression for the sound absorption coefficient in the case of strong localization of phonon modes. For this purpose, we use the expressions (20), (25), and (27), and (28). It turns out that if the inequalities (\(e^2 \gg 1\); \(T\ll 0.1\Theta, \Theta_j\)) is the Debye temperature) and
\[ D_\perp^0(\omega) \ll (\omega) \ll 0.1 \]
are satisfied, the inequality \(\Delta \Gamma_j^{(2)} \gg \Delta \Gamma_j^{(1)}\) holds for acoustic frequencies in the megahertz range. In other words, the temperature dependence of the sound absorption coefficient is determined by the processes of scattering at phonon density fluctuations in the vicinity of defects.

The following circumstance must be noted. Suppose that the inequality (26) is satisfied. In this case, if the frequency \(\omega\) of sound exceeds a certain critical value \(\omega_\omega = [\pi_1^{(1)}(\omega)]^2 \alpha_0^2 D_\perp^0(\omega)\), the anharmonic part of the attenuation coefficient for \(l\)- and \(b\)-modes near the mobility threshold depends on frequency as \(\Delta \Gamma_j \approx \omega^{5/3}\). (If the inequality (24) is satisfied, we obtain \(\Delta \Gamma_j \approx \omega^2\).) Thus a strong localization may change the frequency dependence for \(\Gamma_j\) observed in the case of a harmonic lattice.

Let us compare \(\Delta \Gamma_j^{(1)}\) and \(\Delta \Gamma_j^{(2)}\) in the dominating phonon approximation (\(\omega_j \approx T\)). It can be shown by using Eqs. (21) and (22) that if the condition \(D_\perp^0 \ll D_\perp^0\) is satisfied, we can write for longitudinal and flexural modes
\[ \frac{\Delta \Gamma_j - \Delta \Gamma_j^{(1)}}{\Delta \Gamma_j^{(2)}} = \frac{\Delta \Gamma_j^{(2)}}{\Delta \Gamma_j^{(1)}} = \frac{1 - \alpha'(\omega, \omega_T)}{\alpha'(\omega, \omega_T)}. \]
As the dominating phonon frequency $\omega_T$ approaches the threshold frequency $\omega^*_{\text{fr}}$, the factor $\Delta \Gamma$ becomes nonanalytic:

$$\Delta \Gamma'_j \sim (\omega^*_{\text{fr}} - \omega_T)^{-1}.$$  

Let us estimate the contribution of the weak localization of phonon modes to the sound absorption coefficient. For simplicity, we use the dominating phonon approximation again. Putting the factor $\alpha$ in (18) approximately equal to unity, we compare $\Delta \Gamma'_j^{(1)}$ and $\Delta \Gamma'_j^{(2)}$. Using (21), (22) and (28), we obtain

$$\frac{\Delta \Gamma'_j^{(2)}}{\Delta \Gamma'_j^{(1)}} = c e^2 \left( \frac{T}{\Theta_j} \right)^2 \ln \left( T_{\text{fr}}/\omega_T \right) D_1^0(\omega_T)^{-1},$$

which means that the contribution is just a few percent of $\Delta \Gamma'_j^{(1)}$.

Let us summarize the main conclusions. We have considered the effect of phonon density fluctuations on reciprocal lifetime $1/\tau$ in the longwave limit for the case of low temperatures $T \leq 0.1 \Theta_j$. To determine the mass operator, we analyzed processes associated with cubic anharmonism. Moreover, the emergence of two-phonon coherent states in the localization regime was also taken into consideration. It was shown that specific interference phenomena lead to noticeable renormalizations. The theory developed by us was used to discuss the peculiarities of temperature and frequency dependence of the reciprocal ultrasound attenuation length $\Gamma$.

We are not aware of any experimental works to which the theory developed in this communication could be applied.

---
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INTRODUCTION

In order to study the spectra of quasiparticle excitations, it is extremely important to estimate the effective range of atomic interaction in the objects under consideration. Even in the case of short-range forces only (e.g., those described by the Lennard–Jones potential), the results obtained by taking into consideration interactions with nearest neighbors only are absolutely unsatisfactory in some cases. For example, the vector models of a simple cubic (sc) and a body-centered cubic (bcc) crystals with such an interaction are simply unstable in lattice dynamics (see, for example, Ref. 1).

The inclusion of the next-nearest neighbors into consideration leads to a whole range of qualitatively new results or to a much better agreement with the experiment. The description of shear waves in highly anisotropic crystals is possible only if the next-nearest neighbors are taken into consideration. The next-nearest neighbors also play a significant part in studies of spin wave in magnetically ordered systems. For example, it has been shown experimentally\(^1\) that the exchange integrals of interaction between the nearest and next-nearest neighbors are nearly identical in magnetic semiconductors EuO and EuS, while those between third and subsequent neighbors are negligibly small. Moreover, the exchange integrals of interaction between the nearest and next-nearest neighbors may be of the same or opposite signs. It was shown earlier by Petrova and Syrkin\(^{4,5}\) that for interaction attenuating exponentially with distance, it is important to take into consideration next-nearest neighbors for studying vibrational excitations as well as spin waves. The role of distant neighbors was emphasized in numerical computations and experimental investigations of the dispersion relations for a number of metals with bcc structure\(^6,7\) and solidified inert gases (fcc structure).\(^8\)

In this communication, we report on the results of investigations of the vibrational characteristics of sc, bcc and fcc lattices for an arbitrary ratio of the constants of interaction between the nearest and next-nearest neighbors. The cubic symmetry is possessed by a wide range of materials like molecular crystals, metals, superconductors, magnetically ordered systems, etc. We considered vector as well as scalar (one-component) models of the cubic lattice. The use of the scalar model is justified for a number of reasons. Upon an appropriate change in the notation, the results obtained for this model can be used for studying spin waves in magnetically ordered crystals. Moreover, real semi-infinite crystals may contain one-component surface waves of the SH type (Gulyaev–Bleustein waves in piezoelectrics\(^9,10\) and Alldredge–Gel’f’gat waves in conventional crystals\(^11,12\)) We considered in detail cases in which the inclusion of interaction with next-nearest neighbors qualitatively changes the investigated characteristics. For example, the peak of the dispersion curve is displaced inward into the Brillouin zone, splitting of vibrational branches takes place, and the lattice stability emerges or vanishes. We also analyzed the variation of elastic moduli of cubic lattices on account of interaction with next-nearest neighbors, and the corresponding variation of the dynamic characteristics of cubic lattices in the long-wave limit.

1. MATRICES OF FORCE CONSTANTS OF CUBIC LATTICES AND THE RELATION BETWEEN THESE CONSTANTS AND PAIRED POTENTIAL

According to the Born–von Carman lattice dynamics theory, the forces of interaction between two atoms in a monatomic crystal in the harmonic approximation have the form \(\Phi_{ik}(n,n')u_k(n')\), (i.e., the force acting on an atom at the \(n\)th site in the \(i\)th direction, while the atom at the \(n'\)th site is displaced through a distance \(u(n')\) in the \(k\)th direction. Thus, the \(3 \times 3\) matrix \(\Phi_{ik}\) is a set of elastic constants of...
interaction between atoms at the sites \( n \) and \( n' \). Taking into account the interaction between the nearest and next-nearest neighbors, the matrices \( \Phi_{ik}^{nn'} \) for cubic lattices can be presented in the form\(^{16}\):

\[
\Phi_{ik}[0,a(1,0,0)] = \begin{pmatrix}
\alpha_1 & 0 & 0 \\
0 & \beta_1 & 0 \\
0 & 0 & \beta_1
\end{pmatrix},
\]

\[
\Phi_{ik}[0,a(1,1,0)] = \begin{pmatrix}
\alpha_2 & \gamma_2 & 0 \\
\gamma_2 & \alpha_2 & 0 \\
0 & 0 & \beta_2
\end{pmatrix},
\]

for a simple cubic lattice with the nearest neighbors at the \( a(100) \)-type sites and the next nearest neighbors at the \( a(110) \)-type sites (\( a \)-edge of the cube);

\[
\Phi_{ik}\left(0, \frac{a}{2}(1,1,1)\right) = \begin{pmatrix}
\alpha_1 & \beta_1 & \beta_1 \\
\beta_1 & \alpha_1 & \beta_1 \\
\beta_1 & \beta_1 & \alpha_1
\end{pmatrix},
\]

\[
\Phi_{ik}[0,a(1,0,0)] = \begin{pmatrix}
\alpha_2 & 0 & 0 \\
0 & \beta_2 & 0 \\
0 & 0 & \beta_2
\end{pmatrix},
\]

for a bcc lattice with the nearest neighbors at the \( a(100) \)-type sites and the next nearest neighbors at the \( a(100) \)-type sites (\( a \)-edge of the cube);

\[
\Phi_{ik}\left(0, \frac{a}{2}(1,1,0)\right) = \begin{pmatrix}
\alpha_1 & \gamma_1 & 0 \\
\gamma_1 & \alpha_1 & 0 \\
0 & 0 & \beta_1
\end{pmatrix},
\]

\[
\Phi_{ik}(0,a(1,0,0)) = \begin{pmatrix}
\alpha_2 & 0 & 0 \\
0 & \beta_2 & 0 \\
0 & 0 & \beta_2
\end{pmatrix},
\]

for an fcc lattice with the nearest neighbors at the \( a(100) \)-type sites and the next nearest neighbors at the \( a(100) \)-type sites.

Analyzing the arrangement and number of nearest and next-nearest neighbors, we observe that the effect of next-nearest neighbors in an fcc crystal must be weaker than in sc or bcc crystals. Indeed, although the next-nearest neighbors (12 atoms) in sc crystals are more distant, their number is double that of the nearest neighbors (six atoms). The open bcc structure has six next-nearest neighbors at a distance only 15% larger than the distance between eight nearest neighbors, while the close-packed fcc structure has six next-nearest neighbors which are farther than the 12 nearest neighbors by 40%.

Each of the matrices (1), (2) and (3) must be supplemented by the self-action matrix \( \Phi_{ik}^{00} \) (translational invariance condition)\(^3\):

\[
\Phi_{ik}(0,0) = \alpha_0 \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

where \( \alpha_0 \) has the following form for various lattices:

\[
\alpha_0 = 2(\alpha_1 + 2\beta_1) + 4(\alpha_2 + 2\beta_2)
\]

for sc lattice;

\[
\alpha_0 = 8\alpha_1 + 2(\alpha_2 + 2\beta_2)
\]

for bcc lattice; and

\[
\alpha_0 = 4(\beta_1 + 2\alpha_1) + 2(\alpha_2 + 2\beta_2)
\]

for fcc lattice.

The elements of the force matrix \( \Phi_{ik}^{nn'} \) may be connected with the derivatives of the paired potential. Let \( f(|\mathbf{R}_n - \mathbf{R}_{n'}|) \) be the potential of paired interaction between atoms, which depends only on the separation between them (\( \mathbf{R}_n \) is the radius vector of the atom at site \( n \)). The total potential energy \( U \) of the lattice has the form

\[
U = \frac{1}{2} \sum_{n \neq n'} f(|\mathbf{R}_n - \mathbf{R}_{n'}|).
\]

We can present \( \mathbf{R}_n \) in the form \( \mathbf{R}_n = \mathbf{r}_n + \mathbf{u}_n \), where \( \mathbf{r}_n \) is the radius-vector of the \( n \)-th atom in the equilibrium state and \( \mathbf{u}_n \) is its displacement. In this case,

\[
U = \frac{1}{2} \sum_{n \neq n'} f(|\mathbf{r}_n - \mathbf{r}_{n'} + \mathbf{u}_n - \mathbf{u}_{n'}|)
\]

\[
= \frac{1}{2} \sum_{n \neq n'} \sum_{\mathbf{d} \neq 0} f(|\mathbf{D} + \mathbf{d}|),
\]

where \( \mathbf{r} = \mathbf{r}_n - \mathbf{r}_{n'} \), \( \mathbf{D} = \mathbf{r}_n - \mathbf{r}_{n'} \), \( \mathbf{d} = \mathbf{u}_n + \mathbf{D} - \mathbf{u}_n \).

We expand \( f(|\mathbf{D} + \mathbf{d}|) \) into a power series in \( \mathbf{d} \) up to the second-order term:

\[
f(\mathbf{D} + \mathbf{d}) = f(\mathbf{D}) + f'(\mathbf{D})(\mathbf{v} \cdot \mathbf{d}) + \frac{1}{2} \left[ f''(\mathbf{D}) - \frac{f'(\mathbf{D})}{D} \right] (\mathbf{v} \cdot \mathbf{d})^2 + \frac{1}{2} \left[ \frac{f'(\mathbf{D})}{D} \right] \mathbf{d}^2,
\]

where \( D = |\mathbf{D}| \) and \( \mathbf{v} = \mathbf{D}/D \).

Thus the total lattice energy can be presented in the form

\[
U = U_0 + U_1 + U_2.
\]

Here,

\[
U_0 = \frac{1}{2} \sum_{n} \sum_{\mathbf{D}} f(\mathbf{D}) = N \sum_{\mathbf{D}} f(\mathbf{D}),
\]

\( N \) is the number of atoms in the crystal,

\[
U_1 = \frac{1}{2} \sum_{n} \sum_{\mathbf{D}} f'(\mathbf{D})(\mathbf{v} \cdot \mathbf{d}) = \frac{1}{2} \sum_{\mathbf{D}} f'(\mathbf{D}) \sum_{n} (\mathbf{v} \cdot \mathbf{d}) = 0;
\]

and

\[
U_2 = \frac{1}{4} \sum_{n} \sum_{\mathbf{D}} \left[ \left( f''(\mathbf{D}) - \frac{f'(\mathbf{D})}{D} \right) (\mathbf{v} \cdot \mathbf{d})^2 + \frac{f'(\mathbf{D})}{D} \mathbf{d}^2 \right].
\]

(Note that \( U_0 \) does not depend on \( \mathbf{d} \), and the equality of the expression (12) to zero does not mean that \( f'(\mathbf{D}) = 0 \).

The elements of the force matrix \( \Phi_{ik} \mathbf{r} \mathbf{r}' \) are obtained from the condition
\[ \Phi_{ik}' = \frac{\partial^2 U}{\partial u_i \partial u_k'} = \frac{\partial^2 U_2}{\partial u_i \partial u_k'} = \delta_{rr'} \sum_D f''(D) v_i v_k - f'(D) (v_i v_k - \delta_{ik}) - f''(|r-r'|) x v_i r' v_k r' + f''(|r-r'|) (v_i r' v_k r' - \delta_{ik}). \]

(14)

Thus, for fcc crystals, we obtain from (14) the following relations between force constants (3) and derivatives of the paired potential:

\[ \alpha_1 = - \left( f''(D) - \frac{f'(D)}{2D} \right), \]
\[ \beta_1 = - \frac{f'(D)}{D}, \quad \gamma_1 = - \left( f'' + \frac{f'(D)}{2D} \right), \]
\[ \alpha_2 = - f''(2D), \quad \beta_2 = - \frac{f'(2D)}{2D}. \]

(15)

Before going over to specific computations, we note that an analysis of the dynamic properties in the general form is quite cumbersome in view of the large number of independent parameters. In the present communication, we shall consider only the case of central forces, i.e., we shall assume that \( f'(D) = f''(2D) = 0 \). In this case, the number of independent parameters for each structure is reduced to just two. We shall analyze the role of the next-nearest neighbors by complicating the model gradually.

2. DISPERSION RELATIONS FOR CUBIC LATTICES IN THE SCALAR MODEL

Let us consider the effect of interaction with next-nearest neighbors on the dispersion relations of cubic lattices in the scalar model. This model describes the vibrations of a crystal lattice in which all atoms are displaced in the same direction, and the displacement of an atom from the equilibrium position is described by a scalar quantity. It was mentioned above that for an appropriate change in the notation, such a model can be used to describe one-magnon states in a magnetically ordered medium.

The equation of motion of the atoms at the \( n \)th crystal lattice site in the harmonic approximation has the form

\[ m \frac{\partial^2 u(n,t)}{\partial t^2} = - \sum_n A(n,n') u(n',t). \]

(16)

Here the force constant \( A(n,n') \) describes the force acting on the atom at the \( n \)th site if the atom at the site \( n' \) is displaced by a unit element of length. Taking the interaction with two coordination spheres into consideration, we can present Eq. (16) in the form

\[ m \frac{\partial^2 u(n,t)}{\partial t^2} = - \sum_{\delta_1} A(n,n + \delta_1) u(n + \delta_1) - \sum_{\delta_2} A(n,n + \delta_2) u(n + \delta_2), \]

(17)

where \( \delta_1 \) and \( \delta_2 \) correspond to the first and second coordination spheres.

The condition of periodicity of the crystal lattice leads to the equality

\[ A(n,n') = A(n-n'), \]

(18)

while the invariance of the crystal energy relative to the displacement as a whole gives

\[ \sum_{\delta_i} A(n + \delta_i) = 0, \quad (i=1,2). \]

(19)

Considering the periodicity of the lattice, we seek the solution of Eq. (17) in the form

\[ u(n,t) = u \exp[i(k \cdot r - \omega t)], \]

(20)

where \( k = (k_x,k_y,k_z) \) is the wave vector and \( r \) the radius vector of the \( n \)th site. As a result, Eq. (16) is reduced to the linear equation

\[ m \omega^2 u - A(k) u = 0, \]

(21)

where \( A(k) = \sum A(n) \exp[i(k \cdot r)]. \)

We can now go over directly to an analysis of the dispersion relations for the scalar models of cubic lattices. We shall consider in detail the high-symmetry directions along which the peak of the dispersion curve is displaced inward into the Brillouin zone, since the emergence in the continuous spectrum of a point at which \( \partial\omega/\partial k = 0 \) is extremely important. We shall also consider the cases when the lattice loses stability as a result of interaction with next-nearest neighbors.

Simple cubic lattice

In the scalar model, the dispersion relation for an sc lattice involving first and second coordination spheres has the form

\[ \lambda = \frac{m \omega^2}{A_s} = 2(3 \cos ak_x \cos ak_y \cos ak_z) + 4 \theta_s(3 \cos ak_x \cos ak_y - \cos ak_z \cos ak_z) - \cos ak_x \cos ak_z), \]

(22)

where \( A_s \) is the force constant of interaction with the nearest neighbors, and \( \theta_s = B_s / A_s \) the ratio of force constant \( B_s \) of interaction with the next-nearest neighbors to the force constant of interaction with the nearest neighbors.

Let us study the stability of sc lattice in the scalar model taking into account the interaction with next-nearest neighbors. It can be seen from the dispersion relation (22) that for \( A_s > 0 \), the scalar model of an sc lattice is stable \((\omega^2 > 0)\), unlike the vector model, even if the interaction with the nearest neighbors only is taken into consideration. If the constant of interaction with the next-nearest neighbors is negative, the natural vibration frequencies for the sc lattice may turn out to be imaginary, i.e., the lattice will be unstable in this case. We shall show that the sc lattice becomes unstable for \( \theta_s < -1/4 \). For this purpose, we shall consider \( \theta_s \) as a parameter and determine the value of the wave vector for which the
difference in the contributions from the interaction between the nearest and next-nearest neighbors to the square of the frequency is maximum. For this purpose, we shall determine all stationary points for the function \(\lambda(k_x,k_y,k_z)\), i.e., the points at which all partial derivatives of the function \(\lambda(k_x,k_y,k_z)\) vanish. Next we determine the minimal value of \(|\theta_s|\) for which the frequency of vibrations at these points is smaller than zero. Thus, we must solve a system of three

\[
\begin{align*}
\frac{\partial \lambda}{\partial k_x} &= 2a \sin ak_x + 4 \theta_s a \sin ak_y (\cos ak_y + \cos ak_z) = 0 \\
\frac{\partial \lambda}{\partial k_y} &= 2a \sin ak_y + 4 \theta_s a \sin ak_z (\cos ak_x + \cos ak_z) = 0 \\
\frac{\partial \lambda}{\partial k_z} &= 2a \sin ak_z + 4 \theta_s a \sin ak_z (\cos ak_x + \cos ak_y) = 0
\end{align*}
\] (23)

together with the inequality

\[
\lambda(k_x,k_y,k_z) < 0.
\] (24)

By way of an example, let us find some points satisfying the system of equations (23), and the corresponding values of \(\theta_s\) for which the inequality (24) is satisfied.

1. Let

\[
\begin{align*}
\sin ak_x &= 0, \quad \cos ak_x = 1, \quad \sin ak_y = 0, \\
\cos ak_y &= -1, \quad \sin ak_z = 0, \quad \cos ak_z = -1.
\end{align*}
\]

In this case, \(\theta_s < -1/2\).

2. Let

\[
\begin{align*}
\sin ak_x &= 0, \quad \cos ak_x = 1, \quad \sin ak_y = 0, \\
\cos ak_y &= 1, \quad \sin ak_z = 0, \quad \cos ak_z = -1.
\end{align*}
\]

In this case, \(\theta_s < -1\).

3. For

\[
\begin{align*}
\sin ak_x &= 0, \quad \cos ak_x = 1, \quad \sin ak_y \neq 0, \quad \sin ak_z \neq 0,
\end{align*}
\]

the system of equations (23) is transformed into

\[
\begin{align*}
\sin ak_x + 2 \theta_s \sin ak_y (1 + \cos ak_y) &= 0 \\
\sin ak_z + 2 \theta_s \sin ak_y (1 + \cos ak_y) &= 0.
\end{align*}
\]

The solutions of this system of equations have the form

\[
\cos ak_x = \cos ak_z - \frac{1 + 2 \theta_s}{2 \theta_s}.
\]

The conditions \(\cos ak_x > -1\) and \(\cos ak_z > -1\) lead to the inequality \(\theta_s < -1/4\). For the above solutions of the system of equations (23) and for \(\theta_s < -1/4\), the function \(\lambda(k_x,k_y,k_z)\) is negative.

Taking into consideration all compatible solutions of the system of equations (23) and the inequality (24) in an analogous manner and choosing the smallest value of \(|\theta_s|\), it can be shown that the sc lattice becomes unstable for \(\theta_s < -1/4\).

The position of the peak on the dispersion curve and its amplitude may depend on the ratio of constants of interaction with the nearest and next-nearest neighbors. We shall consider the dispersion relations for the sc lattice along the high-symmetry directions as functions of the parameter \(\theta_s\), indicating the direction along which the dispersion curve peak is displaced from the Brillouin zone boundary.

In the direction \(k=(k,0,0)\), the dispersion relation is described by the expression

\[
\lambda = 2(1 - \cos ak_x) + 8 \theta_s (1 - \cos ak_y).
\] (25)

It can be seen from this equation that the inclusion of interaction with next-nearest neighbors does not violate the monotonicity of the dispersion relation. The maximum frequency is attained at the zone boundary. For this direction, \(\lambda_{m,k(1,0,0)} = 4 + 16 \theta_s\). Here and below, \(\lambda_{m,k}\) is the maximum value of \(\lambda\) in the direction under consideration.

For the direction \(k= k/\sqrt{2}(1,1,0)\), the dispersion relation has the form

\[
\lambda = 4(1 - \cos ak_x) + 4 \theta_s (3 - \cos^2 ak_x - 2 \cos ak_x).
\] (26)

In this direction, the peak of the dispersion curve may be displaced into the Brillouin zone only for such values of \(\theta_s\) for which the lattice becomes unstable (see above). Thus, for this direction also, the inclusion of interaction with next-nearest neighbors does not violate the monotonicity of the dispersion relation. In this case,

\[
\lambda_{m,k(1,1,0)} = 8 + 16 \theta_s.
\]

For \(k=(k/\sqrt{3})(1,1,1)\), we have

\[
\lambda = 6(1 - \cos ak_x) + 6 \theta_s (1 - \cos 2ak_x).
\] (27)

For \(\theta_s > 1/4\), the peak of the dispersion curve is displaced into the Brillouin zone and is attained at the point \(k_0 = (1/\alpha)\arccos(-1/4\theta_s)\) and

\[
\lambda_{m,k(1,1,1)} = \frac{3 + 24 \theta_s + 48 \theta_s^2}{4 \theta_s^2}.
\]

For \(\theta_s < 1/4\), the peak of the dispersion curve is situated at the boundary of the Brillouin zone \(k_0 = \pi/\alpha\) and \(\lambda_{m,k(1,1,1)} = 12\).

Thus, in contrast to the directions \(k=(k,0,0)\) and \(k= k/\sqrt{2}(1,1,0)\), the inclusion of interaction with next-nearest neighbors in the direction \(k= k/\sqrt{3}(1,1,1)\) leads to a displacement of the dispersion curve peak into the Brillouin zone.

**Body-centered cubic lattice**

The dispersion relation for a bcc lattice in the scalar model is described by the expression

\[
\lambda = \frac{m \omega^2}{A_b} = 8 \left( 1 - \cos \frac{ak_x}{2} - \cos \frac{ak_y}{2} - \cos \frac{ak_z}{2} \right)
\]

\[
+ 2 \theta_s (3 - \cos ak_x - \cos ak_y - \cos ak_z),
\] (28)

where \(A_b\) is the force constant of interaction with the nearest neighbors, and \(\theta_s = B_b/A_b\) the ratio of force constant \(B_b\) of interaction with the next-nearest neighbors to the force constant of interaction with the nearest neighbors.

Unlike the vector model, the scalar model of the bcc lattice with interaction between the nearest neighbors only is
stable. This model may become unstable if interaction with the
next-nearest neighbors is taken into account. Analyzing
the stability of the bcc lattice in the same way as the stability
of the sc lattice, it can be shown that the bcc lattice becomes
unstable for \( \theta_b < -2/3 \).

It should also be noted that the inclusion of the second
coordinition sphere in a bcc crystal results in the disappear-
dence of divergence of the density of vibrations at the middle
of the spectrum. If interaction with nearest neighbors only is
taken into consideration, it follows from (28) that for \( a k_z = \pi \)
and for arbitrary values of \( k_x \) and \( k_y \) (as well as for
cyclic permutation of the wave vector components)
\( \lambda = \frac{8 \pi}{\lambda_{\text{max}}/2} \), where \( \lambda_{\text{max}} \) is the maximum value of \( \lambda(k) \) when
interaction with the nearest neighbors only is taken into ac-
count. Consequently, the middle of the frequency spectrum
corresponds to an infinite set of states, which leads to the
divergence of the density of states for \( \lambda = \lambda_{\text{max}}/2 \). It fol-

ows from the dispersion relation (28) that this nonphysical
divergence disappears when interaction with next-nearest
neighbors is taken into consideration.

Interaction with next-nearest neighbors can also affect
the form of the dispersion curve significantly. We shall show
this by considering the example of high-symmetry direc-
tions.

In the direction \( \mathbf{k} = (k, 0, 0) \), the dispersion relation has the form
\[
\lambda = 8 \left( 1 - \cos \frac{ak}{2} \right) + 2 \theta_b (1 - \cos ak).
\]  
(29)

The quantity \( \lambda(k) \) attains its peak in this direction at the
boundary of the Brillouin zone for \( \theta_b < 1 \), and \( \lambda_{\text{max}}(1,0,0) = 16 \). For \( \theta_b > 1 \), the dispersion curve peak is displa-
ced into the Brillouin zone and is attained at the point \( k_0 = (2/a) \arccos(-1/\theta_b) \); and
\[
\lambda_{\text{max}}(1,0,0) = 4 \left( 1 + \theta_b \right)^2 \left( 1 - \frac{2}{\theta_b} \right).
\]

For the direction \( \mathbf{k} = (k/\sqrt{2})(1,1,0) \), the dispersion relation has the form
\[
\lambda = 4(1 - \cos ak) + 4 \theta_b (1 - \cos ak) \tag{30}
\]
and \( \lambda_{\text{max}}(1,1,0) = 8 + 8 \theta_b \). It can be seen that for this direc-
tion, the interaction with the next-nearest neighbors does not
violate the monotonicity of the dispersion relation.

In the direction \( \mathbf{k} = (k/\sqrt{3})(1,1,1) \), the dispersion relation has the form
\[
\lambda = 8 \left( 1 - \cos^3 ak/2 \right) + 6 \theta_b (1 - \cos ak). \tag{31}
\]
In this direction, \( \partial \lambda / \partial k = 0 \) at the points \( k_1 = \pi/a \) and
\( \cos ak_j/2 = \theta_b \), as well as at the Brillouin zone bound-
aries \( (k_1 = 0, k_2 = 2 \pi/a) \). At the point \( k_1 \), the function \( \lambda(k) \)
assumes the form \( \lambda(k_1) = 8 + 12 \theta_b \), while the value of this
function at the point \( k_2 \) is \( \lambda(k_2) = 8 + 12 \theta_b - 4 \theta^3 \).

At the upper boundary of the Brillouin zone, the function
\( \lambda(k) \) assumes the value \( \lambda(k_4) = 16 \).

It can be seen that in the interval \( -2/3 < \theta_b < 0 \), the
dispersion relation (31) has a peak at the point \( k_2 \) and a mini-
imum at the point \( k_1 \). For \( 0 < \theta_b < 1 \), the dispersion curve
peak is situated inside the Brillouin zone at the point \( k_1 \), and
the minimum at the point \( k_2 \). For \( \theta_b > 1 \), the function \( \lambda(k) \)
has a peak at the point \( k_1 \) and a minimum at the boundary of the
Brillouin zone (see Fig. 1).

Thus, it can be seen that unlike the sc lattice, the bcc
lattice may exhibit in the direction \( \mathbf{k} = 1/\sqrt{2}(1,1,1) \) an addi-
tional peak as well as an additional minimum inside the Bril-
 louin zone in the lattice stability region as a result of the
inclusion of an indefinitely small interaction with the next-
nearest neighbors. Moreover, the inclusion of an indefinitely
small interaction with the next-nearest neighbors leads to the
disappearance of the divergence of vibrational density at the
middle of the phonon spectrum.

**Face-centered cubic lattice**

The dispersion relation for an fcc lattice has the form
\[
\lambda = \frac{m \omega^2}{A_f} = 4 \left( 3 - \cos \frac{ak_z}{2} \cos \frac{ak_y}{2} \cos \frac{ak_x}{2} \right) + 2 \theta_f (3 - \cos ak_z - \cos ak_y - \cos ak_x), \tag{32}
\]
where \( A_f \) is the force constant of interaction with the nearest
neighbors, and \( \theta_f = B_f/A_f \) the ratio of force constant \( B_f \) of
interaction with the next-nearest neighbors to the force con-
stant of interaction with the nearest neighbors.

The fcc lattice is stable when the interaction with nearest
neighbors only is taken into consideration. Analyzing the
stability of the fcc lattice in the same way as the sc lattice, it
can be shown that the fcc lattice is unstable for \( \theta_f < -1 \).
It can also be seen easily that the dispersion curve peak and its position may depend on the ratio of the constants of interaction with the nearest and next-nearest neighbors. We shall analyze the dispersion relation (32) for an fcc lattice along the high-symmetry directions and show that the inclusion of an indefinitely small interaction with the next-nearest neighbors may displace the dispersion curve peak into the Brillouin zone.

In the direction \( \mathbf{k} = (k,0,0) \), the dispersion relation has the form

\[
\lambda = 4\left(1 - \cos \frac{ak}{2}\right) + 2\theta_j(1 - \cos ak).
\] (33)

For \( \theta_j > 1 \), the frequency peak is displaced away from the Brillouin zone and is attained at the point \( k_0 = (2a)\arccos(-1/\theta_j) \), and

\[
\lambda_{m,k,(1,0,0)} = \frac{4(1 + \theta_j)^2}{\theta_j^2}.
\]

For \( \theta_j < 1 \), we have \( \lambda_{m,k,(1,1,0)} = 8\theta_j \).

For the direction \( \mathbf{k} = (k\sqrt{2})(1,1,0) \), the dispersion relation has the form

\[
\lambda = 4\left[3 - \cos^2 \frac{ak}{2} - 2\cos \frac{ak}{2}\right] + 2\theta_j(1 - \cos ak).
\] (34)

For an indefinitely small value of \( \theta_j \), the peak of the dispersion curve is displaced into the Brillouin zone and is attained at the point \( k_0 = (2a)\arccos(-1/(2\theta_j + 1)) \). In this case,

\[
\lambda_{m,k\sqrt{2}(1,1,0)} = \frac{16(1 + \theta_j)^2}{1 + 2\theta_j}.
\]

For the direction \( \mathbf{k} = (k\sqrt{3})(1,1,1) \), the dispersion relation has the form

\[
\lambda = 6(1 - \cos ak) + 6\theta_j(1 - \cos ak).
\] (35)

In this direction, the inclusion of interaction with the next-nearest neighbors does not violate the monotonicity of \( \lambda(k) \) and

\[
\lambda_{m,k\sqrt{3}(1,1,1)} = 12 + 12\theta_j.
\]

It should be reiterated that the fcc lattice has a high-symmetry direction \( \mathbf{k} = k\sqrt{2}(1,1,0) \) along which the dispersion relation peak is displaced into the Brillouin zone for an arbitrarily small value of the constant of interaction with the next-nearest neighbors.

Thus, it can be seen that the inclusion of interaction with the next-nearest neighbors for positive force constants may lead to a displacement of the dispersion curve peak of cubic lattices into the Brillouin zone and to the emergence of an additional minimum on the dispersion curve in the Brillouin zone. Moreover, the inclusion of the second coordination sphere changes the maximum vibrational frequency. In the case of negative force constants of interaction with next-nearest neighbors (exchange integral in magnetically ordered systems), it is shown that the sc lattice remains stable for \( \theta_j > -1/4 \), while the bcc and fcc lattices remain stable for \( \theta_j > -2/3 \) and \( \theta_j > -1 \), respectively. It was shown above that the inclusion of interaction with the next-nearest neighbors in the case of the scalar model removes the divergence of the vibrational density for a bcc crystal in the middle of the frequency spectrum. The effect of interaction with the next-nearest neighbors on the dynamic properties of the cubic lattices is not confined to these facts. Thus, the dispersion relation for an fcc crystal along the line \( k_x + k_y = \pi/a \) is independent of \( k_z \). This leads to the emergence of a singularity in the density of vibrations at the upper boundary of the phonon spectrum. If the interaction with the next-nearest neighbors is taken into consideration, this singularity disappears and the density of states vanishes at the upper boundary of the spectrum.\(^{15}\) Interaction with the next-nearest neighbors also affects considerably the properties of surface waves. For example, no surface waves are formed in the nearest-neighbor model for an sc lattice with surface plane of the type \((1,0,0)\). Surface waves emerge as the interaction with next-nearest neighbors is taken into consideration in this geometry. Presenting the displacement of the \( n \)th layer of atoms in the form \( u_n = u_0 q^n \), we can easily show that \( q = 1 \) in the nearest-neighbor model, while the inclusion of interaction with the next-nearest neighbors gives

\[
q = \frac{1 + 2\theta_j(\cos ak_x + \cos ak_y)}{1 + 4\theta_j^2} < 1.
\]

For fcc and bcc lattices, the inclusion of interaction with the next-nearest neighbors transforms one-partial surface waves into two-partial waves, i.e., the surface waves have the form \( u_n = u_1 q^n + u_2 q^n \).\(^{16}\)

3. DISPERSION RELATIONS FOR CUBIC LATTICES IN THE VECTOR MODEL

Let us consider models in which the displacement \( \mathbf{u}(n) \) of an atom at the \( n \)th site is a vector quantity. In the harmonic approximation, the equation of motion for an atom in the crystal lattice at the site \( n \) has the form

\[
m \frac{\partial^2 \mathbf{u}_k(n,t)}{\partial t^2} = - \sum_{n'} \Phi_{ik}(n,n') \mathbf{u}_k(n',t).
\] (36)

where \( \Phi_{ik}(n,n') \) is the matrix of force constants, and the coordinate indices \( i,k = 1,2,3 \). Taking into account the interaction with next-nearest neighbors, we can present the equation of motion (36) in the form

\[
m \frac{\partial^2 \mathbf{u}_k(n,t)}{\partial t^2} = - \sum_{\delta \neq k} \Phi_{ik}(n,n+\delta_1) \mathbf{u}_k(n+\delta_1)
\]

\[- \sum_{\delta_2} \Phi_{ik}(n,n+\delta_2) \mathbf{u}_k(n+\delta_2).
\] (37)

Here \( \delta_1 \) and \( \delta_2 \) correspond to the first and second coordination spheres. The condition of periodicity of the crystal lattice leads to a relation analogous to (18):

\[
\Phi_{ik}(n,n') = \Phi_{ik}(n-n').
\] (38)

The solution of Eq. (36) is sought in the form

\[
u_i(n,t) = \psi_i \exp(i(\mathbf{k} \cdot \mathbf{r} - \omega t)),
\] (39)

where \( \mathbf{k}(k_x, k_y, k_z) \) is the wave vector and \( \mathbf{r} \) the radius-vector of the site \( n \). As a result, we arrive at the system of equations...
\[ [m \omega^2 \delta + L_{ik}(k)] u_k = 0, \]  

where the dynamic matrix
\[ L_{ik}(k) = \sum_r \Phi_{ik}(n) \exp(i k \cdot r). \]

Solution of the system of equations (40) leads to the dispersion relations. We shall consider below these dispersion relations for lattices with cubic symmetry in the high-symmetry directions.

**Simple cubic lattice**

The sc lattice structure is possessed by a wide range of materials, including TlBr, TlI, NH₄Cl, CuPd, CuZn (β-brass) and one of the phases of C₆₀. We shall use the matrices (1) in the case of central interaction with the nearest and next-nearest neighbors. Denoting by \( \varepsilon_s \) and \( \delta_s \) the force constants of central interaction between the nearest and next-nearest neighbors respectively, we can write for the matrices (1) \( \alpha_1 = \varepsilon_s, \alpha_2 = \delta_s, \beta_1 = 0, \beta_2 = 0 \) and \( \alpha_2 = \gamma_2 \).

In this case, the dynamic matrix \( L_{ik}^{(1)}(k) \) of interaction with the nearest neighbors has the form
\[ L_{ik}^{(1)} = 2 \varepsilon_s \begin{pmatrix} 1 - \cos \alpha k_x & 0 & 0 \\ 0 & 1 - \cos \alpha k_y & 0 \\ 0 & 0 & 1 - \cos \alpha k_z \end{pmatrix}. \]

The dynamic matrix \( L_{ik}^{(2)}(k) \) of interaction with the next-nearest neighbors has the form
\[ L_{ik}^{(2)}(k) = 4 \delta_s \begin{pmatrix} 2 - \cos \alpha k_x (\cos \alpha k_y + \cos \alpha k_z) & \sin \alpha k_x \sin \alpha k_y & \sin \alpha k_x \sin \alpha k_z \\ \sin \alpha k_x \sin \alpha k_z & 2 - \cos \alpha k_x (\cos \alpha k_y + \cos \alpha k_z) & \sin \alpha k_y \sin \alpha k_z \\ \sin \alpha k_y \sin \alpha k_z & \sin \alpha k_z \sin \alpha k_x & 2 - \cos \alpha k_x (\cos \alpha k_y + \cos \alpha k_z) \end{pmatrix}. \]

Let us analyze the form of the dispersion relations for different directions of \( k \).

In the direction \( k = (k, 0, 0) \), the dispersion relation has the form
\[ \lambda_1 = (2 + 8 \mu_s) (1 - \cos k), \]
\[ \lambda_{12} = 4 \mu_s (1 - \cos k), \]

where \( \lambda_1 \) corresponds to longitudinal vibrations with frequency \( \omega_1 \), \( \lambda_{12} \) corresponds to transverse vibrations with frequency \( \omega_2 \), \( a \) is the lattice constant, \( \lambda_{11} = \omega_2^2 \mu_s / \varepsilon_s \), and \( \mu_s = \delta_s / \varepsilon_s \). It can be seen that transverse vibrations are determined only by the interaction with the next-nearest neighbors. Thus, the model becomes stable if the interaction with next-nearest neighbors is taken into consideration.

For the direction \( k = (k/\sqrt{2})(1, 1, 0) \), the dispersion curves assume the form
\[ \lambda_1 = 2 (1 - \cos k) + 4 \mu_s(2 - \cos 2ak - \cos k), \]
\[ \lambda_{11} = 2 (1 - \cos k) + 4 \mu_s(1 - \cos k), \]
\[ \lambda_{12} = 8 \mu_s(1 - \cos k). \]

In this case, one of the branches of transverse vibrations is determined by the interaction with the nearest and next-nearest neighbors, while the other branch is determined only by interaction with the second coordination sphere.

For the direction \( k = (k/\sqrt{3})(1, 1, 1) \), we can write
\[ \lambda_1 = 2 (1 - \cos k) + 8 \mu_s (1 - \cos 2k), \]
\[ \lambda_{11} = \lambda_{12} = 2 (1 - \cos k) + 2 \mu_s(1 - \cos 2k). \]

It can be seen clearly that inclusion of interaction with the second coordination sphere leads to a splitting of the triply degenerate mode into a longitudinal and a doubly degenerate transverse modes, and may also lead to a displacement of the peak of \( \lambda_1(k) \) from the Brillouin zone boundary. For \( \mu_s > 1/16 \), the peak on the curve \( \lambda_1(k) \) is displaced into the Brillouin zone (see Fig. 2), while a similar displacement of

![Fig. 2. Dispersion curves for an sc lattice along the [111] direction. The solid curve is a triply degenerate dispersion curve obtained by taking into account the interaction with nearest neighbors only (\( \mu_s = 0 \)). The dashed curve corresponds to the branch of longitudinal vibrations and was obtained by taking into account the interaction with next-nearest neighbors (\( \mu_s = 0.1 \)). The dotted curve corresponds to a double degeneracy of the transverse vibrational branch (\( \mu_s = 0.1 \)).](image)
the $\lambda_l(k)$ peak occurs for $\mu_2>1/4$.

To analyze the elastic stability, we express the elastic moduli $C_{11xx}=C_{11}$, $C_{11yy}=C_{12}$, $C_{11zz}=C_{44}$. (Voigt’s notation\(^1\)) in terms of the force constants. For the sc lattice, we can write

$$
C_{11} = \frac{e_s + 4 \delta_s}{a}, \quad C_{12} = \frac{2 \delta_s}{a}, \quad C_{44} = \frac{2 \delta_s}{a}.
$$

(44)

Naturally, the Cauchy condition (inclusion of central forces only) is observed for the sc lattice, as also for the other two cases considered by us:

$$
C_{12} = C_{44}.
$$

(45)

Moreover, it follows from the condition of elastic stability\(^1\)

$$
C_{44}>0
$$

(46)

that $\delta_s>0$.

The anisotropy parameter for a cubic symmetry crystal has the form

$$
\eta = \frac{C_{11}-C_{12}}{2C_{44}} = \frac{C_{44}^2}{C_{11}}.
$$

(47)

where $C_{11} = \sqrt{(C_{11} - C_{12})/2\rho}$, $C_{12} = \sqrt{C_{44}/\rho}$ are the transverse velocities of sound in a cubic crystal, and $\rho$ is the density of the crystal. For the sc lattice, the anisotropy parameter $\eta$ has the form

$$
\eta = \frac{C_{44}^2}{C_{11}}.
$$

The dynamic matrix of interaction with the next-nearest neighbors can be represented in the form

$$
L^{(1)}_{ik} = \varepsilon_b
\begin{pmatrix}
1 - \cos k_x & 0 & 0 \\
0 & 1 - \cos k_y & 0 \\
0 & 0 & 1 - \cos k_z
\end{pmatrix}
$$

(49)

The dynamic matrix of interaction with the next-nearest neighbors can be represented in the form

$$
L^{(2)}_{ik} = 2 \delta_b
\begin{pmatrix}
1 - \cos k_x & 0 & 0 \\
0 & 1 - \cos k_y & 0 \\
0 & 0 & 1 - \cos k_z
\end{pmatrix}
$$

(50)

Let us analyze the dispersion relations for the bcc lattice taking into account the interaction with the nearest and next-nearest neighbors.

In the direction $\mathbf{k}=(k,0,0)$, the dispersion relations have the form

$$
\lambda_1 = 8 \left(1 - \cos \frac{ak}{2}\right) + 2 \mu_2 (1 - \cos ak),
$$

$$
\lambda_{12} = 8 \left(1 - \cos \frac{ak}{2}\right).
$$

Here, $\lambda_{11} = m \omega^2 / \varepsilon_b$, $\mu_b = \delta_b / \varepsilon_b$. It can be seen that the inclusion of interaction with the next-nearest neighbors leads to a splitting of the triply degenerate mode into a longitudinal and a doubly degenerate transverse modes. For $\mu_b>1$, the peak on the longitudinal vibrations curve is displaced into the Brillouin zone. The experimentally determined dispersion curves for Fe, Nb, V, Mo, and Cr have a peak on the longitudinal vibrational branch along $\mathbf{k}=(k,0,0)$ in the Brillouin zone, while for Na and Ta, for example, the peak on the longitudinal branch is attained at the edge of the band.

For the direction $\mathbf{k}=(k/y\sqrt{2})(1,1,0)$, the dispersion relations have the form

$$
\lambda_1 = 8 \left(1 - \cos \frac{ak}{2}\right) + 2 \mu_b (1 - \cos ak),
$$

$$
\lambda_{11} = 4 (1 - \cos ak), \quad \lambda_{12} = 2 \mu_b (1 - \cos ak).
$$

It can be seen that as in the case of an sc lattice, one of the branches of transverse vibrations is determined by a weak
interaction with the next-nearest neighbors, while the other is defined by a strong interaction with the nearest neighbors (see Fig. 3).

For the direction \( \mathbf{k} = (k/\sqrt{3})(1,1,1) \), the dispersion relations have the form

\[
\lambda_1 = 2 \left( 4 - \cos \frac{ak}{2} - 3 \cos \frac{3ak}{2} \right) + 2 \mu_b (1 - \cos ak),
\]

\[
\lambda_{11} = \lambda_{12} = 8 \left( 1 - \cos \frac{ak}{2} \right) + 2 \mu_b (1 - \cos ak).
\]

For this direction, the inclusion of interaction with the next-nearest neighbors does not lead to a qualitative variation of the dispersion relation. It should be observed that for \( \mu_b > 1 \), the peak on the curve of transverse vibrations is displaced into the Brillouin zone.

We shall now analyze the anisotropy parameter for the bcc lattice. The elastic moduli of a bcc crystal have the form

\[
C_{11} = \frac{2(e_b + \delta_b)}{a}, \quad C_{12} = \frac{2e_b}{a}, \quad C_{44} = \frac{2e_b}{a}.
\]

The anisotropy parameter for a bcc crystal can be presented in terms of the force constants:

\[
\eta = \delta_b / 2e_b.
\]

If we disregard the role of the next-nearest neighbors, \( C_{11} - C_{12} \) vanishes (elastic instability), while a variation of the ratio \( \delta_b / e_b \) may transform (in the longwave limit) a highly anisotropic crystal into an isotropic one. It follows from formula (52) that for \( \delta_b \ll e_b \), a bcc crystal is a highly anisotropic medium (\( \eta \approx 1 \)) in the longwave limit. For \( \delta_b = 2e_b \), the anisotropy parameter \( \eta = 1 \) (the medium is isotropic). In other words, the parameter \( \eta \) may change over a wide range, as in the case of an sc lattice, depending on the ratio of the constants of interaction between the nearest and next-nearest neighbors (see Figs. 3 and 4). It was shown by Tyson\(^6\) and by Gospodarev and Syrkin\(^7\) that for a number of bcc metals, the constants of interaction with the next-nearest neighbors may turn out to be more than twice as large as the constants of interaction with the nearest neighbors.

Face-centered cubic lattice

Like the structures considered above, the fcc structure is quite widespread. Solidified inert gases, Ag, Ni, Cu, and Pa all have the fcc lattice. For a central interaction between the nearest and next-nearest neighbors in the force matrices (3) of an fcc crystal, \( \beta_1 = 0, \alpha_1 = \gamma_1 = e_f, \beta_2 = 0, \) and \( \alpha_2 = \delta_f \). Interaction with the next-nearest neighbors does not affect significantly the fcc lattice spectrum. It should only be remarked that in the direction \( \mathbf{k} = (k,0,0) \), the peak of the longitudinal vibrations curve is displaced from the Brillouin zone boundary for \( \delta_f > e_f \). In the direction \( \mathbf{k} = (k/\sqrt{2})(1,1,0) \), the peak of one of the branches of transverse vibrations is displaced into the Brillouin zone for \( \delta_f > 0.5e_f \). Thus, it can be seen that for \( \delta_f \ll e_f \) the dispersion relations for an fcc crystal can be described quite accurately by taking into account interaction with the nearest neighbors only.

As in the case of sc and bcc lattices, let us analyze the condition of elastic stability of an fcc lattice (for an arbitrary ratio of the constants of interaction between nearest and next-nearest neighbors). The elastic moduli for an fcc crystal can be represented in the form
It follows from this relation that for \( \varepsilon_f > 0 \), the fcc lattice remains stable for \( \delta_f > -\varepsilon_f \). The anisotropy parameter for an fcc crystal has the form

\[
\eta = \frac{\varepsilon_f + 2\delta_f}{2\varepsilon_f}.
\]

It follows from this expression that in the longwave limit, the fcc crystal is anisotropic for \( \delta_f \neq \varepsilon_f/2 \) and isotropic for \( \delta_f = \varepsilon_f/2 \).

By way of an illustration of this fact, let us consider the dispersion relation for the transverse vibrations in the direction \( k = k/(2\pi)(1,1,0) \):

\[
\lambda_{11} = 4 \left( 1 - \cos \frac{a k}{2} \right) + 2\mu_f (1 - \cos a k),
\]

\[
\lambda_{12} = 8 \left( 1 - \cos \frac{a k}{2} \right).
\]

Here, \( \mu_f = \delta_f / \varepsilon_f \). It can be seen that in the longwave limit \( (ak \ll 1) \), the dispersion relations for transverse branches coincide for \( \delta_f = \varepsilon_f/2 \) (see Fig. 5), while for \( ak \gg 1 \) these relations are not identical. If the conditions corresponding to an isotropic medium are satisfied for sc and bcc lattices, the transverse branches coincide for all values of \( k \) (see Fig. 4). The dispersion relations for an fcc crystal are presented in Fig. 6 for the case \( \delta_f = (0.1)\varepsilon_f \). Such a relation between the force constants corresponds to solidified inert gases.19

\[ C_{11} = \frac{4(\varepsilon_f + \delta_f)}{a}, \quad C_{12} = \frac{2\varepsilon_f}{a}, \quad C_{44} = \frac{2\varepsilon_f}{a}. \] (53)

\[ \eta = \frac{\varepsilon_f + 2\delta_f}{2\varepsilon_f}. \] (54)

FIG. 5. Transverse branches of vibrations of an fcc lattice along the [110] direction for \( \mu_f = 0.5 \) (isotropic medium).

FIG. 6. Transverse branches of vibrations of an fcc lattice along the [110] direction for \( \mu_f = 0.1 \) (highly anisotropic medium).

CONCLUSIONS

The role of the next-nearest neighbors is found to be extremely important for studying the vibrational spectrum of cubic lattices.

In scalar models, the inclusion of the second coordination sphere may be manifested in the displacement of the peak of dispersion curves into the Brillouin zone, and also leads to the disappearance of “nonphysical” singularities in the vibration density: at the upper boundary of the continuous spectrum in fcc crystals and in the middle of the spectrum for bcc crystals.

In vector models of cubic lattices, the inclusion of interaction with the next-nearest neighbors may lead to a variation of the “anisotropy parameter” over a wide range: in the longwave limit, the two transverse branches may coincide (isotropic medium) or differ significantly (highly anisotropic medium) depending on the ratio of the force constants of interaction between nearest and next-nearest neighbors. Among other things, this result makes it possible to determine the nature of propagation of acoustic surface waves in cubic crystals in the longwave approximation with the help of microscopic characteristics like force constants of interaction between the nearest and next-nearest neighbors. An analysis carried out within the framework of the theory of elasticity shows that in strongly anisotropic crystals, the penetration depth of a Rayleigh wave increases while the velocity of its propagation decreases and its polarization becomes almost linear rather than elliptic as in the case of weakly anisotropic crystals.

Moreover, the next-nearest neighbors can either ensure lattice stability or, on the other hand, make the lattice unstable. The analysis carried out in this work also shows that
the interaction of the third and subsequent neighbors cannot lead to such radical variations in the phonon spectrum.

The authors are indebted to A. M. Kosevich for fruitful critical remarks on the initial version of this paper.
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Due to a production error, Fig. 21 was erroneously replaced with a copy of Fig. 23. The correct Fig. 21 is presented below.

FIG. 21. Thermogram of the cooling of a crystal and the corresponding pressure change illustrating the layering at 100 mK and the fusion of $^3$He cluster formation upon further cooling, $V=20.54\ \text{cm}^3/\text{mole}$.