Low-dimensional thermoelectric materials

M. S. Dresselhaus

Department of Electrical Engineering and Computer Science and Department of Physics, Massachusetts Institute of Technology, Cambridge MA 02139-4307

G. Dresselhaus

Francis Bitter Magnet Laboratory, Massachusetts Institute of Technology, Cambridge, MA 02139-4307

X. Sun, Z. Zhang, and S. B. Cronin

Department of Physics, Massachusetts Institute of Technology, Cambridge MA 02139-4307

T. Koga

Division of Engineering and Applied Sciences, Harvard University, Cambridge, MA 02138


The promise of low dimensional thermoelectric materials for enhanced performance is reviewed, with particular attention given to quantum wells and quantum wires. The high potential of bismuth as a low-dimensional thermoelectric material is discussed. © 1999 American Institute of Physics. [S1063-7834(99)00105-7]

Professor Abram Ioffe and his collaborators at the Ioffe Institute in St. Petersburg, Russia did pioneering work in introducing semiconductors as promising thermoelectric materials and in showing how semiconductors could be used in practical devices for cooling and for electrical power generation. This early work led to a very active period in thermoelectrics research in the 1950s and early 1960s, when many new thermoelectric materials were discovered and investigated. At this early time, the high potential of Bi$_2$Te$_3$ as a thermoelectric material was discovered by H. J. Goldsmid and coworkers in the U.K., and this material system remains a thermoelectric material was discovered by H. J. Goldsmid in the anisotropic Fermi surfaces in multi-valley cubic semiconductors proved very useful for thermoelectric applications, thereby leading to the industrial use of alloys in the Bi$_2$Te$_3$, Bi$_2$Se$_3$, and Sb$_2$Te$_3$ family.

For a 30 year period since the early 1960s, research activity in the field of thermoelectricity has been greatly reduced, and only modest progress was made in improving the performance of thermoelectric materials. Recently, the study of thermoelectric materials has once again become an active research field, in part due to the recent demonstration of enhancement in the thermoelectric figure of merit of a two-dimensional PbTe quantum-well system, relative to its three-dimensional (3D) bulk counterpart. Calculations suggest that the thermoelectric performance of any 3D material should show an enhanced thermoelectric figure of merit, when prepared as a 2D multi-quantum-well superlattice, by utilizing the enhanced density of states at the onset of each electronic subband and the increased scattering of vibrational waves at the boundary between the quantum well and the adjacent barrier of the superlattice. In addition, low dimensionality allows certain materials such as bismuth, which are poor thermoelectrics in 3D, to become good thermoelectrics, in principle, in 2D quantum-well or 1D quantum-wire structures.

It is customary to express the usefulness of a thermoelectric material for use in refrigeration or power generation applications in terms of the dimensionless quantity $ZT$ where $T$ is the temperature (in degrees Kelvin) and $Z$ is the thermoelectric figure of merit

$$Z = \frac{S^2 \sigma}{\kappa}.$$ (1)

Here $S$ is the thermoelectric power or Seebeck coefficient, $\sigma$ is the electrical conductivity and $\kappa$ is the thermal conductivity. Large values of $ZT$ require high $S$, high $\sigma$, and low $\kappa$. Since an increase in $S$ normally implies a decrease in $\sigma$ because of carrier density considerations, and since an increase in $\sigma$ implies an increase in the electronic contribution to $\kappa$ as given by the Wiedemann–Franz law, it is very difficult to increase $Z$ in typical thermoelectric materials. The best commercial 3D thermoelectric material is in the Bi$_{2(1-x)}$Sb$_{2x}$Te$_3(1-y)$Se$_y$ family with room temperature $ZT \approx 1$ for Bi$_{0.5}$Sb$_{1.5}$Te$_3$.

Reduced dimensionality offers one strategy for increasing $ZT$ relative to bulk values. The use of low-dimensional systems for thermoelectric applications is of interest because low dimensionality provides: (1) a method for enhancing the density of states near $E_F$, leading to an enhancement of the Seebeck coefficient, (2) opportunities to take advantage of the anisotropic Fermi surfaces in multi-valley cubic semiconductors, (3) opportunities to increase the boundary scattering...
of phonons at the barrier-well interfaces, without as large an increase in electron scattering at the interface, (4) opportunities for increased carrier mobilities at a given carrier concentration when quantum confinement conditions are satisfied, so that modulation doping and δ-doping can be utilized.

1. THEORETICAL MODELING

In early models for thermoelectricity in 2D quantum-well structures,\(^6\) it was assumed that the electrons in the valence and conduction bands are in simple parabolic energy bands and that the electrons occupy only the lowest subband of the quantum well. The electronic dispersion relations for a 2D system are then given by

\[ \varepsilon_{2D}(k_x, k_y) = \frac{\hbar^2 k_x^2}{2m_x} + \frac{\hbar^2 k_y^2}{2m_y} + \frac{\hbar^2 \pi^2}{2m_d W}, \]

(2)

where \(d_w\) is the width of the quantum well, and \(m_x\), \(m_y\), and \(m_d\) are the effective mass tensor components of the constant energy surfaces. It is further assumed that the current flows in the \(x\) direction and that quantum confinement is in the \(z\) direction. The corresponding relation used for a 1D quantum wire is

\[ \varepsilon_{1D}(k_x) = \frac{\hbar^2 k_x^2}{2m_x} + \frac{\hbar^2 \pi^2}{2m_d W}, \]

(3)

where the current flow is also along the \(x\) direction, and quantum confinement occurs in the \(y\) and \(z\) directions. Solutions of Boltzmann’s equation were then obtained for \(S\), \(\sigma\), and \(\kappa_e\) (the electronic contribution to the thermal conductivity) for both the 2D and 1D systems.\(^6\)–\(^9\)

2. EXPERIMENTAL PROOF-OF-PRINCIPLE

An early phase of the experimental work was devoted to showing proof-of-principle,\(^8\) in order to confirm the validity of the basic theoretical model for low-dimensional thermoelectric materials.\(^6\) PbTe was chosen as the quantum-well material for demonstrating proof-of-principle of an enhanced \(Z_T\) in a 2D system because of its desirable thermoelectric and materials properties.\(^12\) Regarding its thermoelectric properties, PbTe has a reasonably high \(Z_T\) at 300 K in bulk form (\(Z_T\approx0.4\)), reflecting its high carrier mobility, multiple anisotropic carrier pockets, and low thermal conductivity that can be achieved by isoelectronic alloying. Measurements of \(S^2\sigma\) by Hicks et al.\(^5\) corroborated that quantum confinement could be achieved in a PbTe/Pb\(_{1-x}\)Eu\(_x\)Te superlattice, for \(x=0.073\), by using large barrier widths \(d_b\gg d_w\). Good agreement between experiment and theory was demonstrated in plots of \(S^2\sigma\) as a function of carrier concentration and quantum-well width, thereby corroborating the model, using no adjustable parameters (only literature values measured by other techniques).\(^5\) High carrier mobilities were found for these superlattice samples.\(^5\)

3. RECENT 2D SUPERLATTICE STUDIES

Having demonstrated experimental evidence in support of the basic theoretical model, the focus of research on low-dimensional thermoelectricity has shifted to two new directions. One research direction focused on observations of the enhancement of \(Z_T\) in other 2D superlattice systems, so that the basic phenomenon could then be studied in more detail, and the barrier widths could be reduced, noting that the barrier regions contribute only to \(\kappa\) in Eq. (1) and not to the power factor \(S^2\sigma\). Some of the systems that were studied include \(p\)-type PbSe, where power factors higher than for \(n\)-type PbTe were reported, while at the same time using \(d_b/d_w\) ratios reduced by a factor of more than two, relative to \(n\)-type PbTe.\(^14\) Another superlattice system that was studied was the Si/SiGe system, where an increase in the room-temperature power factor of the superlattice relative to the bulk silicon value was predicted, and where even better performance could be expected at elevated (>300 K) temperatures.\(^15\)

As a second approach, achieving higher \(Z_{3D}\) for the whole superlattice sample (both for the quantum well and barrier regions) and to studying superlattices which do not show quantum confinement effects\(^16\) was emphasized. By using the same basic model, as was developed for the PbTe/Pb\(_{1-x}\)Eu\(_x\)Te superlattice, study the GaAs/AlAs superlattice, it was shown that, when the \(d_w\) and \(d_b\) values are sufficiently small, the electronic density of states is basically two-dimensional in both the quantum well and barrier regions,\(^17\) and an increase in power factor relative to bulk values could be achieved. One great advantage of allowing conduction in both the barrier and the quantum-well region is that much smaller barrier widths can be used and a significant contribution to \(S^2\sigma\) from the barrier region can be obtained. The gains in \(S^2\sigma\) from the quantum-well region relative to bulk values more than compensate for the somewhat lower contribution to \(S^2\sigma\) from the barrier region, so that \(S^2\sigma\) for the whole superlattice (denoted by \(Z_{3D}\)) exceeds that of the bulk. In addition, a large reduction in thermal conductivity is expected, due to the strong interface phonon scattering, so that significant increases in \(Z_{3D}\) are expected from this approach.

Calculations suggest that another effect that may come into play relates to carrier pocket engineering, where by proper selection of \(d_w\), \(d_b\), and their ratio \((d_b/d_w)\), it is possible to raise the energy of the lowest \(\Gamma\)-point subband so that it lies higher than the \(L\)- and \(X\)-point subbands, thereby leading to an enhancement of \(Z_{3D}\) because of the high density of states for the \(L\)- and \(X\)-point subbands.\(^17\) Simple calculations suggest that such carrier pocket engineering can be carried out in the case of GaAs/AlAs superlattices with \(d_w\) and \(d_b\) in the 20–30 Å range.\(^17\)

Experimentally, enhancement in the power factor and \(Z_{3D}\) have been reported for several superlattice systems not exhibiting quantum carrier confinement effects, including the Bi\(_2\)Te\(_3)/Bi\(_2\)Se\(_3\),\(^16\) PbTe/PbSe\(_1-x\)Te\(_x\)/Te \((x=0.02)\),\(^18\) and Si/Ge systems.\(^19\) In fact, the highest \(Z_T\) value ever reported for any thermoelectric material is \(Z_{3D}=1.9\) for the PbTe/PbSe\(_1-x\)Te\(_x\)/Te system \((x=0.02)\) at 570 K.\(^18\) It is expected that we will see considerably more activity in the near future, both experimentally and theoretically, on the study of such composite superlattice systems, which may exhibit some type of lower dimensional electronic properties, but do not
exhibit significant carrier quantum confinement.

4. BISMUTH AS A LOW DIMENSIONAL THERMOELECTRIC

Bismuth is a very attractive material for low-dimensional thermoelectricity because of the large anisotropy of the three ellipsoidal constant energy surfaces for electrons at the L point in the rhombohedral Brillouin zone \((m^*_x = 0.00651 m_0, m^*_y = 1.362 m_0, m^*_z = 0.00993 m_0)\), the very long mean free path of the L-point electrons, and the high mobility of the carriers \((\mu = 3.5 \times 10^4 \text{ cm}^2/\text{Vs} \text{ in the binary direction})\). Furthermore, the heavy mass of the Bi ions results in efficient phonon scattering and low phonon mean free paths. Since bulk bismuth is a semimetal, the contribution from the holes to the Seebeck coefficient approximately cancels that for the electrons, so that \(S\) is quite small, and high magnetic fields are needed to make bulk Bi interesting for thermoelectric applications.

The situation for 2D Bi in a quantum well is, however, quite different. As the quantum well width decreases, the lowest bound state in the conduction band rises above the highest bound state in the valence band, thereby leading to a semimetal-semiconductor transition at some critical value of \(d_w\). If the 2D bismuth system is then doped to the optimum doping level, a large enhancement in \(ZT\) within the quantum well is predicted with decreasing \(d_w\), as shown in the plot of \(Z_{2D}T\) vs \(d_w\) in Fig. 1 for a Bi superlattice normal to the trigonal direction, for which all the electron carrier pockets are equivalent. Considerable progress has been made recently by use of CdTe as a barrier material for synthesizing Bi quantum wells. While study of 2D Bi superlattices continues, recent effort has also been expended to study 1D bismuth nanowires. Calculations for transport in the trigonal direction indicate that 1D bismuth nanowires with very small wire diameter could be even better than 2D bismuth for thermoelectric applications.

Although no enhancement in \(ZT\) has yet been demonstrated experimentally with Bi nanowires, progress has been made toward making proof-of-principle studies of this system. Small diameter Bi wires have been successfully fabricated by pressure-injecting liquid Bi into the cylindrical nano-channels of a porous anodic alumina template. Such anodic alumina templates with pore diameters ranging from 13−110 nm have been filled with liquid Bi to reach a density as high as \(7 \times 10^{10}\) parallel wires/cm\(^2\), with template thicknesses and wire lengths up to 100 \(\mu\)m. As shown by high resolution electron microscopy and selected area electron diffraction experiments, the individual Bi nanowires are essentially single crystals, with nearly the same crystal structure and lattice parameters as bulk Bi. The individual wires are of uniform diameter along their entire length, and the nanowires in a given template have a similar crystal orientation along their common wire axes. The large bandgap of the anodic alumina host material ensures good carrier quantum confinement. Optical transmission and magnetoresistance studies provide evidence for a semimetal to semiconducting transition as the wire diameter decreases and reaches the critical diameter \(d_c\), below which a semiconducting gap is found. Our theoretical calculations, based on values of the effective masses for bulk bismuth, indicate on the basis of a simple parabolic band model for the electron states, that for the binary, trigonal and bisectrix directions, \(d_c = 30\) nm, \(45\) nm and \(81\) nm, respectively.

Figure 2 shows a schematic diagram of the electronic energy-band structure for bismuth nanowires in comparison to bulk bismuth, which is a semimetal with electrons in 3 carrier pockets at the \(L\) points in the rhombohedral Brillouin zone and holes in a single carrier pocket at the \(T\) point, and the band overlap of bulk Bi is 38 meV. For Bi nanowires oriented along the bisectrix direction, there are two electron pockets in which the electrons have a heavy cyclotron effective mass \((m^*_h)\) and one electron pocket with a light cyclotron effective mass \((m^*_l)\), where the cyclotron mass is an average for the in-plane motion. Figures 2b and 2c show schematically the calculated ground state energies of the heavy electron and light electron subbands and also the hole subband for a Bi wire oriented along the bisectrix direction.

FIG. 1. Dependence of \(Z_{2D}T\) and \(Z_{1D}T\) on quantum-well and quantum-wire widths \(d_w\) for the layers of the Bi quantum wells normal to the trigonal direction and the Bi wire axis along the trigonal direction.

FIG. 2. Schematic energy band diagram showing the energies of the sub-band edges for the heavy and light electrons and for the holes for: (a) bulk Bi, (b) 100 nm diameter Bi nanowires along the bisectrix direction, and (c) 50 nm diameter Bi nanowires along the bisectrix direction.
with a diameter of 100 nm and 50 nm, respectively, in comparison to the bulk Bi band structure shown in Fig. 2a.24 Here we see that the lowest heavy electron subband lies lower than the corresponding light electron subband. Figure 2 further shows that the 100 nm wire is a semimetal with a small band overlap of 3 meV, and thermal energy (25 meV) is sufficient to cause significant occupation of the light electron subband. However, the 50 nm diameter wire along the bisectrix direction is a semiconductor and thermal excitation excites only heavy electrons. Thus, we can expect rather different transport properties for a 100 nm and a 50 nm diameter wire.

Experimental transport studies are in progress to verify the predictions of the model for semiconducting bismuth for small wire diameters. In the semiconducting regime, work is in progress to estimate the thermoelectric properties of the bismuth nanowires theoretically and to measure them experimentally, focusing on the conditions needed for realizing an enhancement in ZT.

5. CONCLUSIONS

Some of the recent achievements that have been made in the use of low-dimensional materials for thermoelectric applications include a ZT ~ 1.2 within n-type PbTe quantum wells at room temperature.25 Higher values are expected for this system at higher temperatures. The highest value of ZT for any thermoelectric material under any conditions (ZT > 1.9) was achieved for a PbTe/PbSe0.9Te0.02 Te superlattice at 570 K (Ref. 18) where the system showed no quantum confinement effects. Since research in this field is still at an early stage of development, significantly more progress in enhancing ZT further is expected for the future. It is thus appropriate to review recent progress on thermoelectric materials in celebration of the 80th birthday of the Ioffe Institute, which has made so many important historical contributions to the field of thermoelectricity.
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First, a review of the general properties of the collective transport induced by the charge (CDW)/spin (SDW) density wave motion in quasi-one-dimensional conductors is presented. Then the three recent developments in this field are emphasized, namely: high spatial resolution x-ray study of the field-induced CDW deformations; quantum interference effects in magnetotransport of a sliding CDW through columnar defects; manifestation of disorder in the CDW/SDW ground state in thermodynamic properties at very low temperatures. © 1999 American Institute of Physics. [S1063-7834(99)00205-1]

1. COLLECTIVE TRANSPORT IN QUASI-ONE-DIMENSIONAL SYSTEMS

Collective transport phenomena are among the most fascinating properties in solid state phisics. The best known example is superconductivity where the energy gap in the excitations at the Fermi level, as found by BCS, does not prevent conductivity. This is so because the interaction involved does not require a specified reference frame and because Coopers pairs can be built either in states ‘‘k’’ or ‘‘k + k’’ or ‘‘k + k + k’’. The latter state leads to a uniform velocity such as \( mv = \hbar \kappa \).

However in 1954, before BCS, Frölich proposed a model in a jellium approximation in which a sliding charge-density wave (CDW) could lead to a superconducting state. It is now well recognized that in systems of restricted dimensionality the interaction between ions and electrons, the so-called electron–phonon interaction, leads to structural (Peierls) instabilities at low temperature. According to the relative strength of several electron–electron coupling, the modulated ground state can be a CDW or, if the spin orientation is concerned, a spin–density wave (SDW).

Below the Peierls transition temperature \( T_p \), the system is driven in a modulated state of the conduction electron density: \( \rho(x) = \rho_0[1 + \cos(Q_0 x + \phi)] \), accompanied by a periodic lattice distortion of the same wavelength, \( 2\pi/Q_0 \), where \( Q_0 = 2k_F \) is the modulation wave vector (generally incommensurate; \( k_F \) is the electronic Fermi momentum). The new periodicity opens a Fermi surface gap in the electron density of states and leads to the appearance of new satellite Bragg reflections.

The opening of a gap below the Peierls transition temperature is reminiscent of semiconductors, but the essential feature of a CDW is that its wavelength, \( \lambda_{CDW} = 2\pi/2k_F \), is controlled by the Fermi surface dimensions and is generally unrelated to the undistorted lattice periodicities, i.e., the CDW is incommensurate with the lattice. Consequently the crystal no longer has a translation group and in contrast to semiconductors, the phase \( \phi \) of the lattice distortion is not fixed relative to the lattice but is able to slide along \( q \). This phenomenon is easy to understand if we recognize that if the lattice is regular, no position is energetically favored and no locking results. In more theoretical terms: if we think of the CDW as resulting from an electronic interaction via the lattice phonons, this interaction is the same in every galilean frame, provided that the frame velocity is small compared to the sound velocity. CDW condensation may thus arise in any set of galilean frames with uniform velocity, \( v \), giving in the laboratory frame an electronic current density,

\[
J = -n_0 e v, \tag{1}
\]

where \( n_0 \) is of the order of the electron number density condensed in the band below the CDW gap. This Frölich mode is a direct consequence of translation invariance. In practice, as shown by Lee, Rice and Anderson, this translation invariance is broken because the phase, \( \phi \), can in fact be pinned to the lattice, for example, by impurities or by a long–period commensurability between the CDW wave–length and the lattice or by Coulomb interaction between adjacent chains. An applied dc electric field, however, can supply the CDW with an energy sufficient to overcome the pinning, so that above a threshold field, the CDW can slide and carry a current. Unfortunately, damping prevents superconductivity. This extra conductivity associated with the collective CDW motion, called Frölich conductivity, has been observed for the first time in 1976 and since that time, an intense experimental and theoretical activity has been devoted to the understanding of the properties of this collective transport model.

Non-linear transport properties have been observed in transition metal trichalcogenides as NbSe\(_3\), TaS\(_3\), halogened transition metal tetrachalcogenides as (TaSe\(_4\))\(_2\)I, (NbSe\(_4\))\(_{10}\)I\(_3\), in molybdenum oxide K\(_2\)MoO\(_3\), etc. A similar behavior has also been found in SDW organic Bechgaard salts (TMTST)\(_2\)X.

The properties of the new current-carrying state can be summarized as follows.
The dc electrical conductivity increases above a threshold field $E_T$.

The conductivity is strongly frequency-dependent in the range of 100 MHz to a few GHz.

Above the threshold field, noise is generated in the crystal which can be analyzed as the combination of a periodic time dependent voltage and a broad noise following a $1/f$ variation.

Interference effects occur between the ac voltage generated in the crystal in the non-linear state and an external rf field (Shapiro steps).

Hysteresis and memory effects are observed, principally at low temperature.

Inside a domain, where the phase $\phi$ is only time dependent, a simple equation of motion has been derived:

$$\ddot{\phi} + \Gamma \dot{\phi}^2 + \omega_p^2 \sin \phi = Q_0 \frac{eE}{M^*},$$

where $E$ is the applied field, $Q_0 = 2\pi/\lambda_{CDW}$, $\omega_p$ the pinning frequency and $M^*$ the Fröhlich mass.

For a dc field $E$ higher than $E_T$, the ‘‘sin $\phi$’’ force term gives rise to a velocity modulation at a fundamental frequency, $\nu$, and its harmonics which can be considered as the origin of the ac voltage generated in these systems. It has to be noted that the $\lambda_{CDW}$ assumed periodicity for the force means that the fundamental frequency is linked to the mean CDW velocity by $\nu_{CDW} = \lambda_{CDW}/\nu$. Therefore, according to Eq. 1, the extra-current carried by the CDW is given by

$$J_{CDW} = n_0 e \nu_{CDW} = n_0 e \lambda_{CDW}/\nu.$$

According to Eq. 3, the slope of $J_{CDW}/\nu$ is a measurement of the number of electrons condensed below the CDW gap. The extra-current $J_{CDW}$ is measured from the non-linear $V(I)$ characteristics. Figure 1 shows the linear relationship between $J_{CDW}$ and $\nu$ for an orthorhombic TaS$_3$ sample. The number of electrons deduced from the $\nu/J_{CDW}$ slope is of the order of the electron concentration in the bands affected by the CDW condensation, as it can be calculated from band structures or from chemical bonds. This result can be considered as proof of the Fröhlich conductivity. When the field overcomes the threshold one, the electrons, which were trapped below the CDW gap, coherently participate in the electrical conductivity.

The general properties of the sliding CDW state are now relatively well established. New lines of research are being developed at the present time. Some of them are described in the following.

2. CURRENT CONVERSION IN THE SLIDING CDW STATE OF NbSe$_3$

Phase slippage is a general phenomenon in condensed matter systems having complex order parameters. When external forces impose different order parameter phase velocities $\phi_1$ and $\phi_2$ in two regions 1 and 2 of the same system, the phase conflict at the boundary between the two regions is released by the formation of vortices at a rate given by $\dot{\phi} = \dot{\phi}_1 + \dot{\phi}_2$. Phase slippage has been intensively studied in narrow superconducting channels, in superfluids and, more recently, in quasi-one-dimensional conductors having a CDW ground state.

Phase slippage is required at the current electrodes for the conversion from free to condensed carriers. CDW wave fronts must be created near one electrode and destroyed near the other. This process is mediated by CDW-phase dislocation loops which climb to the sample surface, each dislocation loop allowing the CDW to progress by one wavelength.

We have performed $^7$ at the ESRF high-resolution x-ray scattering measurements of the variation $q(x)$ of the CDW wave vector $Q(x) = Q_0 + q(x)$ along a thin NbSe$_3$ whisker of cross section $10 \mu m \times 2 \mu m$ and length 4.1 mm (between electrodes).

For a fixed direct current of $I_{II} = 2.1$ ($I_T$: threshold current), the shift $q_z = Q(+I) - Q(-I)$ between satellite

\hspace{1cm} FIG. 1. Variation of the current $J_{CDW}$ carried by the CDW as a function of the fundamental frequency measured in the Fourier-transformed voltage for an orthorhombic TaS$_3$ sample at $T=127$ K. The slope $J_{CDW}/\nu = n_0 e \lambda_{CDW}$ leads to the number of electrons condensed below the CDW gap.
positions \( Q \) measured with positive and negative current polarities vanishes below the electrodes and rises abruptly to a maximum value at the electrode boundary (Fig. 2). With increasing distance \( x \) from the contact, \( q_\pm(x) \) decays exponentially. For \( x > 0.5 \) mm, a cross-over to a linear decrease of the satellite shift is observed with \( q_\pm(x) \) crossing the line of zero shift at the midpoint between the electrodes (\( x = 2 \) mm; beyond (\( x > 2 \) mm) the sign of \( q_\pm(x) \) is inverted.

The corresponding data for the applied pulsed current (100 Hz, 100 \( \mu \)s pulses) of the same amplitude \( I \) reveal a different spatial profile: vanishing below the electrode, \( q_\pm \) rises smoothly with increasing \( x \) to reach its maximum at a distance of about 100 \( \mu \)m from the contact boundary, the maximum shift taking half the maximum value observed for the direct current. After a smooth decrease with increasing distance \( x \), \( q_\pm \{ \text{pc} \} \) joins the linear dependence of \( q_\pm \{ \text{dc} \} \) with the same slope (\( x > 0.5 \) mm). This important difference between the satellite shift profiles \( q_\pm(x) \) for applied direct and pulsed current indicates a strongly spatially dependent relaxational behavior of the CDW deformations.

A semi-microscopic model\(^8\) relates the CDW deformation \( q \) to the mismatch \( \eta \) between the longitudinal CDW stress \( U \) and the electrochemical potential \( \mu_\eta \) of the charge carriers remaining metallic or being excited above the Peierls-gap at the given temperature:

\[
q \propto \eta = \mu_\eta - U.
\]

Using this model, one can interpret the exponential regime as phase-slip dominated and the linear regime as a consequence of transverse pinning of the CDW dislocation loops blocking the normal-to-condensed carrier conversion.

### 3. MAGNETO-OSCILLATIONS OF THE CDW CONDUCTION IN PRESENCE OF COLUMNAR DEFECTS

Akin to superconductivity, the aim of the experiment was the search for a flux quantification effect produced by the collective response of the CDW condensate. Quantum interference phenomena occur around “holes” of a diameter \( D = 100 \) Å produced by heavy-ion irradiation of thin NbSe\(_3\) samples. One expects the CDW in motion to pass over a hole without conversion if the diameter of the hole is smaller than the transverse amplitude coherence length \( \xi_{\perp} \). In a magnetic field, each defect hole serves as a “solenoid” which contributes to the flux dependent scattering of the depinned CDW. It was shown in Ref. 9 that the presence of columnar defects induces oscillations in the non-linear CDW conductivity as a function of \( H \), when \( H \) is oriented parallel to the axes of the defects.

Irradiation was carried out with Xe, Pb, or U ions with energy ranging from 0.25 to 6 GeV. Structural analysis performed by transmission electron microscopy on thin (thickness: 0.1 \( \mu \)m) NbSe\(_3\) samples irradiated simultaneously with the samples used for electrical measurements reveal latent traces with amorphous cores (columnar defects) in the crystal matrix with diameter 15±2 nm.

Figure 3 shows the variation of the oscillatory part of the magnetoresistance as a function of \( H \).\(^9\) If the columnar defect size is taken for the scattering of the sliding CDW, the expected period of the magnetoresistance oscillation can be evaluated as \( \Delta H = \alpha \Phi_0 (\pi D^2/4) \), with \( D = 15 \) nm and \( \alpha = 1/2 \), \( \Delta H = 11.3 \) T consistent with the experimental value of 9.8 T (as shown in Fig. 3). The \( \Phi_0/2 \) periodicity is in agreement with the instanton model.\(^10\) An alternative model has been developed,\(^11\) in which the Aharonov–Bohm flux is shown to modulate the CDW threshold; then the periodicity \( \Phi_0/2 \) results from ensemble averaging over random scattering phases, similarly to the case of a collection of mesoscopic metallic rings.

The magnetoresistance of the irradiated part of a NbSe\(_3\) sample has been measured with \( H \) parallel and perpendicular to the axes of columnar defects. Clearly, oscillations in the magnetoresistance are only observed when \( H \) is parallel to the defects and disappear for the perpendicular orientation.

An important feature for the observation of the oscilla-
tory behavior of \( R(H) \) is the phase coherence of the sliding CDW between potential probes: this phase coherence is lost for samples thicker than the phase correlation length perpendicular to the chains (typically less than 1 \( \mu \)m) and also for dc current above 2–3\( I_T \) (as seen from the lost of complete mode locking above these currents on irradiated samples).

4. SLOW DYNAMICS OF ENERGY RELAXATION AT VERY-LOW TEMPERATURE IN CDW/SDW COMPOUNDS

DW systems in their ground state exhibit typical “glassy behavior” for numerous electrical properties, the deep origin of the disorder being the pining of the DW phase by randomly distributed impurities, lattice defects, or approach of the commensurability. This random ground state is characterized by many metastable states with very broad relaxation times spectrum.

These metastable states are best revealed by low-temperature thermodynamical measurements. In a systematic study of numerous CDW compounds [(TaSe\(_4\)]\(_2\)I, TaS\(_3\), NbSe\(_3\) (Ref. 12)] and SDW [in organic (TMTSF)\(_2\)PF\(_6\) (Ref. 13), (TMTTF)\(_2\)Br (Ref. 14)] by means of specific heat (Fig. 4) and energy relaxation techniques in the \( T \) range between \( \sim 70 \) mK and \( \sim 10 \) K, we have established several characteristic “glassy” properties:

i) Additional excitations to regular phonons contribute to the specific heat for \( T \leq 1 \) K according to a \( T^\nu \) law, with \( \nu < 1 \).

ii) In the same \( T \) range, the specific heat becomes strongly time-dependent: the heat relaxation after a short heat perturbation of order of 1 s, becomes nonexponential. We have also shown that the relaxation kinetics depend strongly on the duration of the heat perturbation (”aging effect” similar to the case of spin glasses). The time necessary to achieve thermodynamic equilibrium at \( T < 1 \) K exceeds hours. The heat relaxation is thermally activated with an activation energy depending on the duration of the perturbation. It is of the order of \( 1–2 \) K if the system has reached its thermodynamic equilibrium.\(^{15,16}\) Properties i) and ii) are common to structural glasses or orientationally disordered crystals. However, energy relaxation effects are here of much larger intensity than in usual glasses. A theoretical
model\textsuperscript{17} which ascribes the origin of the long-lived metastable states to strong pinning centers located close to commensurability regions could interpret the experimental features.

iii) Finally, in the case of the SDW system (TMTSF)\textsubscript{2}PF\textsubscript{6}, an anomaly in the specific heat at \(T \approx 3\) K has been identified as a glassy transition, since it exhibits all properties such as hysteretic behavior, sensitivity to the previous thermal history, characteristic of the usual freezing of supercooled liquids.\textsuperscript{18} This interpretation is supported by low-frequency dielectric measurements.\textsuperscript{19}

5. CONCLUSIONS

Our recent experiments in CDW/SDW systems have allowed the study of CDW phase dislocation loops for the current conversion at electrodes, of the role of long-lived metastable states in the thermodynamic properties at very low temperature, of quantum interference phenomena in presence of columnar defects. Thanks to a recent development in lithography techniques on single crystals,\textsuperscript{19} multiply connected submicron structures were patterned on CDW samples, opening the possibility of studies at the mesoscopic scale.

Multi-purpose nonlinear optical microscope. Its principle and applications to polar thin-film observation

Y. Uesu* and N. Kato

Department of Physics, Waseda University, 3–4–1 Okubo, Shinjuku-ku, Tokyo 169-8555, Japan
Fiz. Tverd. Tela (St. Petersburg) 41, 764–769 (May 1999)

Multi-purpose nonlinear optical microscope is an optical microscope which images 2D distribution of the optical second harmonic (SH) waves from a specimen. Image contrast can be obtained either by inhomogeneous distribution of nonlinear optical tensor components or by the interference between SH waves from a specimen and a standard plate. This microscope also functions as a fluorescence (FL) microscope, and SH and FL images can be obtained from the same part of a specimen. Absorption and FL spectra from a specific part of a specimen are measured through an optical fiber which connects an ocular with a polychromator. These functions are especially useful for investigation of the J-aggregate state of polar dye molecules. Several photographs taken by the microscope revealed the structure of merocyanine dye/arachidic acid mixed monolayer and the role of bridge ions in the subphase. © 1999 American Institute of Physics. [S1063-7834(99)00305-6]

Experiments started in the 1970s to visualize inhomogeneous distributions in a specimen using the second harmonic (SH) waves which the specimen produces.1,2 Recent improvements of the spatial resolution and sensitivity of a Charge Coupled Device (CCD) camera and image processing techniques enable us to obtain more easily high quality images of various kinds of bulk materials and surfaces. We made good use of this development of technology and constructed a multi-purpose nonlinear optical microscope called SHCM and successfully applied it to observations of ferroelectric domain structures3–5 and periodically inverted domains6 in quasi-phase-match devices for frequency-conversion.6 Recently we have installed a Langmuir trough in the SHGM and performed in situ observations of monolayer molecules at air–water interface, in particular, those of the J-aggregate state of polar dye molecules. In this paper, we discuss the principle of the SHGM, describe its structure and show several photographs taken by the SHGM, emphasizing useful application to polar thin film studies.

1. PRINCIPLE OF MEASUREMENT

The SHGM has some distinctive features: First, it can distinguish areas not only with different magnitude but also with different sign of the second-order nonlinear optical tensor component (d-tensor). This is especially important to observe anti-parallel ferroelectric domain structures, which have not been observed by conventional optical microscopes. Second, SH images of monolayer molecules at an air–water interface or on a substrate can be obtained with relatively short exposure time. Third, 2D fluorescence images can be obtained from the same part of the specimen as the SH image. As the forth feature, quantitative measurements of absorption and fluorescence spectra can be performed in a specific part of a specimen. These are quite useful to study the J-aggregate state of polar dye molecules.

When a specimen contains domains with different crystallographic orientations, the anisotropy of the d-tensor can image the domain structure. The d-tensor d_{ijk}, the third-rank polar tensor, connects the nonlinear dielectric polarization component P_i^{(2\omega)} with the product of electric fields E_j^{(\omega)}E_k^{(\omega)} of the incident light wave as follows:

$$P_i^{(2\omega)} = \varepsilon_0 d_{ijk} E_j^{(\omega)} E_k^{(\omega)}.$$  

Therefore, if the crystallographic orientation differs, the intensity contrast \(\Gamma\) is produced by the effective magnitude of d-tensor and coherence length \(l_c\) of the specimen. An example is the case where \(d_{311}\) and \(d_{333}\) are concerned as is shown in the case of ferroelectric 90° domain structures in BaTiO_3

$$\Gamma = (|d_{311}| l_c |d_{333}| l_c)^2,$$

where \(l_c\) is defined as \(l_c = \lambda/4(n^{(2\omega)} - n^{(\omega)})\) using refractive indeces \(n^{(2\omega)}\) and \(n^{(\omega)}\) of fundamental and SH waves, respectively.

In the case of ferroelectric anti-parallel domain structures, the magnitude of the d-tensor is the same but the sign...
FIG. 2. SH images of two Y-cut plates of MgO: LiNbO$_3$ with opposite $z$ axes. The intensity contrast is reversed by rotating a glass phase plate.

FIG. 3. Schematic illustration of the SHGM.
is different for $+$ and $-$ domains and the phase difference of
the SH waves produced in these domains is $\pi$. Therefore, if
a standard SHG plate is placed in front of the specimen, the
interference between SH waves from the plate and the speci-
men produce an intensity contrast as shown in Fig. 1. In
order to get the maximum contrast, the amplitude and phase
of SH waves from the SHG plate and one domain of the
specimen should be identical. This condition can be realized
by inserting a plate generating uniform SH wave and a glass
plate and by rotating them to vary the amplitude and phase.
Figure 2 shows two $Y$-cut plates of MgO:LiNbO$_3$ with op-
posite $z$ axes. By rotating the glass plate, the contrast of two

![Fig. 4. SH images of ferroelectric thin film BNN/MgO. a — Shows the image with perpendicular incidence of the fundamental laser beam, b — image with small inclination of the specimen with respect to the incident direction.](image)

![Fig. 5. Absorption and fluorescence spectra of $J$ aggregate MD and monomer MD.](image)
plates is reversed, which shows clearly the visualization of anti-parallel ferroelectric domain structure by the SHGM.

2. DETAILS OF MULTI-PURPOSE NONLINEAR OPTICAL MICROSCOPE

Schematic illustration of the SHGM is shown in Fig. 3. As a light source, Nd$^{3+}$:YAG laser (wavelength of 1.06 μm, repetition frequency of 10 Hz, pulse width 20 ns, maximum energy per pulse 200 mJ in front of specimen) is used. The wavelength of the incident laser beam can be varied from 1.2 to 1.3 μm using Forsterite ($\text{Cr}^{4+}$:$\text{Mg}_2\text{SiO}_2$) laser. Through a half-wave plate, a polarizer, an SHG plate and a glass plate, the incident and frequency-doubled beams enter the specimen. Then the resultant SH wave is selected by filters and its 2D distribution is registered by the Integrated CCD camera. When a monolayer of dye molecules is observed, a specially designed Langmuir trough is placed below an objective lens mounted with an IR filter.

Fluorescence (FL) images are obtained when the frequency-doubled beam impinges directly on a specimen. Thus SHG and FL images from the same part of specimen are compared. An optical fiber connecting an ocular and a polychromator facilitates the measurement of absorption or FL spectra.

3. OBSERVATIONS OF POLAR THIN FILMS

3.1. Ferroelectric thin films

Recent development of ferroelectric thin films for the application to non-volatile memory devices is remarkable. FeRAM will replace DRAM in some application fields in the very near future. Ferroelectric thin films are fabricated on a substrate by various techniques and their alignment should be properly evaluated. We applied the SHGM to examine the homogeneous alignment of the c-axis of $\text{Ba}_2\text{NaNb}_5\text{O}_{15}$ (BNN) thin film on MgO substrate. Figure 4 shows the result. When the c axis of BNN is perpendicular to the substrate, vertical incidence of laser beam should produce no SH wave. Figure 4a shows the existance of SHG region, and further inclination of the specimen generates more homoge-
neous and more intense SH waves as shown in Fig. 4b. These facts clearly show that the c axis is inclined in this bright region in Fig. 4a.

3.2. J aggregate of merocyanine dye molecules

A kind of dye molecule is known to make 2D assemblage in a regular form. When it is exited by light illumination, the exited part consisting of several molecules forms an exciton, which propagates like a soliton on the molecular assemblage. The exited aggregate is termed the J aggregate.7 The J aggregate lowers the interaction energy of molecules and manifests characteristic absorption and fluorescence spectra. This state of molecules is considered to be supermolecule and some applications to nonlinear optics and optoelectric transform devices are expected.8

Using the Langmuir trough we prepared the J-aggregate of merocyanine dye MD molecules which are used as spectral sensitizers in the photographic process. To stabilize the structure, arachidic acid AA molecules were mixed with MD. The J aggregate was formed with special kinds of ion species, NH4+, Mg2+ or Cd2+ in subphase. The formation was verified by absorption and fluorescence spectra as shown in Fig. 5 measured by the SHGM. Figure 6 shows the SH and FL images of the same part of MD/AA mixed monolayer at air–water interface. Mostly one to one correspondences were obtained in both images, which shows that the J aggregate of MD is SHG active and molecules align along the same direction. The SHG active region (bright in the figure) has a rectangular form and shows anisotropy. The long axis of the rectangle is nearly parallel to a barrier plate which compresses the molecules on water (see Fig. 6). More precise analysis of the polarization dependence shows that the long axis of MD molecules inclined to the long axis of the rectangle region.

Finally, comparing these images with AFM image,9 we obtain a conceptual image of MD/AA mixed monolayer as shown in Fig. 7. It consists of three domains, i.e., the J aggregate of MD, a monomer state or a collapsed aggregation state of MD and AA regions. These three parts have different heights which AFM easily distinguishes, but AFM cannot determine polar regions. On the other hand, the SHG image discriminates the polar region where dipole moment of molecule aligns along particular direction, while FL image shows the J aggregate state without knowledge of polar state. Thus complementary observations of the SHGM and AFM is quite useful to study the structure of MD/AA mixed monolayer. It should be also stressed that SHGM revealed the role of ion in subphase. Among the ions used in the present experiment, NH4+ produces largest domain size of the J aggregate which is as large as 50 μm long.

The authors are grateful to H. Aida, H. Mohri, and K. Saito, Waseda University, for their participation in the experiments.
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Figure 7. Conceptual image of Md/AA mixed monolayer.
Synthesis, characterization, and applications of shaped single crystals

William M. Yen

Department of Physics and Astronomy, University of Georgia, Athens, GA 30602, USA
Fiz. Tverd. Tela (St. Petersburg) 41, 770–773 (May 1999)

In this paper we shall review techniques for the growth of single crystal, mostly of insulating material, which are shaped during the growth process. In particular, we shall focus on the growth of single-crystal fibers of optically activated materials; the emphasis will be placed on the so-called Laser Heated Pedestal Growth (LHPG) method of pulling crystalline fibers.

LHPG offers a number of logistical advantages which can be exploited as a tool for materials research. Progress in the synthesis of materials using LHPG is described, as are spectroscopic techniques which are employed in characterizing the optical and physical properties of the crystal fibers obtained by this method. © 1999 American Institute of Physics.

There has been interest on crystalline materials prepared in fiber form for a sustained period of time; partially because single crystal fibers occurring naturally in the form of whiskers often possess near-ideal physical properties of crystallinity and tensile strength. Earlier work addressed itself to grow single crystal fibers of the desired length and diameter, with the proper crystallographic orientation and proper composition and doping is the Laser Heated Pedestal Growth (LHPG) method of fiber synthesis.

LHPG and the related float zone growth technique are micro-variants of the Czochralski growth method; the feed stock used is generally in the shape of a rod and the melt is in the form of a self supporting bubble at the tip of the rod. A number of heating sources have been used to produce the melt; the most common method by far has been laser heating with focused single or multiple beams. A seed is dipped into the melt and is wetted by it; as the seed is pulled out, surface tension of the molten materials forms a pedestal around the seed, hence the name of pedestal growth. The melt is kept in place solely by surface tension, hence, this fiber growth method does not require crucibles and eliminates one source of sample contamination. This type of container-less growth also permits the synthesis of materials with extremely high melting points. The laser heated version of pedestal growth (LHPG) is illustrated in Fig. 1.5

In a typical LHPG fiber pulling system, a stabilized CO₂ cw laser, typically with an output of between 15–75 W, is used as a heating source. The usual focusing and turning optics for the beam are shown in Fig. 2 along with the pulling and feeding mechanisms. The fiber pulling assembly may be enclosed in a vacuum-tight chamber allowing growth in controlled atmospheres.6

The source rods are cut out of polycrystalline ceramics produced by mixing host and activator materials, sintering and hot pressing the mixture into flat disks. Crystal chips and fibers can be used as source materials as well. The source rods we have employed at the University of Georgia are typically 1×1×12 mm³ and our fiber diameters are in the 0.15 mm to 1.0 mm range; pulling speeds are typically 0.1–2.5 mm/min.

1. ADVANTAGES OF THE LHPG METHOD OF FIBER GROWTH

Several advantages of LHPG have become apparent, not only in the growth of fibers for applications but, more importantly, as a general way to explore material synthesis and the properties of crystal growth. Other practical advantages of the LHPG method have also become apparent, as follows.

a) The LHPG relies on surface tension to maintain the integrity of the melt and hence it is a growth method which does not require crucibles; nor does the enclosure containing the fiber growth region possess walls heated to high temperatures as is the case in crystal growth furnaces. Both crucible and furnace surfaces are generally understood to be the primary sources of unintentional contamination in normal crystal growth, hence, it follows that the absence of these surfaces allows the growth of very pure crystal materials. The impurity levels found in LHPG fibers are solely determined by the purity of the starting materials of the source rods.

b) The source-rod length as well as the melt volume in LHPG are typically small, of the order of 10 mm and 1 mm³, respectively. The cost of the chemical compounds required for the growth of single crystal fibers, as a consequence, is relatively small. Because of this, it is possible to grow fiber crystals of materials which would be prohibitively expensive to grow by traditional methods, specially as a basis.7 Further, it is also generally accepted that thermal gradients within the melt container are responsible for introducing stresses and
other defects in bulk crystals, because of this LHPG pulled fibers can be made practically stress free. The small volume of the growth region also facilitates the introduction of external perturbations during synthesis of the crystal. The application of an external field to the melt may influence the growing process by encouraging the inclusion of domains or the formation of other stoichiometric combinations.8

c) One of the most attractive features of the LHPG methods is the rapidity with which fibers can be grown. With our pulling speeds, a fiber sample of length of 1 or 2 cm, sufficient for spectroscopic characterization, can be grown and characterized in a relatively short time.7 The information feedback made possible by this time scale allows the rapid re-adjustment of stock compositions and growth conditions for optimized materials. It is this feature that makes this method such a powerful tool in the synthesis and engineering of crystalline materials in general.

d) Finally, for those of us interested in the optical spectroscopic properties of activated materials, the fiber configuration is ideal experimentally for conducting absorption, emission and ancillary dynamical and static optical measurements.

We have been able to pull a great variety of oxide and fluoride crystal fibers doped with rare-earth and transition-metal ion activators in a wide range of concentrations; a list of the materials we have been able to grow is shown in Table I.

2. CHARACTERIZATION OF LHPG MATERIALS

The physical and mechanical properties of the fibers can be determined using the myriad of standard techniques such as x-ray diffraction, crystal birefringence, microprobe analysis and optical microscopy.4

We have been able to derive many characteristics of our fiber samples by investigating the static and dynamic optical properties of a fiber.9 Static measurements obtained under steady-state conditions can be used to determine the dopant concentrations, whether or not the concentration is uniform along the length of the fiber and other species or active defect centers exist in the fiber. Dynamic measurements include the determination of radiative and non-radiative lifetimes and can yield information on the microscopic interactions between the active ions and their surroundings. Other optical determinations such as fluorescence lifetime measurements can be used to provide a quick measure of the extent of self quenching or cross relaxation present and again allows for quick adjustments of the doping levels for optimized performance. Quite generally, the macroscopic optical properties and other physical properties of materials grown in fiber form through the LHPG method have been found to be identical to those in bulk materials.9–11

As an example of the type of measurements which can be conducted in the fiber configuration we mention tensile stress studies. Many piezo-spectroscopic studies have been conducted in optically active insulating materials; in fact, both hydrostatic and uniaxial compressive stress studies of the behavior of the well known $R$ lines of ruby have established the shift of the $R$ lines as a function of applied stress as a secondary pressure standard. Complementary studies in which tensile or decompressive stresses are applied have not been carried out because of experimental difficulties encountered in stretching a bulk crystal; the fiber geometry is in fact ideal for tensile stress studies.12 Tensile stress can be applied readily by simply attaching weight to the fiber; the behavior of the $R$ line as a function of tensile stress is shown in Fig. 3.
The shifts are to the blue rather than to the red, as is observed with uniaxial compressive stress, and are linear up to a tensile stress of 6 kbar, defining the yield point of the fiber. The tensile strength of the fiber was determined to be 7.7 kbar; the quality of the materials as measured by this parameter is comparable to those reported by LaBelle and Mlavsky. Torsional stress can also be applied; the effects of torsional stress on the vibration Raman active modes of sapphire fiber have been reported.

3. PHONON SPECTROSCOPY IN SINGLE-FIBER GEOMETRY

Crystalline fibers can be pulled so that their diameters are comparable to the mean-free-path, \( \lambda \), of high-frequency, nonequilibrium (THz) phonons at low temperatures. In other words, LHPG single-crystal fiber can be mesoscopic with respect to the characteristic dimensions of elementary excitations of the solid. These excitations include magnons, phonons and plasmons in insulators and conduction electrons in the case of semiconductor fibers.

The transport properties and the dynamics of narrow-band, high-frequency nonequilibrium phonons in crystalline fibers of ruby and of YAG:Pr\(^{3+}\) at low temperatures have been investigated recently, as have the narrow-band 29 cm\(^{-1}\) phonons in a ruby fiber. These experiments have allowed us to investigate phonon-interface interaction and the energy transport across boundaries as a function of the acoustic impedance encountered at the fiber boundaries.

These initial results simply illustrate how the availability of LHPG fibers can open up whole new areas to investiga-
tion simply by providing good materials configured in a useful geometry.

4. TECHNICAL APPLICATIONS OF LHPG FIBERS

In addition to using the LHPG fibers to conduct spectroscopic studies of their properties and to synthesize and optimize the physical properties of crystalline materials, fibers grown with the proper care have been found to be defect free and of very high quality. It follows that these fibers can be employed whenever materials subjected to high tensile or torsional stresses are required simply because of their excellent physical characteristics.

Much of the impetus behind the development of crystalline fibers arose because of their potential in various optoelectronic applications. The interest in these applications is motivated, in turn, by the advent of fiber-based systems which are impacting an ever increasing number of technologies. This interest is not likely to diminish in the future and we foresee additional applications of these fibers in a variety of technologies.

5. CONCLUSIONS

Though a variety of techniques is available for the growth of single-crystal fibers, the LHPG method offers a number of advantages and is a cost-efficient way for synthesizing a large number of materials for fundamental material science studies and for mechanical, electronic and optical applications.

1 E. von Gomperz, Z. Phys. 8, 184 (1922).
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Photoelectrically detected magnetic resonance spectroscopy of the excited triplet states of point defects in silicon

L. S. Vlasenko

A.F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Highly sensitive methods for the detection of the electron paramagnetic resonance (EPR) spectra based on the spin-dependent microwave photoconductivity were applied to investigate the structural defects in irradiated silicon. The parameters of the EPR spectra of the excited triplet states of radiation defects were determined and several models of the carbon related defects were supposed. © 1999 American Institute of Physics.

Electron paramagnetic resonance (EPR) is one of the main methods for investigating the microscopic structure of various point defects in solids, particularly in semiconductors. Among semiconductor materials the most significant results were achieved in silicon. Using the EPR technique, about three hundreds different EPR spectra of impurity atoms, their complexes, radiation and thermal defects in silicon were observed. A part of them were identified and described in reviews. Further progress in magnetic resonance spectroscopy of defects in semiconductors was related to the development of new, highly sensitive methods based on the effects of spin dependent recombination (SDR) when the recombination rate of nonequilibrium carriers depends on the spin orientation of the recombination centers. These methods allow us to detect EPR spectra by measuring the intensity of the recombination luminescence or the photoconductivity of samples in magnetic field under saturation of the EPR transitions by the resonance microwave magnetic field.

The detection of microwave photoconductivity of silicon samples by the absorption of the electric component of the microwave field due to the resonance change of the concentration of photoexcited carriers increases the sensitivity of the method by four orders of magnitude. It was found that the main channel of SDR is the recombination through the excited triplet states of the recombination centers. Several new SDR detected EPR spectra of the excited triplet states of different defects have been found in irradiated silicon. Some of them were identified as arising from the excited spin state of Substitutional carbon–Interstitial silicon–Substitutional carbon (C–Si I–C) complex (spectrum Si–PT1), divacancy (spectrum Si–PT5), and complex phosphorus + vacancy (spectrum Si–PT3).

In the present paper the advantages and some applications of the SDR–EPR methods for investigating the structure of the recombination centers in irradiated silicon will be described.

1. EXCITED TRIPLET STATES OF DEFECTS

The irradiation of silicon crystals by fast electrons or γ rays gives rise to various structural defects containing the dangling bonds which can form molecular orbitals. Each of the latter can be occupied by one electron or by two electrons with opposite spins. If the defects contain an even number of electrons, their ground state will be nonparamagnetic with spin \( S = 0 \). Under band-gap illumination and in recombination process, the defects can be in the excited spin state when two unpaired electrons occupy different atomic or molecular orbitals.

Let us consider the Hamiltonian of two interacting electrons in magnetic field \( B \)

\[
H = \mu_B B g_1 S_1 + \mu_B B g_2 S_2 + J S_1 S_2 + D S_1 S_2 \tag{1}
\]

taking into account the Zeeman interaction between the ap-

![FIG. 1. Energy levels of a system of two electrons in a magnetic field \( B \) (a) and the expected positions of the SDR detected lines of the change of the microwave photoconductivity (b).](image-url)
plied magnetic field $\mathbf{B}$ and the electrons spins $S_1$ and $S_2$ ($\mu_B$ is the Bohr magneton, $g_1$ and $g_2$ are $g$-tensors of the first and second electrons), the isotropic exchange interaction $J S_1 S_2$, and the anisotropic magnetic dipole-dipole interaction $S_1 D S_2$, where $D$ is a symmetric traceless tensor determined by two parameters, $D$ and $E$, in the principal coordinate frame corresponding to the symmetry of the defects. The energy levels obtained from the Hamiltonian (1) for the case of two identical electrons ($g_1 = g_2$ and $S_1 = S_2 = 1/2$) are shown in Fig. 1a.

The exchange interaction between two unpaired electrons leads to formation of a ground singlet $S_0$ state with spin $S=0$ and an excited metastable triplet state $T (S=1)$. In zero magnetic field these states are separated by the energy $J \equiv W(T) - W(S_0)$ where $J$ is the exchange interaction constant. An additional zero-field splitting between $T^{+1}$, $T^{-1}$, and $T^0$ states is due to the magnetic dipole-dipole interaction $S_1 D S_2$. The expected spectrum of the change of photoconductivity of the sample containing defects in the excited triplet state is shown in Fig. 1b.

The formation of the excited triplet states of defects under illumination and the change of the recombination rate of the photoexcited carriers under saturation of the EPR transi-
tions between magnetic sublevels $T^+, T^0$, and $T^{-1}$ as well as the change of photoconductivity at the magnetic field $B = B_{ac}$ corresponding to the anticrossing of the sublevels $T^{-1}$ and $T^0$ without magnetic resonance (see Fig. 1b) was considered in detail in Refs. 5, 6. In addition, the spin dependent change of photoconductivity can be observed at zero magnetic field $B_{ZF}$, the magnetic field $B = B_{c}$ corresponding to the crossing of excited $T^{-1}$ state and ground $S_0$ state, and under magnetic resonance between $T^+$ and $T^0$ sublevels (forbidden $\Delta J = 2$ transitions). The examples of the experimentally detected lines of the SDR related change of photoconductivity are shown in Fig. 2. The angular and temperature dependences of intensity and position of these lines allow us to get additional information about the parameters of the Hamiltonian (1).

2. PARAMETERS OF THE SPECTRA AND MODELS OF THE DEFECTS

The components of the $g$ and $D$ tensors determined from the experimentally observed angular dependences of the EPR spectra bear an information on the symmetry of point defects. The exchange interaction constant $J$ and the component $D$ of the $D$ tensor depend of the distance $r$ between interacting electrons, which is important for consideration of the models of defects.

The value of $J$ depends exponentially on the distance $r$ and is usually many orders of magnitude higher than the Zeeman energy. For such defects the crossing (C) lines cannot be detected at reasonable strength of the magnetic field. Defects having the value of $J$ comparable with the Zeeman energy were found recently. The positions and angular dependences of the anticrossing and crossing lines for such defects (see Figs. 2a and 2b) are described by the same parameters of Hamiltonian (1) as the new SDR detected Si–WL2 spectrum shown in Fig. 2d.

The value of parameter $D$ is proportional to $1/r^3$ averaged over the electron wave function. It can be determined experimentally from the fine-structure splitting of the Zeeman lines separated by $\Delta B = 2D$ as well as from the position of the anticrossing line (AC) (see Fig. 1b).

The knowledge of $D$ values allows us to estimate the average distance between two unpaired electrons forming the total spin $S = 1$ of the defects and to suggest the models of the investigated defects. The comparison of the $\Delta B$ values for Si–WL2 and for other SDR–EPR spectra with the theoretical dependence of $\Delta B$ on the distance $r$ calculated in Ref. 11 is shown in Fig. 3. The models of some carbon related defects derived from the SDR–EPR spectroscopic data are shown in Fig. 4.

Carbon impurities play an important role in the formation of radiation defects in silicon. One of the main defects in the irradiated float-zone grown silicon is the (C$_2$–Si$_5$–C$_2$) complex (Fig. 4a) giving the SDR–EPR spectrum labeled Si–PT1. Under isochronal thermal annealing in the temperature range of 200–300°C the spectrum Si–PT1 decreases and new spectrum Si–PT4 appears simultaneously. It was found that this spectrum has a symmetry similar to the symmetry of divacancy and shows the hyperfine structure due to interaction with two equivalent carbon atoms. The model of the defects responsible for the Si–PT4 spectrum is shown in Fig. 4b. This defects can be considered a complex of two carbon atoms + divacancy.

Two weak spectra, Si–WL2 and Si–WL4, shown in Fig. 2d are observed in the unannealed samples. The models...
of the defects giving these spectra are shown in Figs. 4c and 4d. These models were derived from the trigonal symmetry of the spectra and from the values of the fine-structure splitting $\Delta B = 2D$ determined by the distance between two electrons forming the total spin of defects $S = 1$. These electrons can be localized at the carbon atoms occupying the tetrahedral interstitial positions along $\langle 111 \rangle$ directions of the silicon lattice near the $(C_T-Si-Si-C_I)$ complex.

In summary, the spin-dependent effects and detection of EPR spectra by the change of microwave photoconductivity of samples allow us to observe the spectra of the excited triplet state of defects at their low concentration, which cannot be detected by traditional EPR spectroscopy. The nonresonant crossing and anticrossing change of photoconductivity allows us to obtain additional information about the parameters of the triplet centers and to suggest their models.

The author thanks B. P. Zakharchenya for helpful discussions, R. Laiho for collaboration and helpful discussions, M. P. Vlasenko and M. M. Afanasjev for help in the experiments.
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Excitons in hybrid organic–inorganic nanostructures
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In two-dimensional heterostructures made of semiconductor and organic layers, when resonance between the Wannier and Frenkel excitons is realized, the dipole-dipole interaction coupling them leads to novel effects. First, we discuss the pronounced nonlinear optical properties of the hybrid Frenkel–Wannier excitons appearing when the energy splitting of the excitonic spectrum is large compared to the exciton linewidths (the case of strong resonant coupling). Next, we consider the case of weak resonant coupling for which the Förster mechanism of energy transfer from an inorganic quantum well to an organic overlayer is of great interest: the electrical pumping of excitons in the semiconductor quantum well could be employed to turn on efficiently the organic material luminescence. © 1999 American Institute of Physics.

[S1063-7834(99)00605-X]

In the last few years, much attention was devoted to the study of organic crystalline layered structures, both experimental and theoretical. The substantial improvement in the technique of organic molecular-beam deposition has led to a variety of good quality heterostructures based on molecular solids as well as on combinations of organic and inorganic semiconductors. The possibility of growing tailor-made systems incorporating different organic crystalline materials with even more flexibility than for multiple quantum wells based on inorganic semiconductors opens up a promising field of research from the point of view of fundamental as well as applied physics.

Such technological progress prompted us to study heterostructures with resonating Frenkel excitons (FEs) in the organic material and Wannier–Mott excitons (WEs) in the inorganic one. For example, the FE energy in anthracene is 3 eV, in coronene is 2.9 eV, in PTCDA 2.2 eV, in pentacene 1.5 eV. Semiconductor quantum wells with resonating WEs can be obtained from III–V and II–VI ternary solid solutions such as GaAlAs, ZnCdSe, ZnSSe, judiciously choosing the alloy composition and well thickness.

Another concern is the width of the exciton lines. In good quality inorganic semiconductor quantum wells, the WE linewidth is of the order of 1 meV (usually limited by inhomogeneous broadening). FEs in organic materials typically have a much larger linewidth (often due to strong electron-phonon coupling); for instance, about 200 meV in thin films of PTCDA. However, it is possible to choose resonating organic materials with sharp FEs, such as coronene (exciton linewidth ≈4 meV [Ref. 4]) or the surface exciton of anthracene (linewidth of about 1 meV [Ref. 5]). It is important to note that the dipole-dipole interaction coupling the FEs and WEs at an organic–inorganic heterojunction can be of the order of 10 meV (Refs. 3 and 6). Therefore, the case of strong coupling (Sect. 1), in which the exciton linewidths are smaller than the anticrossing energy splitting and hybrid excitons (HEs) exhibiting pronounced optical nonlinearities are formed, must be distinguished from the case of weak coupling (Sect. 2), in which the FEs are much broader and the dipole-dipole coupling gives rise to an irreversible energy transfer from the inorganic to the organic material.

1. STRONG RESONANT COUPLING: HYBRID EXCITON NONLINEARITIES

In covalent semiconductor quantum wells, optical nonlinearities dominated by phase-space filling effects have already attracted much interest. The density-dependent susceptibility near the excitonic resonance can be written as

\[ \chi(\omega) = \chi^0(\omega) \left( 1 - \frac{n}{n_S} \right) = \frac{F^0}{\epsilon^0 - \hbar \omega} \left( 1 - \frac{n}{n_S} \right), \]

where \( \chi^0 \) is the linear susceptibility, \( \epsilon^0 \) is the resonance energy, and \( F^0 \) represents the oscillator strength of the exciton, \( n \) is the 2D density of excitons and \( n_S \) — the saturation density given roughly by \( n_s \approx 1/\Delta_0^2 \), \( \Delta_0 \) being the exciton radius. Indicating the light intensity with \( I_P \), we recall that \( n \propto F^0 I_P \) and \( F^0 \) is, in turn, proportional to \( 1/\Delta_0^2 \). Thus, for a given \( I_P \), the ratio \( n/n_s \) is approximately independent of the exciton radius. As long as the exciton radius dependence of the oscillator strength and of the saturation density cancel out, such a figure of merit of the optical nonlinear response cannot be much improved by tailoring the character of the excitonic resonance with dimensional confinement or even by changing the material class.

Here, we focus on a novel way of achieving a large nonlinear optical response exploiting the HEs peculiar to organic–inorganic nanostructures for which the situation is quite different. The physical system we are referring to comprises two parallel two-dimensional layers separated by a distance of a few nanometers: the first contains tightly bound
FE (the size of which is of the order of a unit cell) and the second, loosely bound WE (with radius \(a_w\) of about 10 nanometers), having energies \(\epsilon_F^0\) and \(\epsilon_W^0\), respectively, and a center of mass momentum \(\hbar \mathbf{Q}\) along the layer planes (assumed to be conserved). Near resonance (\(\epsilon_F^0 = \epsilon_W^0\)), they mix with each other via the dipole-dipole coupling \(|V_{WF}(\mathbf{Q})|^2\). When the dipole-dipole interaction energy is larger then the exciton linewidths, the true eigenstates of the system are HEs with wavefunctions of a mixed character and modified dispersion laws. In particular when the FE and WE are exactly in resonance the HE eigenvalues are a split doublet and the corresponding wavefunctions are superpositions of FE and WE wavefunctions with equal weights. Since the HEs possess both the large radius of Wannier excitons and the large oscillator strength of Frenkel excitons, their saturation density \(n_S\) is still comparable to that in covalent semiconductor quantum wells, but the photogenerated density \(n\), for a given \(I_p\), is much higher: as a consequence, the ratio \(n/n_S\) for the 2D HE can be two orders of magnitude larger than for the usual multiple quantum wells.

The first-order nonlinear corrections can be expressed in terms of the total 2D HE density \(n^H\): the WE blue shift \(\epsilon_W^1 = 0.48E_b \pi a_w^2 n\) (\(E_b\) being the WE binding energy), the WE Pauli blocking factor \(B_W = 1 - 0.14\pi a_w^2 n\) and the correction \(V_{WF}^1\) to the hybridization due to the modification of the WE wavefunction \(|V_{WF}^0 + V_{WF}^1|^2 = (1 - 0.12\pi a_w^2 n)|V_{WF}^0|^2\). All these effects are typical for Wannier excitons having a small saturation density \(n_S = 1/a_o^2\), but here they belong to the hybrid excitons which also have a large oscillator strength characteristic of Frenkel excitons. Using a standard microscopic approach, we can then write the density-dependent 2D susceptibility of hybrid excitons as

\[
\chi_{HE}(\omega; \mathbf{Q}) = \frac{F_F^0(\epsilon_F^0 + \epsilon_W^1 - \hbar \omega)}{(\epsilon_W^0 + \epsilon_W^1 - \hbar \omega)(\epsilon_F^0 - \hbar \omega) - B_W|V_{WF}^0 + V_{WF}^1|^2}.
\]

where only the dominant term proportional to \(F_F^0\) has been retained. In the linear regime, \(n\) is negligible and \(\epsilon_W^1 = 0\), \(V_{WF}^1 = 0\) and \(B_W = 1\); the poles of the linear susceptibility are just the HE doublet eigenvalues. With increasing excitation intensity, the FEs are not much disturbed due to their large saturation density, but the WEs start bleaching and this affects the above HE susceptibility. For realistic parameters, at \(Q = 10^5\) cm\(^{-1}\) we have \(|V_{WF}^0| = 5\) meV (Ref. 2) and, including phenomenological linewidths of a few meV, we obtain for the fractional nonlinear change in absorption coefficient close to resonance \(|\Delta \alpha|/\alpha \approx 10^{-1}\) cm\(^{-2}\) meV, which for a given \(n\) is of the same order as for a covalent semiconductor quantum well. However, for a given pump intensity \(I_p\), the 2D density of photogenerated excitons \(n\) is in our case about two orders of magnitude larger \((n \gg \chi_{HE}F_F^0)\), as anticipated. We wish to stress that the present effect is typical of hybrid excitons and would not be effective in the case of two coupled quantum wells of the same material.

\[\text{FIG. 1. Free } L \text{ exciton (solid line) and } Z \text{ exciton (dashed line) lifetime } \tau \text{ vs the center of mass in-plane wave vector } k.\]

2. WEAK RESONANT COUPLING: FÖRSTER ENERGY TRANSFER

A large effort has recently been devoted to the study of organic light-emitting diodes and lasers. Förster-like energy transfer between different dye molecules in solid solutions has already been used to achieve light amplification in optically pumped organic thin films. However, optically-active organic materials have poor transport properties compared to inorganic semiconductors and the efficient electrical pumping of such devices is a challenging problem. Prompted by the rapid advances of epitaxial growth techniques for crystalline molecular materials (even on inorganic substrates), we consider here a novel hybrid configuration in which both inorganic semiconductors and organic materials are present: the basic idea is to pump the optically-active organic molecules via electronic energy transfer from the two-dimensional Wannier–Mott excitons of a semiconductor quantum well.

We consider a symmetric structure consisting of a semiconductor QW of thickness \(L_w\) between two barriers of thickness \(L_b\) each (\(L_b\) being a few nanometers), the whole semiconductor structure being surrounded by semi-infinite slabs of an isotropic organic material. We assume that, in the frequency region considered here, the semiconductor background dielectric constant \(\epsilon_b\) is real (the same for the well and the barrier) and that of the organic material \(\tilde{\epsilon}\) is complex (due to a broad absorption band). The irreversible Förster-like energy transfer rate due to the dipole-dipole interaction can be calculated simply from the Joule losses in the organic material.\(^{7,8}\) First, we calculate the transfer rate from free excitons.\(^{7,8}\) We consider two polarizations: one lying in the QW plane along \(k\) (\(L\)-exciton), the other perpendicular to the \(Q\) plane (\(Z\)-exciton). In Fig. 1, we plot \(\tau_L\) and \(\tau_Z\) as functions of exciton center of mass momentum \(k\) for parameters representative of II-VI semiconductor QWs in a realistic structural geometry. It turns out that the lifetime does not depend drastically on the polarization and the real parts of
dielectric constants. The dependence on $L_w$ is also weak. The barrier width $L_b$, when grows, gives an exponential factor $e^{2kL_b}$. As a function of $k$, $\tau$ has a minimum at $k_{\text{min}} \sim 1/L_b$. Typical values of $k$ for a thermalized exciton distribution with temperature $\sim 100$ K are $\sim 3 \times 10^6$ cm$^{-1}$. We see that the corresponding lifetimes (tens of picoseconds) are much less then the exciton recombination rate which is about $100-200$ ps in II-VI semiconductor QWs. Thus the dipole-dipole transfer mechanism proves to be efficient enough to transfer a large fraction of the semiconductor excitation energy to the organic medium.

We have also studied the situation when the QW width fluctuations or the alloy disorder localize the wave function $\Phi(\mathbf{r}_i)$ of the center-of-mass exciton.\cite{8} General properties of $\Phi(\mathbf{r}_i)$ are: (i) it is localized within some distance $L > L_w$, (ii) it is smooth and without nodes. Assuming the disorder to be isotropic in two dimensions, we need to consider two cases of the polarization being parallel and perpendicular to the QW plane, referred to as $X$ and $Z$ polarizations, respectively. It is possible to get some information about the decay rate based only on general properties of the wave function, mentioned above. We have three length scales in our problem: $L_w$, $L_b$, and $L$. First, only $L \gg L_b$ are physically meaningful. If in addition $L \gg L_w$, we obtain $\tau \propto L$, while for a thick barrier ($L \ll L_b$) we have $\tau \propto 1/L^2$. Hence, $\tau$ has a minimum at some $L \sim L_b$. For illustrative purposes, we choose a gaussian wave function of width $L$ and show in Fig. 2 the results of the calculation ($\tau$ versus $L$) for realistic parameter values. We also considered the case of a quasi-thermalized plasma of free electrons and holes.\cite{8} The dipole-dipole lifetimes obtained turn out to be as long as 300 ps (and larger) for II–VI-semiconductors.

According to our results, the kinetics of the initial free-carrier population (produced, e.g., by the electrical pumping) is not significantly changed by the presence of the organic medium, since the energy transfer from free carriers turns out to be slower than the process of exciton formation (unless excitation density and temperature are very high). On the other hand, the subsequent evolution of free or localized excitons is strongly affected by the presence of the organic medium. In an isolated QW the effective lifetime of the exciton distribution may be several hundred picoseconds. However, excitons coupled to the organic medium a few nanometers away efficiently transfer their energy to the organic molecules before they can recombine inside the QW. For quantum wells based on II–VI semiconductors and in a realistic configuration, such transfer may occur on time scales of the order of 10 ps and be effective in activating the organic material luminescence.

To summarize, the simple physical pictures presented above may lead to new concepts for optoelectronic devices based on hybrid organic-inorganic structures, especially if embedded in a suitable microcavity.\cite{9,10} More detailed theoretical calculations would be useful, but probably the crucial factor will be the technological progress in the synthesis of such systems. We believe that this is a very promising field of research and hope that the experimental efforts to grow and investigate these novel systems will be successful.
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Phase transition to the conducting state in a system of charge-transfer excitons at a donor–acceptor interface
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We discuss the phase transition to the conducting state in a system of 2D charge-transfer excitons (CTEs) at a donor–acceptor interface. The phase transition arises due to strong dipole-dipole repulsion between CTEs which stimulates the population of free carriers in higher energy states even at low temperature. We use the computer simulations with the random distribution of excitons, with finite lifetime explicitly taken into account. The critical concentration of CTEs and their energy distribution are calculated. We also discuss the possibility of observing the predicted phenomena. © 1999 American Institute of Physics. [S1063-7834(99)00705-4]

1. PHASE TRANSITION FROM DIELECTRIC TO CONDUCTING STATE

Consider the CTEs on a single $D-A$ interface. We assume that they are aligned normal to the interface plane, resulting in mutual repulsion. For example, if the static CTE dipole moment is equal to $20D$ and the distance between them is 5 Å (the lattice constant at the interface), the repulsion energy is near 1 eV. If the distance between CTEs increases to 10 Å, the repulsion energy decreases to 0.1 eV. It is important that these energies are of the order of their separation $B$ from the lowest conduction band ($B \lessgtr 0.5$ eV, see Ref. 8). Thus, at high CTE concentrations, we can expect that repulsion energy populates the higher energy states with free carriers, thus producing photoconductivity even at very low temperature. In Ref. 5c the photoconductivity was considered under the assumption that the time required for a phase transition to the conducting state is smaller than the CTE lifetime. Such a phase transition was obtained by minimizing the total energy of the CTEs and dissociated excitations (free carriers). Consider, for simplicity, a 2D array of self-trapped CTEs at $T=0$. The energy of CTEs (concentration $n_1$) and the energy of dissociated e–h pairs (concentration $n_2$), can be calculated by assuming that the total number of excitations, determined by the optical pumping intensity, is constant: $n_1 + n_2 = n$. The energy of the CTE array, therefore, is $E_1 = n_1 \Delta + E_{int}$, where $E_{int}$ is the total repulsion energy. This energy can be estimated using the average distance $\rho$ between CTEs. In the case of dipoles $p$

$$V = \frac{A p^2}{\rho^4},$$

where $A$ is a geometric constant depending on the CTE distribution in the interface plane. For example, for a square lattice $A \approx 10$. Since the CTE concentration, by definition, is $n_1 = 1/\rho^2$, the electrostatic energy of the interaction between the dipole moments is $E_{int} = V n_1/2 = A p^2 n_1^{5/2}/2$. We can-
proximate the energy of the dissociated pairs \( E_2 = (\Delta + B)n_2 \), where the kinetic energy of the free carriers has been neglected (due to the self trapping and narrow electronic bands, see above). Near the threshold, where the concentration \( n_2 \ll n_1 \) and also \( n_1 \ll 1 \), we can neglect the interaction of the free carriers with the CTEs. The total energy of the system then can be written as

\[
E = E_1(n_1) + E_2(n_2) = n\Delta + \frac{A p^2(n-n_2)^{5/2}}{2} + Bn_2. \tag{2}
\]

Minimizing the above expression with respect to \( n_2 \) gives

\[
n_2 = n - \left( \frac{4B}{5Ap^2} \right)^{2/3}. \tag{3}
\]

It is clear from Eq. 3 that \( n_2 \) is positive at \( n > n_{cr} = \left( \frac{4B}{5Ap^2} \right)^{2/3} \) (see Fig. 1). The appearance of free carriers at \( n > n_{cr} \) is considered to be a phase transition from the dielectric to conducting state. This transition corresponds to photoconductivity at low temperature (i.e., to cold photoconductivity) and is due to long-range dipole-dipole interactions between CTEs. In this consideration, we neglected the randomness in the CTE distribution and did not consider the establishment of steady state in ensembles, which is dependent on the pump intensity and the CTE lifetime. These effects are explicitly taken into account in our computer simulations.

**2. MODEL FOR NUMERICAL SIMULATIONS AND RESULTS**

The \( D-A \) sites are arranged in a square lattice. The \( D-A \) interface is uniformly irradiated with a time-independent source of intensity \( I \). Only one CTE can be generated at any site. As long as the CT exciton is generated it will stay at the lattice site and it cannot move to other \( D-A \) sites because of self trapping. There are two mechanisms for the CTE to disappear. First, recombination occurs because of the finite lifetime \( \tau \) of the CTE. The second mechanism is dissociation. The CTE exciton dissociates when, due to the dipole-dipole interaction, the energy of the particular exciton exceeds some threshold. If there are \( n_1 \) CTEs occupying the \( D-A \) interface, the electrostatic energy of the \( j \)th exciton in the electric field of the other excitons surrounding this site is

\[
V_j = \sum_{j=1}^{n_1} \frac{p_i^2}{r_{ij}}, \quad (j \neq i). \tag{4}
\]

The \( i \)th CT exciton dissociates when the repulsion energy, \( V_i \), is larger than the energy \( B \). The electrostatic potential energy of the exciton strongly increases when few CTEs occupy the nearest-neighbor lattice sites. If this occurs, one or more CTEs will dissociate. Such a mechanism should result in correlations between exciton positions, and ordering of the system of immobile CT excitons can be expected. Such spatial ordering suggests the existence of a critical pump-light intensity above which there is an onset of photoconductivity. Thus, just above this threshold, we expect an onset of cold photoconductivity. In simulations, we neglect the process of recombination of free carriers which can result in the creation of CTEs. Near the threshold, where the concentration of free carriers is small, the contribution of this process to the number of CTEs will be small and can be neglected. However, even at higher concentration, the effect of free-carrier recombination can be reduced by applying the electric field along the interface. This field will separate electrons and holes and thus will create the photocurrent which can be measured. Computer simulations were performed for a two-dimensional square lattice containing 600×600 sites. Under continuous pumping of the sample with a constant intensity, the CTEs are generated in the process described above. In order to avoid the influence of boundary conditions, we simulate the evolution of only the central part of the lattice. This square, the central sublattice, consists of 200×200 \( D-A \) sites, \( N = 40,000 \). Next, we replicate the central sublattice by adding 8 square sublattices surrounding the central one. That is, the exciton positions calculated for the central 200×200 sites square lattice is reflected via mirror symmetry to the surrounding 8 squares. To simulate the time evolution, we run the system through equally spaced time steps separated by interval \( \Delta t \). The value of \( \Delta t = \tau/50 \) is chosen to be much shorter than the CTE lifetime \( \tau \). We start the simulations when there are no CTEs at the interface. Under the influence of the pumping, the excitons begin to appear. After a time \( \approx \tau \), the number of CT excitons occupying the lattice reaches steady-state value. From this time on, the necessary statistical information is collected. The time evolution of the system is simulated as follows: At every time step a few CTEs (depending on the pumping intensity, \( I \), are created at randomly chosen positions in the central sublattice. Then we go over the central sublattice sites and check every \( D-A \) molecule. With some probability, the exciton at this site can recombine, as explained above. It also can dissociate if its electrostatic energy is high enough. The rules for these events to happen at one particular \( D-A \) site are: 1. If the site is empty, the charge-transfer exciton can be created with a probability \( P_c = I \Delta t/N \). 2. If a charge-transfer exciton already occupies this site, it can recombine with the probability \( P_c = 1 - \exp(-\Delta t/\tau) \).
Next, during the same time step, we calculate the energy of every CTE in the electrostatic field produced by the dipole moments of all other excitons. The energy of the $i$th CT exciton can be found using the Eq. (4). If this energy exceeds the dissociation threshold $B$, the CT exciton dissociates. Finally, we recalculate the energies of the CT excitons that remain at the $D-A$ interface.

All results reported below are collected after steady state is achieved. Fig. 2 shows the dependence of the number of CTEs ($n_1$) on the value $S$ which is the product of generation intensity of the CTEs $I$ and the CTE’s lifetime $\tau$: $S = I \tau$. The steady-state number of dissociated pairs is determined by their own lifetime, but we do not estimate here the concentration of CTEs which corresponds to saturation of CTEs at the interface or, what is nearly expected, because, for random distribution, in contrast to our analytical model of ordered CTEs, the small distances between CTEs are allowed even at low CTE concentration. In both approaches, the critical concentration strongly depends on the values of $B$, $p$ and $a$. For example, for $B = 0.2$ eV, $p = 20D$, and $a = 5$ Å, corresponding to $M = 0.1$, the analytical model yields $C_{cr} = 4\%$, while the computer simulation’s $C_{cr} = 2.5\%$. For $M = 0.05$, $C_{cr} = 2.6\%$ (analytical approach) or 1.5% (computer simulations), and so on. Thus, for random CTE distribution at the $D-A$ interface, the critical concentration is almost twice as small as the analytical model predicts for ordered CTEs with infinite lifetime. The dissociation prevents the creation of clusters of the closely placed CT excitons and, especially, it prohibits CTEs from occupying adjacent sites at the $D-A$ interface. It cuts off the high-energy tail of the CT exciton energy-distribution function. The peak in energy distribution increases (for more details see Ref. 6) with the number of CTEs and so does the width of the distribution. It is interesting to note that the position of the peak at the repulsion energy distribution (corresponding to the energy of highest probability) varies with the steady-state number of CTEs derived from analytical model (see Section 2) with the results of computer simulations. Following qualitatively the results of our analytical model (Fig. 1), we can take as a critical concentration of CTEs the concentration corresponding to saturation of CTEs at the interface or, what is nearly the same, the concentration of CTEs which corresponds to intersection of linear $S_2$ asymptote with the $n_1$ curve. In Fig. 2, the value of $n_1$ is approximately 200 and thus the corresponding critical dimensionless concentration $C_{cr}$ = $200/40,000 = 0.5\%$. The curve in Fig. 1 corresponds to the value $M = Ba^3/p^2 = 0.01$. It follows from the analytical theory that for the same $M$ the critical concentration $C_{cr}$ = $(4Ba^3/(5A)^2)^{2/3} = (4M/5A)^{2/3} = 0.85\%$. Thus, a random CTE distribution decreases the critical concentration for the transition to the conducting state. This effect could be expected, because, for random distribution, in contrast to our

FIG. 2. The steady state number of the charge-transfer excitons ($n_1$) occupying the donor–acceptor interface and the number of dissociated pairs production ($S_2$) as functions of the pump intensity.

FIG. 3. Position of the energy distribution peak as a function of the number of the CT excitons, $n_1$. 
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Studies of the secondary luminescence (Raman scattering and hot photoluminescence) in low-dimensional semiconductor structures are reviewed. © 1999 American Institute of Physics. [S1063-7834(99)00805-9]

During recent years (1992–1998), we have carried out a series of studies of secondary luminescence in GaAs/GaAlAs quantum-well structures (QWS) and superlattices (SL) (Raman and hot photoluminescence spectroscopy). Given below is a short review of the results of these works, which includes recent observations of a 2D–quasi-3D transition in SLs.

1. SPIN-FI LIP LIGHT SCATTERING

Our investigation of spin-flip Raman scattering from bound carriers in quantum-well structures was made on both Be-doped and undoped GaAs/Al, Ga1-xAs structures.1

It was shown that the Raman scattering mechanisms involved in resonant excitation of the neutral-acceptor-bound exciton \( (A^0 X) \) and neutral-acceptor-localized exciton \( (A^0 LE) \) complexes are different.

It was established that the process involving \( A^0 X \) complexes in the Faraday backscattering geometry may be considered as a double spin-flip process, which includes, besides the mutual hole spin reversal, spin flip by the electron interacting with an acoustic phonon.

Studies of the resonant excitation of \( A^0 LE \) complexes revealed a hole spin-flip mechanism caused by anisotropic exchange coupling, a process specific to quantum wells. This process becomes possible because the symmetry of the \( A^0 LE \) complex is lower than that of \( A^0 X \).

The \( g \) factors of the acceptor-bound hole, electron, and localized exciton were determined directly, and the anisotropy and dependence of the \( g \) factor on quantum-well (QW) width were studied. The crystal-field splittings of the acceptor states \( \Delta E(\pm 3/2 \rightarrow \pm 1/2) \) in QWs of different widths were measured.

2. LIGHT SCATTERING BY ACOUSTIC PHONONS INDUCED BY VIOLATION OF THE MOMENTUM CONSERVATION LAW

The nature of the quasi-continuous2,3 Raman spectrum in the acoustic-phonon frequency domain was studied for the first time. This spectrum was shown to arise from violation of the superlattice-quasimomentum-conservation law in real QWSs. The reason for the violation lies in the width fluctuations of quantum wells and barriers, which inevitably appear during QWS growth. As a result of the fluctuations, a sequence of identical QWs may contain QWs of a larger or smaller width (i.e., accordingly, with a lower or higher size quantization energy). The scattering of light by a regular sequence of identical QWs takes place with conservation of the superlattice quasimomentum, whereas defective QWs scatter light with violation of the momentum conservation law. Therefore, one observes in a Raman spectrum both the known folded-phonon doublets and a continuum originating from an inhomogeneous broadening of quantum-confined levels. Our study showed also that the spectrum of acoustic phonons emitted in a resonant Raman process is determined by the actual form of the electron/hole wave function.

The clearly pronounced resonant nature of the Raman continuum of light scattered from acoustic phonons was used to study the structure of the quantum-well electronic states in quantizing magnetic and electric fields.

3. ENERGY RELAXATION OF HOT ELECTRONS IN QWSs AND SLs

Energy relaxation of hot electrons in 2D structures through electron-phonon interaction has been attracting considerable interest in recent years. Such structures are characterized not only by size quantization of the electronic spectrum, but also by modification of the phonon spectrum through the appearance of confined and interface phonons. Experimental investigation of these problems by time-resolved optical techniques met with difficulties associated with a very high excitation densities produced by laser pulses (screening, hot phonons etc.), which led to unreliable results. The method of hot-electron photoluminescence (HPL) under cw laser excitation involving measurement of the magnetic depolarization of this luminescence, which was developed by us and used earlier4 to study bulk crystals, permitted one to overcome these difficulties in QWSs and SLs as well and to obtain reliable information on the hot-electron scattering probability and its dependence on QW width, as well as on the part played by various types of phonons in the scattering.

The measurements were performed on a set of GaAs/AlAs QWSs with well widths \( L_w \) in the 4–16-nm range and a fixed barrier thickness of 10 nm. Figure 1a displays an HPL spectrum for one of the QWSs. The spectrum is produced in recombination of hot photoexcited electrons with holes localized at beryllium acceptor levels (the hole concentration did not exceed \( 3 \times 10^{17} \text{ cm}^{-3} \)). The distinct oscillatory structure of the spectrum is due to the recombination of electrons both from the initial photoexcited state and in the course of energy relaxation within the first electronic subband through optic-phonon emission. The peak
separation is equal to the energy of the phonons providing a dominant contribution to the scattering. For QWSs with $L_w > 12$ nm, this separation was $37$ meV, which is the LO phonon energy. For QWSs with narrow quantum wells, the distance between the peaks was found to be $50$ meV, which is close to the energy of the AlAs-type interface phonons. Measurements of the HPL magnetic depolarization at the initial hot-electron kinetic energy $E_{\text{exc}}$ permitted determination of the intraband scattering probability. The experimental data were compared with the scattering probabilities calculated for phonons of different types within the dielectric continuum model (DCM). The experimental and calculated results plotted against $L_w$ in Fig. 2 are seen to agree satisfactorily both in the magnitude of the scattering probability and in the fact that AlAs-type interface phonons provide a dominant contribution to scattering in narrow quantum wells.

A study was made of the scattering and energy relaxation of hot electrons in 5/10-nm GaAs/AlAs QWSs doped by a beryllium acceptor impurity in the central part of the wells with concentrations ranging from $3 \times 10^{17}$ to $6 \times 10^{18}$ cm$^{-3}$. In this case the major contribution to the scattering probability and energy relaxation comes from the hot-electron interaction with neutral acceptors entailing their excitation and ionization. A decline in the significance of phonon scattering is seen from the disappearance of phonon oscillations in the HPL spectrum in Fig. 1b. We measured the scattering probabilities from the initial photoexcited state and the times characterizing energy relaxation as a function of the acceptor concentration $N_A$, and found the cross sections of these processes. The scattering probabilities for electrons with an initial kinetic energy of $0.26$ eV range from $10^{-2}$ to $25$ ps$^{-1}$, and the cross section of this process, $\sigma_0 = 4 \times 10^{-14}$ cm$^2$, is nearly one half the value of $\sigma_0$ for bulk samples. The decrease of $\sigma_0$ is associated with the decrease of small-angle scattering in QWs. The energy relaxation times vary within 300 to 500 fs, and the corresponding scattering cross section is $2.4 \times 10^{-15}$ cm$^2$. A theory was developed for scattering of hot electrons from neutral acceptors in QWs which takes into account both inelastic and elastic scattering and is not constrained by the requirements of the conventional small-angle scattering approximation. The calculations based on this theory agree with experiment. A comparison of experiment with calculations yielded 4 nm for the acceptor radius in the well plane.

4. EFFECT OF DIMENSIONALITY ON HPL POLARIZATION CHARACTERISTICS

Absorption of linearly polarized light in semiconductors with a complex valence-band structure (of the having GaAs type) gives rise to electron and hole alignment in momenta, whereas circularly polarized light creates spin-oriented particles. Recombination of momentum-aligned or spin-oriented electrons generates, accordingly, linearly or circularly polarized luminescence. In the intermediate case of superlattices, extrapolation of $\rho_1(E)$, the linear polarization $\rho_1$ in a bulk semiconductor (under linearly polarized pumping) increases weakly with the energy $E$ of the recombining electrons. On the other hand, in a two-dimensional GaAs/AlAs semiconductor QWS, $\rho_1 = 0$ for $E = 0$ and increases to $\rho_1 \sim 0.5$ for $E > E_1$, where $E_1$ is the energy of the first quantum-confined state.

In the intermediate case of superlattices, extrapolation of $\rho_1(E)$ yields zero for electron energies $E$ close to the width of the first electronic miniband $\Delta$, rather than for $E = 0$, as is the case with QWSs. This behavior of $\rho_1(E)$ was accounted for within the tight-binding approximation, which assumes weak coupling between adjacent quantum wells. It was shown that this approximation holds for SLs with narrow electronic minibands, i.e. for GaAs/AlAs SLs with barrier
widths $L_b \approx 6 \, \text{Å}$, and for fixed quantum-well thickness $L_w = 40 \, \text{Å}$. One could expect that in an SL with broad minibands the energy dependence $\rho_1(E)$ would be similar to that for bulk GaAs. Figure 3 plots the energy dependence of the linear HPL polarization, $\rho_1$, for superlattices with different Al contents ($x = 0.3$ and 1), i.e. with different barrier heights $U_b$ (0.29 and 1.06 eV). To make the graphs more informative, the figure displays also data obtained on a QWS (Fig. 3b) and bulk GaAs (Fig. 3a). The experimental data obtained with bulk GaAs are approximated by a dotted line.

The $\rho_1(E)$ relation measured on an SL with the highest barriers ($x = 1$) (see Fig. 3d) fits well to the tight-binding approximation.

As follows from this consideration, the energy dependence of $\rho_1$ for the SL with the most narrow minibands is similar to that observed in a QWS. This is clearly seen from a comparison of the slopes of the $\rho_1(E)$ relations in these two cases (Fig. 3b and 3d). At the same time the SL $\rho_1(E)$ reaches zero for $E \sim \Delta$ (where $\Delta$ is the width of the first electronic miniband) rather than for $E \sim 0$, as is the case with a QW. The same $\rho_1(E)$ relation was observed for an SL with $x = 0.8$.

One observes noticeable changes in the $\rho_1(E)$ dependence already in SLs with $x \approx 0.6$, where a decrease in barrier height affects appreciably this relation. The largest changes are seen, however, in the $x = 0.3$ SL (Fig. 3c), where $\rho_1(E)$ resembles very much the relation obtained on bulk GaAs (Fig. 3a). At the same time some details associated with quasi-two-dimensional electron motion are retained for $E > \Delta$. Indeed, the slope of $\rho_1(E)$ for $E > \Delta$ differs from that for $0 < E < \Delta$, because electrons with kinetic energies $E > \Delta$ move predominantly in the SL plane.

Another characteristic difference in HPL between bulk GaAs and a QWS is connected with circular polarization of the luminescence $\rho_c$ (under circularly polarized pumping). In the bulk case one observes the so-called spin-momentum correlation among the photoexcited electrons. This effect increases the circular polarization of the luminescence.

Direct experimental evidence for this effect was furnished by observation of a decrease of $\rho_c$ in a magnetic field $B$ measured in the Faraday geometry. The behavior of $\rho_c$ with magnetic field showed that the action of a magnetic field reduces to cyclotron rotation of the momenta of photoexcited electrons and, thus, to destruction of the spin-momentum correlation. In QWs, no spin-momentum correlation exists, and the corresponding term cannot be written, because there is no electron momentum component in the direction of the angular momentum $\mathbf{n}$ (it is assumed that $\mathbf{n}$ is perpendicular to the QWS plane). Figure 4 shows the dependence of $\rho_c$ on magnetic field measured in the Faraday geometry for electrons with a kinetic energy $E \sim 80 - 100$ meV. In bulk GaAs, $\rho_c$ decreases rapidly (the filled inverted triangles) with increasing magnetic field as a result of the destruction of the spin-momentum correlation. In SLs with narrow minibands, there is no spin-momentum correlation, and $\rho_c$ does not vary with increasing $B$ [filled circles ($x = 1$) and open squares ($x = 0.8$)]. In broad-band SLs, circular polarization decreases with increasing magnetic field. This effect becomes noticeable in SLs with $x \approx 0.6$ and indicates that formation of a broad miniband restores the spin-momentum correlation. In SLs with $x \approx 0.3$ (filled squares in Fig. 4), the effect of destruction of the spin-momentum correlation is already comparable to that observed in bulk GaAs.
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The present report submitted to the Anniversary Conference of the A. F. Ioffe Physicotechnical Institute, “Physics at the Turn of the 21st Century,” deals with recent EPR studies of main impurities in the wide-gap semiconductors SiC and GaN, which appear to be the most promising materials for microelectronics and quantum semiconductor electronics at the start of the 21st century. © 1999 American Institute of Physics. [S1063-7834(99)00905-3]

Silicon carbide finds an ever increasing application in microelectronics devices capable of operating under extreme environmental conditions, which will abound in the coming century unfortunately. Using nitride-based III-V semiconductor compounds may provide a solution to the problem of semiconductor lasers intended for operation in the UV and visible regions.

The report consists of three main parts and presents the results of studies carried out during the past five years primarily at the Ioffe Institute, as well as in cooperation with a number of European research institutes.

The first part discusses the investigation of the main acceptors in SiC, namely, Group III elements (B, Al, Ga), the double acceptor Be, and Sc, which occupies a somewhat special place.

The second part is devoted to transition elements in SiC and GaN, which form in the gap, as a rule, a number of deep-lying levels.

Presented briefly in the third part will be the results of our studies of rare-earth elements in SiC.

1. EPR OF ACCEPTORS IN SiC

A. Group III elements (B, Al, Ga)

(a) Group-III shallow-level elements. Group III elements B, Al, and Ga are the main acceptor impurities in SiC used to produce p-type materials. It was believed until recently that B has two levels, namely, a shallow one denoted by shB, and a deep one, dB. As for Al and Ga, they were assumed to create only shallow levels, which made them more promising for applications. For illustration, Fig. 1 presents a system of various acceptor levels for 6H-SiC. The 6H-SiC crystal has one hexagonal (h) and two quasicubic (k) crystallographically inequivalent sites, if one considers second coordination spheres. One immediately sees that the energy levels of shallow boron lie deeper than those of shallow aluminum, although one would expect to have the opposite pattern, as is the case, for instance, with silicon, where the level of boron is more shallow than that of aluminum. Shallow-level Group-III acceptors in SiC were studied by various radiospectroscopic methods.1–11 An important finding made by the EPR and ODMR methods in SiC is the discovery of a strong difference in properties between shallow boron and other Group-III acceptors, such as aluminum and gallium, namely, the \( g \) factors of shallow aluminum and shallow boron have a strong axial symmetry along the hexagonal axis of the crystal (in cubic SiC no EPR spectra of shallow Al and Ga were observed) and reflect the symmetry of the valence-band maximum, i.e., they can be described in the effective-mass approximation. This approximation is inapplicable to shallow boron, because in this case the \( g \) factor is practically isotropic near \( g = 2.00 \). The anisotropy in the EPR spectra is extremely small, and the symmetry at low temperatures is axial along the \( c \) axis only for shallow boron acceptors in the \( h \) sites. In the \( k \) sites, the shallow-boron local axis \( z \) coincides with the other Si–C bond directions not aligned with the \( c \) axis, and for cubic SiC (where, in contrast to aluminum and gallium, one did observe EPR spectra of shallow boron) the \( z \) axis coincides with the \( \{111\} \) directions of the crystal. Note that in all cases \( \sim 40\% \) of the spin density is localized at one of the carbon atoms closest to the boron which lies on the shallow-boron local symmetry axis \( z \). The degree of spin localization at the boron atom is small (of the order of 1%) and comparable to those for aluminum and gallium acceptors, but in the latter two cases the spin density is apparently distributed uniformly around the impurity, primarily at carbon atoms, in accordance with the valence-band structure of SiC.

The experimental data obtained and theoretical calculations permitted a conclusion that the acceptor atom substitutes for silicon in SiC, with the difference between the size of boron, on the one hand, and of aluminum and gallium, on the other, playing a dominant role. The difference between the ionic radii of the acceptor and silicon, \( \Delta R = R(A^{3+}) - R(Si^{4+}) \), is \(-0.19, +0.09, \) and \(+0.20 \) Å for A=B, Al, and Ga, respectively. The selection of the ionic radii was based on a simplifying assumption that the SiC crystal consists of Si ions in the \( Si^{4+} \) valence state and of bonding electrons. In this model, the acceptor resides in the \( A^{3+} \) valence state. Thus the physical properties of shallow acceptors depend on the relative magnitude of the acceptor and silicon radii. Boron, whose radius is smaller than that of silicon, occupies typically off-center position. Boron displaces from its equilibrium position at the center of the tetrahedron to approach the center of the plane formed by the three nearest-neighbor carbon atoms. As a result, the \( sp^3 \) hybridization is disrupted, and the spin density redistributes to extend to the fourth carbon atom which is more distant from the boron


atom. This gives rise to formation in this plane of a triangular arrangement around the central boron atom of the $BC_3$ type with $sp^3$ hybridization. Such models are valid for both the hexagonal and quasicubic boron sites. In the latter cases, boron displaces along the Si–C bonds which do not coincide in direction with the $c$ axis. Al and Ga, which are larger in atomic radius than Si, occupy apparently the central position as impurities and are $sp^3$ hybridized, which entails mass-like acceptor properties. The acceptor (B, Al, Ga) is always neutral, and, in the case of boron, the spin density is observed to be nonuniform near the impurity because it is sitting off-center. This results also in the level of the shallow boron becoming deeper, by about 0.05 eV from our estimates, compared to the position expected for the impurity at a central site. It should be pointed out that a similar situation is known to exist in silicon, where the nitrogen donor level lies deeper than the phosphorus level because the nitrogen impurity off-sites is always near the impurity direction with the $c$ axis of the crystal for both the $h$ and $k$ sites in SiC hexagonal polytypes, and with the (111) direction in cubic SiC. This model considers the unpaired electron to be localized primarily at the carbon vacancy.

The existence of deep levels for all Group-III elements accounts for the onset of self-compensation in preparation of p-SiC materials and requires development of further improvements in the technology.

(b) Group-III elements with deep levels. The next stage in the investigation of the B, Al, and Ga acceptors was the discovery and study using EPR spectra of deep B, deep Al, and deep Ga. It should be pointed out that, while the existence of deep-B levels was universally accepted and our goal was to look for EPR spectra of such centers, the aluminum and gallium impurities were believed to create only shallow acceptor levels. EPR spectra of deep boron in 6H-SiC were observed and studied\textsuperscript{5,12–14} more than 30 years after the observation\textsuperscript{3} of shallow boron EPR. The deep-boron center has a close to axial symmetry, the $g$ factor anisotropy is about an order of magnitude larger than that of shallow boron, and the spin density. Unlike the shallow boron which is neutral, beryllium must be negatively charged.

(b) Scandium. Scandium may be considered as a kind of a bridge between acceptors and transition elements; indeed, on the one hand, it is a Group-III element while, on the other, it is the first element in the transition-metal group. This is seen clearly from Table I, where Sc in neutral state ($A^0$) occupies the Si site (the four valence electrons bond the four C atoms) as an acceptor, while when in the $A^{2+}$ state it has one unpaired $d$ electron. EPR spectra of at least three Sc acceptor types have been observed.\textsuperscript{15,17} Similar to the shallow B and Be acceptors, these spectra are noticeably temperature dependent. Above $\sim 30$ K they exhibit axial symmetry, but it decreases at lower temperatures. Besides the spectra of the Sc acceptors, one observed EPR signals that we assign to Sc$^{2+}$ ions, but this point will be discussed in more detail in the next Section. It may be added that

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{energy_level_diagram}
\caption{Energy-level diagram of the main acceptors in 6H-SiC.\textsuperscript{11}}
\end{figure}

\begin{table}
\centering
\begin{tabular}{|c|}
\hline
$E$ & \\
\hline
0.3 eV & shallow B ($h, k_1, k_2$) \\
0.239 eV & shallow Al ($h$) \\
0.248 eV & shallow Al ($k_1, k_2$) \\
0.317 eV & shallow Ga ($h$) \\
0.333 eV & shallow Ga ($k_1, k_2$) \\
\begin{itemize}
\item 0.6–0.7 eV – deep B ($h, k_1, k_2$)
\item 0.5–0.6 eV – deep Al ($h, k_1, k_2$)
\end{itemize}
0.42 eV & Be \\
0.6 eV & Be \\
0.55 eV & Sc \\
\hline
\end{tabular}
\end{table}
The chromium ion is shifted along the coordination sphere. This arrangement appears when the central position was found for Cr$^{2+}$ ions in SiC and GaN. While in the case of GaN this assumption is not questioned, the opinions relating to SiC are rather contradictory. Data are consistent with the assumption that impurity ions of transition elements substitute for silicon in SiC and for Ga in GaN. This can be explained as due to interaction with six equivalent $^{29}\text{Si}$ atoms and three equivalent $^{28}\text{Si}$ atoms in the second coordination sphere. This arrangement appears when the chromium ion is shifted along the $c$ axis. No deviation from the central position was found for Cr$^{3+}$ ions (which were observed by us only in 6H-SiC crystals grown on the C side) with an hfs constant of 15.8 G, which is $\sim$1.7 times larger than that for Cr$^{3+}$. No deviation from the central position was observed for other transition-metal ions either. In particular, in the case of Mo$^{4+}$ ions one can isolate only one constant of superhyperfine interaction with 12 equivalent $^{28}\text{Si}$ atoms in the second coordination sphere, which was found to be 8.2 G (23 MHz).

2. TRANSITION-METAL ELEMENTS IN SiC AND GaN

Transition-metal elements can exist in SiC and GaN as residual impurities and create deep levels in the band gap. As a rule, each impurity enters the crystal in more than one charge state and affects substantially the electrical and optical characteristics of the material. Controlled incorporation of these impurities appears very promising for development of semi-insulating substrates in device fabrication. Before the initiation of our work, only titanium and vanadium in SiC (Ref. 19) and iron in GaN (Ref. 20) were detected and studied by EPR. Table I lists transition-metal elements in various charge states which have been investigated in SiC and GaN until recently. The charge states observed by EPR are underlined. Here it should be pointed out that all available data are consistent with the assumption that impurity ions of transition elements substitute for silicon in SiC and for Ga in GaN. While in the case of GaN this assumption is not questioned, the opinions relating to SiC are rather contradictory, and they draw primarily on the fact that transition elements occupy in silicon preferably interstitial sites. For illustration, consider the Cr$^{3+}$ ion whose EPR spectrum is well accounted for by the off-center position of chromium at the silicon site (Fig. 2). The observed superhyperfine structure can be explained as due to interaction with six equivalent $^{29}\text{Si}$ atoms and three equivalent $^{28}\text{Si}$ atoms in the second coordination sphere. This arrangement appears when the chromium ion is shifted along the $c$ axis. No deviation from the central position was found for Cr$^{3+}$ ions (which were observed by us only in 6H-SiC crystals grown on the C side) with an hfs constant of 15.8 G, which is $\sim$1.7 times larger than that for Cr$^{3+}$. No deviation from the central position was observed for other transition-metal ions either. In particular, in the case of Mo$^{4+}$ ions one can isolate only one constant of superhyperfine interaction with 12 equivalent $^{28}\text{Si}$ atoms in the second coordination sphere, which was found to be 8.2 G (23 MHz).

![Image](https://via.placeholder.com/150)

**FIG. 2.** EPR spectrum for one of the quasicubic sites of Cr$^{3+}$ ions in 6H-SiC obtained at 9.5 GHz and 4.5 K with the magnetic field parallel to the hexagonal axis of the crystal. Shown below is a simulated spectrum calculated with the following parameters (in MHz): hfs constant for $^{53}\text{Cr}$ of 26.5, shfs constant for six equivalent $^{28}\text{Si}$ ions in the second coordination sphere of 8.4, and shfs constant for three equivalent $^{28}\text{Si}$ ions in the second coordination sphere of 14.56.
One may add to our previously published results that, besides chromium ions in SiC in a regular environment, one observed EPR spectra of complexes with a spin $S=3/2$, which apparently contain chromium with local axes along the Si–C bonds. One observed also EPR spectra that can be assigned to Ta$^{3+}$ ions with an hfs constant of the order of 150 G, and they were found to correlate with five IR luminescence lines with wavelengths at 5 K of 1.074, 1.049, 1.031, 1.011, and 0.999 eV. The relevant studies are reported in more detail in our report Ref. 25.

3. RARE-EARTH ELEMENTS IN SiC

Search for semiconductor compounds doped with rare-earths for use in optical devices has recently been attracting considerable attention. Of particular interest in this connection are Er$^{3+}$ ions with luminescence at 1.54 $\mu$m, a wavelength falling into the optical-fiber transmission region. We believe that SiC can be used to advantage for these purposes, because, on the one hand, this material has a wide band gap, which is essential for efficient Er$^{3+}$ luminescence and, on the other, SiC:Er microelectronics can apparently be directly matched to silicon-based devices. We solved the problem of incorporating Er$^{3+}$ ions in bulk SiC crystals in the course of growth.\(^{26}\) Strong EPR signals of several types of Er$^{3+}$ ions have been detected for the first time in these crystals. More details on studies of rare-earth elements in SiC can be found in our report Ref. 25.
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Different aspects of neutron transmutation doping (NTD) of silicon and germanium are considered, with a special emphasis on the contribution by scientists of the Ioffe Physicotechnical Institute, Russian Academy of Sciences, to the solution of these problems. Fundamental studies related to determination of the cross sections of thermal-neutron capture by isotopes of semiconducting materials, annealing of radiation defects produced by fast reactor neutrons, and the use of NTD for probing the structure of the Ge impurity band are reviewed. Problems involved in industrial-scale production of NTD-Si, application of NTD-Si and NTD-Ge to fabrication of power thyristors, nuclear-particle and IR detectors, deep-cooled thermistors, and bolometers are discussed. The paper concludes with a consideration of prospects in the application of NTD-Si and NTD-Ge based on the use of materials with a controlled isotopic composition. © 1999 American Institute of Physics.

The method of neutron transmutation doping (NTD) of semiconductors is based on nuclear transformations of isotopes of semiconducting materials following their capture of slow (thermal) neutrons.\(^1,2\) NTD is achieved by irradiating samples or whole ingots of semiconductor crystals with a neutron flux in a nuclear reactor. On capturing a neutron, a particular isotope transmutes to another isotope with a mass number larger by one:

\[
\Phi \sigma_i, 2^{N_A} = 2^{N_A+1}.
\]

Here \(\Phi\) is the integrated flux (dose) of thermal neutrons, \(\sigma_i\) (cm\(^2\)) is the thermal-neutron-capture cross section for a given isotope, \(2^{N_A}\) and \(2^{N_A+1}\) (cm\(^{-3}\)) are concentrations of the initial and final reaction products, respectively, \(Z\) is the nuclear charge, and \(A\) is the mass number of the nucleus. If the isotope thus obtained, \(2^{N_A+1}\), is stable, such nuclear reaction does not entail doping. Of most interest is the case where the final isotope is unstable. Then after its half-life \(\tau_i\) this isotope transmutes to a nucleus of another element, with atomic number larger by one, \(Z+1\) or \(N_A+1\), as in the case of \(\beta^+\) decay, or smaller by one, \(Z-1\) or \(N_A-1\), if the decay occurred by \(K\)-capture. One may present here for illustration the reaction producing in silicon a phosphorus donor impurity:

\[
_{14}\text{Si}^{30} + n = _{14}\text{Si}^{31} - \beta^- (2.62 h) \rightarrow _{15}\text{P}^{31}.
\]

The interest in NTD stems from two of its main advantages over the conventional metallurgical methods of impurity incorporation. First, this is high-precision doping, because the concentration of impurities introduced at a constant neutron flux is proportional to irradiation time, which can be controlled with a high accuracy. The second advantage is the high homogeneity of impurity distribution, which is determined by a random isotope distribution, small neutron-capture cross sections \(\sigma_i\), and the uniformity of the neutron flux. Recalling that the values of \(\sigma_i\) lie approximately in the region \(10^{-23} - 10^{-24}\) cm\(^2\), one readily finds that the phosphorus impurity concentration introduced in Si for maximum
thermal-neutron fluxes in modern nuclear reactors and reasonable irradiation times does not exceed a few times \(10^{15}\) cm\(^{-3}\), which is, however, sufficient for a number of applications, particularly for production of high-voltage power diodes and thyristors.\(^3\) This resulted in development in Europe and USA of NTD-Si production on an industrial scale of hundreds of tons per year in specially designed materials-science research reactors. In the former Soviet Union, an original technology of industrial production of NTD-Si was developed at the time using the already available RBMK-1000-type nuclear power reactor.\(^4\) This permitted one to do without construction of a special-purpose reactor, which cut dramatically the cost of the technology and boosted large-scale production of NTD-Si. Scientists from the B. P. Konstantinov LNPI and A. F. Ioffe PTI made a major contribution to this project.

As for germanium, because of the large values of \(\sigma_i\) and the presence of NTD-active isotopes \(_{32}\text{Ge}^{70}, ~_{32}\text{Ge}^{72},\) and \(_{32}\text{Ge}^{76}\) it can be doped only up to the onset of metallic conduction \(3 \times 10^{17}\) cm\(^{-3}\), which, on the one hand, makes possible investigation in NTD-Ge of fundamental problems of conduction in an impurity band\(^5,6\) and of the metal-insulator transition,\(^7\) and on the other, suggests a number of applications in the area of low-temperature resistance thermometers (thermistors) and radiation detectors.\(^8,9\) These devices were employed widely in neutrino physics and the search for the “hidden mass” of the Universe.\(^10,11\) The corresponding reactions for the active Ge isotopes are as follows:

\[
_{32}\text{Ge}^{70} + n = _{32}\text{Ge}^{71} - K^- \text{ capture (11.4 d)}
\rightarrow _{31}\text{Ga}^{71} (\text{acceptor}), \quad (3)
\]

\[
_{32}\text{Ge}^{74} + n = _{32}\text{Ge}^{75} - \beta^- (82 \text{ min}) \rightarrow _{33}\text{As}^{75} (\text{donor}), \quad (4)
\]

\[
_{32}\text{Ge}^{76} + n = _{32}\text{Ge}^{77} - \beta^- (12 \text{ h}) \rightarrow _{33}\text{As}^{77} \beta^- (39 \text{ h})
\rightarrow _{34}\text{Se}^{77} (\text{donor}). \quad (5)
\]
The main feature of the NTD process in Ge is that it creates in the material both acceptors (the major impurity) and donors (minor, compensating dopant). The resultant material is $p$-Ge with a compensation $K = 0.32 - 0.40^{,}$. A certain scatter in $K$ comes from the fact that transmutation doping involves epithermal neutrons as well, so that the doping coefficient $\alpha$ for each impurity, which relates the impurity concentration introduced to irradiation dose $N = \alpha \Phi$, differs somewhat from the value $\alpha = \sigma_{iz} N_{A}$, which is the cross section for thermal neutrons. As a result, the value of $\alpha$ varies slightly depending on the actual neutron energy spectrum in the reactor used for irradiation.

The NTD process does not, however, end by irradiating samples or ingots in a nuclear reactor. The presence in the reactor spectrum of fast, energetic neutrons gives rise to the creation in the sample of radiation defects or even disordered regions. Radiation-defect annealing is a complex technological problem, because radiation defects form complexes with impurities contained in the starting material, which requires development of various anneal regimes (varying in temperature, duration, and atmosphere) for different semiconductor materials, and even for the same material having different contents of some deep residual impurities (oxygen, carbon).^{5}

As already mentioned, one of the merits of NTD is the precision of doping because the dopant concentration is linearly dependent on irradiation dose. Such a dependence is indeed observed typically in an experiment. For illustration, Fig. 1 presents the phosphorus impurity concentration measured from the Hall effect vs silicon irradiation dose of a neutron flux in a nuclear reactor. At high doses, however, nonlinear effects become possible. Indeed, Ce$^{74}$-enriched material subjected to high irradiation doses exhibits deviations from the linear relation (1) toward saturation, which were partially compensated by longer anneals (Fig. 2).^{10} A still more remarkable effect was observed after a repeated irradiation of the Ge$^{74}$ samples, which were preliminarily heavily NTD-doped with As. Instead of the expected increase of the free carrier (electrons) concentration $n$, one detected a decrease of $n$, which was the larger, the more heavily was the NTD-Ge$^{74}$ sample doped. Both these effects can be explained by the formation of complexes between radiation defects and As atoms introduced in Ge$^{74}$ by NTD. The concentration of these As atoms does naturally increase with increasing irradiation dose, but not all of the As atoms can act as donors and supply free electrons. If a radiation defect was created near an As atom, a radiation-defect--As complex, which is hard to anneal, may form, in which As will no longer be a donor, thus decreasing $n$; besides, a complex exhibits acceptor properties,^{17} which results in compensation and an additional decrease of $n$. If the irradiation is long enough, the concentrations of radiation defects and As atoms will be high, and the probability of their forming complexes will likewise be high. For low irradiation doses this effect may be neglected, because the radiation defects and As atoms are far from one another.

Another essential merit of NTD is the high homogeneity of impurity distribution. In conventional metallurgical methods of semiconductor doping, where the impurity is introduced into the melt with subsequent growth of the crystal, obtaining a homogeneous distribution of an impurity encounters radical difficulties. They are associated with the instabilities in the front line of crystallization of doped crystals and an unavoidable temperature gradient in the growing ingot between its center and periphery. These difficulties increase manyfold as the ingot diameter increases. By contrast, the homogeneity of doping in the NTD method is provided by the random isotope distribution in the crystal lattice, the uniformity of the neutron flux (to achieve this, the sample is rotated about its axis and pulled simultaneously through the core during the irradiation), and the small value of $\sigma_{i}$. The product $\sigma_{i} N_{A}$, summed over all stable isotopes of the given semiconductor determines the neutron linear absorption coefficient $\gamma$, i.e. the block effect, i.e. the shielding of the inner parts of the ingot by its outer layers. Knowing $\gamma$, one can calculate the maximum size of the crystal which can be doped by NTD with a given homogeneity. For instance, for Si $\gamma = 4.5 \times 10^{-3}$ cm$^{-1}$, which permits one to achieve mac-
rohomogeneity of doping to not worse than 10% even for a large ingot 200 mm in diameter. The NTD method demonstrates its superiority in microdistribution of resistivity even compared to reference resistances prepared by metallurgical techniques (Fig. 3, Ref. 18). It is the high macro- and microhomogeneities of doping that account for the widespread use of NTD-Si, including that obtained on the RBMK-1000 reactor, in production of high-voltage power converters.\textsuperscript{19}

NTD of germanium is characterized also by the long half-life (11 d) of the Ge\textsuperscript{71} isotope decaying to produce the Ga acceptor impurity. On the one hand, this is inconvenient because it requires a long holdup of the irradiated material to allow all nuclear reactions to come to an end and to reduce the sample radioactivity. On the other, this offers a possibility of studying the same sample in the course of decay, at different concentrations of the continuously appearing gallium acceptor impurity as a function of time elapsed after the irradiation. Irradiation of $n$-germanium permits one to monitor the sample with progressively increasing compensation, up to its conversion to $p$ type. Figure 4 shows the effect of increasing compensation on the electrical conductivity of the starting $n$-Ge sample.\textsuperscript{20} We readily see that the activation energy of conduction grows continuously with increasing \( K \), which corresponds to a shift of the Fermi level toward mid-gap. This phenomenon, in its turn, permitted, as it were, a spectroscopic investigation of the gap and determination of the energies and charge states of deep impurities in germanium.\textsuperscript{21} By determining the exact point of conversion from $n$- to $p$-type made it also possible to refine the value of \( \sigma_f \) for Ge\textsuperscript{74} (Ref. 12).

Progress has recently become evident in NTD of germanium having an artificially modified isotopic composition. The main idea behind this work consists of producing NTD-Ge with different types of conduction and different compensation while maintaining a homogeneous impurity distribution. This is particularly important for the case of total compensation, which, assuming random spatial distribution of impurities, should give rise to strong fluctuations of electrostatic potential. Such a system is practically impossible to prepare by doping metallurgically; indeed, oppositely charged impurity ions remain mobile in a melt, which results in their correlated distribution, i.e. formation of donor-acceptor pairs. By contrast, the NTD process is run at a low (room) temperature. Even the unavoidable annealing of radiation defects is performed substantially below the melting temperature, where the impurities have a low mobility. This gives one grounds to hope to obtain closely compensated samples with a random impurity distribution.

First measurements of an NTD-doped Ge\textsuperscript{74}-enriched germanium were carried out at PTI in 1983.\textsuperscript{22} One obtained by NTD a series of $n$-type samples with a small compensation, \( K=0.026–0.056 \), depending on the actual enrichment by the Ge\textsuperscript{74} isotope and the presence of trace amounts of Ge\textsuperscript{70}, an isotope which transmutes to an acceptor impurity Ga\textsuperscript{71}. The high cost and small amounts of the isotope-enriched germanium dioxide provided by the Isotope Fund of the Kurchatov Institute required development of a technology of growing and purification of tiny Ge crystals a few grams in weight, a problem involving serious technical difficulties. By mixing the isotopically enriched Ge\textsuperscript{74} with natural germanium one could subsequently prepare and study $n$-type samples with compensations \( K=0.12, 0.38, \) and 0.54.\textsuperscript{23} Samples with \( K>0.8–0.9 \) were also produced.

Lawrence Livermore National Laboratory in Berkeley, California, is another center where such research is being carried out. The scientists of this laboratory report of having grown miniature crystals from Ge\textsuperscript{70} and Ge\textsuperscript{74}-enriched materials (which were obtained also from the Isotope Fund of...
which permitted obtaining \( p \)-type NTD-Ge samples with \( K \) lying within the \( 0-0.76 \) range.\(^{24,25}\)

In silicon, the possibilities of isotope engineering are limited by the fact that only one Si isotope, \( \text{Si}^{28} \), is presently used for transmutation doping. True, its natural occurrence is only 3.1%, so that enrichment of natural Si by this isotope would increase up to 30 times the limiting phosphorus concentration introduced by NTD, but the economical feasibility of this project appears doubtful. The possibility of silicon enrichment by the \( \text{Si}^{28} \) isotope is also discussed in the literature.\(^{25}\) This should result in an increase of the heat conductivity of Si, which would be favorable for integrated circuit development.

In conclusion, consider the immediate prospects of research in this area, which, in our opinion, are connected with development of multilayer structures, based on alternation of the \( \text{Ge}^{70} \) and \( \text{Ge}^{74} \) isotopes in \( \text{Si}/\text{Si}_1-x/\text{Ge}_x \) heterojunctions or of three isotopes, \( \text{Ge}^{70}, \text{Ge}^{72}, \) and \( \text{Ge}^{74}, \) in a purely germanium structure,\(^{26}\) with subsequent NTD. One will produce in this way \( p-i-n \) superlattices, with the main feature being that the processes of growth of the superlattice and of its doping are in this method separated. In a standard epitaxial approach, these processes are combined, which results in mutual detrimental effects, namely, a diffuse interface because of the impurities floating up during the layer growth, and an enhanced number of defects in the growing layer because of the influence of the impurities present in the latter. In the isotope method, the layers are grown without impurities and should have an ideal structure, because Ge isotopes are chemically identical. Subsequent transmutation doping and defect annealing would be performed at a comparatively low temperature and are not expected to degrade the interface and the layer structure.

The present report is in memory of Academician V. M. Tuchkevich, who made a large contribution to organization of NTD-Si on an industrial scale and development of the corresponding work at the PTI. I owe particular gratitude to A. N. Ionov for a long cooperation. M. L. Kozhukh, A. G. Zabrodskii, M. D. Lyubalin, I. M. Lazebnik, and R. Rentzsch took active part in various stages of this work, for which I express to them sincere thanks.
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A unified hierarchy is proposed for molecular and solid structures formed under equilibrium (ideal crystals) or nonequilibrium conditions (real crystals, fractally ordered crystalline, quasicrystalline, and amorphous solids, as well as composite solid materials that are aperiodic on an atomic-molecular level but are periodic on a macroscopic level). The construction of this hierarchy is based on applying the theory of algebraic systems (groups, rings, and fields) to the multiplication of an initial structure in space depending on an inflation coefficient (numbers) expressed in the general form \( Q = (n + m \sqrt{f})/k \). Examples are presented of molecular and polymer structures described by rings or fields, fractally ordered solids whose structures are described by fields, and solids with damped or self oscillations in their composition, whose structures are described by fields or periodic rings of fields with complex spatial multiplication factors. © 1999 American Institute of Physics.

Molecular systems and structures of crystals are described by “groups” as algebraic systems. Molecular systems are described by “point group symmetries” and crystals, by “space groups.” A “ring” algebraic system describes complicated molecular systems with partially (most often “hidden”) ordered and almost independent sub-systems (some metalorganic compounds and complexes, oligomers and polymers, including fullerenes and nanopipes, biological molecules). A “field” algebraic system generates structures which have all the characteristics of fields (“sources,” “sinks,” “gradients,” and “vortices”). These systems describe physical systems which can be fractally ordered. These last grow in energy and concentration (mass) fields and create aperiodic structures such as quasicrystals. Their aperiodicity is caused by the absence of a translation operator in the solid, but they can have rotational symmetry and fractal ordering. A real representation of the growing spatial structures after multiplying by a complex number makes it possible to explain the different types of spatial and energy oscillations controlled by the mass and energy fluxes. The formation of macroscopic periodic systems without a periodicity on an atomic scale has been observed during MOCVD processes.

1. It is known that the metal constituent can have a large influence on the structure and properties of metalorganic compounds (MOCs) in the molecular and condensed states, as well as of their condensed (solid or liquid) decomposition products. Both the ordering of other atoms around a given atom within a MOC molecule and the ordering of the atoms of the metal and, perhaps, of atoms of other elements present in the system of condensed decomposition products of an MOC (carbon, hydrogen, compounds of the metal with them and with other elements) depend on the position of the metal atom in the periodic table (i.e., on the energy and spatial characteristics of a metal atom).

Depending on how far the system is from a state of equilibrium, the structures of MOCs and systems of condensed decomposition products of MOCs can have a structure ranging from crystalline, where there is order on an atomic-molecular level, all the way to an x-ray amorphous state, in which there is not even short-range order on an atomic or molecular level, but periodic structures can exist on a macroscopic level.

The structures of MOC molecules, such as ferrocene–bis-cyclo pentadienyl iron or bis-chlorobenzene, can have an extremely high symmetry. At the same time, there are compounds with properties similar to them which do not have any molecular symmetries, such as cyclo-pentadienyl-chlorobenzene. The structure of MOC molecules, like other molecules, are described by the group theory of algebraic systems, in particular, by “point groups.”

The structure of the condensed state of MOCs and their decomposition products can be mono- and polycrystalline states with periodic molecular and atomic composition and order reaching a macroscopic level. The ideal structure of crystalline bodies is also described by group theory as algebraic systems, in particular, by “space (Fedorov) groups.” These descriptions, however, only apply to “ideal equilibrium states” in the condensed phase.

Under real, nonequilibrium and, essentially, irreversible conditions, when energy and mass fluxes are present, condensed states are formed by processes which take a finite time and result in the formation of a variety of different structures: gradient, fractally ordered, porous, layered with a periodicity only on a macroscopic level, etc. These structures are presently discussed in terms of synergetics or the theory of dynamic systems, as well as by using the mathematics of the theory of nonlinear oscillations.

Because of their structure, the condensed states of MOCs and their decomposition products formed under nonequilibrium conditions have properties which are unusual for ordinary crystalline bodies. For example, nonlinear optical
properties have been observed in some industrial MOCs and polymers, liquid-crystal properties in high substitution MOCs and polymers, electrooptical effects, etc. For films of the solid decomposition products of MOCs under nonequilibrium conditions in the MOCVD process, gradient, composition-layered, and fractally-ordered structures typically develop which have high durability and corrosion resistance, anomalously low temperature coefficients of electrical resistivity (for chromium films), acoustic emission during formation, anomalous stability of pores of certain sizes, and micro- and nanocomposite compositions in the solid phase. Similar properties are possessed by the fullerences, nanopipes in the condensed phase, in the limit, shungite, and graphite inclusion compounds, as well as numerous layered (MoS$_2$, TaS$_2$, Fe(PS$_3$)$_2$, double and triple oxides of P, As, and the metals Zr, Hf, U, etc.) solid compounds, and the micro and macrozolites.

For many years, the authors have systematically studied both the structure of MOC molecules and crystals, and the structure of the condensed decomposition products of MOCs obtained by the breakup of MOCs during heterogeneous gas-solid or -liquid, liquid (or MOC solution)-solid, and solid-solid reactions, as well as during gaseous phase reactions with different methods of activation (thermal, plasma chemical, photochemical, mechanochemical).

The formation of all the above types of condensed states (from single crystal to x-ray amorphous, layered, and fractally ordered) has been observed experimentally. A theoretical (mathematical) treatment of the formation of the condensed phase for these processes was first given in Ref. 4.

For a unified treatment of the structures of MOCs and their condensed decomposition products, however, it was proposed that the theory of algebraic systems (groups, rings, and fields) and number theory be used in a qualitative classification to construct an hierarchy of the structures and the algebraic systems corresponding to them during formation of the condensed phase in the decomposition of chemical compounds, in particular, MOCs. Possibilities not encountered in the scientific literature were pointed out for treating molecules with high-symmetry fragments, oligomers, and polymers, with the aid of algebraic “ring” systems, along with the conditions under which they generate “groups” or “fields.” It is interesting that “fields” with fractional and irrational multiplication factors of the spatial structure seed generate a fractal ordering in the condensed state of the material in space. When the seed spatial multiplication factors are imaginary, the algebraic “field” system corresponds to processes for formation of macroperiodic structures which are not periodic on an atomic level (“manifestation” of the imaginary nature of the multiplication factors).

Our purpose is to develop a theoretical apparatus for determining the mutual correspondence of algebraic systems and real equilibrium and nonequilibrium structures in order to predict and describe the energy and spatial characteristics of molecular and polymeric systems, and of fractally and spatially periodically ordered condensed states. There is also some interest in developing methods for estimating and predicting the nonlinear properties of substances resulting from structures described by “rings” and “fields.”

The experimental tasks in this work are to verify, improve, and confirm the theoretical advances in terms of the nonlinear properties of MOCs and polymers, and of films of inorganic phases obtained through the decomposition of MOCs under equilibrium and nonequilibrium conditions.

2. We propose using general number theory to obtain an effective solution for the problem of creating models for the formation of complex molecules and solids under equilibrium and nonequilibrium (real) conditions from the vapor or liquid phase. This makes it possible to analyze the different types of molecular and solid structures as they form. Simple unit cells of a certain number of interacting atoms of one or several types can be multiplied in space using the self-similarity (or inflation-deflation) coefficient $Q$, which can take on any numerical value. The number $Q$ can be written as the fraction

$$Q = \frac{(n + m \sqrt{l})}{k},$$

where $n$, $m$, $l$, and $k$ are arbitrary numbers.

When a simple unit cell is multiplied by $Q$, its structure is repeated over larger or smaller scale lengths and different types of spatial filling by the structure can occur, depending on $n$, $m$, $l$, and $k$.

The simplest case occurs for $m = 0$ and $k = 1$. Then $Q = n$. These conditions correspond to the natural series of numbers and the resulting solid structures correspond to periodic packing of solids, beginning with atomic scale lengths and on to macroscopic scale lengths. This process is known as crystallization. This case is difficult to attain under nonequilibrium conditions when energy and mass fluxes are present. Only when these fluxes are negligible does crystallization occur. Crystal structures are described by “group” theory as an algebraic system theory. It is also applicable to molecular systems. However, molecular systems are described by point groups, and crystals, by space groups in which the point groups enter explicitly or implicitly as subgroups (in many molecular crystals or in the nearest-neighbor ions in ionic crystals). A “group” algebraic system is characterized by only one operation, which is additive (adding or subtracting as the opposite of adding) or multiplicative (multiplication or division as the inverse of multiplication). If the elements of the group are strongly coupled (are not localized in separate spaces), then the group is multiplicative. A given molecular system can be described by an additive or multiplicative group, depending on the force whose interaction is being considered. Additive groups are used to describe systems with a weak interaction. Here the fragments (subgroups of the additive group) are essentially independent of one another (zero overlap). Groups describe the simplest, as well as complicated, molecular systems and for the latter, with a low symmetry (e.g., $C_1$), this description is ineffective.

The next case occurs for integer $n$, $m$, $(l>0)$, and $l/k$ $(k<1)$. In this case $Q$ forms an algebraic system with two defined operations: addition and multiplication. This kind of algebraic system is referred to as a ring. This case corresponds to complicated molecular systems containing many
FIG. 1. Examples of organometallic compounds and polymers represented by "groups" and "rings:" (a) transition metal MOCs, (b) MOCs of transition metals, acetyl acetonates, and ethane, and (c) polymers.
partially ordered and almost independent subsystems. But this type of system has not been examined in the literature, even though these conditions exist in some organometallic compounds and complexes, polymers, biological macromolecules, and, finally, pregraphite structures, fullerene derivatives, and nanotubes.

All the remaining cases, where \( k \neq 0 \), \( Q \) is a fraction or irrational number, and \( l > 0 \), create “field” algebraic systems and the structures generated in these cases have all the properties of fields (i.e., “sources,” “sinks,” “gradients,” and “vortices”). These systems have spatial gradients over the elements contained in the structure and can be defined as fractally ordered spatial systems. These systems always develop under nonequilibrium conditions when energy and mass fluxes are present (in energy and concentration, or mass, fields) and create aperiodic structures, including, in particular, “amorphous” and quasicrystalline bodies formed under nonequilibrium conditions. The aperiodicity of these structures is related to the absence of a translation operation in the solid blocks, but they can have rotational symmetry axes of arbitrary order and retain fractal ordering. Real systems of this sort have apparently not been considered in materials science, except in a few of our recent papers where methods were developed for constructing quasicrystalline structures over a fractal skeleton which revealed the possibility of forming structures like pores (closed, stable fractal forms), within which “local crystallization” is possible over many generations, i.e., the pores can be partially filled with “primary construction material” that has a packing structure possessed of a translation operation. The siting of these pores and, thereby, of the local crystals is fractal in nature.

For a long time architects and artists have used the “golden mean” for creating beautiful aperiodic structures with irrationally ordered symmetries in buildings. A much more complicated irrational ordering occurs in living nature, in an open nonequilibrium system capable of living among inorganic material on the earth, as was often pointed out by Academicians Shubnikov and Belov.

Special cases of complex system formation occur for \( l < 0 \). A real representation of developing spatial structures obtained by multiplying by a complex number allows us to obtain an explanation for various types of spatial oscillations in the structural components under nonequilibrium and equilibrium conditions for the formation of solids (see Mel’nikov, Zhuk, and Almazov). These oscillations, as well as stable, stationary states and self oscillations, are a consequence of nonlinear kinetics in nonequilibrium processes (often irreproducible), accompanied by mass and energy fluxes through the system that are difficult to control. This case represents the formation of macroperiodic systems with a lack, compared to crystalline systems, of periodicity (an aperiodicity) on an atomic size scale. The latter are periodic on macroscopic and atomic scale lengths. This behavior has been examined and discussed using the theory of nonlinear oscillations for deposition from the vapor phase (MOCVD processes) in the general and some particular cases of the deposition of solids under conditions of limited mass (diffusion, laminar flows, vortices) and energy transport (heat transfer). It is interesting that damped and forced oscillations produce structures that are described by “fields,” while self oscillating regimes in the growth of sol-

---

**Fig. 2.** Two dimensional fractally ordered quasicrystalline structures represented by a “field.” (a, b) Modelling hexagonal carbon structures by “fields” that include a “ring” with a high degree of amorphization and filamentary elements (a) and with a high degree of aromatization with bands of polyaromatic structures as precursors of nanotubes (b); (c) the development of a two dimensional fractal structure with an inflation coefficient \( Q = (2 + \sqrt{2}) \) and \( C_2 \) rotational symmetry and manifesting arbitrary filling of “stable fractal structures” by elements from preceding generations.
ids lead to macroperiodic structures corresponding to an additive combination of "rings."

3. As an illustration, we hoped to demonstrate a correspondence between groups, rings, and fields and several molecular structures in organometallic compounds, polymers, and quasicrystalline carbon compounds with inclusions, as well as some MOCVD structures corresponding to fields and rings (Figs. 1–3). It may be assumed that transcendental numbers, such as π, e, etc., also form their own sets of structures, but these numbers and the structures corresponding to them\(^{14}\) have not been examined here.
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Disordered materials (glasses and amorphous substances, melts, polymers, biological media, etc.) are an important class of objects. Despite the chaos usually associated with their structure, glasses and amorphous substances of various kinds (semiconducting, dielectric, metallic) possess a universal spatial scale length ~1 nm, an order parameter, which can be as important theoretically as the unit cell for crystals. The disorder in disordered substances is not absolute; the periodicity positions of atomic inherent in crystals is maintained within a few coordination spheres and is then somehow destroyed. The way in which the order breaks down makes it possible to distinguish the glasses from amorphous materials in terms of the form of the structural correlation function. The inhomogeneities in question are not exotic, unique formations. It is possible to analogs of defects in crystals, but are the fragments out of which amorphous substances and glasses are entirely constructed. The spatial inhomogeneity of disordered substances having a characteristic scale length of ~1 nm leads to some universal characteristics in their vibrational properties, changes the relaxation mechanism for electronic excitation, and determines the specific features of charge transport. © 1999 American Institute of Physics.

From the viewpoint of fundamental science, the structure of amorphous substances and glasses is basic to solid-state physics. How is the world constructed under the conditions of disorder with which these substances are usually associated? This question is no easier to answer than many of the fundamental problems of astrophysics and elementary particle physics.

Of all the states of matter, only the crystalline state stands out distinctly in terms of the geometric ordering and positioning of its atoms over fairly long distances. This has permitted major experimental advances in the understanding of the crystalline state and the development of satisfactory theoretical models. Noncrystalline materials (the overwhelming majority of amorphous substances, glasses, and liquids in practical use), however, do not have this order if one approaches them with “crystalline” measures. This creates a perception that there is no universality to their structure and the only thing one can do is to study each substance, attempt to construct a model of its structure, and find individual criteria for controlling its properties. This approach does not appear to be productive, but it is widespread.

It is well known that all amorphous materials with very different types of short-range order (covalent lattices, metallic glasses, polymers, etc.) have a number of properties in common. These include a linear temperature dependence of specific heat and a quadratic one for temperatures $T \leq 1$ K, an excess density of vibrational states for $T \sim 5–20$ K, the Vogel–Fulcher law for their relaxation properties at high temperatures, the 2/3 rule for the relationship between the vitrification and melting temperatures, etc. The existence of such universal behaviors suggests that it is based on common features in the structure of amorphous materials.

There are now many models for the structure of amorphous substances which explain the experimentally observed behavior to some extent. The most widely recognized of them, which describes the low-energy vibrational behavior, is the soft-potential model, which arose as a generalization of a phenomenological model for two-level systems. The microscopic nature of soft potentials is, however, still unclear and has not yet been explained.

Attempts to describe amorphous substances and glasses as “bad” crystals have never ceased. It is assumed that they are quasicrystalline: although the distances between neighboring atoms fluctuate irregularly, on average they differ little from the mean. In this case it is possible to introduce a coordination scale length in which the potential of a chain is approximately periodic. One of the first such approaches was used by Gubanov in the early 1960’s. In 1998 Alexander again proposed using a Cauchy–Born expansion for describing amorphous substances. Nevertheless, he understands (a large part of the review is devoted to this point) that the main obstacle is the impossibility of defining a “reference” state, relative to which the expansion is carried out.

We believe that quasicrystalline concepts of the structure of amorphous substances in the sense of Refs. 4 and 5 should be avoided. The physical properties and geometry of amorphous materials are closely related. The disorder in amorphous substances is topological, and topological defects cannot be eliminated by small displacements of the atoms. This requires a global realignment of the structure.

A possible basis for new approaches to the theoretical description of amorphous substances and glasses might be a recognition of the fact that the disorder in these materials is not absolute. The periodicity in the positions of the atoms intrinsic to crystals is maintained over several coordination spheres, and then somehow destroyed. The distance over
which order is still preserved can be characterized by the correlation radius $R_c$ of the structure. Various estimates for amorphous and glassy materials yield $R_c \sim 1$ nm. Here it is appropriate to note that the way the order in the atomic positions breaks up within a few coordination spheres is different for amorphous substances and glasses. In glasses, the loss of ordering takes place comparatively smoothly (the structure correlation function $F(R)$ is exponential), while amorphous substances consist of fairly perfect small crystallites $[F(R) \text{ is gaussian}]$. The characteristic form of the structure correlation function can be determined by Raman scattering. Over scales much longer than $R_c$, amorphous substances are well described as continuous media to which many results of conventional crystallography apply fully. Here the situation is similar to a fractal description: fractons occur over small distances, and a continuum over long distances.

Experiments have long indicated the existence of some kind of universal structural formations on scale lengths of \( \sim 1 \) nm. This is shown by data from x-ray structure studies (the first sharp diffraction peak), small-angle x-ray scattering, dark-field electron microscopy, neutron scattering, and Raman scattering. But, to judge from numerous articles, the overwhelming majority of experimentalists and theorists do not take this fundamental property of amorphous substances into account.

Probably the main argument against using the concept of structural inhomogeneities with a scale length of \( \sim 1 \) nm is the question of how the boundaries between them are constructed. The microcrystalline theory of glass structure proposed by Lebedev\(^8\) was unacknowledged precisely because the question of the structure of the boundary between crystallites was not answered. Many physicists regard the boundaries as some kind of amorphized layer with a thickness on the order of a few interatomic distances. Its structure can only be imagined.

Meanwhile, approaches have long been under development which relate the topological disorder in amorphous substances to the presence of characteristic structural elements, i.e., dislocations. One of these is associated with the names of Kleman, Sadoc, and Likhachev.\(^9\)\(^-\)\(^11\) Their model proceeds from the assumption that an amorphous substance can be described as a substance with an ordered structure in a curved space. Disorder develops after the crystal is mapped from the curved space into real euclidean space. This mapping cannot be done without distortions, which lead to the loss of order. But the distortions are not arbitrary disruptions of the order; they take place in accordance with completely defined laws and, specifically, as a result of the appearance of linear, rotational defects, i.e., disclinations, which cause topological disordering of the structure of amorphous substances.

A second approach, associated with the names of Rivier, Nelson, and Sethna,\(^12\)\(^-\)\(^14\) is based on introducing a nonabelian gauge field, which makes it possible to take into account the invariance of the structures of amorphous substances with respect to local rotations. Fields of this type are also associated with disclinations. Their stress tensor is proportional to the disclination density tensor.

The two approaches are interrelated. Noneuclidean geometry can be described in a language which is a special case of nonabelian gauge fields. The curvature tensor is proportional to the stress tensor of the field.

Introducing disclinations makes it possible to overcome the contradiction between the two major specifications defining the structure: minimizing the local energy and the densest possible occupation of space. The density of disclinations in an amorphous substance must be very high, while the distance between them must be on the order of a few interatomic distances. Disclinations divide an amorphous substance into regions within which the crystalline order is preserved to a substantial degree.

Thus, physicists have measured an inhomogeneity scale length which appears to be \( \sim 1 \) nm, and the mathematicians have proposed a model of boundaries for these inhomogeneities. We showed back in 1977 that glass has a crystalline order over scale lengths \( \sim 1 \) nm.\(^15\)\(^,\)\(^16\)

The inhomogeneities of concern here are not exotic, unique formations or analogs of defects in crystals, but are the fragments out of which amorphous substances and glasses are entirely constructed. In this sense they can be regarded as analogs of the unit cells of crystals.

The spatial inhomogeneity of amorphous substances and glasses with a characteristic scale length of \( \sim 1 \) nm leads to the appearance of universal behavior in their vibrational properties, changes the relaxation mechanism for electronic excitation, and determines the specific features of charge transport.

As noted above, glasses have an excess density (compared to the Debye density) of vibrational states at energies of 2-10 meV (3-15 K). The excess vibrational density shows up as a peak, which exceeds the Debye vibrational density for this energy by a factor of 2-6 in different materials. An excess vibrational density is observed in all glasses. It shows up in low-energy inelastic-neutron-scattering spectra, low-frequency Raman scattering (the "boson peak"), far-IR absorption, and low-temperature specific heat and thermal conductivity. We assume that there is reason to relate the excess vibrational density in glasses at 3-15 K to their having a characteristic length, an average ordering radius, with a scale length of \( \sim 1 \) nm. The low frequency vibrational excitations responsible for the excess vibrational density are localized in the structural nanoinhomogeneities in our model.\(^17\) There have also been a number of experiments on models which confirm the possibility, in principle, of this mechanism for the development of an excess vibrational density.\(^18\) Data on low-temperature heat conduction in a wide range of glasses have been analyzed\(^19\) and it was found that, in the plateau region, the Ioffe–Regel criterion for phonon localization is satisfied: \( \lambda \sim 1 \), where \( \lambda \) is the mean-free path determined for strong scattering on the scale of the structural inhomogeneity and \( \lambda \) is the phonon wavelength. Comparing these data with measurements of the thermal conductivity in aggregates, where the localization shows up on a scale length equal to the correlation length of the structure, yielded a correlation length of 10-30 Å for the glasses. The size distribution of the nanoinhomogeneities can be described by a logarithmic
function with a universal dispersion of the logarithm of frequency $\alpha = 0.48$.\(^{17}\)

The low-energy features of the vibrational spectra of glasses can have a significant influence on their properties at high, as well as low $T$, up to the vitrification temperature. Thus, the contribution of low-energy phonons to the magnitude of the mean-square thermal vibrations of the atoms is enhanced by a factor proportional to the reciprocal of the square of their frequency. Therefore,\(^{20}\) in glasses the existence of an excess low-energy vibrational density, in an integral amount of 10%, raises the amplitude of the thermal vibrations by 30-40% compared to the corresponding crystals at the same temperature. At the vitrification point, the amplitude of the thermal vibrations is extremely close to the level in the corresponding crystals at the melting point. The relationship between the vitrification and melting temperatures in materials having the same chemical composition found\(^{20}\) using the Lindemann criterion is determined by the parameters of the excess low-energy vibrational density: its amplitude, the position of the maximum, and the universal dispersion of the log-normal distribution with respect to the frequency of the excess vibrational density. The ratio $T_g / T_m$ was very close to 2/3, the well known empirical rule. In these materials, as in amorphous silicon and germanium, there is no excess vibrational density at low energies: the boson peak actually merges with the line corresponding to the TA mode. Thus, these materials do not vitrify and, when they are cooled below the melting point, they crystallize rapidly in accord with the fact that in them, as opposed to the glasses, the amplitude of the thermal vibrations is close to that in the crystal state.

In amorphous substances and glasses, the physics of the relaxation of electronic excitation differs fundamentally from that in crystals. In media with spatial dispersion in their properties, the excitation energy is localized over scale lengths on the order of the correlation radius of the structure. Energy transfer from the electronic subsystem to the ion core takes place in two steps: in the first, high-frequency local phonons are generated in a region bounded by the correlation radius $R_c$ of the structure and only then, after some time delay, is energy pumped into long-wavelength vibrations. Localized phonons are “trapped” inside the structural correlation region and have a unique spectrum which depends on the characteristic size (only phonons with wave numbers from $k_{\text{max}} \sim k_D$ to $\sqrt{k^2 - 1/R_c}$ are present). The excess energy associated with local vibrations is dispersed only through phonon-phonon interactions and the localization time may exceed the reciprocal of the characteristic phonon frequencies by an order of magnitude. This delay in energy removal leads to an interesting phenomenon: structural realignments in amorphous materials and glasses driven by light of arbitrarily low intensity. Each absorbed photon can change the structure of the nanoregion where it is absorbed. Structural changes of this sort have been observed most clearly in chalcogenide glasses and, to some extent, in all other glasses and amorphous substances.\(^{5}\) A local heating model\(^{21}\) explains the experimental data most rigorously and completely.

Nanoinhomogeneities have also been observed in experiments on current transport. Usually the temperature dependence of the conductivity is a smooth curve with an activation energy that falls as the temperature is lowered. As a rule, this is interpreted in terms of several exponential segments corresponding to the known charge-transport mechanisms: through a zone of delocalized states, through localized states near the Fermi level, and through states lying above the Fermi level of the material. However, our analysis of the numerous experimental data shows that, in a whole series of cases, the temperature dependence of the conductivity of the material can be represented in an entirely different manner, by an inverse Arrhenius law, rather than as a sum of two, three, or more exponentials having different activation energies.

Phenomenologically, an inverse Arrhenius law for the temperature dependence of the conductivity can be obtained by considering the fluctuations in the potential and the spatial fluctuations in the mobility. Then, treating the conductivity of a highly inhomogeneous medium using percolation theory, we find that the only effective participants in the conductivity are carriers lying within a narrow energy interval $kT$ near a percolation level $E_c$ corresponding to the development of a critical conducting cluster. The necessary calculations have been done elsewhere.\(^{22}\)

Note that an inverse Arrhenius law has long been known for the temperature dependence of the photoluminescence intensity in disordered materials, in particular for amorphous silicon and chalcogenides.\(^{23}\) This law is explained by a competition between radiative and nonradiative recombination channels. We have seen\(^{24}\) that the transport of charged carriers and their recombination in disordered solids are closely interrelated.

Therefore, despite the chaos usually associated with the structure of disordered substances, they do have a universal spatial scale length, an order parameter that is characteristic of amorphous substances and glasses of various kinds (semiconducting, dielectric, metallic). Size effects determine the experimentally observed features of their vibrational properties, relaxation of electronic excitation, and charge transport. A continuum description of amorphous substances and glasses is applicable only on scale lengths exceeding the characteristic correlation length.

---

\(^{10}\) M. Kleman, J. Physique 43, 1389 (1982).
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A modified phenomenological model is proposed for calculating the formation energy of carbon nanoclusters which makes it possible to analyze the regions of existence of clusters of various forms. A new parameter of the model, which corresponds to passivation of broken carbon bonds, affects the shape of the equilibrium optimum clusters, i.e., those having a minimum energy for a fixed number of atoms. Analytic dependences of equilibrium-configuration states determining the existence of spheroidal closed clusters, nanopipes, and fragments of a graphite plane, on the broken-bond energy parameter obtained in this model are presented.
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Theoretical studies of the synthesis of carbon nanoclusters in electric arcs or by laser ablation of graphite, in molecular and atomic beams, by igniting hydrocarbons, or by other methods are difficult since the conditions for synthesis (cluster production techniques have been reviewed by Smolley et al.) are utterly different and the set of synthesized clusters is usually diverse and hard to classify. At present it has been established firmly that a large number of small carbon clusters are present in the synthesis products: presumably linear chains (carbene type or with free bonds) or fragments of a monolayer of a graphite plane (graphene fragments). More compact nanoclusters have also been found: with cylindrical and spherical shapes or unclosed fragments of these with characteristic radii of a few nm. Conditions have been found for synthesizing rather long (several μm) cylindrical clusters, i.e., nanopipes, with various diameters. Fragments of conical, multilayer, etc., have been observed among the clusters. The theoretical description of the synthesis of carbon nanoclusters is also complicated because, up to now, no final conclusion has been reached as to how much this process is determined by the reaction kinetics, or by an energy or entropy factor. Little is known about the reaction kinetics for formation of the various clusters, while the formation energies of a large number of isomers C_N have been calculated by various methods, ranging from phenomenological to first-principles calculations. We have proposed a unified approach to the energy characteristics of the formation of carbon nanoclusters with a curved surface like graphite. It allows us to compare the formation energy of fullerenes with different shapes, so that it is possible to determine the most energetically favorable clusters (i.e., the clusters having the minimum formation energy for a fixed number of atoms) in a continuum approximation. These calculations allow us to judge the probability of forming clusters of a given shape for an equilibrium synthesis process (while including the entropy factor does not significantly change the free energy), as well as whether a given isomer is in equilibrium. Note that an energetically nonequilibrium state of the cluster C_N is not necessarily unstable. Examining the stability of a state requires a detailed study of the kinetics of a specific transition by the cluster from one state of configuration space to another.

Our method has been formulated in earlier papers and is based on expanding the total formation energy of a cluster into independent (in our approximation) terms corresponding to: (1) the “seed” formation energy of graphene (this constant term determines the reference level and will not be included in the following calculations); (2) the energy of curvature of the cluster surface, which is analogous to the elastic deformation energy of a plane; (3) the energy associated with pentagonal defects that are not characteristic of graphene; and (4) the energy of broken bonds. This paper is devoted to accounting for the passivation of broken bonds, which in terms of the model corresponds to varying the broken-bond energy parameter. Here we show that this modification of the model leads to a change in the results on the energy equilibrium in the configuration space of clusters having different shapes. Specifically, it has been shown that “softening” the bonds changes the energy diagram for the phases relationship between flat fragments of graphene and spheres (and nanopipes) in favor of the uncoiled fragments.

In the first part of the paper, we formulate a model and study the effect of the magnitude of the broken bond energy on the shape of an optimum cluster with nanopipes as an example. The energy diagram for the coexistence of nanopipes and flat graphene fragments is constructed in the second part. We also illustrate the change in the diagram when the bonds are “softened.” The third part is devoted to calculating the critical value of the bond “softness,” which is defined as the value at which the equilibrium positions of the different states in configuration space undergo a change.

1. EFFECT OF THE “SOFTNESS” OF BROKEN BONDS ON THE OPTIMUM CLUSTER SHAPE

We shall specify the formation energy of a cluster through its geometric dimensions and shape. The greater the curvature of the cluster surface, the higher the energy associated with bond deformation. The first parameter of the model is a phenomenological parameter that specifies the characteristic deformation energy of a single bond for unit curvature and has been chosen equal to $E_c \approx 0.9$ eV. The
second model parameter takes the nonequivalence of the bonds into partial account: it is the appearance energy for 12 pentagons in a hexagonal graphene lattice forming a closed cluster and it was \( E_s = 17.7 \) eV. (Each closed polyhedral cluster consisting of vertices with three edges should, according to the Gauss–Bonnet theorem, have 12 pentagonal facets. Each pentagon in the cluster lattice is associated with a topological surface curvature of \( 4 \pi/12 \). It is easy to understand that a pentagonal inclination corresponds to the removal of \( 1/6 \) of a hexagonal lattice.) The broken bond energy, the last model parameter, was considered to be invariant and equal to the dissociation energy of a carbon bond in graphite, \( E_b = 2.355 \) eV.

It is energetically favorable to reduce the radius of a cluster, so as to reduce the number of broken bonds on the open perimeter. This process leads to an increase in the curvature and in the energy associated with it. Thus, the energy of formation can be optimized with respect to the geometric shape of the cluster. We shall refer to a cluster having minimum formation energy for a constant number \( N \) of atoms as “optimum.” The optimum is attained by varying the cluster dimensions while leaving the topological surface type unchanged. For example, for a cylindrical surface the total energy of an optimum nanopipe increases as \( N^{1/3} \) (Ref. 6), where \( N = 8 \pi R H / 3 \sqrt{3} \) is the number of atoms in the nanopipe, and \( H \) and \( R \) are its length and radius. (Note that all the distances here and in the following are given in units of carbon bonds, which we assume to be fixed and equal to \( b = 1.4 \) \( \AA \).) We can calculate \( H \) and \( R \) of an optimum nanopipe for arbitrary fixed \( N \):

\[
R_0 = R_* \left( \frac{N}{N_*} \right)^{1/3}, \quad H_0 = 2R_* \left( \frac{N}{N_*} \right)^{2/3};
\]

and thereby completely determine the shape of an optimum cluster. Here we use the constant \( R_* = 3E_c / E_b \) and the \( N_* = 16 \pi R_*^2 / 3 \sqrt{3} \approx 13 \) atoms determined by it. Obviously, “softening” of the bonds shows up formally in the transformation \( E_b \rightarrow \xi E_b \), where the new model parameter \( \xi \) varies from unity to zero as the broken bonds are passivated. By bond passivation we mean both any possible real physical-chemical processes and a partial accounting for the fact that the initial and final reaction products can contain other elements besides carbon, for example, during burning of hydrocarbons to yield purely carbon clusters.

Formal substitution of \( \xi \) in Eq. (1) for \( R \) and \( H \) shows that the length of the optimum nanopipe decreases, while the radius increases as \( H \sim \xi^{-1/3} \) and \( R \sim \xi^{-1/3} \) when \( \xi \) is reduced. For the same number of atoms the optimum cluster shape becomes flatter, corresponding to dominance of the energy of curvature and the growth of the perimeter resulting from the reduction in the curvature of the surface.

We also write down an expression for the total energy of the optimum cluster (Recall that this is the minimum energy that a nanopipe can have for a fixed number of atoms.)

\[
E_0 = 6\pi \sqrt{3} E_c \left( \frac{N}{N_*} \right)^{1/3}.
\]

This dependence for the energy is important in studying the region of equilibrium between nanopipes and flat clusters.

2. EQUILIBRIUM BETWEEN NANOPIPES AND FLAT FRAGMENTS OF GRAPHENE

In our model the specific energy of a carbon atom in graphene is exactly zero (by definition), so that an infinite flat sheet of graphite would be the most energetically favorable (equilibrium) configuration. But for a finite, flat cluster we necessarily obtain a number of broken bonds. The total energy of the broken bonds is not small and often sets the direction of cluster conformation processes toward the formation of maximally closed clusters. In any case, reducing the open perimeter of an unclosed cluster is energetically favorable. Therefore, of the flat fragments, the clusters with a circular shape have the minimum energy.\(^{23}\) The formation energy of this type of cluster, which is proportional to its perimeter, depends on the number of atoms as \( \sqrt{N} \).

Let us now find the domain of existence of nanopipes with energies lower than that of a flat graphene fragment, including the possible passivation of the broken bonds. Among arbitrary nanopipes, the optimum clusters have a minimum energy, so we shall calculate first the energy difference between an optimum nanopipe and a flat, circular cluster. Obviously, this difference should change sign, since the energy of a nanopipe increases more slowly with the number of atoms and, for a small cluster size this shape should be energetically unfavorable.\(^{5}\) In fact, this occurs for

\[
N \approx N_i = 729N_*/64 \approx 148 \text{ atoms}.
\]

Beginning with this number of atoms, the formation of a nanopipe is more energetically favorable than that of a flat cluster. Figure 1 is a configurational-equilibrium energy diagram for nanopipes and flat clusters. When \( N = N_i \), nanopipes of a fixed shape defined by Eqs. (1) can develop.

We have obtained an analytic (in the limit \( R \gg R_* \)) relation for the cluster dimensions which determine the boundaries of the nanopipe region,

\[
N_1 = N_* \left( \frac{R}{R_*} \right)^2 \sim O \left( \frac{R}{R_*} \right),
\]

for the right-hand boundary, at which the clusters have the same length and diameter. A flattened shape of this sort corresponds to a negligible energy of curvature, while the energies of the broken bonds in the two types of clusters almost compensate one another. Obviously, the position of this boundary should not be sensitive to “softening” of the binding energy. In fact, neither \( N_1 \), nor \( R_1 \) or \( H_1 \) contain the parameter \( \xi E_b \). On the other hand, the left boundary,

\[
N_2 = 4N_* \left( \frac{R}{R_*} \right)^4 \sim 4N_* \left( \frac{R}{R_*} \right)^3 + O \left( \frac{R^2}{R_*^2} \right)
\]

is shifted significantly: \( N_2 \sim \xi^2 \) for constant \( R \). This is understandable since, in this case, a nanopipe is extremely elongated, while the energy of its broken bonds is extremely low compared to the energy of curvature, which compensates the energy of a flat graphene fragment. The latter de-
increases when the broken bonds are "softened" and the nanopipe that was energetically favorable before, now has a higher energy than a flat cluster. The domain of existence of the nanopipes, therefore, becomes narrower when the bonds are "softened."

The minimum size of a nanopipe, which is energetically favorable compared to a flat fragment and is specified by Eq. (3), also increases, with

$$N_c(\xi) = N_* \left(1 + \frac{1}{2\xi}\right)^6.$$  

When $\xi$ is reduced by a factor of two, the minimum size increases by a factor of 5.6.

3. ENERGY CHARACTERISTICS OF CLUSTERS WITH PASSIVATED BONDS

In terms of our model, it was found that a spherical cluster with minimum surface curvature and no broken bonds has (for a fixed number of atoms) the lowest energy of formation. Thus, a cluster with a different shape is out of equilibrium compared to a spheroidal shape for any number of atoms. (This is not true for spherical clusters with a small number of atoms, since their formation energy is underestimated by this model because of the very large curvature and because pentagonal defects inevitably adjoin one another for cluster sizes $N<60$. The energy of a cluster of this type cannot be described in a continuum approximation. Although $N_{\text{lim}}$ gives a formal limit to the domain of applicability of Eq. (7), it is clear physically that, as soon as the number of atoms in the cluster becomes equal to or less than $5 \times$ the number of defects, the assumption that their interactions are small ceases to be correct, as does the entire interpolation formula (7), which is based on the assumption that most of the atoms belong to a graphite-type hexagonal lattice.) For large clusters the formation energy can be written in the form

$$E_{\text{sph}} = \frac{N_c^4}{N_{\text{lim}}^2} \left(1 - \frac{1}{N}\right),$$  

where we have used the constants $N_1 = 2 \times 60 \times 16\pi/3\sqrt{3} = 1161$ and $N_{\text{lim}} = N_s/(E_s/E_c + 16\pi/\sqrt{3}) = 24$, which is defined in terms of $E_s = 17.7$ eV (the second parameter of our model), the energy of the 12 noninteracting pentagonal defects in a closed spheroidal cluster.

In Ref. 5 we showed that the equilibrium among spherical and flat clusters, as well as among spheres and nanopipes, shifts when the bonds are softened. Let us consider the difference in the formation energies of several clusters and spheres. This quantity is positive for any number of cluster atoms, since the energy of a sphere is minimal. Let us assume that the energy of a given cluster is a universal power law function $E = W(N/N_p)^d E_c$ of the number of atoms in the cluster relative to $N_p$ (as was found for an optimum nanopipe or for a flat circular fragment of graphene with exponents $d=1/3$ and $1/2$, respectively). Then, for some critical softening $\xi_c$ the difference in the formation energies first goes to zero for a certain number $N_c$ of atoms. This cluster is in equilibrium with a sphere. Its size and critical softening are given by

$$N_c = N_{\text{lim}} \left(1 + \frac{1}{4\xi}\right)^{1/d},$$

$$\xi_c = \sqrt{\frac{1}{4Wd}} \left(\frac{d}{1+d}\right)^{(1+d)/d} \left(\frac{N_*}{N_{\text{lim}}} \frac{N_*}{N_{\text{lim}}} \right)^{1/d},$$

where $W$ is a dimensionless coefficient for a universal function of energy of these clusters, which equals $4\pi/\sqrt{3}$ for a flat circular cluster and $6\pi/\sqrt{3}$ for an optimum nanopipe. The values of the critical softening for these cases are 0.63 and 0.44.

In this paper, we have shown, therefore, that a phenomenological continuum model proposed for calculating the formation energies of carbon nanoclusters with curved surfaces can be modified to account for the passivation of broken carbon bonds at the cluster boundary (or to account for the participation of pure carbon, as well as of clusters, in the reactions of carbon compounds). The broken-bond energy is used as a new parameter in the model. With an optimum nanopipe as an example, it is shown that, in the general case, this parameter affects the shape of an optimum cluster and, therefore, can change the region where clusters of different shapes coexist. The above analysis indicates that the domain where energetically favorable (compared to a flat graphene fragment) cylindrical clusters exist becomes narrower with bond "softening." Analytical dependences of the numbers of atoms for equilibrium configurations of states on the
broken-bond energy parameter have been obtained in the region where spheroidal closed clusters, nanopipes, and fragments of a graphene plane coexist. Since an infinite graphite crystal (without broken bonds) is the most energetically favorable configuration for carbon atoms, while the equilibrium energy characteristics of relatively small clusters are determined mainly by the size of the open perimeter of a cluster, even weak bond passivation causes a significant shift in the equilibrium toward flat fragments. One might expect energetically favorable (equilibrium) unclosed (nonspherical) clusters containing about a hundred atoms to appear when the broken bond energy is “softened” by a minimum of a factor of two.
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*Although an ideal circular fragment cannot be separated from the hexagonal lattice of graphene, we can achieve a minimum in the perimetral energy of the broken bonds for a fixed area by choosing a path that is close to a circle along the directrices of the hexagonal lattice. The density of broken bonds per unit length of the perimeter will be minimal when the directrices are chosen to have the same direction as in the case of a “zigzag” nanopipe. (See V. V. Rotkin, Candidates Dissertation in Phys.-Math. Sciences, St. Petersburg (1997).)
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Properties of lanthanide and actinide intermetallics are extremely interesting both for applications and fundamental research. The impetus to start fundamental research on $f$-electron materials doubtless was the determination of the ferromagnetic properties of UH$_3$ and UD$_3$ by the research group of the Institute of Low Temperature and Structure Research in Wroclaw and detection of the mixed valence state in samarium monochalcogenides at A. F. Ioffe Physicotechnical Institute in Leningrad (at that time). Since then, the phenomena of the mixed valence, heavy-fermion, state as well as complicated magnetic structures have been under intensive investigation in numerous laboratories all over the world. As examples, the exotic magnetic structures of CeSb and UNi$_4$B are described. Then the problems of the heavy-fermion state existing in UBe$_{13}$ and UCu$_{4+x}$Al$_{8-x}$ are presented. Next, the non-Fermi-liquid behavior appearing due to magnetic instability is discussed. Finally, some perspective for further research is proposed.
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Solid-state physics is strongly attached to materials. The examples of materials which have recently been broadly investigated in many solid-state laboratories are those containing lanthanide and, to a lesser extent, actinide elements. Lanthanides and actinides are representatives of two families that involve the $f$-electron shell (however, heavier actinides are only artificially obtained) and are radioactive. The physical properties of these two groups of elements and their compounds deserve much interest because of their intriguing fundamental properties resulting from the electronic structure and broad application. This last reason concerns, obviously, only lanthanides.

The properties of actinides became known after the results of the Manhattan Project were released, but the broad interest started as soon as peculiarities of the actinide electronic structure became apparent.

Investigation of the physical properties of lanthanide intermetallics started about four decades ago when separated lanthanide elements became available and reasonably good samples were successfully prepared (at first polycrystals and latter single crystals).

Magnetic studies soon found that a plentitude of magnetic behavior exists in these intermetallics, which in many instances is observed nowhere else. Therefore it is no wonder that one of the most important applications of the $4f$-electron materials is their use as hard magnetic materials. Another promising direction is the vast field of high-temperature superconductivity.

1. ELECTRONIC STRUCTURE

As mentioned above, both lanthanides and actinides are families of the elements which involve the $f$-electron shell.

However, there are striking differences between the individual representatives of these families depending on the degree of localization of the $f$-electrons resulting from their location in relation to the Fermi level, to the band states, and to the spatial extension of the $f$-shell. In the majority of lanthanides and heavier actinides the $f$-electrons are localized, located below the Fermi level and protected from the influence of surrounding and external factors. They exhibit localized magnetic moments whose value is close to that of the free ion. These elements exhibit also magnetic order. However, light actinides and some lanthanides which have electronic configurations close to the particularly stable ones, $f^0$, $f^7$, and $f^{14}$, exhibit different behavior. The $f$ level is located fairly close in energy to the valence and bonding electrons, and to the Fermi level. As a result, the $f$ electrons contribute to the conduction process along with the $d$ and $s$ electrons and hybridize with them strongly. The spatially extended $f$ shell is extremely sensitive to any influence of external factors such as pressure and magnetic and crystal fields. Therefore, different interactions, existing in the $f$-electron ion in a delicate balance, are the reason for the unusual properties. Examples of some of them will be described below, e.g., the strong hybridization, huge magnetocrystalline anisotropy, complex magnetic ordering, spin-fluctuation, heavy-fermion, Kondo lattice, mixed valence, etc., when $f$-electron elements form compounds.

2. ANOMALOUS LANTHANIDES AND ACTINIDES

The celebration of the Ioffe Institute Anniversary is a good occasion to remind us that the initiation of the fundamental research on $f$-electron materials came from the Jubilee Institute as well as from the team in which the present speaker has spent all his scientific life. It is odd that the first experiments concerned the actinides. In the late 1940s, W. Trzebiatowski and his coworkers, examining the magnetic properties of uranium hydride and deuteride to determine the uranium electronic structure in these compounds, discovered ferromagnetism in both compounds below
The authors hesitated for a long time to publish unexpected results up to 1952 when this fact was confirmed by other laboratories (see Ref. 1). The electronic structure of the uranium in semi- or intermetallic compounds is still a puzzle but magnetic ordering has been discovered in numerous compounds of uranium and other actinides.2–4 Now all types of magnetic ordering and coherent states have been found in these compounds. Available space does not permit us to discuss this problem in detail but some examples will be presented below.

The other phenomenon — mixed valence state — was discovered in the Ioffe Institute in the 1960s when the change in color of magnetic semiconductors — monochalcogenides of samarium — was observed after applying a small stress. It was also found that the electrical resistivity of these compounds, having semiconductor character, suddenly decreases under pressure, indicating the transformation to a metallic state. Then such behavior was found in other compounds of Ce, Sm, Eu, Tm and Yb, developing under the influence of other factors, not only pressure. The early period of this research is summarized in Ref. 5; terminology, the models explaining this phenomenon, as well as more recent experimental results are collected in Ref. 6; and the most recent experimental results are presented in Ref. 7.

Both these groups of phenomena are an indication that the unusual electronic structure of lanthanides and actinides is the reason for the uncommon properties of these materials.

Below, we are going to discuss some examples of this behavior, starting with unusual magnetic structures. Figure 1 shows the $(H,T)$ phase diagram observed for CeSb (see Ref. 8, for additional sources see Ref. 9). This phase diagram contains the largest number of collinear magnetic phases ever known. It can be noted that there are 15 distinct phases, 7 of which are successively stabilized in zero field when the temperature is decreased, corresponding to long-period commensurate structures, as shown in Fig. 1.8 The magnetic field creates the ferromagnetic layers and, at low temperatures, finally forms a simple ferromagnetic (F) structure. At higher temperatures, the field destroys antiferromagnetic (AF) layers and rearranges a sequence of paramagnetic layers from single to double ones. Only the ferro-paramagnetic (FP) phase persisting in the highest field contains again simple paramagnetic layers. The most unusual feature of CeSb, however, comes from the coexistence in the so-called antiferro-paramagnetic (AFP) and FP phases in which several regions of magnetic and non- (or para-) magnetic Ce atoms are observed. Inelastic scattering of polarized neutrons giving magnetic spectra have determined the crystal-electric-field (CEF) ground state of magnetic Ce atoms as a $G_8$ quartet with large magnetic moment $(2.1 \mu_B)$, whereas that of paramagnetic Ce atoms as a $\Gamma_7$ doublet with smaller moment $(0.7 \mu_B)$.10 This unusual phase diagram is not yet fully understood but its origin seems to be found in the large anisotropic hybridization between $p$ holes of Sb and the $\Gamma_8$ states of Ce$^{3+}$. Other concepts, such as sole CEF effects, devil’s staircase and ANNNI (anisotropic next-nearest-neighbor Ising) models have been considered but no appreciable results have been obtained (for references see Ref. 9). Different approaches for explaining this complex phase diagram have been applied by introducing an incommensurate mean-field model.11 In this model, paramagnetism on one part of Ce atoms arises because there is no exchange field at their sites. This phase diagram undergoes also a dramatic change under pressure (for references see Ref. 9). The existence of the paramagnetic (P) phases is actually suppressed above 1 GPa. It is clear that more theoretical investigations are still

~180 K (for detailed references see Ref. 1).
needed to account for this exceptional behavior.

One of the most unusual magnetic structures has been detected in UNi$_4$B.\textsuperscript{12-16} In this crystal structure (hexagonal, CeCo$_2$B-type, $P6/nmm$ space group), presented in Fig. 2a, only U atoms have a magnetic moment and they have a hexagonal arrangement in the basal plane. The separation of the nearest-neighbor (nn) U atoms in the basal plane is larger than that in the perpendicular direction ($a/0.5c = 1.4$), creating a triangular lattice of F chains. This arrangement is certainly related to the geometrical frustration of this triangular lattice by AF interaction. Below 20 K, the neutron diffraction (ND) experiments\textsuperscript{12,13} show that only 2/3 of the U moments order in a complex structure AF in which the magnetic unit cell contains nine U atoms as it is shown in Fig. 2b.\textsuperscript{14} Six ordered magnetic U moments are arranged perpendicularly to the c axis forming a 120° angle between the next-nearest neighbors (nn). Application of magnetic field along the c axis or parallel to the basal plane reveals strong anisotropy in the system. This magnetic structure has been described\textsuperscript{12} as two independent spin systems, of which one orders while the other remains paramagnetic down to low temperatures. It was proposed that 1/3 of the U atoms form chains within the ordered spin matrix that stabilize their one-dimensional character because the local field vanishes at those sites. The expected ordering of these “paramagnetic” sites when a small field is applied is not, however, experimentally confirmed, suggesting another explanation for the 1/3 U atom behavior. Lacroix et al.\textsuperscript{16} suggest that these 1/3 U atoms are nonmagnetic due to the Kondo effect. They present a model in which the coexistence of magnetic and nonmagnetic U atoms is the consequence of competition between frustration of the crystallographic structure and the instability of 5f moments.

The heavy-fermion (HF) state is one of the most exciting topics contemporary solid-state physics. At low temperatures, some of the f-electron systems exhibit properties that seem to have switched upon cooling from those of a system of local moments to those of a narrow energy band of mobile electrons. These materials sometimes order magnetically, but the ordered magnetic moments are a fraction of the large high-temperature f-electron moment. Interest in this problem heightened when it was discovered that one of these compounds, CeCu$_2$Si$_2$, is a superconductor.\textsuperscript{6,17,18} The large specific heat discontinuity at the superconducting transition shows that the itinerant electrons act as though they have a mass some 100 times larger than that of an electron in a typical metal. The superconducting state often displays unusual properties and complicated phase diagrams involving several superconducting phases. A large number of HF systems are now known. Most of these materials are intermetallic compounds containing Ce or U, whose atoms have incomplete f shells. A few contain the lanthanide Yb or the actinide Np or Pu as the essential ingredient. It is now well established that the f electrons on the lanthanide or actinide atoms are responsible for all of the unusual properties, but there is no agreement among the investigators regarding the mechanism or mechanisms by which f-shell electrons can produce the observed effects.

The cubic actinide compound UBe$_{13}$ has been identified as the second HF conductor by Ott et al.\textsuperscript{19} but its magnetic properties have been determined by a team from the author’s Institute.\textsuperscript{20} Preliminary observation of superconductivity in a UBe$_{13}$ sample\textsuperscript{21} has been interpreted as resulting from precipitations of spurious phases in form of fine filaments. The results concerning UBe$_{13}$ and its solid solutions are collected in Refs. 4, 6, and 22. UBe$_{13}$ does not exhibit three-dimensional magnetic ordering. Its electrical resistivity, upon cooling, first increases and passes through a maximum at about 30 K. In pure UBe$_{13}$ this maximum is hardly resolvable, as $\rho(T)$ increases again sharply to a second maximum at about 2.5 K.\textsuperscript{22} At even lower temperatures, $\rho(T)$ decreases steeply. In the low-temperature range of this decrease, an extraordinarily strong negative magnetoresistivity is observed. At these temperatures, HF behavior occurs with $\gamma = 0.72 - 0.86/K^2$ mol (see Ref. 22). UBe$_{13}$ becomes superconducting at about 0.9 K. The properties of UBe$_{13}$ can be influenced dramatically by deliberate doping with an extremely strong influence of substitution in the Be sites.

The HF state has been also detected in Wroclaw in the UCu$_{1+x}$Al$_{5-x}$ system which exists for $0 \leq x \leq 2$ (for review see Ref. 23). The simple AF ordering was determined in the U sublattice by neutron diffraction (ND) for $x$ not far from $x = 0$ ($T_N(x = 0) = 40$ K). The electronic specific-heat coeffi-
cient amounts to about 0.12 J/K²mol, however, for \( x = 1.5 \), the magnetism disappears and \( \gamma \) increases to 0.83 J/K²mol, suggesting HF-like behavior. The reason for such a high \( \gamma \) value is a mystery since the material does not transform to the superconducting state at low temperature. Structural disorder has been excluded as the reason for both high \( \gamma \) and the absence of magnetic ordering and superconducting state for higher \( x \) by a recent ND experiment. It might be that the increase of Cu concentration causes a volume compression, which is not large enough to decrease the U–U separation below the Hill limit necessary for the superconducting state by uranium compounds, but which might result in an enhanced 5f-ligand hybridization. Then in the spirit of the Doniach phase diagram, the 5f-conduction-electron-exchange coupling is shifted from below to above the critical value at which the AF order vanishes. Further on, the L-absorption-edge-shift experiment shows that the uranium valence depends strongly on stoichiometry \( (x) \) and for all \( x \), uranium exhibits nonintegral occupancy of the 5f shell. This phenomenon results probably from simultaneous existence of the uranium 5f electrons in two states, itinerant and localized, with the decrease of the occupancy of the 5f shell corresponding to the increase of \( x \), the 5f shell thus getting closer to the Fermi level. At the same time, the density of states at the Fermi level increases substantially, which is related to the observed increase of \( \gamma \).

Recently, the transition from heavy Landau Fermi liquid (HLFL) to non-Fermi liquid (NFL) behavior has been observed in numerous U- and Ce-containing systems. HLFL and NFL states can be distinguished by different temperature dependences of magnetic susceptibility, \( \chi \), electrical resistivity, \( \rho \), and specific heat, \( C \) or \( C/T \). In HLFL, the susceptibility follows the Curie–Weiss law at high temperature and at low temperature exhibits almost temperature independent paramagnetism (Pauli type), \( \rho \sim AT^2 \) and \( C \sim \gamma T \), respectively. In NFL, \( \chi \sim \ln T \) or \( \chi \sim (1 - T^{1/2}) \), \( \rho \sim T \) and \( C \sim -T\ln T \), respectively. Both regimes are separated by the quantum critical point (QCP) but they can also coexist. This state can be induced by a change in composition and also by pressure. The HLFL state can coexist with anti- and ferromagnetic ordering, spin fluctuation (SF) and spin-glass state, whereas the NFL state appears in a very narrow composition range (pressure) in which magnetic instability disappears. Nishioka et al. have presented the phase diagram of UCu\(_{4+x}\)Al\(_{8-x}\) system for \( x \) dependence of \( C/T \) at 0.5 K and Néel temperature, derived from the specific heat and magnetic measurements, shown in Fig. 3. It is to be seen that three states can exist in this system: AF, HLFL, and NFL, depending on \( x \). Moreover, Krimmel et al. claim that, for \( x = 0.75 \), an indication of SF is seen. It is clear that the NFL state arises due to very tiny composition change and exists over a considerable concentration range. A two-channel Kondo model was proposed to explain the NFL behavior in uranium compounds. Unfortunately, this model turns out to be inadequate to describe NFL behavior in Ce alloys. It was also suggested that the NFL state for many materials, in which this state is artificially induced by alloying or pressure, has a lattice distortion as the reason for formation. The persistence of NFL behavior over an extended range of concentration and coexistence of Fermi-liquid and non-Fermi-liquid characteristics indicates a complex nature of the low-temperature state.

In summary, most probably, the coming XXI century will see further progress in the solid-state physics of f-electron materials. But serious development will be possible only if three particular problems find sufficient support.

1. Development of technology, especially for single-crystal samples, including transuranium elements. The basis for this is an improvement of the Czochralski multi-arc method. Also MBE and laser ablation methods should produce new magnetic and superconducting materials.

2. Further progress in experimental methods, particularly those which extend nuclear-physics methods to solid-state physics. Some of them allow determining local properties. The present author believes that, for example, the magnetic resonance and x-ray scattering will supply new information concerning electronic structure including the ratio of orbital and spin parts of magnetic moments for light actinides and anomal lanthanides (see Ref. 29).

3. Development of multibody-interaction theory and further progress in computational techniques which enable complicated band-structure calculation.

However, all presently-observed phenomena can be extended if society will understand that the progress in solid-state physics means progress in technology and in industry so that enough money should be available. Solid state physics is not an extremely expensive research, after all.

---

From Röntgen to Ioffe, from Giessen to Saint Petersburg — relations between Russian and German physics

A. Scharmann

Physics Institute, Justus–Liebig–University Giessen, D 35392 Giessen, Germany
Fiz. Tverd. Tela (St. Petersburg) 41, 818–821 (May 1999)

Two former professors of physics at Giessen university contributed significantly to the development of the Ioffe Institute: Wilhelm Conrad Röntgen as a teacher of Abram Ioffe, and Wilhelm Hanle, whose effect found various applications, e.g., in the spectroscopy of hot electrons in low-dimensional structures. A few examples will illustrate how topics of their scientific work found a continuation in the research activities at Giessen, but also in the collaboration between Giessen and Saint Petersburg. They range from sodium chloride, the old Röntgen/Ioffe material where we could prove the existence of an unusual isotope effect in nickel-doped crystals, over level-crossing experiments in gases, to GaAs/AlAs superlattices, where level-anticrossing spectroscopy of excitons reveals detailed information about recombination processes and interface quality. A short summary of the efforts to keep the traditionally close and good relations between Russian and German physics vital completes the report. © 1999 American Institute of Physics.

A talk given by a physicist from Giessen, Germany, at a conference with the title “Physics at the turn of the 21 century” naturally starts with the beginning of the 20 century and Wilhelm Conrad Röntgen, winner of the first Nobel prize in 1901. He became well known in the scientific community already before detecting the x-rays by an experiment which he did during his time in Giessen where he held the physics chair from 1879 to 1888. Rowland proved in 1876 that a moved electrostatic charge, called a convection current, had the same magnetic effect as a normal conduction current. In 1885 Röntgen repeated these experiments first in a much improved form and then extended them to the first experimental proof of Maxwell’s dielectric displacement current. 1 For this purpose he used an apparatus in which a disk made from a dielectric material was rotating between two ring electrodes. The upper one was grounded, the lower one consisted of two halves with opposite electric potentials. This caused a change of sign of the polarization inside the dielectric two times per turn, and Röntgen succeeded in an unambiguous proof of the magnetic field connected to this displacement current. In this field we find our first example of relations between Russian and German physics, since the Russian physicist A. Eichenwald later continued these experiments at the engineering school in Moscow and was the first to demonstrate the quantitative agreement of this magnetic field with that of a normal conduction current. 2

More important for the anniversary we celebrate this week was, of course, the long-lasting connection between Röntgen and Ioffe. At the end of a century in which the existence of quarks and Z bosons has been demonstrated, it is very informative to read about the years from 1902 to 1905 which the founder of our Physical-Technical Institute spent as Röntgen’s student and assistant at Munich University. In his book Meeting with Physicists 3 he gives a very detailed description of Röntgen as an excellent experimentator, but of very conservative physicist, who did not allow use of the word “electron” in his institute. Without this restriction, perhaps, Röntgen and Ioffe instead of Pohl, Gudden and Gyulai would have been the discoverers of the F center since during their extensive experiments on the effect of x-rays and light on the electrical conduction in crystals 4 they certainly encountered such defects.

One year after Röntgen’s death in 1923, another physicist who became important for Giessen University, namely Wilhelm Hanle, holder of the physics chair at Giessen from 1941 to 1969, reported 5 an effect which later was named after him. This Hanle effect, depolarization of (resonance) fluorescence by an external magnetic field due to destruction of the coherence existing at zero-field level-crossing, is still one of the most accurate methods for measuring atomic lifetimes. Its main advantage is the low densities at which the experiments can be done in order to avoid disturbing effects like collision broadening, etc.

For that reason it has been widely used in the Ioffe Institute 6 as well as in Giessen. Two examples shall be given here: The group of Boris Zakharchenya studied the photoluminescence of “hot” electrons created in a GaAs/AlGaAs multiple-quantum-well structure by excitation with a krypton laser. 7 In the emission, a pronounced peak shows up at the high-energy edge of the spectrum arising from the recombination of electrons from the point of photocreation, that is, prior to any energy relaxation. The degree of polarization in this peak decreases with increasing magnetic field in the form of a typical Hanle curve

\[
P(B)/P(0) = (1 + 4 \omega^2 \tau_0^2)^{-1}
\]

and allows determining the “lifetime” \( \tau_0 \) of the hot electrons which, in that case, corresponds to the emission time of an LO phonon. It is obvious that such results can be obtained only in experiments which avoid complicating factors like, for instance, phonon heating leading to a large spread in the times observed.
The second example is a result from my institute.\(^5\) In this case, the level-crossing technique is used in a rather different way. Light emitted from the helium \(^4\text{He}\) level excited by atomic collisions with \(\text{He}^+\) or \(\text{Ne}^+\) projectiles, having a polarization parallel to the ion beam, has been measured as having a function of external electric and magnetic fields. For zero electric field, only the Hanle effect influences the intensity \(I(B)\) of this (polarized) light which, therefore, has a Lorentzian line shape with a half-width depending on the lifetime of the excited state. At non-zero but constant electric field, the quadratic Stark effect causes several additional level crossings, but only those with \(\Delta m = \pm 2\) can be observed with the experimental geometry used. A splitting of the Hanle curve into three Lorentzians results, therefore, whose intensity directly reflects the sublevel populations.

From these examples you may see the common interests that existed in our institutes for a long time, and not only in this field. But all of you are aware of the problems hampering the relations between Russian and (West) German physics. Already Röntgen and Ioffe shared a fate which many of us experienced for a long time, too, namely to live in countries being for some time very unfriendly to each other. This becomes obvious from Röntgen’s statement “Of course I could not publish during the war against Russia a scientific article together with a Russian physicist” (in Ref. 3), explaining the long delay (from 1913 to 1921) between the two parts of their joint paper\(^5\) about “Electrical conductivity in some crystals and the influence of irradiation on it.” I still remember my first visit in this beautiful city on the occasion of the International Conference on Luminescence in 1972 and the strong barriers between East and West which existed at that time. Fortunately the situation became better and better beginning in the 1980s. Especially in my field, interaction of radiation with matter, the scientific community in Russia and Germany is very indebted to Albrecht Winnacker, who participates in this conference, and Kurt Schwarz, at that time in Riga, for organizing a series of Sovjet-\((\text{now Russian-})\) German seminars on “Point defects in insulators and deep-level centers in semiconductors,” and to the Russian Academy of Sciences and Deutsche Forschungsgemeinschaft for funding.

From these seminars, starting with the first meeting at Heidelberg in 1983, emanated a vivid scientific exchange between Giessen and Leningrad/Saint Petersburg. During one of these research stays we returned to “Steinsalz” (NaCl), the original material of Röntgen and Ioffe.\(^4\) Now, however, in a special form, namely, doped with divalent nickel. This incorporation requires a charge compensation by sodium vacancies. Andrey Badalyan detected by EPR two different center configurations, one with the vacancy along a (100), the other along a (110) direction.\(^9\) We concentrated one the first species. We have three of them, besides the one shown with a nickel-vacancy axis along (001), two others along [100] and [010] respectively. What do we expect from this \(3\text{d}^8\) system? Its level scheme in a cubic environment with tetragonal distortion can be found in many textbooks. For our EPR experiment only the orbital singlet ground state with triplet spin configuration (the two d electrons couple to \(S=1\)) is relevant. The axial crystal field causes a fine-structure splitting between the three \(m_S\) states competing with the Zeeman effect which makes the situation a little bit more complicated when the external magnetic field is not directed along the center axis. Exact diagonalization of the appropriate spin Hamiltonian, however, with help of the program “V-epr”\(^10\) it is possible to understand and fit completely the angular dependence observed in [001] rotation. What was interesting and puzzling in these results is the structure observed at resonance. A deconvolution of the integrated spectrum yields 5 Gaussians with an intensity ratio 1:6:13:6:1.

The inability to explain by a superhyperfine interaction with surrounding chlorine nuclei arose already in the case of silver chloride doped with Ni\(^2+\), where a similar structure was observed.\(^11\) The authors explained this by a different distribution of the two chlorine isotopes among the four neighboring lattice sites in the plane perpendicular to the center axis. Taking into account the natural abundance of \(^35\text{Cl}\), which is three times larger than that of \(^37\text{Cl}\), one readily calculates probabilities of 1:6:13:6:1 for the different configurations. This is based on a distortion of the square by different vibrational amplitudes as a result of the different isotope masses. This distortion leads to an orthorhombic component in the crystal field and, from that, to a deviation of the resonance position proportional to \(x^2-y^2\). So the model can explain the existence of 5 lines with the observed intensity ratio, but until now no direct determination of the real distribution of the isotopes was done. Therefore we performed an electron-nuclear double resonance (ENDOR) experiment in this system. The result is a large number of ENDOR lines, which again using the “V-epr” program can be analyzed completely. Analyzing the ENDOR intensities respectively for the \(^35\text{Cl}\) and \(^37\text{Cl}\) nuclei at 100 position among the five lines, one finds a decrease for chlorine 37, an increase for chlorine 35, and, surprisingly, a ratio 1:5 on the central line instead of the natural isotopic ratio (1:3). Thus our ENDOR experiments completely proved the model.

After the dramatic changes in 1989, further programs were started to support the cooperation between Russian and German physicists. Here I want to mention especially the Volkswagen Foundation which financed between 1990 and 1998 eighteen projects with scientific groups in Saint Petersburg, among them eleven at the Ioffe institute. Altogether 17 million DM were given to Russia (10 percent of them to Saint Petersburg), a sum which amounts to nearly one half of the total funding for Central and Eastern Europe. An important role was played here by Gottfried Landwehr from Würzburg University as a head of the selection committee.

I am very glad that one of the eleven projects mentioned above was carried out by Boris Zakharchenya’s and Pavel Baranov’s groups at the Ioffe institute and my group at Giessen. Its topic was photoluminescence of hot electrons and magnetic resonance in quantum-well structures and superlattices. GaAs/AlAs superlattices are grown by molecular beam epitaxy and consist of a sequence of alternating GaAs and AlAs layers. This periodic arrangement shows up nicely in high-resolution transmission electron microscopy. In addition, Röntgen’s discovery also plays an important role for the characterization of such nanostructures, x-ray diffraction
supplying complementary information about layer dimensions. Since these are of the order of a few monolayers, extreme quantum confinement effects appear. We studied a series of samples with nominally 5.5 monolayers (1.73 nm) GaAs and 8.5 monolayers (2.65 nm) AlAs. For quantum wells with such dimensions the energy of the lowest electron state in AlAs is lower than that in GaAs, so excitons are formed from $X_e$ electrons in the AlAs layer and from $\Gamma_1$ holes in the GaAs layer. This characterizes a type-II superlattice and leads to a localization of the excitons at the interfaces. Due to the very low temperatures of our experiments (1.5 K) only the lowest energy excitons (more exactly: the heavy-hole excitons) play a role. The radius of such an exciton, which amounts to more than 10 nm, in the bulk material, is strongly reduced in the growth direction. This fact together with the low local symmetry of the interface result in an exchange (or zero-field) splitting of all four exciton sublevels. The heavy holes states $m_s = \pm 3/2$ couple with the $m_s = \pm 1/2$ states of the electron to produce $m = 2, 1, -1$, and $-2$ exciton states. In magnetic field, circularly polarized optical transitions are allowed only from the $m = \pm 1$ states. If we connect them by microwave transitions to one of the nonradiative, higher populated $m$ states, we increase either the intensity of the $\sigma^+$ or the $\sigma^-$ radiation. This shows up in the circular polarization of emission and can be used to detect magnetic resonance and to examine the energy level system of the excitons. Very important in this context is the fact that coupling of levels not only occurs due to microwave transitions, but also when the external magnetic field brings energy levels close to each other. Zero-field level crossing is the origin of the Hanle effect, which we discussed before. Here a level anticrossing occurs, which also affects level populations showing up in the intensity of circular or linear polarization of emission. Level anticrossing is a very helpful method of spectroscopy since it does not have the limitations of optically detected magnetic resonance (ODMR), which usually fails for radiative lifetimes shorter than 0.1 $\mu$s. A systematic investigation of a large number of superlattices reveals an approximately exponential dependence of the exchange splitting on the superlattice period. The isotropic exchange splitting of excitons can be used to determine the period of a SL. Together with the dependence of the hole g factor on the thickness of the GaAs layer, a complete geometrical characterization with very high resolution becomes possible.

The main topic of our collaboration in recent times was the investigation of ODMR together with the linear polarization of level anticrossing signals. The reason for that is the following: The sequence of layers in the growth direction changes the respective orientation of the gallium and aluminium bonds to arsenic atoms in the interface. Whereas in the so-called normal (AlAs on GaAs) interface, the AlAs bonds lie in a $(110)$ plane, oriented along a $[1\bar{1}0]$ direction, and the GaAs bonds in a $(1\bar{1}0)$ plane, oriented along [110], for the inverted interface (GaAs on AlAs) the situation is just opposite. This results in an inversion of the radiative levels. The first level anticrossing (with increasing magnetic field) for the normal interface leads to a population increase of the level, from which light linearly polarized along [110] is emitted. The second anticrossing accordingly increases the intensity of the $[1\bar{1}0]$ light. For the inverted interface the sequence is reversed. In that way one can even distinguish at which interface the recombining exciton is localized. Since the whole luminescence is a dynamic process and all levels are coupled by rate equations a population increase of one radiative level may cause a decrease in the other. Another consequence is the different dependence of ODMR of different excitons on the microwave chopping frequency we use to modulate the effect. This provides an additional possibility to study exciton dynamics and to unravel different contributions.

Very detailed information obtained experimentally was used to study the influence of growth parameters on the interface quality of superlattices in collaboration with Franz Ahlers and Klaus Pierz from the Physikalisch-Technische Bundesanstalt in Braunschweig. In a sample grown at 600 °C, with growth interruptions of 50 s after deposition of each GaAs layer, two luminescence lines were observed. In the ODMR experiment it could be clearly seen that the low-energy line arises from the recombination of an exciton with a smaller exchange splitting than that of the excitons contributing to the high-energy line. From the sign and shape of the level anticrossings in linear polarization we showed that only excitons localized at the inverted interface were observed in the low-energy line, in the high-energy line, two excitons localized at both the inverted and normal interface were clearly separated. In this way, one can now determine the dependence of the growth parameters on the ratio of excitons localized at different interfaces, check the physical background for this, control the quality of superlattices, etc. It should be mentioned that the energy levels deduced from ODMR and from the level anticrossing resonance fields are absolutely consistent. The two different exchange splittings observed for the two luminescence lines prove the existence of regions larger than the radius of the exciton which differ in the local period and the GaAs layer thickness by one monolayer. Obviously, the increased possibility for relaxation of the GaAs surface by the pause during growth enables the appearance of monolayer-high interface islands.

These few examples hopefully illustrated that relations between Russian and German physics are in a good shape and that Giessen and Saint Petersburg keep the old traditions vital.

---

1. W. C. Röntgen, Wiedemanns Annalen 40, 1, 97 (1890).
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Progress in the growth and research of crystals for wide-gap semiconducting materials

Yu. A. Vodakov and E. N. Mokhov
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Fiz. Tverd. Tela (St. Petersburg) 41, 822–825 (May 1999)

The feasibility of a sublimation sandwich method for controlled growth of single crystals and epitaxial layers of different SiC and GaN polytypes is demonstrated. The controlled production of pure ($n_i < 10^{16} \text{ cm}^{-3}$) and heavily-doped crystals and epitaxial layers of these materials has made it possible to study their semiconducting parameters in detail and to identify the nature of a number of the most important impurity centers. It is shown for the example of SiC that the typically high chemical-binding energy of atoms in these compounds is the reason for the formation of stable metastable compounds, among them associations and clusters that include intrinsic defects which have a significant effect on the properties of the material. Clusters formed on the surface can serve as seeds for different polytypes during crystal growth.

© 1999 American Institute of Physics. [S1063-7834(99)01605-6]

Wide-gap semiconducting materials are those with a wide band gap close to or exceeding 2.3 eV. Materials in this group can be used for creating various electrooptical devices, including light-emitting diodes and lasers for operation in the short-wavelength visible and UV spectrum. The outstanding representatives of this group are SiC and GaN, which are also characterized by high binding energies (5–6 eV). These materials are extremely promising for the production of high-power, high-temperature devices. For example, the maximum operating temperature for various devices based on SiC lie within 730–1300 °C, which is 400 °C or more higher than for Si and GaAs. The breakdown voltages for SiC and GaN structures are an order of magnitude higher than for classical semiconductor structures.

We have been actively studying wide-gap semiconducting materials (primarily SiC and GaN) since the 1960’s. The major emphasis was on developing the technological basis for manufacturing these materials, including growing crystals and epitaxial layers, with controlled doping by impurities for creating device structures. Complex studies have been made of the properties of the materials, and of the behavior of impurities and intrinsic defects in them, in connection with the conditions for fabricating them and the subsequent relaxation annealing. Special attention has been devoted to the polytypism of SiC. The major parameters of the polytypes of SiC that we determined in the 1960’s and 1970’s are still quite reliable and have only been modified slightly in the ensuing years. In particular, the promise of a polytype such as $4H$ was demonstrated.

In this paper we present some original data from a study of the growth and doping of SiC and GaN. Most of the information on an analysis of the doping behavior concerns SiC. This is explained by the fact that SiC, as opposed to GaN, is relatively stable thermally and does not decompose at high temperatures.

1. GROWTH AND DOPING OF SiC AND GaN

1.1. The sublimation sandwich method. We have proposed a method for growing epitaxial layers and single crystals, initially of SiC and later of GaN, which is now known as the sublimation sandwich method. The concept of the method has been described previously.

The main advantages of this method are:

1) Inside a sandwich growth cell, it is possible to create and maintain conditions close to equilibrium over a wide range of temperatures, supersaturations, external pressures, and compositions of the vapor phase. As a result, it is possible to obtain extremely perfect single-crystal layers, even of such decomposing compounds as GaN, with sublimation mass transport of material from the source to the substrate at extremely high rates (up to 1–2 mm/h) without a chemical transporter. Here the efficiency of material transport is close to 100%.

2) The composition of the vapor phase is easily controlled, so it is possible to ensure the required doping level of the growing crystal, and vary its stoichiometric composition and polytype.

3) With this method it is possible to obtain additional information on the mechanisms of growth and doping (including the elementary stages), so that it is easier to model the mass transfer process theoretically and to verify the model.

1.2. Gallium nitride. Epitaxial layers of GaN were first obtained by sublimation on SiC and sapphire substrates in a horizontal reactor with rf heating. GaN powder or metallic Ga were used as a sublimation source. Growth proceeded at a temperature of 1100–1300 °C in a nitrogen flow. Here it was possible to attain very high growth rates, up to 1 mm/h. It was found possible to grow thick epitaxial layers, as well as bulk crystals with thicknesses of up to 0.8 mm and linear dimensions of up to 15–20 mm.

The undoped $n$-type samples had electron concentrations of $2 \times 10^{17} \text{ cm}^{-3}$ or more. Samples of GaN doped with Fe, Mn, Ni, and V impurities were also obtained. The nature of most of these impurity centers was first identified using electron paramagnetic resonance (EPR). A typical luminescence spectrum for these samples is shown in Fig. 1. A single, sharp exciton peak and a broad band in the yellow portion of...
the spectrum can be seen. It should be noted that the intensity of the yellow band depends strongly on the structural perfection of the grown sample. A high intensity of this band was observed near structural and morphological defects of the crystal. An enhancement in the intensity of the yellow luminescence was observed in the epitaxial layer adjoining the substrate, evidently owing to stresses generated by the mismatch between the lattices of the substrate and the GaN. These data, along with x-ray data, demonstrate the possibility of obtaining extremely perfect layers of GaN by sublimation.

1.3. Silicon carbide. Epitaxial layers of SiC were grown at temperatures of 1700–2600 °C in an inert atmosphere or in vacuum. Bulk crystals of SiC of polytypes 4 and 6H were also grown, with diameters up to 40 mm and thicknesses up to 15 mm. The purest undoped SiC layers had electron concentrations of $10^{15}$ cm$^{-3}$. The possibility of growing heavily-doped SiC crystals of either $n$- or $p$-type with extremely high doping levels close to $10^{21}$ cm$^{-3}$ was demonstrated. Data on the maximum concentrations in SiC layers for more than 20 impurities are given in Ref. 7.

The degree of doping in the growing level depends strongly on many factors, including the substrate orientation, the growth temperature and rate, and the stoichiometric composition of the vapor phase. These effects can be explained by a lack of equilibrium in the vapor–crystal system under the growth conditions achievable in practice. The condition for such an equilibrium is known to be $V_g D_i / h$, where $V_g$ is the growth rate, $D_i$ is the impurity diffusion coefficient, and $h$ is the thickness of the growing layer. Using experimental values of $D_i$, it is easy to show that this condition is not met for most impurities. Thus, the doping anisotropy is a consequence of a difference in the adsorption properties of the polar $\{0001\}$ facets. For example, the concentration of the acceptor impurities Al and Ga in layers grown on polar $\{0001\}$ facets can vary by factors of 5–10. However, the orientational doping anisotropy can be greatly reduced by raising the growth temperature or changing the composition of the vapor phase by, for example, introducing silicon vapor into the growth zone.

As a rule, the concentration of most impurities is higher on a $\{0001\}$Si face than on a $\{0001\}$C face because of the higher surface energy of the former. An exception is group V and VI donor impurities, which are better adsorbed on a carbon face.

By using a sandwich system it was possible to calculate the elementary capture coefficients for the most important impurities ($K_i$) as functions of the growth conditions and substrate orientation (Fig. 2). It turned out that the elementary capture coefficients for the impurities are much lower than for the matrix atoms. As the growth temperature is raised, the capture efficiency of most of the impurities increases, while, on the other hand, that of the donor impurity elements from group V decreases.

Increasing the impurity concentration, as well as additional implantation of surface-active impurities (e.g., silicon) in the growth zone, cause a reduction in $K_i$.

For group V impurities (nitrogen, phosphorus) these effects can be attributed to desorption of impurities from the surface layer. Another reason for the low values of $K_i$ is the formation, on the growing surface, of inclusions of a second phase, which have been enriched by an introduced impurity. Similar processes with precipitate formation near structural and morphological defects have been found to be most typical for boron impurities.

2. INTRINSIC DEFECTS IN GROWN SiC CRYSTALS

We have examined various ways of introducing nonstoichiometric intrinsic defects into a growing crystal. All these
methods are based on the low relaxation rate at the phase boundary and in the bulk of the crystal. For example, lowering the sublimation growth temperature or increasing the rate of condensation leads to enrichment of the growing crystal with excess silicon. The same effect was achieved by introducing Si into the system, as well as impurity Ta, Zr, Hf, P, and Ba.\textsuperscript{9} For relative enrichment of a crystal with carbon, the most promising impurities are elements of the 1V\texttext{-}b group, especially tin.\textsuperscript{10}

In a study of the crystal properties as a function of the growth conditions, it was found that intrinsic defects show up first in SiC crystals grown at relatively low temperatures and containing excess silicon.\textsuperscript{11} Various methods, among them EPR, positron diagnostics, nonstationary deep level spectroscopy, and luminescence analysis, revealed the existence of associates in them, including intrinsic defects, as well as impurity atoms. For example, positron diagnostic data demonstrate directly the presence of an elevated concentration of vacancy defects in these crystals at a level of $3 \times 10^{17}$ cm\textsuperscript{-3} (Fig. 3). EPR was used to reveal and identify associates, with an acceptor impurity and carbon vacancy in them. Note that the latter are used to reveal and identify associates, with an acceptor insertion defects. The center for this luminescence is obviously a vacancy associate. Intrinsic defects in SiC crystals enriched with silicon often are in the form of clusters.\textsuperscript{11,12} The enhanced thermal stability of nonequilibrium defect centers is evidently explained precisely by the presence of clusters. For example, the annealing temperature in them for $D_1$ and $D$ defect-luminescence centers introduced through irradiation by high-energy particles at 600–800 °C is higher than in SiC samples with similar impurity composition grown by the Lely method under standard conditions ($T_s = 2600$ °C).

The enhanced susceptibility to dislocation and crack formation in samples containing excess Si can be related to the presence of clusters as stress concentrators. Clusters are also obviously responsible for the microplasma breakdown of epitaxial $p$–$n$-junctions typical of this group of crystals. As opposed to the ordinary microplasmas caused by extended defects, these microplasmas are annealed at temperatures $T_a > 2550$ °C. Note that complete relaxation annealing, with loss of the behavior specific to a nonstoichiometric crystal, takes place only at temperatures $T_a > 2550$ °C. This is also explained by the presence of clusters which are stable up to high temperatures.

Clusters have little effect on the semiconducting properties of a material, since they are electrically inactive, but their breakup at high temperatures owing to Oswald ripening does favor a greater thermal stability on the part of the simpler centers, such as $D_1$ centers, which are luminescence activators. Here impurities (such as nitrogen and boron) which facilitate clusterization have been found to play a significant role. The existence of latent nonstoichiometry in SiC\textsuperscript{10} can also be explained by the presence of clusters. Given that an enhanced intrinsic defect content is observed in samples grown with an excess of silicon, we should expect that the clusters include interstitial silicon atoms or carbon vacancies. Direct proof of the presence of clusters of both the interstitial and vacancy types, which are stable to temperatures in excess of 2000 °C has been obtained in studies of SiC samples irradiated with high-energy particles by means of electron microscopy, x-ray diffractometry, and positron diagnostics.

The very possibility of developing different kinds of clusters with intrinsic defects and impurities, which are stable at high crystal-growth temperatures, is a factor which favors polytypism. We believe that clusters can be nucleation centers for various kinds of polytype.\textsuperscript{6} The probability of forming a surface cluster depends little on the amount of supersaturation. Thus, this growth mechanism shows up most distinctly at low supersaturations during growth on a singular surface without any structural or morphological defects that might favor maintenance of the substrate polytype.\textsuperscript{13} When there are no external factors favoring the appearance of a certain polytype, seeds for different polytypes develop on this surface and this leads to a polytype instability effect.\textsuperscript{13} At the same time, the structure of a developing polytype seed depends on the Si:C ratio in the vapor phase.\textsuperscript{10} For example, when there is excess Si, the probability of forming a seed for a cubic polytype (3C) is high and when there is a relative excess of carbon (or in the vapor of isovalent impurities of the 1Vb group), seeds for the hexagonal polytype 4H develop.\textsuperscript{14}

Therefore, the most important specific feature of wide-gap materials with a high binding energy is that relaxation processes involving intrinsic defects and impurity atoms take place very slowly in them, so that it is difficult to achieve equilibrium in the solid phase, even at the high (industrial) temperatures at which growth, diffusion, or ion implantation take place. As a result, the grown crystals can contain nonequilibrium metastable states which include intrinsic defects and impurities, so that the crystal properties depend on the temperature and other fabrication conditions. These specific features of the material are extremely stable. Eliminating
them completely requires extremely high annealing temperatures.

We have pointed out, therefore, the prospects for the sublimation sandwich method as a means for growing SiC and GaN doped with various impurities. It has been found that the doping of these materials is essentially a nonequilibrium process. In SiC crystals grown with excess Si, an enhanced concentration of intrinsic defects has been observed in the form of metastable associates and clusters which include intrinsic defects and impurities and have a substantial effect on the properties of the material. The possibility of changing the stoichiometric composition and polytype in a controlled fashion during the growth of SiC has been demonstrated.
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*E-mail: mokhov@sic.ioffe.rssi.ru


Translated by D. H. McNeill
EPR of defects in semiconductors: Past, present, future

G. D. Watkins*

Department of Physics, Lehigh University, Bethlehem, PA 18015, USA
Fiz. Tverd. Tela (St. Petersburg) 41, 826–830 (May 1999)

Important physical concepts learned from early EPR studies of defects in silicon are reviewed. Highlighted are the studies of shallow effective-mass-like donors and acceptors by Feher, of deep transition-element impurities by Ludwig and Woodbury, and of vacancies and interstitials by Watkins et al. It is shown that the concepts learned in silicon translate remarkably well to corresponding defects in the other elemental and compound semiconductors. The introduction of sensitive optical and electrical detection methods during the intervening years, and the recent progress in single-defect detection insure the continued vital role of EPR in the future. © 1999 American Institute of Physics. [S1063-7834(99)01705-0]

For over forty years, electron paramagnetic resonance (EPR) has played a key role in the study of point defects in semiconductors. Because of the detailed structural information available from the spectrum of a defect — symmetry from its angular dependence, and the atomic and lattice structure from its hyperfine interactions — it has proven to be uniquely able to identify a defect, to map out its wavefunction in the lattice, and determine its microscopic structure.

In this short presentation, I can present only a very few of the highlights, with apologies to the many, many EPR scientists who have made, and are continuing to make, vital contributions to our understanding of defects in semiconductors.

I. PAST

1. Shallow effective-mass impurities

Over forty years ago, Feher\(^1\) introduced the important technique of electron-nuclear double resonance (ENDOR), where the nuclear resonance of nearby lattice atoms could be detected as a change in the EPR signal of a defect. With this, he was able to map out for the first time the wavefunction of the \(S = 1/2\) bound electron of the shallow donor in silicon over the surrounding silicon lattice sites.\(^5\) This served to establish in beautiful detail the correctness of the theory of Kohn and Luttinger,\(^3\) which described the wavefunction as a large-orbit hydrogenic envelope function (effective-mass electron, dielectric shielded from the positive core) multiplying a sum of the free-electron states at the conduction-band valley minima.

The shallow acceptor in silicon was more difficult because, for it, the top of the valence band is at the \(\Gamma\) point \((k = 0)\), with orbital angular momentum \(L = 1\), giving \(J = 3/2\) for the bound hole. The hole is strongly sensitive, therefore, to random strains in the crystal and the acceptor resonance was too broad to detect. Feher solved the problem by applying a uniaxial stress to the crystal, which lifted the degeneracy of the bound \(J = 3/2\) hole and made the resonance observable,\(^4\) again confirming the general features of the Kohn–Luttinger theory. Twenty years later, with higher quality, lower internal strain crystals, Neubrand was able to detect for the first time the acceptor resonance in the absence of external strain, and confirm the complete \(J = 3/2\) spectrum for the bound hole.\(^5\)

This pioneering EPR work in silicon has served to set the pattern of understanding for all of the elemental and compound semiconductors. Similar shallow \(S = 1/2\) effective-mass donor resonances have been observed subsequently in many of the semiconductors, but the shallow \(J = 3/2\) acceptors have resisted detection, the valence band maximum being at \(k = 0\) for all. The acceptors have been observed in a very few cases, but again only either when stress was externally applied to the cubic semiconductor, or when internally available for a few non-cubic semiconductors.

2. Deep transition element impurities

At about the same time, Ludwig and Woodbury initiated a systematic study of the \(3d\) transition-element impurities in silicon, which continued through the 1960’s.\(^6\) Using EPR and ENDOR, several charge states of most of the \(3d\) transition-element impurities were observed and a simple physical picture of their properties emerged.

This is summarized in Fig. 1. The sign of the crystal fields experienced by the \(d\) electrons is reversed for the interstitial and substitutional sites. For the interstitial site, the crystal field can be considered to arise primarily from the positive cores of the four nearest silicon atoms, which are exposed because their charge compensating valence electrons are involved in bonds pointing away from the interstitial site. Therefore, as shown in Fig. 1, the triply degenerate \(d(t_{2g})\) orbitals are lower in energy because they interact more strongly with the neighbors than the doubly degenerate \(d(e)\) orbitals, which better avoid them. In the substitutional site, the negative charge of the electrons in the bonds to the impurity dominate, and the level order is reversed.

Starting from the free ion \(3d^{10}4s^\beta\) configuration for a particular charge state, all \(\alpha + \beta\) electrons go into these orbitals for the non-bonding interstitial case, as expected. For the substitutional impurities, which require four electrons to
complete their bonds to the four silicon neighbors, \(a + \beta - 4\) remain to go into the \(d\) orbitals. In both cases, the levels are filled according to Hund’s Rule, electrons paired (maximum \(S\)), first filling the lower level, spin-up, then the upper, spin-up, before filling, spin-down, in the lower, etc. The repulsive electron–electron interactions between the localized \(3d\) orbitals, which force maximum spin, therefore dominate over the crystal-field energy.

This general pattern, established very early for silicon, has been remarkably successful in interpreting the many subsequent EPR and optical results for transition elements in all of the semiconductors — elemental, III–V, and II–VI alike. In the compound semiconductors, the impurities tend to enter substitutionally the metal sublattice. For them, the substitutional rules are the same as above, except that \(a + \beta - 3\) electrons go into the \(d\) levels in the III–V’s, the three electrons replacing now the three valence electrons associated with the neutral group–III atom that the impurity ion replaces. Similarly, for the II–VI’s, the \(d\)-level occupancy number is \(a + \beta - 2\).

Of course, the excitement, and new physics, arises when departures are found, although there have been few so far. One interesting one is that of the shallow manganese acceptor in GaAs. In that case it has been found that Mn\(^{0}\) is not \(d^4\), as expected by the simple rules above, but the Hund’s rule \(d^5\), with a shallow bound hole. Another departure has been found for substitutional Ni\(^{+}\) in silicon and also for the corresponding \(d^7\) substitutional ions of the \(4d\) (Pd\(^{0}\)) and \(5d\) (Pt\(^{0}\), Au\(^{0}\)) series. For them, a Jahn–Teller distortion sets in, which overcomes the electron–electron coupling, giving \(S = 1/2\) for their \(e^4r_2^3\) paramagnetic charge states. This anomaly has been explained as a result of strong charge transfer of the paramagnetic \(d\) orbitals onto the four neighbors in the particular case of the transition elements at the end of each series.

3. Vacancies and self-interstitials

Also, begun at about the same time and continuing through the 1980’s, my students and I have systematically probed the properties of the intrinsic defects — vacancies and self-interstitials — in silicon.\(^{10–12}\) The approach taken was to produce the defects by 1–3 MeV electron irradiation \(\text{in situ}\) at cryogenic temperatures and to study by EPR the frozen-in isolated vacancies and interstitials, and then to warm up and study their migrational properties.

Figure 2 summarizes the experiment and the overall pattern of results. Immediately after irradiation, EPR of the isolated vacancy in two different charge states, \(V^+\) and \(V^-\), is observed. Long-range migration of the vacancy with subsequent trapping by impurities occurs at \(\sim 70\) K in \(n\)-type material, \(\sim 200\) K in high-resistivity material, and \(\sim 150\) K in \(p\)-type material. As shown, a whole host of trapped vacancies have been identified by EPR, confirming unambiguously that the annealing is indeed the result of long-range diffusion of the vacancy. Kinetic studies of the annealing have revealed the activation energies for vacancy diffusion as shown in Fig. 2, along with the corresponding defect charge states. This was the first surprise. The high mobility well below room temperature, and its large dependence on the vacancy charge state, were not anticipated.

A second surprise was the experimental observation that vacancy annealing can be stimulated even at \(4.2\) K by shining near bandgap light on the sample or by injecting electrons and holes electrically. This phenomenon, called recombination-enhanced migration, was also established to
be occurring to a limited extent during the electron irradiation itself, which also generates substantial electron-hole pair ionization.

A third even greater surprise was the observation, in the p-type material studied, that the interstitial had already migrated long distances during the initial electron irradiation at 4.2 K. Immediately after the irradiation, only interstitials trapped by impurities were observed, as illustrated in Fig. 2, and in \( \sim 1:1 \) concentration to the isolated vacancies. Apparently, the interstitial is even more efficient in converting the capture of electrons and holes into the energy required for its migration.

Figure 3 provides a simple interpretation of the electronic and lattice structure of the vacancy that has evolved from the EPR studies. Using the concept of simple molecular orbitals made up from the dangling bonds of the four vacancy neighbors, the various charge states can be understood by their successive population with the appropriate number of electrons, two for \( V^+ \), three for \( V^2 \), etc. Here, the electron–electron interactions are weaker than in the transition-element ion case, being spread mostly over the four nearest-atom neighbors, but also onto their neighbors as well, and each level is filled before proceeding to the next. The interesting feature here is that Jahn–Teller energy-lowering distortions occurs as soon as partial occupancy of the degenerate \( t_2 \) orbital occurs. A tetragonal distortion occurs for \( V^+ \), as observed in its EPR, because of its single occupancy in the \( t_2 \) orbital. A much larger tetragonal distortion occurs for \( V^0 \) being driven by the energy gain of two electrons in the orbital. For \( V^- \), an additional dihedral distortion occurs.

These distortions turn out to have important consequences. For example, the increased two-electron Jahn–Teller energy lowering for \( V^0 \) over the one-electron energy lowering for \( V^+ \), actually serves to overcome the Coulomb repulsion between the two electrons and lower the vacancy first donor level \( (0^+/+) \) to a position, below the second donor level \( (+/+/+) \). This rare phenomenon, called negative-\( U \), implies a net attraction between electrons at the vacancy. To account for this, the Jahn–Teller energy lowering for the vacancy single-donor level \( (0^+/+) \) can be estimated to be at least \( \sim 0.5 \) eV in Ref. 13. With relaxation energies this large \( (\sim 1/2 \) the bandgap!), it is easy to understand how capture of electrons and holes at the vacancy can supply the necessary vibrational energy to overcome the small diffusion barriers indicated in Fig. 2, and explain its athermal 4.2 K migration under electronic excitation.

Inspection of the wide variety of observed configurations for the trapped interstitials, combined with predictions of recent ab initio calculations for interstitial boron\(^{14}\) and silicon\(^{13,16}\) has served to suggest a similar simple physical picture for predicting the properties of such interstitials. Consider the \( s \) and \( p \) valence orbitals for the interstitial atom when placed in the high-symmetry \( T_d \) interstitial position of the lattice. Populate them in the normal atomic order with electrons appropriate for the charge state of the interstitial. For \( B_i^c (2s^2) \), \( Al_i^{++} (3s^1) \) and \( Si_i^{++} (3s^2) \), there is no orbital degeneracy, therefore no Jahn–Teller distortion, and the interstitial should stay on-center, as indeed observed for \( Al_i^{++} \), and predicted by theory for the other two. For \( B_i^c (2s^22p) \), \( C_i^c (2s^22p) \), \( Si_i^c (3s^23p^1) \), and their further degenerate \( p \)-level occupancy charge states, off-center Jahn–Teller distortions should occur into symmetry lowering bonding configurations, as indeed observed for \( B_i^0 \) and \( C_i^+,0,\)\( \)\( \), and predicted for all three atoms. Considering the large energies involved in \( p \) bonding, it is again easy to understand efficient recombination-enhanced migration for the interstitial as it cycles back and forth between its various configurations during electron and hole capture.

Remarkably, therefore, the electronic and lattice structures for vacancies and interstitials in silicon can be understood in almost identical fashion, as summarized in Fig. 4. In each case, there is a non-degenerate \( (a_1,s) \) level lowest and
a threefold degenerate \((t_2,p)\) level higher, which are filled by the electrons appropriate for the charge state of the defect. Each level is filled before going to the next, and when orbital degeneracy results, symmetry-lowering Jahn–Teller distortions occur as bond reconstructions, rebonding configurations, etc.

The one-electron orbital pictures for vacancies and interstitials in Fig. 4 must, of course, be generally applicable to all semiconductors — a vacancy always produces four dangling bonds, an interstitial in the undistorted tetrahedral site is always an ion surrounded by four non-bonding neighbors. In the \textit{II}–\textit{VI} semiconductors, for example, it provides a natural explanation for the on-center character observed by EPR for the chalcogen vacancies, \(V_{\text{VI}}\), and the trigonally distorted metal vacancies, \(V_{\text{II}}\). \textsuperscript{11} In ZnSe, the interstitial \(\text{Zn}^{-}\), has also been observed, and is on-center, as predicted. \textsuperscript{11} For the many other semiconductors about which no clear experimental defect identifications exist, these models may provide useful predictive properties, which, incidentally, provide a remarkable consistent simple physical explanation for the large lattice configurational changes currently often being predicted in modern state-of-the-art \textit{ab initio} theoretical calculations. However, a word of caution is in order. It can also be considered to work for the only other identified intrinsic defects, \(V_{\text{Ga}}\) in GaP, \(V_{\text{C}}\) in diamond, and \(V_{\text{Si}}\) in 3C–SiC. \textsuperscript{19} However, there is an important difference. For their \(a_1^2t_2^3\) configuration, Hund’s rule occupancy dominates, giving a nondegenerate \(S=3/2\) half-filled \(t_2\) shell with no degeneracy and full undistorted \(T_d\) symmetry. Apparently, in these wider bandgap materials, with more localized vacancy orbitals, the electron–electron interactions are beginning to dominate. We may expect interesting surprises, therefore, as we begin to probe the intrinsic interactions in these materials. Theorists, who do not have the ability so far to properly include these multiplet effects, must also beware.

II. PRESENT AND FUTURE

Intensive EPR studies continue today and will in the future, particularly in probing defects in the wide bandgap

\begin{figure}[h]
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\includegraphics{fig3.png}
\caption{Simple one-electron model for the various charge states of the vacancy in silicon.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics{fig4.png}
\caption{An identical simple one-electron orbital model appears to work for both vacancy and interstitial in silicon, the levels being filled, first the lower non-degenerate one, then the higher threefold degenerate one. When partial occupancy of the degenerate \((t_2,p)\) orbitals results, \(0<n<5\), large Jahn–Teller relaxations occur. Such a model should apply for all semiconductors.}
\end{figure}
semiconductors of high current interest today for visible/UV light-emitting and high-temperature electronic applications. To the arsenal of conventional EPR and ENDOR techniques discussed above have been added the powerful and greatly increased sensitivity optical and electrical detection methods. For example, the only EPR detection of an isolated interstitial in any semiconductor has been that of the zinc interstitial in ZnSe, performed by optical detection methods.\(^2\)\(^0\),\(^2\)\(^1\) Here at the Ioffe Institute, important studies using the optical methods have been carried out in the groups of Romanov and Baranov, and much of the pioneering studies of electrical detection have been made by Vlasenko. In addition, a great deal of excitement is currently centered on the possibility of combining some of the various microscopic scanning techniques (optical, STM, AFM, magnetic cantilever) with the increased sensitivity EPR techniques spatially to resolve single defects. Promising recent success in this regard has been reported by Gruber et al.\(^2\)\(^2\) Using optical confocal microscopy, they have resolved and optically detected single isolated nitrogen-vacancy-pair defects in diamond.

EPR will remain a uniquely powerful tool for defect identification and electronic and lattice structure determination. As new semiconducting materials and device structures emerge in the future, it will continue therefore to play a vital role, particularly as promising new and more sensitive techniques for its detection evolve.

Support for the preparation of this review was provided by the National Science Foundation under Grant N DMR-92-094114, and the U.S. Navy Office of Naval Research (Electronic and Solid State Sciences Program) under Grant N N00014-94-1-0117.
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II–VI quantum-well structures containing a 2DEG of low density have been investigated by means of polarized photoluminescence, photoluminescence excitation and reflectivity in external magnetic fields up to 20 T. The spin splittings of the exciton X and the negatively charged exciton \(X^-\) are measured as a function of the magnetic field strength. The behavior of the magnetic-field-induced polarization degree of the luminescence line related to \(X^-\) demonstrates the formation process of negatively charged excitons from excitons and free carriers polarized by the external magnetic field. We have determined the binding energies of the trion formed either with the heavy-hole or the light-hole exciton. The optically detected magnetic resonance (ODMR) technique was applied for the first time to study the optical transition processes in a nanosecond timescale. The electron ODMR was observed with the detection on either the direct exciton or the negatively charged exciton \(X\). Further evidence for the interaction of excitons with the electrons of the two-dimensional gas are demonstrated by a combined exciton-cyclotron resonance line observed in reflectivity and luminescence excitation, shake-up processes observed in photoluminescence, as well as inelastic and spin-dependent scattering processes. © 1999 American Institute of Physics. [S1063-7834(99)01805-5]

1. SAMPLE STRUCTURES AND EXPERIMENTAL DETAILS

In this study we performed measurements on two different types of structures. We used modulation-doped CdTe/(Cd,Mg)Te or ZnSe/(Zn,Mg)(S,Se) QWs with a 2DEG of low density of about \(1.5 \times 10^{10}\) cm\(^{-2}\). The structures were grown by molecular-beam epitaxy on (100) oriented GaAs substrates and selectively doped with iodine or chlorine separated by a spacer layer from the QW. Furthermore, we investigated specially designed structures, where we varied the carrier concentration by external optical illumination. To achieve this, the heterostructures are sandwiched between short-period superlattices, where the QWs are separated from the superlattice (SL) by 20 nm thick barriers, which leads to a much higher probability for the electrons to tunnel from the SL to the QW, as compared to holes, due to the difference in the effective masses. Consequently, the electron concentration in the QW can be varied accurately by the intensity of illumination with a radiation energy exceeding the SL band gap. For the experiments with additional microwave illumination we used a back-wave oscillator, whose frequency can be tuned from 55 GHz to 80 GHz by the application of different dc voltages. For these ODMR experiments the microwaves were chopped at 45 Hz and the synchronous changes of the PL intensities were recorded by a two-channel photon-counter.

2. MAGNETO-OPTICAL STUDY OF THE TRION

2.1. Zeeman splitting and polarization degree

In the first part of this paper we concentrate on the properties of negatively charged exciton states in the magnetic field range extending up to 20 T. PL was excited with a Ti:sapphire laser at energies below the band gap of the bar-
while the external magnetic fields were applied perpendicular to the QW layers (Faraday geometry).

In Fig. 1a the PL and PLE spectra detected for a 8 nm-thick CdTe/Cd$_{0.7}$Mg$_{0.3}$Te QW at a temperature of 1.6 K and at zero magnetic field are shown. The exciton line $X$ dominates in the PLE spectrum but is much weaker than the negatively charged exciton line $X^-$ in the PL spectrum, which reflects the strong probability for excitons to be bound in the $X^-$ complex. This situation is changed under applied magnetic fields when the 2DEG is polarized (Fig. 1b). At 7 T the $\sigma^-$ polarized PL component of the exciton line increases strongly in intensity and becomes comparable with the $X^-$ line intensity. We also stress here that at 7 T the $X$ and the $X^-$ PL lines are polarized with opposite signs and for the $X^-$ line the high energy component is stronger in intensity than the lower one. Detailed dependencies of $X$ and $X^-$ PL intensities on the magnetic field strength are plotted in the upper panel of Fig. 3 and will be discussed below.

For a detailed analysis of the observed PL polarization a precise knowledge about the spin splitting of the exciton and the free carrier states is essential first. The experimentally determined spin splittings for excitons and $X^-$ are very close to each other (Fig. 1c, upper panel). The excitonic $g$ factor has a positive sign (lower part of Fig. 1). The electron $g$ factor at the bottom of the conduction band in an 8 nm-thick CdTe/Cd$_{0.7}$Mg$_{0.3}$Te QW ($g_e = -1.46$) is known with high accuracy. The heavy-hole spin splitting was deduced by subtracting the electron splitting from the excitonic one. The hole splitting is zero at magnetic fields below 12 T and increases at higher fields giving rise to a positive $g$ factor value. There is no significant difference observable whether the hole $g$ factor is determined by the splitting of $X$ or $X^-$. Schematically the spin splitting for 2DEG electrons, excitons, and $X^-$ are presented in Fig. 2. Note that the $X^-$ state is split due to the heavy-hole contribution only, but the spin splitting of the $X^-$ optical transitions is also determined by the splitting of the conduction-band states ($g_e$), as the 2D electron is the final state after $X^-$ recombination (for details see reference).

The magnetic-field-induced polarization degree for $X$ and $X^-$ PL lines in QWs with and without 2DEG is displayed in the lower part of Fig. 3. In undoped QWs the $X^-$

FIG. 1. a — Photoluminescence and PLE spectra of an 8 nm-thick CdTe/Cd$_{0.7}$Mg$_{0.3}$Te modulation-doped SQW structure. X and X$^-$ label the heavy-hole exciton and the negatively charged exciton lines; b — PL spectra taken in the magnetic field of 7 T are shown for two circular polarizations $\sigma^+$ (dotted) and $\sigma^-$ (solid) lines, respectively; c — magnetic field dependence of the PL line positions (upper panel) and the Zeeman splitting (lower panel). The electron-spin splitting calculated for $g_e = -1.46$ is plotted by a solid line. The heavy-hole splitting is calculated from the electron and the $X$ and $X^-$ splitting respectively. For details see text.

FIG. 2. Schematical presentation of an $X^-$ formation process in external magnetic fields from excitons and 2DEG electrons.
and a ~ is determined by the polarization. The exciton polarization under these conditions and the state which contribute to the early with a slope of 0.04 ~ is populated by relaxation from the ~ fields the strong modification. One can see in Fig. 2 that in magnetic the presence of a strongly polarized 2DEG induces such strong circle polarization is strongly enhanced. It is obvious that line is nonmonotonic and alters its sign at 12 T and the ex-

\[ X^-(\sigma^+) \rightarrow X^-(\sigma^-) \rightarrow \text{photon} (\sigma^-) + e^{-(-1/2)} \]

\[ e^{-1/2} + X^-(1/2) \rightarrow X^+(1/2) \rightarrow \text{photon} (\sigma^+) + e^{-1/2}. \]

Under the applied excitation conditions in this structure, the electron density is estimated to be less than \( 4 \times 10^{10} \text{cm}^{-2} \). Therefore, at the resonant magnetic field \( B_{\text{res}} = 3.424 \text{T} \) and \( T = 1.6 \text{K} \) all electrons lie in the \( N = 0 \) Landau level and most of them populate the lower spin state \( (+1/2) \) by thermalization because of the long lifetime (\( \tau = 2.7 \text{\mu s} \)) of the excess electrons. In addition, the measured large exciton polarization (see Fig. 3b) shows that most excitons are popu-

\[ \text{line is unpolarized and the X line polarization increases linearly with a slope of } 0.04 T^{-1} \text{ only, which is considerably smaller than the thermal equilibrium value of } 0.3 T^{-1}. \text{ In modulation-doped QWs the polarization degree of the } X^- \text{line is nonmonotonic and alters its sign at } 12 \text{T and the exciton line polarization is strongly enhanced. It is obvious that the presence of a strongly polarized 2DEG induces such strong modification. One can see in Fig. 2 that in magnetic fields the } X^- \text{ formation process is limited to the creation of a } (+1/2, -1/2, +3/2) \text{ state constructed from a } (+1/2) \text{ electron and a } (-1/2, +3/2) \text{ exciton. The } (+1/2, -1/2, -3/2) \text{ } X^- \text{ state is populated by relaxation from the } (+1/2, -1/2, +3/2) \text{ state. In magnetic fields below } 12 \text{T these states are not split and the state which contribute to the } \sigma^+ \text{ polarized transition is preferably populated. At higher fields, when the state con-

The scheme of the formation of } X^- \text{ under magnetic field is shown in Fig. 2 where the g factor of the electron is negative and that of a heavy hole is very small for low fields and positive for higher field strength. The formation and the re-

\[ e^{-(-1/2)} + X^-(-1/2) \rightarrow X^+(3/2) \rightarrow \text{photon} (\sigma^-) + e^{-(-1/2)} \]

\[ e^{-1/2} + X^-(-1/2) \rightarrow X^+(3/2) \rightarrow \text{photon} (\sigma^-) + e^{-1/2}. \]
For the $\sigma^-$ polarized luminescence of the trion, there is a small electron population in the $(-1/2)$ state and a strong exciton population in the $(-1)$ state. Microwave resonant absorption increases the electron population in the $(-1/2)$ state and enhances the formation probability of the $(-3/2)$ $X^-$. Therefore, we observed a positive electron ODMR signal detected on the $X^-$ emission and simultaneously a negative electron ODMR signal detected on the $X$ emission since the enhanced formation of $X^-$ is in expense of $X$.

In $\sigma^+$ polarization, there exists a strong electron population in the $(+1/2)$ state and a small exciton population in the $(+1)$ state. The formation probability of the $(+3/2)$ $X^-$ therefore is not sensitive to changes of the $(+1/2)$ electron population. Thus, the sharp electron ODMR line can not be observed for the $(-3/2)$ $X^-$ in $\sigma^+$ polarization although the microwave resonant absorption induces a decrease of the $(+1/2)$ electron population.

The microwave radiation pumps electrons from the low spin state $(+1/2)$ to the upper spin state $(-1/2)$ continuously until the electrons reach a new steady population. The change of the electron population by the magnetic resonant absorption results in the change of the formation probability of $X^-$. This is the reason why the magnetic resonance of electrons can be detected in the $X^-$ or the $X$ emission.

From the discussion above, it is obvious that electron spin-dependent and the electron spin-conserving formation and recombination processes of $X^-$ makes the electron ODMR detectable. This formation mechanism of $X^-$ can be further supported by the broad ODMR background (at $B > 3$ T) shown in Figs. 4a and 4b. Besides the microwave resonant absorption, the heating of electrons in the microwave field also induced an increase in the $(+1/2)$ electron population and a decrease in the $(+1/2)$ electron population due to raising of the excess electron temperature. This enhances the formation probability of the $(3/2)$ $X^-$ just as the resonance case discussed above. The broad background signals (at $B > 3$ T) decrease with the magnetic field strength due to the suppression of the microwave heating by magnetic field.

We could say that the above microwave heating effect is polarized since the background (at $B > 3$ T) occur only in $\sigma^-$ polarization. At low magnetic fields ($B < 1$ T), where the two electron spin states have nearly the same population, another microwave heating effect occurs and we call it non-polarized because the background occurs in both circular polarizations. The increase of the electron kinetic energy by microwave heating decreases the probability for an exciton trapping an electron. This is in accord with the temperature experiments on $X^-$. So we observed a decrease of $X^-$ emission and an increase of $X$ emission in both circular polarization at $B < 1$ T shown in Figs. 4a and 4b.

In $\sigma^-$ polarization, the polarized effect of the microwave heating plays the main role at high magnetic fields ($B > 3$ T) and the non-polarized effect at low magnetic fields ($B < 1$ T). For $1 < B < 3$ T, the two effects compete with each other, so the ODMR background signals decline fast to zero and change their signs with increasing magnetic field strength. In $\sigma^+$ polarization, only the non-polarized effect plays a role and the ODMR background signals decline slowly to zero due to the suppression of the microwave heating. Since the polarized ODMR background (at $B > 3$ T) is due to the microwave heating of excess electrons while electrons which are bound to impurities can not be heated by microwaves, the ODMR measurements prove clearly the attribution of the PL line to $X^-$ and not to an impurity bound exciton.

### 2.3. Trions formed with the light hole exciton

A fingerprint of $X^-$ is the strong polarization of its resonance in external magnetic fields. When the excess electrons are strongly polarized by the external magnetic field, excitation of the $X^-$ singlet state is allowed for one defined polarization only. In contrast to the CdTe/Cd,Mg)Te structures
FIG. 5. Reflectivity spectra of a 10 nm ZnSe/Zn$_{0.89}$Mg$_{0.11}$S$_{0.18}$Se$_{0.82}$ quantum well at 1.6 K and 7 T for $\sigma^+$ (solid) and $\sigma^-$ (dotted) lines. The insert shows the radiative damping (oscillator strength) for the exciton and the trion.

FIG. 6. Fan chart of an 8 nm CdTe/Cd$_{0.48}$Mg$_{0.52}$Te quantum well. Open symbols represent $\sigma^+$ and closed symbols $\sigma^-$ polarization respectively. The lines represent calculation for the exciton 1s, 2s, and 3s states applying the model described in Ref. 18.

discussed so far the $g$ factor of the electron in ZnSe/ (Zn,Mg)(S,Se) QWs is positive ($g_e = 1.1$). Therefore, the allowed transition for $X^-$ formed with the heavy-hole exciton in these structures is the $\sigma^-$ polarization, whereas $\sigma^+$ is the allowed polarization for the trion formed with the light-hole exciton. Such a behavior is demonstrated for a 10 nm ZnSe/Zn$_{0.89}$Mg$_{0.11}$S$_{0.18}$Se$_{0.82}$ QW with $n_e \approx 4 \times 10^{10}$ cm$^{-2}$ in Fig. 5. The resonance indeed appears in opposite circular polarization of the reflected light. Furthermore, the binding energy of the trion can be determined from Fig. 5. At $B = 7$ T, the binding energy of $X^-$ formed with the heavy-hole exciton is 4.6 meV, and 3.8 meV for $X^-$ formed with the light-hole exciton.

We have fitted all experimentally observed resonances within a model of a nonlocal dielectric response. In the insert of Fig. 5 we have plotted the dependencies of the exciton and trion radiative damping as a function of the magnetic field. It is obvious that the exciton radiative damping constant $\Gamma_0$ (i.e. the exciton oscillator strength) shows no dependence on the magnetic field strength for both circular polarizations. The trion oscillator strength, in contrast to the excitonic one, decrease with the magnetic field for the $\sigma^+$ polarization and increases for the $\sigma^-$ polarization. This different behavior of $\Gamma_0$ for $\sigma^+$ and $\sigma^-$ polarizations is due to the singlet structure of the trion ground state, where the two electrons involved have opposite spins. In the presence of a magnetic field the background electrons are polarized and the trions could be created by photons of one polarization only.

3. COMBINED EXCITON-CYCLOTRON RESONANCE

In external magnetic fields, besides the trion line, another new line appears in the PLE and reflectivity spectra, which can not be attributed to the normal magneto-exciton peaks. This line is attributed to a combined exciton-cyclotron resonance (ExCR) and is a supplementary example for new features observable in semiconductor quantum wells containing an electron gas of low density. In an incident photon creates an exciton in the ground state and simultaneously excites one of the resident electrons from the lowest to first (ExCR1) or to the second (ExCR2) Landau level. As can be seen from Fig. 6, the energy positions of these ExCR lines are in the range of the Coulomb-bound states, but they behave very differently. For instance, the intensity of the ExCR line increase strongly for larger $n_e$, whereas the magnetoexciton lines are insensitive to this parameter. Furthermore, Fig. 6 shows that the ExCR lines shift linearly in magnetic fields with a slope of 1.2 meV/T (ExCR1) or 2.9 meV/T (ExCR2), respectively, which is comparable to the electron cyclotron energies in CdTe/(Cd,Mg)Te QWs. An extrapolation of these shifts to zero field meets approximately the energy of the 1s state of the heavy-hole exciton ($1s - hh$). This linear shift of the ExCR lines, as opposed to the quadratic one of the heavy-hole excitons ($1s$, $2s$, and $3s$ states also displayed in Fig. 6), shows that the free electrons contribute to the observed process. Theoretically the shift of the ExCR lines in an external magnetic field behave like $N\cdot\hbar\omega_{c,e}(1 + m_e/M)$, where $m_e$ is the electron and $M = m_e + m_\nu$ is the exciton mass, $\hbar\omega_{c,e}$ is the cyclotron energy and $N$ an integer (details of the theoretical consideration are in Ref. 3). Applying the experimentally obtained mass values $m_e = 0.11m_0$ and $m_{hh} = 0.48m_0$ gives 1.24 meV/T very close to the experimental value.

The ExCR line is strongly $\sigma^-$ polarized, when the spin of the free electron gas is parallel to the free electron gas polarization in the external field direction. As a $\sigma^-$ photon...
creates an electron with the same spin orientation as the background electron. In this case the exciton angular momentum in the final state is \((-1)\), and the recombination of such a dipole allowed. On the other hand, a \(\sigma^+\) polarized photon leads to a final state exciton with a magnetic moment of 2, whose recombination is dipole forbidden. Such excitons can recombine only after a spin flip of either the electron or the hole caused by scattering processes, and therefore their contribution to the PL intensity is much weaker.

In addition, it can be seen in Fig. 6 that for magnetic field above 11 T the ExCR1 line exhibits a strong bowing and splitting into two components. In this field range, the \(LO\)-phonon energy equals the cyclotron energy resulting in a resonant polaron coupling,\(^{16}\) which can be established from the typical anticrossing behavior caused by the mixing of electron and phonon states. The observation of a resonant polaron coupling via the ExCR line also evidences the participation of 2D electrons in the ExCR process.

4. ADDITIONAL FEATURES CORRELATED WITH THE 2DEG

Besides the linear blue shift of the ExCR line observed in PLE and reflectivity, the PL spectra of QWs with an electron gas of low density exhibit lines that are correlated with shake-up processes.\(^{17}\) We observed a series of low-energy satellites related to the excitation of the 2DEG.\(^{5}\) In emission, the transition energy of the photon is lowered by energy conservation. The shake-up process excites, similarly to the ExCR mechanism, inter-Landau-level transitions giving rise to red-shifted PL lines with an energy separation from the transition energy of about \(-N\hbar \omega_{\text{e},e}\).

Besides all of the above-discussed elastic-scattering processes we would like to mention inelastic and spin-dependent scattering processes, where the photo-generated excitons lose their energy by scattering to an ortho-exciton state and the simultaneous excitation to an upper Zeeman sublevel. Details of these scattering processes are published elsewhere.\(^{7}\)
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This work has been supported in part by the European Commission TMR program Access to Large Scale Facilities, contract ERB FME CT950079, the Volkswagen Foundation and the mutual grant of the Russian Fund for Fundamental Research and the Deutsche Forschungsgemeinschaft N 98-02-04089 and Os98/5.

12. The electron Zeeman splitting energy, \(\Delta E = 0.25 \text{ meV at } B = 3 \text{ T}\), is in the same range as the thermal energy \(kT = 0.14 \text{ meV at } T = 1.6 \text{ K}\). This means that the electron population between two spin states is very sensitive to the electron temperature.
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We present a critical review of the present state of the critical exponent puzzle of the metal-insulator transition of doped semiconductors with emphasis on the role of meso- and macroscopic inhomogeneity caused by the disorder of intended or unintended acceptors and donors in crystals. By using both isotopic engineering and neutron transmutation doping (NTD) of germanium we found for low compensations (at \(K = 1.4\) and 12%) that the critical exponents of the localization length and the dielectric constant are nearly \(\nu = 1/2\) and \(\xi = 1\), which double for medium compensations (at \(K = 38\) and 54%) to \(\nu = 1\) and \(\xi = 2\), respectively.
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Until now there has been an intensive debate in the literature whether the metal-insulator transition (MIT) is a phase transition of first or second order and what the experimental conditions are to obtain it at finite temperatures and in real (disordered) systems.\(^1\)\(^2\) If the MIT is a second-order phase transition, a further challenge is the puzzle of the critical index \(\mu\) for the scaling behavior of the metallic conductivity near the MIT, i.e. just above the critical impurity concentration \(N_c\) and as small compensation \(K\).\(^2\)\(^14\) In particular, in several uncompensated materials (Si:P [Refs. 2–4], Si:As [Refs. 5, 6], Ge:As [Refs. 7, 8]) some experimental groups obtained \(\mu = 1/2\), others obtained \(\mu \geq 1\) (Si:P, [Ref. 13] Ge:As and Ge:Ga,\(^14\) which also has been found in different compensated material.\(^9\)\(^12\) On the other hand, the value of \(\mu = 1/2\) is significantly smaller than \(\mu = 1\) to 1.3 predicted theoretically for an Anderson transition driven only by donor\(^15\)\(^20\) and also less than Chayes et al.\(^21\) inequality \(\mu > 2/3\) for a MIT caused by both disorder and electron–electron interactions.

The main uncertainty in all previous experimental work is whether the impurities, for instance, the donors at \(n\)-type conductors, are distributed macroscopically homogeneously during doping or not and whether, during any chemical doping, an unintended disorder via compensation by (background) acceptors or defects is present or not. The disorder in doped semiconductors arises mainly from the intended or unintended compensation \(K\) which is, for \(n\)-type material, \(K = N_c/N_d\), as well as from correlated incorporation of donors and acceptors from melt-grown crystals and macroscopic inhomogeneity in the impurity distribution. To avoid these uncertainties, we have prepared four sets of germanium samples which were both isotopically engineered and neutron-transmutation doped. The crystals have in this case a well controlled disorder from the compensation by the isotopic enrichment of \(^74\)Ge (\(K = 0.014\), 0.12, 0.38 and 0.54 for \(n\)-type conductivity) and of a mesoscopically as well as macroscopically homogeneous distribution of the impurities with \(N\) near \(N_c\). In the case of low compensations, we got samples on both sides of the MIT.

1. SAMPLE PREPARATION

Isotopically engineered, bulk Ge crystals were grown from pure \(^74\)Ge, enriched up to 94%, or by a mixture of \(^72\)Ge with Ge of natural isotopic content. The isotopes \(^72\)Ge and \(^76\)Ge transmute after irradiation by thermal neutrons to \(^75\)As donors and \(^71\)Ge acceptors. The four series of \(n\)-type Ge with different isotopic abundance (in %) and different \(K\) after NTD are listed in Table I. The values of \(K\) are proportional to the product of the isotopic abundance and the thermal neutron cross-sections of all isotopes producing impurities, \(K = N_{Ga}/N_{As}\), whereas the impurity concentration is proportional to the irradiation dose.

2. RESULTS AND DISCUSSION

All samples with \(N < N_c\) at \(T < 1\) K exhibited a temperature dependence of resistivity according to

\[
\rho(T) = \rho_0 \exp(T_0/T)^{1/2}.
\]

Equation (1) corresponds to variable-range hopping conductivity with a Coulomb gap at the Fermi level\(^12\) and with
\[ T_0 = 2.8e^{2/l_a \kappa}, \]  
where \( a \) is the localization length and \( \kappa \) is the dielectric constant. Figures 1 and 2 show typical dependencies of the resistivity on temperature for low (\( K = 1.4 \) and \( 12\% \)) and medium (\( K = 38\% \)) disorder. One can see that Eq. (1) is fulfilled at low temperatures for all impurity concentrations where variable-range hopping is obtained. According to scaling theory of the MIT, both \( a \) and \( \kappa \) diverge at the MIT with power laws \[ a = C_1 a_B (N/N_c) - 1 \right]^{-\nu}, \]  
and \[ \kappa = C_2 \kappa_0 (N/N_c) - 1 \right]^{-\xi}, \]  
with \( \xi/\nu = 2 \), in Eq. (3a,b) \( a_B \approx 4 \) nm is the Bohr radius of the Arsenic donor, \( \kappa_0 \approx 15.2 \) is the static dielectric constant and \( C_1 \) and \( C_2 \) are constants. As the result, the slope of the curves in Figs. 1 and 2, i.e., \( T_0 \) must decrease with a power \( p = \zeta + \nu \) approaching \( T_0 = 0 \) at \( N \approx N_c \). Figure 3 shows \( T_0 \) as function of \( N_d = n/(1-K) \) for different \( K \), where \( n \) is the free-carrier concentration. The linear extrapolation of the curves in Fig. 3, gives us the value of \( N_c \) which rapidly increases with \( K \). The scaling relation of \( T_0 \) versus \( (N/N_c) \) at different \( K \) are shown in Fig. 4. At low disorder (\( K = 1.4 \) and \( 12\% \)) the power \( p \) is close to the value of 3/2 and doubles at medium disorder (\( K = 38\% \) and \( 54\% \)) to a value of about 3. Taking into account \( \xi/\nu = 2 \), one obtains \( \nu = 1/2 \) and 1, and \( \zeta = 1 \) and 2, at low and medium \( K \) respectively. The values of \( a(K) \) can be independently determined from measurements of the positive magnetoresistance. In all samples at \( T < 0.5 \) and at \( B = 0.5-2 \) T the positive magnetoresistance was found\(^2\)\(^\text{23}\) to fulfill the theory in Ref. 22:

\[
\ln(\rho(B)/\rho(0)) = +(e^2/\alpha a h) a^4 (B^2/T^{3/2}) = + B^2/B_0(a,T)^2, \]

\[ \text{FIG. 1. Temperature dependence of resistivity at low compensation, } K=0.014, 0.12. \]

\[ \text{FIG. 2. Temperature dependence of resistivity at medium compensation, } K=0.38. \]

\[ \text{FIG. 3. Determination of } N_c \text{ at } T_0 \rightarrow 0. \]
where $\alpha \approx 660$ is a numerical coefficient. Figure 5 shows the typical dependence of the hopping magnetoresistance, which confirms the appearance of quadratic dependence on a low magnetic field in all samples. The analysis of the temperature dependence according to Eq. (4) is shown in Fig. 6 indicating the range of validity at about $T = 0.2 - 1.5 \text{ K}$ for this sample. From Eq. (4) we calculated $\alpha(K)$ of all samples. By a combination of $T_0 \propto (a \kappa)^{-1}$ of the temperature dependence of resistivity without magnetic field by using Eqs. (1 and 2) we also estimated $\kappa(K)$. Both dependencies as functions of $|(N/N_c) - 1|$ are shown in Figs. 7 and 8, confirming the above estimates for the slopes $\nu = 1/2$ and 1, and $\zeta = 1$ and 2 for the scaling behavior of $a$ and $\kappa$ at low and medium $K$ respectively.

From the experimental point of view the puzzle of the critical indices has been solved by well-controlled disorder via the compensation degree and homogeneous doping by a combination of artificially changed isotopic content (isotopic engineering) and NTD which give rise to mesoscopic and macroscopic homogeneity. The determination of $N_c$ from the extrapolation of $T_0(N) \to 0$ at Efros–Shklovskii variable-range hopping agrees well with $N_c$ from the metallic side.

For low disorder (at $K = 1.4$ and 12%), the critical exponents of the localization length and the dielectric constant are nearly $\nu = 1/2$ and $\zeta = 1$, respectively. The value of $\nu = \mu$ at low disorder agree well with early Si : P (Ref. 2) and Ge : As (Ref. 6) as well as with recent results on uncompensated NTD Ge : Ga (Ref. 8) results. At medium disorder (at $K = 38$ and 54%), the critical indices double to $\nu = 1$ and $\zeta = 2$, respectively. These results accord with results on different chemically doped material Si : P (Ref. 13) and Ge : As/Ga (Ref. 14) where the crystal homogeneity could be less. Additionally, some disorder by unintended compensation or correlated impurity distribution is possible. However, the disparity of the critical indices between theory and experiment remains unresolved because, to our knowledge, until
now there is no unique theory taking into accounts both disorder and strong electron–electron interaction.
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Present-day physical methods of investigation reveal that the fracture and plastic deformation of metals is accompanied by emission processes, in particular, by luminescence and emission of electrons. All the metals studied thus far exhibit a capability of luminescence. The intensity, duration, and spectrum of mechanoluminescence are different for different metals. The intensity is determined by the mechanical and thermal characteristics. For a given metal, the intensity depends on dislocation density in the structure and the sample loading rate. The spectrum of noble metals is governed by the electronic structure of surface states. The dynamics of mechanoluminescence and electron emission (exoemission) depends on the rate of stress variation in the sample under study. This permits one to consider the mechanoluminescence and exoemission not only as physical characteristics but also as a potential tool for probing surface states in metals and the kinetics of emergence of mobile dislocations on the surface with a high time resolution. © 1999 American Institute of Physics. [S1063-7834(99)02005-5]

Deformation and fracture of all solids, including insulators, semiconductors, and metals, excites in them a number of nonequilibrium processes, such as electron and ion emission, emission of light (mechanoluminescence), generation of sound, electromagnetic radiation in the rf range, and even x-rays. In metals, these processes have been studied least of all, but experimental observations have been accumulated, and their interpretation suggested. The mechanism proposed to account for the mechanoluminescence in metals is as follows. In the course of fracture, plastic zones with a high dislocation density form at the crack tip. Unloading the sample results in a dislocation-assisted relief of the strained layer associated with annihilation of pairs of dislocations of opposite sign and emergence of mobile dislocation on the surface. Real dislocations in a metal have a complex structure, which makes their total annihilation hardly probable. In each dislocation reaction, only separate parallel sections can annihilate. The annihilation of such sections is accompanied by liberation of a considerable energy, which may be as high as a few eV per interatomic distance along the axis. Annihilation of dislocations in noble metals may give rise to term crossing of the inner d electrons localized in the dislocation core region with free s-p band states. The nonadiabatic transitions originating in such a crossing produce holes in quasi-local d states near the dislocations, which form in dislocation reactions. It thus follows that the luminescence intensity should be connected with the dislocation concentration in the near-surface strained layer, and its dynamics, with that of dislocation motion or stresses.

To verify the existence of such relations experimentally, we used samples with initially different microstructure, i.e. different dislocation densities, and two different methods of sample deformation, namely (i) illumination with a laser pulse of a preset and high enough pulse energy and (ii) passing an electric current pulse, likewise with a preset and sufficiently high energy.

When irradiating a sample with laser pulses, one usually studies the attendant processes initiated directly in the illuminated spot and around it. At the same time the parts of the target which were not acted upon directly by the radiation are also subject to the stresses propagating outward from the spot. Using a laser pulse for investigating the emission phenomena induced on the back side of the target appears both experimentally appropriate and informative. The interaction of a laser pulse with the surface of a metallic target within a broad energy range, including pulse energies below the spallation threshold, was studied, in particular, in Refs. 10 and 11. One can calculate with a good enough accuracy and in absolute units the temporal and spatial distribution of temperature and stresses in the irradiated target and compare them with the onset of luminescence and exoemission pulses induced on its back side, find the minimum stresses generating the luminescence and exoemission, and verify or establish the correlation between the stresses and emission.

Correlation of the stresses and temperatures, as well as of their temporal and spatial distributions with the evolution in time of the emission of photons (mechanoluminescence) and electrons (exoemission) in the samples where they were detected from their back side permits one to draw the following conclusions: (i) the dynamics of the emission processes are connected with that of the stresses, namely, the higher the stress variation rate, the higher is the intensity of the mechanoluminescence and exoemission, and (ii) mechanoluminescence and exoemission are initiated in the stage where the stresses in a sample are close to the material yield point.

The experimentally found dependence of the intensity of mechanoluminescence on the original sample microstructure provides support for its dislocation mechanism. At the same time one measured and compared only the time-integrated radiation. No spectral measurements were attempted because of the low intensity of the radiation. To support the main points underlying the dislocation model, it would be important to check whether the mechanolumines-
The pulse duration \( t \) charged to 1.5 kV. The loading rate was.

A study was made of the emission spectrum excited in the fracture of copper conductors.\(^{15,16} \) The observed emission bands were identified. It was established, in particular, that the excitation produced by energetic electrons which are generated in the fracture induced by a heavy current is accompanied by a luminescence associated with the fracture process itself.

In the experiments described in the present paper, copper conductors with originally differing microstructure were fractured by passing through them an electric current with a density of \((0.7–1.0) \times 10^7 \text{ A/cm}^2\). The conductors were dia. 0.5 mm, 70-cm long sections of technical-grade M0 copper wire. The energy was provided by a 400-\( \mu \)F capacitor bank charged to 1.5 kV. The loading rate was \( V = 1 \times 10^3 \text{ m/s} \), and the pulse duration \( t = 20 \mu s \). The radiation under study was focused onto the entrance slit of a diffraction-grating spectrometer; in its focal plane was mounted an FPP31L ccd-based scanner, whose output was fed through an ADC into a computer. This arrangement permitted measurement of the spectral characteristics of radiation flashes produced in the fracture of a sample within the 5400–8100-Å interval with a resolution of 6 Å.

The continuous emission spectrum accompanying MHD fracture of copper had been measured previously within a broader range (4500–9000 Å). The measurements were performed, however, only at 20 points in this spectral range, and to obtain an average intensity, ten samples had to be fractured at each point.

The present measurements have been carried out in more detail and on a radically improved level. First, the complete emission spectrum was measured in one experiment. Second, the measurements were performed at 500 points in the 5400–8100-Å range. Third, one measured not only the continuous but the line spectrum as well. This permitted one to improve the precision and reliability of the results obtained.

It is known that dislocations lying in the same slip plane but having oppositely directed Burgers vectors annihilate on contact. If such dislocations lie in different slip planes, their annihilation requires previous creep. Annealing favors creep of the dislocations and in this way reduces their concentration. Microphotographs of samples before and after annealing were obtained and presented in Ref. 13.

A comparison of the spectra of annealed and unannealed copper samples showed that the cathodoluminescence and photoluminescence bands of copper are actually replicas of one another.\(^{16} \) This is apparently due to the fact that they are produced by excitation of bulk states, which undergo only small changes in the course of annealing. In other intervals the spectra differ in intensity, which implies changes in the relative intensity of luminescence bands of different nature. The spectral interval discussed in the present work relates to the mechanoluminescence band. As expected, the mechanoluminescence band intensity generated in the fracture of an annealed sample was found to be weaker than that of the unannealed one. These observations provide supportive evidence for the dislocation mechanism of mechanoluminescence; indeed, annealing produced a decrease of dislocation concentration and a weaker intensity of the band associated with excitation of hole states in the nonadiabatic transitions which are initiated at the annihilation of dislocations and at their emergence on the surface.

An analysis of the spectra of the emission generated in the fracture of conductors by a large-density current permits the following conclusions: (1) The annealing-induced change of the microstructure reduces the excitation probability of the surface electronic states responsible for the mechanoluminescence band, and (2) The annealing-induced change of the microstructure does not affect the bulk electronic states responsible for the cathodoluminescence and photoluminescence bands.

Thus the results obtained in all the above experiments support the dislocation mechanism of mechanoluminescence and give one grounds to assume a similar nature of the electron exoemission observed to occur in plastic deformation of metals.
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Quasielastic light scattering in the near IR from photoexcited electron-hole plasma created in a GaAs layer with embedded InAs quantum dots

B. Kh. Baïramov, V. A. Voïtenko, B. P. Zakharchenya, V. V. Toporov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia

M. Henini and A. J. Kent

Department of Physics, University of Nottingham, Nottingham, NG7 2RD, UK

Fiz. Tverd. Tela (St. Petersburg) 41, 844–847 (May 1999)

The paper reports the development of a high-sensitivity technique for measurement of inelastic electronic light-scattering spectra in the near-IR region, which are excited by a stable single-mode cw YAG:Nd laser operating at 1064.4-nm. This technique has permitted detection for the first time of quasielastic scattering of light by a photoexcited electron-hole plasma generated in a GaAs layer with an embedded self-organized ensemble of InAs quantum dots. A considerable resonant enhancement of the quasielastic electronic scattering intensity exceeding the level characteristic of the bulk material by two orders of magnitude has been revealed. The main scattering mechanism, involving joint diffusion of electrons and holes, has been elucidated. © 1999 American Institute of Physics. [S1063-7834(99)02105-X]

Size quantization in all three directions attained in semiconductor structures containing quantum dots (QD) embedded in a wide-gap matrix results in a substantial modification of the density of electronic states and a considerably stronger carrier localization, which is expected to improve appreciably the principal characteristics of some nanoelectronics devices. We are reporting here on a further development of a high-sensitivity technique\(^1\) for measuring of inelastic electronic light-scattering spectra in the near-IR region and on using it to study light-scattering spectra from QD structures. We have succeeded in detecting quasielastic electronic light scattering from free carriers in an InAs QD system embedded in a GaAs matrix. It is shown that this scattering is caused by the electron-hole plasma generated in the bulk of GaAs with embedded InAs QDs by incident light. The ensemble of self-assembled QDs is produced through spontaneous breakup of a strongly strained InAs layer grown on GaAs surface into coherent islands. It was established that the observed considerable enhancement of the quasielastic electronic light-scattering intensity is caused by the resonant nature of this scattering. It permitted us to measure for the first time spectra of quasielastic electronic light scattering from QD structures at an intensity level considerably in excess of the values established for the bulk material.

The study was made of undoped structures MBE grown on n-type, semi-insulating \(si\)-GaAs substrates with a faceted (311)B surface. The islands grew by the Stranski-Krastanov mechanism. The active region of the sample consisted of ten rows of quantum dots formed by deposition of alternating InAs layers with an effective thickness of 1.8 ML and 5.1-nm thick GaAs layers. The effective size of such InAs QDs was \(\sim 12 \times 6 \text{ nm}^2\).

The spectra were excited by a high-stability cw YAG:Nd laser operating at a wavelength of 1064.4 nm. The spectra obtained were backscattered from the (311)B plane for parallel (yy) incident- and scattered-light polarizations, with the \(y\) axis along the [2\(\overline{3}\)] crystallographic direction. The scattered light was analyzed with a large collecting power \((f = 1:3)\) double-grating monochromator and detected with a cooled PM tube in a two-channel photon-counting arrangement. The spectral resolution was 2 cm\(^{-1}\). The measurements were performed at pump densities within the interval \(P = (0.2–1.0) \text{ kW/cm}^2\), which do not produce local heating of the samples.

Figure 1a and 1b presents fragments of inelastic light-scattering spectra obtained directly from the InAs QD layer in the GaAs matrix at \(T = 194\) and 77 K, respectively. These spectra, which lie in a hard-to-reach low-frequency region directly adjoining the exciting laser line, demonstrate convincingly the Lorentz wing of quasielastic electronic light scattering. A similar spectrum for the \(si\)-GaAs substrate obtained at \(T = 300\) K in identical experimental conditions is shown in Fig. 2. The fairly strong lines seen in these spectra at 271.3 and 294.3 cm\(^{-1}\), 269.7 and 292.8 cm\(^{-1}\), 268.0 and 291.3 cm\(^{-1}\) originate from lattice scattering of light from the \(si\)-GaAs substrate by TO(\(\Gamma\)) and LO(\(\Gamma\)) phonons at 77, 194, and 300 K, respectively. The strongest line seen at 159.7 cm\(^{-1}\) against the background of comparatively weak lines corresponding to overtone scattering in a portion of the \(si\)-GaAs substrate spectrum amplified here 20 times is due to overtone scattering involving two acoustic 2TA(\(X,K\)) GaAs phonons. Remarkably, the intensity of the observed quasielastic electronic light scattering in this spectrum is comparable to that of the 2TA(\(X,K\)) phonons. This observation, as well as the pattern and shape of the scattering line, imply that the \(si\)-GaAs substrate has \(n\)-type conduction with a free carrier concentration \(n = 1.0 \times 10^{15} \text{ cm}^{-3}\) (Ref. 2). This quasielastic electronic light scattering drops sharply in absolute intensity with decreasing temperature, to disappear alto-
FIG. 1. Fragments of spectra obtained from an InAs QD layer embedded in a deliberately undoped GaAs matrix grown on a semi-insulating $si$-GaAs substrate. The spectra were measured at (a) $T=194 \text{ K}$ and (b) $T=77 \text{ K}$. 
gether in the spectrum obtained at $T=77$ K, in full agreement with Ref. 3.

The spectra of structures with InAs QDs embedded in a GaAs matrix exhibit a distinctly different pattern. This scattering also differs strongly from the process of inelastic light scattering by free holes in $p$-GaAs. As evident from the spectra in Fig. 1, at $T=77$ K the contribution of lattice scattering is not dominant. Moreover, these spectra reveal an anomalous increase in the absolute intensity of quasielastic light scattering with decreasing temperature. We have also observed an increase in the absolute intensity of quasielastic electronic light scattering in structures with InAs QDs embedded in the GaAs matrix. This increase in intensity exceeds the corresponding bulk levels by about two orders of magnitude. Besides, an anti-Stokes component of such scattering appears at low temperatures. At still lower temperatures a fairly broad one-phonon luminescence band appears, and a narrow shoulder corresponding to the acoustic plasmon becomes visible at 20 cm$^{-1}$ (these features are not shown in Fig. 1).

We believe that the observed intensity increase may originate from the resonant nature of the scattering, which is due to a selectively photoexcited electron-hole plasma induced in the GaAs layer in the presence of a self-organized ensemble of InAs QDs. Because the characteristic dimensions of a quantum dot are small compared to the light wavelength ($d\ll\lambda$), its electromagnetic-field eigenmodes can be found essentially in the electrostatic approximation. The electric field in QDs embedded in an effective dielectric medium will be determined by the difference between the dielectric constants of InAs and GaAs at the pump frequency. The luminescence line peaking at 1031.4 nm indicates electron quantization in quantum dots. Because the characteristic dimensions of the QDs arranged in periodic rows are comparable to the periods of the structure in both directions, in the growth direction and perpendicular to it, the electronic states of the discrete spectrum in such structures become multiply coupled. The extent of this coupling, i.e. the number of the dots involved, depends on the dot size dispersion and, in particular, decreases strongly with the onset of coalescence, i.e. of the stage where large dots form at the expense of the other dots decreasing in size. Viewed on the energy scale, this coupling of quantum states manifests itself in breaking up of the electronic bands and in the appearance in the gap between $E_{g1}=0.424$ eV (InAs) and $E_{g2}=1.519$ eV (GaAs) of allowed minibands and minigaps. For an incident photon energy $h\omega=1.165$ eV, most of the volume of the system under study with an effective band gap $E_s$ can satisfy the resonance condition $h\omega=E_s$.

In accordance with the above-mentioned resonant nature of the scattering, its excitation produces photoionization of electron-hole pairs, which build up near the InAs QDs. Considered from the classical viewpoint, the photoinduced exciton liquid is injected from its localization region near the dots into the GaAs volume transparent to the incident light, where it generates a two-component plasma. As fluctuations...
of the dielectric permittivity in such a system, one should take the sum of the contributions due to electrons and holes\(^3\) with a resonance factor\(^6\) determined by the gap width \(E_g\) and equal to \(R_{eh} = \frac{\pi^2 \hbar^2}{E_g} \left[ 1 - \left( \frac{\omega}{\hbar} \right)^2 \right] \). Our estimates show that it is this factor that provides a dominant contribution to the observed enhancement in the quasielastic light-scattering intensity, while the contribution associated with the decreasing amplitudes of the incident and scattered wave fields is only a factor of two to three. This yields \(R = 3R_{eh}^2\) for the maximum net-intensity increase.

To consider the Lorentzian wing of the quasielastic electronic light scattering, recall that the photoinduced nonequilibrium carriers have zero macroscopic spreadout velocity and a low mobility. On writing out all possible spectral correlation functions of electrons and holes, one comes to the following expression for the quasielastic scattering cross section\(^7\)

\[
\frac{\partial^2 \Sigma}{\partial \omega \partial \Omega} = 8 \pi VR(e e) \frac{q^2 F(\omega)}{e^2} \left( \frac{e^2}{mc^2} \right)^2 \left( \frac{\omega}{\hbar \omega} \right)^2 \frac{\sigma_e^2 + \sigma_h^2}{\omega^2 + (q^2 D_e - \omega^2 \tau_M)^2}.
\]

(1)

Here \(\tau_M = e/[4 \pi (\sigma_e + \sigma_h)]\) is the Maxwellian relaxation time,

\[
D_a = \frac{\sigma_e D_e + \sigma_h D_h}{\sigma_e + \sigma_h}
\]

is the ambipolar diffusion coefficient, \(F(\omega) = \frac{1}{\sqrt{2 \pi}} \exp\left(-\frac{\omega^2}{2}\right)\), \(n_a\) is the steady-state nonequilibrium density of particles of species \(\alpha\), \(\xi_a\) are their Fermi quasi-levels, \(\alpha\) labels the particles (electrons and holes), and \(\mu_e\) and \(\mu_h = \gamma_l\) are their inverse reduced masses, with the latter equal to the corresponding Luttinger Hamiltonian parameter \(\gamma_l\).

According to Eq. (1), the relaxation seen in the quasielastic light scattering spectra with the Lorentzian profile width \(\Gamma = q^2 D_a\) is due to the joint diffusion of electrons and holes. Note that the mobility of electrons \(b_e = e \tau_e / m_e^*\) exceeds that of heavy holes: \(b_e / b_h = m_e^* / m_h^* \tau_h / \tau_e \ll 1\). Therefore \(\Gamma\) in Fig. 1b is determined by the smallest of the possible diffusion coefficients, which is that of holes. That the experimental values of \(\Gamma\) are a few times smaller than those for bulk \(n\text{-InP}\) and \(n\text{-GaAs}\) crystals with comparable impurity concentrations is also a new observation.\(^2,4,7-9\)

Remarkably, at lower temperatures one observes carrier motion between quantum dots to follow a drift pattern, which may result in an increase of the average dot population compared to the case of ambipolar diffusion.

We note in conclusion that practical realization of the possibility of obtaining near-IR spectra of resonant quasielastic electronic light scattering from structures with QDs offers a new potential for studying the interaction of electromagnetic waves and carrier diffusion in semiconductor nanostructures.

Partial support of the Russian Fundamental Research Foundation (Grant 98-02-18384) is gratefully acknowledged.
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Rate spectra of small deformations in solids
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The method of constructing the temperature dependence for the rate of small creep deformation (strain-rate spectra) is applied to determine relaxation transitions in solids. This method is based on precision measurements of the rate using a laser interferometer and is distinguished by its high resolution. The possibility of using the spectra for predicting critical temperatures in the fracture kinetics of polymers and metals, as well as changes in the electrical properties (for example, the superconducting transition in Y–Ba–Cu–O ceramics) is pointed out. © 1999 American Institute of Physics. [S1063-7834(99)02205-4]

Research on deformation kinetics in connection with molecular dynamics and the structure of materials1–3 is one of the fundamental concerns in the physics of durability and plasticity. The deformability of materials shows up most distinctly in creep. Creep develops with constant external parameters (stress and temperature) and is an example of structural self organization. The principal characteristic of any process, including creep, is its rate, and the accuracy with which it is measured determines the reliability of the results. Creep kinetics is traditionally studied in terms of average rates in its steady state, which limits the range of possible studies. A fundamentally new detection scheme based on a laser interferometer has been devised4 for more accurate measurement of the rate for small strain increments at any “point” of the process. This precision technique has opened up new approaches to the study of creep kinetics and made it possible to discover previously unknown behavior, in particular the spectral temperature dependences of the rates of small inelastic deformations.5–12 Major studies have been devoted to polymers,5–8,12 but similar behavior has been found in metals and ceramics,9–11,13 as well. We shall examine the prospects of the creep-rate spectrum technique for predicting critical temperatures for various material properties.

1. EXPERIMENTAL METHOD

Rate spectra can be obtained for different forms of loading. Here we have used unilateral loading. The loading device and detector portions of the apparatus, including a Michelson interferometer using a low-power laser with a wavelength \( \lambda = 0.63 \ \mu \text{m} \), have been described elsewhere.6,7,12 The strain rate \( \dot{\varepsilon} \) is determined by the beat frequency \( \nu \) of interfering beams (one at the initial frequency and one that has changed frequency owing to the Doppler shift): \( \dot{\varepsilon} = \lambda \nu / 2l_0 \), where \( l_0 \) is the sample length. The smallest deformation on the basis of which \( \dot{\varepsilon} \) can be determined with an error of \( \sim 1\% \) is \( 0.15 \ \mu \text{m} \) (half a beat in the interferometer). The method for constructing a spectrum is as follows: the sample is cooled to the lowest temperature within the range being studied, loaded to low stresses equal to 0.1–0.3 times the yield point at the highest temperature, and, after a deformation \( \varepsilon = (1 - 3) \times 10^{-4} \), the sample is unloaded, heated by 3–10 K, loaded with the same load, etc. The rate measurement at all temperatures is made with the same creep duration relative to the half beat arriving at the time of the measurement. The resulting dependences of \( \dot{\varepsilon} \) on \( T \) have the form of spectra with peaks which indicate a change in the mobility of the structure. The correlation frequency of the experiment for the creep duration of 10–30 s is roughly \( 10^{-2} \) Hz.

2. RESULTS AND DISCUSSION

The anomalies in the temperature dependences of the mechanical characteristics found in the past have been explained by relaxation transitions which change the deformability, i.e., the degree of brittleness (plasticity), of the material.2,3,7 Rate spectra provide more complete information on critical temperatures for the development of various physical and mechanical properties than do other standard methods such as internal friction. The creep-rate spectrum has been used to study polymers of various types, metals and alloys, ceramics (including superconducting ones), etc.

2.1. Polymers. Figure 1 shows plots of the microcreep rate and rupture point as functions of temperature, together with internal friction spectra, for polystyrene. Four peaks corresponding to relaxation transitions can be seen clearly in the rate spectra. The two low-temperature relaxation regions correspond more precisely to breaks in the temperature dependence of the toughness than do the indistinct relaxations in the internal-friction spectra. Near 320 K the toughness of polystyrene is very low and was not measured in the region where the material becomes soft. Similar correlations have been observed for other polymers.5–8

2.2. Metals. Data for zinc are shown in Fig. 2 as an example. The creep rate spectrum has three peaks corresponding to breaks in the temperature dependence of the toughness for different forms of the stressed state. The breaks in these curves correspond to regions of ductile-brittle transitions.9 Therefore, the embrittlement temperature does not vary arbitrarily, but is drawn toward the lowest peak in the creep-rate spectrum. Similar data have been obtained for
polymers. The creep-rate spectra can be used, therefore, to predict the embrittlement temperature as the loading conditions are varied; this is an important practical result. Breaks in plots of toughness against temperature have been discussed before and a physical model for brittle fracture was proposed that takes the role of local strains into account. The rapidly damped, small inelastic deformations mentioned there are caused by local shear distributed within the elastic matrix. The nonmonotonicity is a general feature of the temperature dependences of the rates of local strains in materials of various classes, and the high resolution of this method makes it possible to study even extremely brittle materials, where macroscopic plasticity never develops.

2.3. Superconducting ceramics. Y–Ba–Cu–O ceramics were studied using samples with different grain sizes and different oxygen contents. Over the range from 77 to 300 K, three peaks are usually observed in the creep rate spectrum, one of which corresponds to the superconducting transition temperature $T_c \approx 90$ K. In Fig. 3, spectrum 1 was obtained from a fine-grained ceramic, spectra 2 and 3, from single-phase large-grained ceramics with different densities, and spectrum 4 from a multiphase large-grained ceramic. The peak near $T_c$ is the most stable peak in all the ceramics, while the positions of the others depend on the structure. These data suggest that an electronic state affects the rate of small inelastic strains, and this has also been confirmed by the destruction of the superconducting state in a magnetic field or by an electric current, as opposed to temperature changes. It was shown with ceramics containing different amounts of oxygen that the rate peak can be maintained even when the superconducting transition vanishes as the oxygen content is reduced. This effect is explained by a nonuniform distribution of oxygen, i.e., the rate spectrum reveals microstructural inhomogeneities capable of a superconducting transition, even when the sample as a whole no longer manifests superconducting properties.

Spectra of the rate of small inelastic strains, therefore, do reflect temperature variations in the mobility of the molecular (or crystal) structure and can be used as an independent spectroscopic technique for determining the temperature regions for low-frequency relaxation in solids of various kinds.
Rate spectra are a convenient, high-resolution method for determining the critical temperatures of the most rapid changes in the physical and mechanical characteristics of polymers, metals, and ceramics.

*E-mail: yak@pav.ioffe.rssi.ru
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A short review is presented of the erbium-ion excitation mechanisms in crystalline and amorphous silicon and of the processes governing thermal quenching of erbium luminescence in these materials, which draws both from the studies carried out by the present authors and from available literature data. © 1999 American Institute of Physics. [S1063-7834(99)02305-9]

The recent interest in studies of the luminescence of erbium-doped crystalline silicon stems from the fact that the 1.54 μm wavelength of erbium-ion emission created in transitions from the first excited state \( ^4I_{13/2} \) to the ground state \( ^4I_{15/2} \) coincides with the wavelength of minimum transmission losses in quartz optical-fiber communication lines. Therefore erbium-doped silicon is a promising material for developing a new type of optoelectronic devices.

The efficiency of optoelectronic devices based on an erbium-doped semiconductor matrix should be determined primarily by that of energy transfer from the matrix carriers to the inner \( 4f \) shell of the erbium ion. This energy transfer in a semiconductor originates from Coulomb interaction between free carriers (electrons and holes) and the strongly localized \( 4f \) electrons whose ground state lies below the valence-band minimum by about 10 eV. One can conceive of two mechanisms of erbium-ion electronic excitation, namely, Auger recombination of an electron-hole pair, in which the energy is transferred to a \( 4f \) electron of the erbium ion, and impact excitation of ions by hot carriers having an energy in excess of the first erbium-ion excited state (\( \sim 0.8 \) eV).

1. EXCITATION AND DEEXCITATION OF ERBUM IN CRYSTALLINE SILICON

It was experimentally established that erbium luminescence in silicon is enhanced considerably if oxygen is implanted in silicon simultaneously with erbium in concentrations exceeding that of erbium by an order of magnitude. These conditions favor formation of a complex of erbium surrounded by oxygen, with a corresponding donor level having a binding energy \( E_D = 150–200 \) meV.

Absorption of light in silicon doped comparatively weakly with erbium (\( \sim 10^{17} \) cm\(^{-3}\)) and oxygen creates free excitons, whose lifetimes in crystalline silicon are of the order of 10 μs. A free exciton has a high probability to be captured by a neutral donor center formed by an erbium complex. Recombination of a bound exciton gives rise to Auger excitation of the \( \text{Er}^{3+} \) \( 4f \) shell, with the energy excess being transferred to the electron present at the neutral donor center, which subsequently becomes ejected into the conduction band (Fig. 1a). This mechanism was proposed by the present authors, who observed a notable enhancement of exciton luminescence with increasing pumping level only after the erbium luminescence had reached saturation (Fig. 2).

The temperature dependence of the erbium luminescence intensity has two portions with different slopes; the low-temperature slope describes the weakening of the erbium luminescence resulting from detachment of the bound exciton from the erbium complex (the binding energy is 15 meV), and the high-temperature one is due to thermal ionization of the neutral donor center with an ionization energy \( \sim 150–200 \) meV (Fig. 3).

Excitation of erbium in silicon more heavily doped with erbium (\( > 10^{18} \) cm\(^{-3}\)) and oxygen occurs in Auger recombination of the electron captured by the donor level of the erbium complex with a hole in the valence band. The excess energy liberated in this Auger process is transferred to local phonons of the erbium center or to a third body (an electron or a hole) if it happens to be close to the erbium center (Fig. 1b). The characteristic energy of thermal quenching of the erbium luminescence in this mechanism is the same as that in the excitation mechanism, \( \sim 150 \) meV, because the donor level is thermally ionized. Because of the interaction with phonons, the probability of this process may be expected to be lower than that involving exciton transitions, and there is experimental evidence to support this conclusion.

Impact excitation of erbium ions by hot electrons in an inversely biased \( p-n \) junction was successfully demonstrated in Refs. 6 and 7. Such a \( p-n \) junction in crystalline silicon can be obtained by doping it with erbium and oxygen (\( n \) region) and boron (\( p \) region). The conclusion that erbium is impact excited is based on the observation by the present authors of hot electroluminescence simultaneously with that due to erbium. The erbium electroluminescence obtained under impact excitation within the 77–300-K temperature interval is practically temperature independent (Fig. 4).

If the \( p-n \) junction in a structure prepared on a (111) silicon substrate is inversely biased, Auger excitation arises...
involving hot electrons from the upper subband of the conduction band whose bottom lies higher than the bottom of the main subband by about 100 meV (Fig. 5). The possibility of such a process and its high efficiency was first pointed out in Ref. 3. Our experiments suggest that the probability of such an Auger excitation in silicon in the 150–300-K region increases strongly due to resonant excitation of the erbium ion to the second excited state $^4I_{13/2}$. Under resonant conditions the excitation efficiency approaches unity.

The main obstacle to developing high-efficiency light-emitting diodes operating at 1.54 μm and based on erbium-doped silicon is thermal quenching of the luminescence. It may be caused both by a weakening of the excitation efficiency by the above mechanisms and by nonradiative deexcitation of erbium ions. The difference between these processes can be revealed by studies of the temperature dependence of the erbium-ion lifetime in excited state; in the first case the lifetime should not depend on temperature and, in the second, it should decrease with increasing temperature.

It was shown that the erbium ion is deexcited predominantly through energy transfer from a $4f$ electron at an excited level to a free carrier (Fig. 6a). This process is the reverse of impact ionization of an erbium ion by a hot carrier, it does not follow an activation behavior, and should result in temperature-independent deexcitation. Significantly, deexcitation via free carriers permits considerable reduction of the erbium-ion lifetime in the excited state (from $\sim 1$ ms...
to $<1 \mu s$) and, thus, a substantial increase of the operating frequency of inversely biased Si:Er light-emitting diodes. The reason for this lies in that the active region of the p-n junction expands when the voltage is removed, and the excited erbium ions fall into a region with a high free-carrier concentration.

The erbium ion can become deexcited through creation of an electron-hole pair (the electron can be created both at a donor level of the erbium complex and in the conduction band (Fig. 6b)). This process is the reverse of the Auger excitation of erbium when an electron bound at an erbium donor level recombines with a valence-band hole. While the excess energy released in the excitation of erbium is transferred to local phonons, in the inverse transition (deexcitation) the missing energy is compensated by lattice vibrations. The activation energy of this process is $\sim 150$ meV if the electron is created at the donor level, and $\sim 300$ meV, if it appears in the conduction band.

2. ERBIUM EXCITATION AND DEEXCITATION IN AMORPHOUS SILICON

Erbium ions in amorphous hydrogenated silicon are excited through the Auger process, which reflects the specific features of this material. Doping amorphous silicon with erbium produces erbium-oxygen complexes similar to those observed in crystalline silicon. Besides, the doping of amorphous silicon initiates formation of high concentrations of defects (dangling bonds), which can reside in two charge states, neutral (the so-called $D^0$ centers) and singly-charged $D^-$ centers. The erbium ions are excited via capture of conduction-band electrons by $D^0$ centers which become $D^-$ centers (Fig. 7). The excess energy is transferred to local phonons, but the energy released in the capture is close to that for excitation of the $^4I_{13/2}$ level, and, therefore, the Auger process is nearly resonant [estimates show its activation energy to be only $\sim 6$ meV, and the probability of this defect-related Auger excitation (DRAE) is practically temperature independent]. Calculations of the DRAE probability and of the competing processes, namely, of the radiative electron transfer to a $D^0$ center and of the nonradiative multiphonon capture show the DRAE process to have the highest efficiency within a broad temperature region, including room temperature.

At the same time it is because the probability of nonradiative multiphonon trapping increases with temperature that this channel begins to dominate over the erbium ion excitation, a process leading to thermal quenching of luminescence.
observed at temperatures above \(~300\) K.\(^{13,14}\)

Thus our critical consideration of the phenomena associated with excitation and deexcitation of erbium shows that the most promising for development of high-efficiency light-emitting devices are diodes of erbium-doped crystalline silicon with an inversely biased \(p-n\) junction, where erbium is excited by hot electrons or through Auger recombination of electrons from the upper conduction subband with valence-band holes, as well as structures made of erbium-doped amorphous silicon.
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The magnetic response of a two-dimensional layer rolled into a cylinder and located in a longitudinal magnetic field is examined. The magnetic moment of the degenerate electron gas is studied as a function of the magnetic flux. The shape of the fluctuation maxima is analyzed in detail. It is shown that at zero temperature there are breaks in each period of the change in the magnetic moment. Over this period, a plot of the magnetic moment depends strongly on the ratio of the Fermi energy to the size-confinement energy. In particular, there are no breaks for integral or semi-integral values of the square root of this ratio.

The equilibrium properties of the electron gas in nanostructures are mainly determined by the electronic energy spectrum, which, in turn, depends on the geometry of the structures. This is because a magnetic field can create additional, or enhance existing, lateral confinement in a nanostructure.

The magnetic response of nanostructures with cylindrical symmetry at a temperature $T = 0$ have been studied for the case of a weak magnetic field, which was regarded as a perturbation. Note that the magnetic response is studied both using the canonical Gibbs distribution (constant number of electrons) and the grand canonical distribution (constant chemical potential of the gas, $\mu(B) = \text{const}$). In most situations the results obtained with these distributions differ very little. This is because the oscillatory portion of $\mu(B)$ is very small for a constant number of electrons. For a degenerate electron gas, however, it is more convenient to use the grand canonical distribution in the calculations. Thus, in the following we shall use this approach, i.e., assume that $\mu = \text{const}$. In addition, we shall consider exclusively a noninteracting electron gas.

The purpose of this paper is to study theoretically the magnetic response of a two-dimensional degenerate electron gas rolled up into a cylinder (a quantum cylinder) in a constant and uniform magnetic field $\mathbf{B}$ parallel to the axis of a cylinder of radius $\rho$.

In the effective-mass approximation, the Hamiltonian $H$ of the one-electron spinless states for a vector potential $\mathbf{A}$ chosen to have the form $\mathbf{A} = (By/2 - Bx/2, 0)$ is given in cylindrical coordinates by

$$H = -e\frac{d^2}{d\varphi^2} - \frac{i\hbar \omega_c}{2} \frac{d}{d\varphi} + \frac{m^* \omega_c^2}{2} \varphi^2 + \frac{p^2}{2m^*},$$

where $\omega_c = |eB|/m^*c$ is the cyclotron frequency, $\varphi$ is the polar angle, $m^*$ is the effective mass, $p$ is the momentum along the axis of the cylinder, and $\varepsilon_0 = h^2/2m^*\rho^2$ is the size confinement energy.

The spectrum of this Hamiltonian has the form

$$\varepsilon_{mp} = \varepsilon \left( m + \frac{\Phi}{\Phi_0} \right)^2 + \frac{p^2}{2m^*}. \quad (2)$$

Here $m = 0, \pm 1, \pm 2, \ldots$, the flux of the magnetic field $\mathbf{B}$ through the cross section of the cylinder is $\Phi = \pi \rho^2 B$, and $\Phi_0 = h/e$ is the flux quantum. Using the standard expression for the thermodynamic potential $\Omega$, we find the magnetic moment from

$$M = \frac{Lm_0}{\pi \hbar m^*} \sum_{n=-\infty}^{\infty} \int_0^\infty \frac{(m + \Phi/\Phi_0) dp}{1 + \exp[(\varepsilon_{mp} - \mu)/T]}, \quad (3)$$

where $m_0$ is the free-electron mass and $\mu_B$ is the Bohr magneton.

For further analysis it is convenient to expand the magnetic moment of the cylinder in a Fourier series using the Poisson summation formula. After some simple, but fairly protracted transformations, we obtain

$$-\frac{M}{\mu_B} = \sum_{n=1}^{\infty} C_n(T) \sin \left( 2\pi n \frac{\Phi}{\Phi_0} \right), \quad (4)$$

where the Fourier coefficients $C_n(T)$ are given by

$$C_n(T) = \frac{Lm_0}{\pi^2 \hbar m^*} \int_0^\infty d\varphi \sin(nz) \int_0^\infty dp \left\{ 1 + \exp[\{(\varepsilon_{m}^2/4\pi^2 + p^2/2m^* - \mu)/T]\}^{-1}. \quad (5)$$

We introduce the new variables $x = z\sqrt{\varepsilon_0/2\pi}$ and $y = p/\sqrt{2m^*}$ and transform to polar coordinates $(r, \psi)$ in the $xy$ plane in Eq. (4). Then for the $C_n(T)$ we obtain the expression

$$C_n(T) = \frac{2\sqrt{2m^*}^n e m_0}{\hbar m^*} \int_0^\infty x^2 \sin((2\pi nx)dx /1 + \exp[(\varepsilon_{m}^2 - \mu)/T]). \quad (6)$$
As Eqs. (6) and (4) imply, the magnetic moment of the quantum cylinder is an oscillating function of the flux with a period equal to the quantum of flux.

For a qualitative study of the character of these oscillations, we shall examine the case of $T=0$. Then, we obtain

$$C_j(0) = \frac{L\mu \sqrt{2m^*m_0}}{\pi \hbar m^* \sqrt{\epsilon}} \frac{J_2(2\pi n \sqrt{\mu/\epsilon})}{n}.$$  

(7)

For real situations, $\mu \gg \epsilon$. Using the asymptotic form of the Bessel function $J_2(x)$ for large arguments, we obtain the estimate

$$M(T=0) = \frac{\sqrt{2Lm_0}}{\pi^2 \hbar \sqrt{m^* \epsilon}} \left( \frac{\mu^3}{\epsilon} \right)^{1/4} \left( \sum_{n=1}^{\infty} \frac{1}{n^{3/2}} \sin(2\pi n \xi) \right) \cos\left(2\pi n \eta - \frac{\pi}{4}\right),$$  

(8)

where $\xi$ and $\eta$ denote the fractional parts of $\Phi/\Phi_0$ and $\sqrt{\mu/\epsilon}$, respectively.

Equation (8) implies that it is sufficient to carry out our investigation of the oscillations of the magnetic moment in the region where $0 \leq \xi < 1$ and $0 \leq \eta < 1$.

Equation (8) implies that $M(\xi, \eta) = -M(1-\xi, \eta)$ and $M(\xi+1/2, \eta-1/2) = M(\xi, \eta)$. For this symmetry we consider only the region $\xi, \eta \leq 1/2$. We can see at once that, for integral values of $\sqrt{\mu/\epsilon}$, there is only one extremum within this half period (a maximum or minimum depending on whether $\eta < 1/2$ or $\eta > 1/2$). For $\eta < 1/2$, Eq. (8) gives

$$M(\xi, \eta) = \frac{\zeta(0, \xi) \zeta(1/2, \xi + \eta) - \zeta(-1/2, 1 - \xi + \eta)}{4 \pi A \mu_B}; \quad \xi \gg \eta,$$

$$M(\xi, \eta) = \frac{\zeta(1/2, \xi + \eta) - \zeta(-1, \eta - \xi)}{4 \pi A \mu_B}; \quad \eta > \xi,$$  

(9)

where $\zeta(x,s)$ is the Hurwitz $\zeta$ function and $(Lm_0)/(2\pi^2 \hbar \sqrt{m^* \epsilon})^{1/4} = A$. As Eq. (9) implies, the critical point on the graph of $M(\xi, \eta)$ on the interval $0 < \xi < 1/2$ is the point where $\xi = \eta$. Let us examine the behavior of the graph in the neighborhood of this point. We shall use the shift formula for the Hurwitz $\zeta$ function in this analysis.

Then the second of Eqs. (9) can be written as

$$M(\xi, \eta) = \zeta(-1/2, \xi + \eta) - \zeta(-1/2, 1 - \xi + \eta)$$

$-\zeta(0, \xi + \eta); \quad \eta > \xi,$

(10)

A comparison of Eqs. (9) and (10) shows, however, that at the point $\eta = \xi$ there is a break in the $M(\xi, \eta)$ curve owing to the third term in Eq. (10). In addition, this term can add another zero to the function $M(\xi, \eta)$ within the interval $0 < \xi < 1/2$. In this case there are two extrema (a maximum and a minimum) within a half period of the function.

Some plots constructed from Eq. (8) are shown in Fig. 1. The form of the curves is consistent with the above analytic results for the properties of the magnetic moment.

Note that, for $T \neq 0$, the breaks in the curves are smoothed out but, on the whole, the pattern of the oscillations remains the same.

As the results obtained here show, in a quantum cylinder the amplitudes of the oscillatory peaks in the $M(B)$ curve depend on the magnitude of the chemical potential, but their locations are determined by the relationship between $\xi$ and $\eta$. Here the period of the oscillations is independent of $\mu$ and equal to the quantum of flux (Aaron–Bohm oscillations). This originates in the purely geometric circumstance that, for any of the possible electron energies, the projection of its quasiclassical trajectory in a plane perpendicular to the mag-
netic field is fixed, and coincident with the generatrix of the cylinder.

It is interesting to note that adding the Aaron–Bohm flux $\Phi_{AB}$ (the flux of the magnetic field created by a thin, and, ideally, infinitely long solenoid lying along the symmetry axis of the nanostructure) preserves the oscillatory pattern for all the cases considered here. This flux leads only to an overall shift in the magnetic response curve $M(\Phi)$ by $\Phi_{AB}$.

This work was supported by Grants from the Russian Fund for Fundamental Research, Ministry of Public and Professional Education of the Russian Federation, and the program “The Universities of Russia–Basic Research.”
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Molecular mobility and strengthening of oriented liquid-crystal polymers
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Broad-line proton magnetic resonance has been used to study cooperative mesophase molecular motion in the example of a fully-aromatic oriented liquid-crystal polymer Vectra A950. The molecular mobility is found to decrease as a result of heat treatment, which is considered to be the reason for a higher tensile (rupture) strength owing to an increase in the activation energy for the fracture process. © 1999 American Institute of Physics. [S1063-7834(99)02505-8]

A substantial increase in the strength of rigid-chain polymers results from an increase in the fracture activation energy $U_0$ which occurs during chemical or thermal processing of oriented fibers. Table I lists some examples of thermo- and lyotropic liquid-crystal polymers for which the strength $\sigma$ and $U_0$ increase during thermal processing. Proton magnetic resonance (PMR) has been used to study the molecular mobility in the fully aromatic liquid-crystal polymer Vectra. Above the transition temperature to the mesophase ($T_m$), a fine structure is observed in the PMR spectra. An analysis of these spectra revealed the features of the molecular motion in the mesophase and made it possible to relate them to strengthening during thermal processing.

In this paper our task is to study the molecular motion over a wide range of temperatures in more detail for different sample orientations in a magnetic field and to clarify the molecular mechanisms for polymer strengthening during thermal processing. The main objects of study were highly-oriented fibers made of the copolymer Vectra A950 (a copolymer of 4-hydroxybenzoic and 2-hydroxy-6-naphthoic acids in a 7:3 ratio) manufactured by the Celanese Research Co. PMR spectra were recorded on a broad-line NMR spectrometer. The samples were heated in a nitrogen atmosphere.

Figure 1 shows PMR spectra for fibers oriented parallel and perpendicular to the magnetic field of the spectrometer at temperatures ranging from 20 to 300°C. The spectra were recorded in the form of the first derivative with a low modulation of the magnetic field. According to differential thermal analysis data, the temperature $T_m$ of the transition to the mesophase was 285 °C. At temperatures up to 150 °C, the spectra are triplets, as reported previously. However, at temperatures close to $T_m$, a fine structure appeared in the spectra that is more distinct in freshly prepared (not subjected to thermal processing) fiber. Thermal processing causes the fine structure to smooth out. The structure of these spectra indicates that the high-molecular nature of the material does not prevent cooperative motion in the liquid-crystal phase. In order to obtain more detailed information on the molecular motion in the mesophase we have analyzed the fine structure of the spectrum of fibers oriented along a magnetic field. Data on the proton-proton distances and angular parameters for the rings were taken from the literature. The structure of the spectrum is caused by dipole-dipole magnetic interactions among nearest protons in the rings. Isolated pairs of phenylene rings and triads of protons in the naphthalene rings yield two and seven lines, respectively. It was assumed that each of these lines is Gaussian broadened with dispersions $\beta_1^2$ and $\beta_2^2$ for the phenylene and naphthalen-9. These parameters are the contributions to the second moment from protons which are external with respect to the groups.

In the first approximation the spectrum was calculated for the simplest case of ideal orientation of the chains by choosing values of $\beta$. This spectrum shape agreed fairly well with the experimental one (300 °C, initial sample) but the distance between the components was somewhat larger than in the experiment. This difference cannot be caused by static (constant in time) misalignment of the segments in the fiber. Obviously, a new type of motion must be considered, specifically a cooperative type such that, as the liquid-crystal state is entered, the angular distribution of the directors of the fragments of the chains must be regarded as dynamic, rather than static. Suppose the cooperative molecular motion produces a continuous variation in the orientation of all the

---

**TABLE I. Characteristics of the materials.**

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Before annealing</th>
<th>After annealing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma$, GPa</td>
<td>$U_0$, kcal/mole</td>
</tr>
<tr>
<td>Vectra A950</td>
<td>1.3</td>
<td>31</td>
</tr>
<tr>
<td>Poly-phenylphenylene-terephthalate</td>
<td>1.0</td>
<td>29</td>
</tr>
<tr>
<td>Polyamido-benzimideazole</td>
<td>1.7</td>
<td>31</td>
</tr>
<tr>
<td>Poly-n-benzamide</td>
<td>1.4</td>
<td>45</td>
</tr>
</tbody>
</table>
directors within the limits of a constant angular amplitude $\varphi$. These vibrations should be rather rapid: for averaging the local magnetic fields, according to PMR theory the period of the oscillations should not exceed $10^{-4}$ s. As a result of this sort of motion, all the segments appear to be in an identical state and $\varphi$ can be used as a measure of the cooperative motion in the mesophase. But even this assumption could not bring all the components of the theoretical spectrum into agreement with experiment.

We believe the main reason for this difference is that, in real fibers, the phenylene rings (their axis of rotation) deviate in the mesophase from the orientation axis of the fiber by some angle $\Psi_0$, which must also be regarded as a time average, since the cooperative motions of the macromolecules cause additional oscillations of the rings. The best agreement between the theoretical and experimental (at 300 °C) spectra was obtained for the following values of the parameters: $\varphi = 23^\circ$, $\Psi_0 = 17^\circ$, $\beta_p^2 = 0.26G^2$, and $\beta_n^2 = 0.14G^2$ (see Fig. 2a). Obviously, the agreement between theory and experiment is better, especially if we note that the spectra are shown in first-derivative form. This result means that we can regard these parameters as the actual characteristics of the motion of the chains in the mesophase.

Additional information on the molecular motion in the liquid-crystal phase can be obtained from spectra for fibers oriented perpendicular to the spectrometer magnetic field. The good resolution of the spectrum in this case means that the segments of the macromolecules rotate or vibrate addi-

![FIG. 1. PMR spectra of Vectra fibers: fiber parallel (a) and perpendicular (b) to the magnetic field. The last spectra in the series were obtained after thermal processing (indicated by an asterisk), the rest are spectra of the original fibers.](image1)

![FIG. 2. Spectra: theoretically calculated (smooth curve) and experimental (points) for 300 °C and orientation of the fibers parallel to the magnetic field (a). The model for the motion of a fragment of a macromolecule in the mesophase: the director of the fragment oscillates within a range $\varphi$ and the fragments undergo rotational vibrations around the axis (b).](image2)
tionally at a large amplitude about axes parallel to the fiber axis, since, otherwise, the interproton vectors would have an angular (azimuthal) distribution that was constant in time in the same plane as the spectrometer magnetic field vector, and this would cause smoothing of the spectral structure.

In the mesophase, therefore, large scale conformational motions, which can be regarded as “quasisegmental” motions are intrinsic to the macromolecules of the fully aromatic liquid-crystal copolymer. A model for the motion of a fragment of the chain in the mesophase is suggested in Fig. 2b. The spectra of thermally processed samples indicate that thermal processing slows down the quasi-segmental motion above $T_m$. Annealed samples are dynamically inhomogeneous: they contain both residual liquid-crystal regions and newly formed “rigid” microsegments. We denote the fraction of the former by $\alpha$ and assume that the shape of their spectrum is similar to that of freshly produced fiber at 300 °C. In the “rigid” regions only local rotation of the rings can occur. Conformational motions do not occur there, i.e., the situation is the same as at 150 °C. Then the dynamic inhomogeneity can be estimated in the same way as for flexible chain polymers. Let us assume that the high-temperature spectrum of an annealed sample is the sum of the spectra at 300 and 150 °C. The best agreement between the observed spectrum and the one obtained by summing occurs for $\alpha = 0.4$. Therefore, as a result of thermal processing, about 60% of the volume of the sample goes into a phase that is solid above $T_m$. (Obviously, these regions include more than three-dimensional crystals.) Strengthening, like the magnitude of $\alpha$, depends on the thermal processing conditions, so that $\alpha$ can be used as a characteristic of the process. It is precisely an increase in the rigidity of the material on a microscopic level that can explain the rise in $U_0$ owing to thermal processing: in a thermally processed sample an external load is distributed among rigid regions, in which the “weak bonds” appear to be blocked by neighboring chains, rather than among individual macromolecules. This effect should lead to a higher activation energy for the fracture process.

We thank the Russian Fund for Fundamental Research for support of this work (Grant No. 97-03-32624).
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The relaxation of a metal-oxide semiconductor structure from deep depletion towards a tunnel-induced non-equilibrium steady state is addressed in this work. A simple model was constructed, taking into account thermal generation, tunneling of both types of carriers and impact ionization. Experimental results obtained on \textit{p}- and \textit{n}-type Si substrates and oxides thinner than 6.5 nm are shown to be well fitted by the proposed model. A map describing the possible behavior patterns for a structure with given oxide thickness and effective generation velocity is presented. © 1999 American Institute of Physics. [S1063-7834(99)02605-2]

1. THEORY

The measured current in the external circuit after applying a reverse voltage step to an \textit{n}-MOS diode is given by

\[ J_m = J_{\text{disp}} + J_{tp} + J_{tn} = J_g + \frac{dQ_{\text{dep}}}{dt} + J_{tn}, \]

where \( J_{\text{disp}} \) is the displacements current due to changes in the charge distribution within the semiconductor, and \( J_{tp} \) and \( J_{tn} \) are the conduction currents which in this case correspond to tunneling currents for holes and electrons, respectively. \( J_g \) is the minority carrier generation current into the inversion layer, and \( Q_{\text{dep}} \) is the space charge in the depleted region.

Charge conservation in integral form, applied to the inversion layer, is expressed as follows:

\[ \frac{dQ_{\text{inv}}}{dt} = J_g - J_{tp}, \]

where \( Q_{\text{inv}} \) is the inversion layer charge. Using the conservation of the electric displacement vector, the inversion layer charge takes the form

\[ Q_{\text{inv}} = |V_g - V_s| \frac{e_{\text{ox}}}{d} - qNW, \]

where \( V_g \) is the applied voltage, \( V_s \) is the semiconductor potential, \( d \) is the oxide thickness, \( e_{\text{ox}} \) is the oxide dielectric permittivity, \( q \) is the electron charge, \( N \) is the dopant concentration, and \( W \) is the depletion region width. Using the known dependence of \( W \) on \( V_s \), the variation of \( Q_{\text{inv}} \) with time in terms of variations of \( V_s \) results in

\[ \frac{dQ_{\text{inv}}}{dt} = \left[ \frac{e_{\text{ox}}}{d} + \frac{e_s}{W(V_s)} \right] dV_s. \]

where \( e_s \) is the semiconductor dielectric permittivity. Replacing in Eq. (2) we obtain the differential equation for \( V_s \)

\[ \frac{dV_s}{dt} = \frac{J_g - J_{tp}}{C_{\text{ox}} + \frac{e_s}{W}}. \]
The total generation current is written as

\[ J_g = qn_i \left( \frac{W}{2 \tau_g} + S_i \right) \left[ 1 - \exp \left( \frac{V_g - \theta}{2kT} \right) \right] + qS_d (p_s^q - p_s), \]

where \( n_i \) is the intrinsic concentration, \( k \) is the Boltzmann constant, \( \tau_g \) is the bulk generation lifetime, \( S_i \) is the value of the surface generation when the surface is inverted, and \( S_d \) is the generation velocity for the depleted surface, given by Ref. 6:

\[ S_d = S_0 \left( \frac{N}{p_s + 2n_i} \right), \]

where \( S_0 \) is a constant parameter, \( \theta \) is the difference between the metal Fermi level and the minority carrier quasi Fermi level, \( p_s \) is the surface minority carrier concentration, which in terms of \( V_s \) is

\[ p_s = \frac{(V_g - V_s)^2}{2kT} \left( \frac{e}{\alpha_{ox}} \right)^2 \left[ \frac{qN}{kT} \left( \frac{V_s}{kT} \right) \right], \]

where \( p_s^q \) is the equilibrium minority-carrier concentration at the surface calculated from Eq. (7) with \( V_s = V_s^q \), the equilibrium semiconductor voltage drop calculated in Refs. 4 and 7. The number of pairs generated by impact in the space charge region for \( V_{ox} > 1.7 \) V, approximately, is

\[ J_{gi} = \alpha W J_{in}, \]

where \( \alpha \) is the number of ionized pairs per unit distance and \( J_{in} \) is the majority-carrier tunneling current.

The extraction of minority carriers by tunneling was modeled by the following expression:

\[ J_{ip} = \left( C_h \frac{p_s}{\alpha_{ph} N_v} + J_s \right) \exp(-2k_0d) \exp(-\alpha_{ph}qV_{ox}). \]

where \( C_h \) and \( \alpha_{ph} \) are numerical constants for hole tunneling. Equation (9) keeps the exponential dependence of the current on the oxide voltage drop reported for the direct tunneling regime. The prefactor in this expression represents the total supply of carriers with velocity normal to the barrier. It is composed of carriers in the inversion layer with the first term proportional to \( p_s \) (Ref. 10), and the carriers generated and driven to the surface, \( J_g \).

### 2. EXPERIMENTAL RESULT FITTING

The transient currents of a pulsed MOS diode to depletion can be classified, as was shown in a recent work, in three different behavior patterns, as follows.

a) Dominance of the current by minority-carrier tunneling.

b) Tunneling of both type of carriers, with the current limited by the generation of minority carriers.

c) Tunneling of both type of carriers without limitation by the minority-carrier generation which is enhanced by impact ionization.

Case a) is observed in the \( p \)-type substrate capacitors or in \( n \)-type with very thin insulators (up to about 3 nm). In \( n \) samples with oxides between 3 and 6 nm, the impact ionization may occur but is insufficient for removing the generation limitation (case b). Case c) occurs for \( n \)-substrate samples with oxides thicker than about 6 nm.

Figures 1 to 3 show a family of experimental curves...
pertaining to each one of the described cases fitted with the model proposed above. Details of the experimental work are given in Ref. 5.

3. DISCUSSION

In contrast to $p$ samples in which a unique kind of transient curve is measured, the behavior during the relaxation into tunnel-induced non-equilibrium states in metal-oxide semiconductor structures with $n$-Si is determined by the oxide thickness and minority-carrier generation parameters. The carrier generation can be characterized by an effective velocity, $S_{\text{eff}}$, as the total generation current density $J_g$ divided by $q n_i$. In the steady state, the generation current should equal the hole tunnel current, $J_{tp}$. Thus, for the steady state, the effective generation velocity is

$$S_{\text{eff}} = \frac{J_{tp}(V_{ox}, d)}{q n_i}.$$  \hspace{1cm} (10)

A map for the different behaviors can be constructed plotting this velocity versus the oxide thickness (Fig. 4). This plot is divided into three regions. Structures laying in region I will exhibit curves like those shown in Fig. 1 for 3 and 8 V. No transient other than the decay of the surface generation velocity from its depleted value, $S_0$, to a steady-state value, greater or equal to $S_I$, can be measured in these diodes. Structures with parameters in region III, are those for which impact ionization spontaneously begins, enhancing generation of minority carriers (Fig. 3). Diodes between these two regions will show an increasing current transient (Fig. 2) due to the presence of a majority tunneling current without impact ionization — region II.

The boundaries between these regions, can be determined as follows. The condition to be fulfilled by a diode to be in region III is that the steady-state oxide voltage drop must exceed the threshold for impact ionization, to ensure that impact ionization will begin during the transition to equilibrium. Thus, from Eq. (10) with $V_{ox} = 1.7$ V, the boundary between regions II and III is obtained. Diodes with higher $S_{\text{eff}}$ or thicker oxide will exhibit the typical thick-structure-like behavior pattern.

Structures will be in region I if the surface is not inverted in the steady state, so the surface-generation velocity will take on a value between $S_0$ and $S_I$. Any tunneling current growth will be screened by the decreasing generation current. The minimum level of generation current before the inversion (or the maximum generation current when the surface is inverted) is obtained by replacing, in the bulk generation expression, the depletion width value immediately after the pulse, $W_0$, given by

$$W_0 = \frac{A e_s}{C_{\text{ox}}} \left( \sqrt{1 - \frac{2 V_g C_{\text{ox}}^2}{q N e_s A^2}} - 1 \right),$$  \hspace{1cm} (11)

and then, the generation in this case will be

$$J_g = q n_i \frac{W_0}{2 \tau_g} + q n_i S_i.$$  \hspace{1cm} (12)

The initial oxide voltage in this situation is

$$V_{ox}^0 = V_g - \frac{q N W_0^2}{2 \varepsilon_s}.$$  \hspace{1cm} (13)

The prefactor in expression (9) for $J_{tp}$, i.e., the incident current, will be governed by $J_g$ provided that the minority-carrier concentration at the surface is too small. Replacing (9), (12) and (13) in Eq. (10), the resulting $S_{\text{eff}}$ vs $d$ curve represents the lowest boundary between regions I and II, i.e., diodes with smaller $S_{\text{eff}}$ or $d$ will exhibit a thin-structure-like behavior pattern.


---


Published in English in the original Russian journal. Reproduced here with stylistic changes by the Translation Editor.
The wide-gap semiconductors SiC and GaN having a high binding energy are among the most promising materials for use in opto- and microelectronics, as well as in high-frequency and power electronics. GaN-based materials are expected to produce revolutionary changes in information recording. Doping SiC and GaN with transition elements creating deep levels in the semiconductor, and fabrication of semi-insulating layers of these materials are presently an important problem. EPR is the main and most informative tool for studying defect structure at the atomic level.

This work discusses the use of EPR to investigate a number of impurity centers of transition and rare-earth elements in SiC.

1. IONS OF TRANSITION ELEMENTS IN SiC

A. Scandium

The two types of Sc EPR spectra observed in 6H-crystals were assigned by us to scandium acceptors and Sc$^{2+}$ ions. At temperatures close to 40 K, one observed Sc acceptor signals $S_{c}(HT)$ (HT stands here for high temperature) and signals due to Sc$^{2+}$ ions $(3d^{1}, S=1/2)$. Both centers have axial symmetry relative to the $c$ axis and can be described by a spin Hamiltonian

$$H = \mu_B B_z S_z + S_{A1},$$

where $S$ and $I$ are the electron and nuclear spins, $\mu_B$ is the Bohr magneton, and $A$ is the hyperfine (hf) structure tensor. The $z$ axis is parallel to the $c$ axis of the crystal. The Sc impurity was identified from the hf structure of the spectra caused by interaction with the $^{45}$Sc isotope ($I=7/2$). The $S_{c}(HT)$ acceptor has the following parameters: $g_{||} = 2.0016$, $g_{\perp} = 2.0011$, $A_{I} = 10.1 \times 10^{-4}$ cm$^{-1}$, and $A_{I} = 22.6 \times 10^{-4}$ cm$^{-1}$; for Sc$^{2+}$ they are: $g_{||} = 2.0047$, $g_{\perp} = 2.0002$, $A_{I} = 44.6 \times 10^{-4}$ cm$^{-1}$, and $A_{I} = 8.4 \times 10^{-4}$ cm$^{-1}$. As the temperature is lowered to 4 K, these spectra disappear to be replaced by at least two different signals due to lower-symmetry Sc acceptors, denoted by $S_{c}(LT)$ and $S_{c}(LT)$ (with LT standing for low temperature). The parameters of $S_{c}(LT)$ are: $g_{||} = 2.001$, $g_{\perp} = 2.016$, $g_{z} = 2.008$, $A_{I} = 15.0 \times 10^{-4}$ cm$^{-1}$, $A_{I} = 3.0 \times 10^{-4}$ cm$^{-1}$, and $A_{I} = 5.0 \times 10^{-4}$ cm$^{-1}$. The $S_{c}(LT)$ signals were not studied thoroughly, but qualitatively the local axes of the corresponding centers can be identified as directed along the Si-C bonds which do not coincide with the $c$ axis. The low symmetry of the low-temperature Sc signals may be due to spin-density redistribution and, possibly, to off-center position of the scandium atom. An alternative possibility is a more complex defect structure (a complex including a carbon vacancy, etc.).

B. Chromium

Studies of 6H-SiC:Cr crystals revealed EPR signals due to chromium ions in the charge states $Cr^{3+}$ $(3d^{3}, S=3/2)$, Ref. 2, and $Cr^{2+}$ $(3d^{4}, S=2)$. The chromium was identified from the hf structure of the $^{57}$Cr nuclei ($I=3/2$). The 6H-SiC lattice has three inequivalent sites, namely, a hexagonal ($h$) and two quasicubic ones ($k1$ and $k2$). The $Cr^{3+}$ signals observed originated from two inequivalent lattice sites (apparently $k1$ and $k2$). The hf structure was reliably identified only in the $B\parallel c$ orientation and was found to be: for the $k1$ sites $A_{I} = 8.67 \times 10^{-4}$ cm$^{-1}$, and for $k2$ $A_{I} = 9.11 \times 10^{-4}$ cm$^{-1}$. The $Cr^{3+}$ signals can be described by the spin Hamiltonian

$$H = g_{||} \mu_B B_z S_{z} + g_{\perp} \mu_B (B_z S_{z} + B_x S_x + B_y S_y) + D[S_z^2 - 1/3S(S+1)] + S_{A1},$$

where $D$ relates to the fine structure. Because in zero-field splitting $D \gg g \mu_B B$, one observes only the $M_z = \pm 1/2$ transition within the Kramers doublet, which is described by an effective spin $S' = 1/2$ and Hamiltonian (1) with effective $g'$ factors. The $g$ factors have the following effective values: $g_{||} = 4.0$ and 4.02, $g_{\perp} = 1.97$ and 1.96 for the $k1$ and $k2$ sites, respectively. It can be shown that the experimental values $g'$ are related to the true values of the $g$ factor in the following way: $g'_{||} = g_{||}$, $g'_{\perp} = 2g_{\perp}[1 - 3/16(h \nu/2D)^2]$. Our estimates give $D > 40$ GHz.
We observed hyperfine interaction not only with the $^{53}$Cr nucleus, but with nuclei of the Cr$^{3+}$ nearest-neighbor ions in the lattice as well. These interactions can be accounted for by assuming the chromium atom to be shifted along the $c$ axis from the silicon site.

The signal of the divalent chromium Cr$^{2+}$ ($3d^3$, $S=2$), which was observed only in crystals grown on the C side of SiC, can be described by spin Hamiltonian (2). Its parameters are: $g_{//}=1.987$, $g_{\perp}=1.942$, $A_{//}=15 \times 10^{-4}$ cm$^{-1}$, and $|D|=1.285$ cm$^{-1}$.

C. Molybdenum

We observed signals in 6$H$ crystals from molybdenum ions in two charge states, Mo$^{4+}$ and Mo$^{5+}$. The hf structure of the spectra produced in interaction with the nuclear spins of the $^{95}$Mo ($I=5/2$) and $^{97}$Mo ($I=5/2$) isotopes permitted unambiguous identification of the impurity. Weakly $n$-type crystals exhibit signals due to Mo$^{4+}$ ($3d^2$, $S=1$) occupying the $k_1$ and $k_2$ sites, and in strongly $n$-type ones, only $k_2$-site signals, which shows that the Mo$^{4+}$ impurity sitting at different sites produces levels with strongly differing energies in the gap. The line positions can be described by spin Hamiltonian (2). Its parameters are: $g_{//}=1.977$, 1.975; $g_{\perp}=1.976$, 1.977; and $|D|=1018 \times 10^{-4}$ and $1108 \times 10^{-4}$ cm$^{-1}$ for the $k_1$ and $k_2$ sites, respectively. Mo$^{5+}$ ions ($4d^3$, $S=3/2$) were observed to create signals in $n$-type crystals. The corresponding parameters are: $g_{\perp}=1.945$, $g_{//}=1.969$, and $|D|>2$ cm$^{-1}$. Signals from Mo$^{5+}$ ($4d^1$) were also detected; they can be described by the spin Hamiltonian (1) for $S=1/2$ with the parameters $g_{\perp}=1.9679$ and $g_{//}=1.9747$. In $p$-type crystals Mo signals are not observed, which suggests that the nonparamagnetic Mo$^{6+}$ state ($4d^0$) is here in equilibrium.

2. Mn AND Ni IN GaN

EPR signals of manganese and nickel were observed in nominally pure GaN crystals grown by the sandwich sublimation method. The manganese impurity was identified from the characteristic hf structure of the spectra due to interaction with the nuclear spin of the $^{55}$Mn isotope ($I=5/2$, 100%). Its $S=5/2$. We observed Ni signals with an angular dependence characteristic of a system with an electronic spin $S=3/2$ in a strong axial crystalline field. The charge state of the nickel here is Ni$^{3+}$ ($3d^7$, $S=3/2$). The Ni spectra can be described by spin Hamiltonian (2) (the true spin $S=3/2$) or, because the crystalline field is strong, $D \simeq g \mu_B B$, by spin Hamiltonian (1) (with an effective spin $S'=1/2$). The parameters for the two ions are listed in Table I. Both ions occupy gallium sites in the GaN lattice.

### Table I. Parameters of Mn and Ni ions in GaN (Ref. 4).

| Ion | $g_{//}$ | $g_{\perp}$ | $|D|$ | $A_{//}$ | $A_{\perp}$ |
|-----|----------|-------------|------|--------|---------|
| Mn$^{2+}$ ($3d^5$) | 1.999 | 1.999 | 240 | 70 | $S=5/2$ |
| Ni$^{3+}$ ($3d^7$) | 2.10 | 2.10 | $\approx4.2$ | $S'=1/2$ |

### Table II. Parameters of erbium centers in 6$H$-SiC:Er.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>$g_{//}$</th>
<th>$g_{\perp}$</th>
<th>$A_{//}$</th>
<th>$A_{\perp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1$</td>
<td>12.2</td>
<td>3.35</td>
<td>1.5</td>
<td>450</td>
</tr>
<tr>
<td>$L_2$</td>
<td>10.6</td>
<td>6.16</td>
<td>1.26</td>
<td>390</td>
</tr>
<tr>
<td>$L_3$</td>
<td>9.25</td>
<td>7.2</td>
<td>1.45</td>
<td>353</td>
</tr>
<tr>
<td>$A_{x1}$</td>
<td>8.28</td>
<td>8.28</td>
<td>1.07</td>
<td>290</td>
</tr>
<tr>
<td>$A_{x2}$</td>
<td>8.07</td>
<td>8.07</td>
<td>1.16</td>
<td>285</td>
</tr>
</tbody>
</table>

3. ERBIUM IN 6$H$-SiC

The 6$H$-SiC:Er crystals were grown by sandwich sublimation and doped during growth. They exhibited EPR signals of two types, low (orthorhombic) symmetry (LS) and axial (Ax). The LS signals were found to have an hf structure due to interaction with the $^{167}$Er nuclei ($I=7/2$, 22.8%) and are assigned to the Er$^{3+}$ impurity occupying three crystallographically inequivalent sites in the 6$H$-SiC lattice. The LS signals can be described by spin Hamiltonian (1) with parameters given in Table II. The structure of the low-symmetry erbium centers is shown in Fig. 1a for the $h$ and $k_1$ sites. As follows from the nature of the angular dependences, the axis of the center does not coincide with the $c$ axis of the crystal and is deflected from it by 70° ($110^\circ$), while the center itself (the $z$ axis) is oriented along one of the Si-C bonds. This orientation shows that the low-symmetry erbium centers represent actually an Er$^{3+}$ ion at the silicon site bound in a complex with another defect (a carbon or oxygen vacancy) occupying the nearest carbon site; it should be added that, for any inequivalent site, the defect (see Fig. 1a) can occupy carbon sites 1, 2, or 3, but not site 4.

![Fig. 1. Models of Er$^{3+}$ centers in 6$H$-SiC. (a) Orthorhombic centers in $h$ and $k_1$ sites. (b) Two models of axial centers ($h$ sites).](image-url)
We detected in $6H$-SiC:Er crystals six signals with an axial symmetry with respect to the hexagonal axis ($Ax_1$–$Ax_6$). Only for two lines ($Ax_2$ and $Ax_3$) could one detect reliably an hf structure. Similarly to the case of low-symmetry centers, it consists of eight weak lines and originates from interaction with $^{167}$Er nuclei. The axial angular dependences of the erbium centers can be described by spin Hamiltonian (1) (see Table II for the corresponding parameters) and accounted for by two models of the center presented in Fig. 1b for the $h$ site. In the first model, erbium occupies silicon sites in a regular lattice. In the second model, besides an $Er^{3+}$ ion at the silicon site, there is also a defect in the adjacent carbon site along the $c$ axis. It should be stressed that the defect axis in axial centers is parallel to the $c$ axis of the crystal for all inequivalent sites. The crystals in which EPR of erbium was observed exhibited strong luminescence at the wavelength of 1.54 $\mu$m associated with erbium ions.6

In this way we have studied in the recent few years EPR spectra of several transition-element impurities substituting for silicon in $6H$-SiC, namely, scandium, molybdenum, and chromium, as well as scandium acceptors. Preliminary EPR data on transition-metal impurities, manganese and nickel, in gallium nitride have been obtained. EPR spectra of Er in SiC have been investigated for the first time.
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Interaction of an impurity Cu atom with carbon in copper-intercalated graphite-like nanoclusters in a-C:H has been considered in a simple tight-binding approximation. Clusters with simple configurations were used to show that partial ionization of Cu gives rise to metallization of a semiconductor cluster and to a substantial charge redistribution in the latter. The presence of copper initiates in the cluster internal polarization with components directed both normal to the graphene-fragment plane and parallel to it. The lowering of the cluster symmetry induced by copper intercalation activates the Raman band $G$ in the IR spectrum of a-C:H. © 1999 American Institute of Physics. [S1063-7834(99)02805-1]

It is known that metallic copper does not interact chemically with carbon and does not form with it oriented valence bonds characteristic of metal carbides. Copper is difficult to insert into crystalline graphite as an intercalant. At the same time copper as an impurity enters amorphous carbon (a-C:H) easily and modifies strongly its electrical and optical properties. Unlike graphite, a-C:H is a semiconductor transparent in the visible. The structure of a-C:H represents a system of graphite-like nanoclusters 5–20 Å in size embedded in a wide-gap diamond-like matrix. It is the size quantization of the electronic spectrum in such nanoclusters that creates an optical gap in a-C:H. Doping the a-C:H opens up new possibilities for probing the interaction of copper with carbon by both electrical and optical methods. To cite one example, an investigation of IR absorption and Raman spectra of a-C:H(Cu) showed that Cu atoms preferentially enter graphite-like nanoclusters in a-C:H without forming of Cu-C bonds, i.e., by the intercalation mechanism.

This work presents calculated electronic spectra of simple graphite-like carbon nanoclusters containing a small fragment of the graphene plane and one Cu atom near the plane. An analysis is made of the effects accompanying the event of cluster intercalation with copper, namely, charge redistribution in the cluster and the Cu-induced static dipole moment, as well as changes in the vibrational spectrum.

1. MODEL AND MAIN APPROXIMATIONS

The electronic spectrum of a graphene nanocluster with a Cu impurity atom was calculated in the well-known tight-binding formalism, or the LCAO method, in the nearest-neighbor approximation. The main relations obtained in the frame of LCAO for such clusters were given in Ref. 4. The numerical calculations were performed for clusters of various sizes.

It was found that the main features in the variation of cluster properties induced by copper intercalation can be readily exemplified by two clusters of two or four regular six-membered carbon rings containing, respectively, $N = 10$ or 16 carbon atoms (Fig. 1a and 1b). It was assumed that the Cu atom does not enter the carbon ring and interacts only with its $\pi$ electrons, and that the perturbation of the strong C-C covalent $\sigma$ bonds within the ring may be neglected. It was also assumed that the principal contribution to the interaction is due to one outer $s$ electron of the Cu atom. The corresponding $s$ orbital and $N p_z$ valence orbitals of the C atoms made up a system of $(N+1)$ basis functions $\chi_i$ of Hamiltonian $\hat{H}$ (the $z$ axis is orthogonal to the $xy$ graphene plane, and index $i = 1, 2, \ldots, N+1$ labels the atoms). The wave function of the $j$th state in the cluster was written in the LCAO form with coefficients $u_{ji}$:

$$|\psi_j\rangle = \sum_{i=1}^{N+1} u_{ji}|\chi_i\rangle .$$

The matrix elements of the Hamiltonian, $\chi_{ij} = \langle \chi_j^\dagger | \hat{H} | \chi_i \rangle$, were determined in the Harrison approximation. The diagonal matrix elements $\chi_{ii}$ are essentially the energies of $2p$ and $4s$ states of isolated C and Cu atoms relative to the vacuum level: $e_p = \langle p^\dagger | \hat{H} | p \rangle = -9.87$ eV and $e_s = \langle s^\dagger | \hat{H} | s \rangle = -6.92$ eV. The off-diagonal matrix elements ($i \neq j$) describing interatomic interaction were calculated as $\chi_{ij} = n_{ji} \hbar^2 \mu d_{ji}$, where $\mu$ is the electronic mass, $d_{ji}$ is the distance between atoms $i$ and $j$, and $n_{ji}$ are tabulated universal coefficients depending on the type of the wave functions of the interacting atoms. In our case the $\chi_{ji}$ quantities reduce to two parameters, $V_{pp\pi}$ and $V_{sp\sigma}$, which correspond to the $\pi$ coupling among the $p_z$ electrons of the neighboring C atoms and to $\sigma$ coupling between the Cu $s$ electron and the $p_z$ electrons of the nearest C atoms. The distance between the neighboring carbon atoms was assumed equal to the C-C covalent bond length in graphite, $d_{CC} = 1.42$ Å.

While the exact position of the Cu atom in the cluster is not known, the most likely should be the one providing the strongest coupling with the carbon fragment. This condition was shown to be met if the Cu atom lies on the hexagonal axis $z$ of the carbon ring (Fig. 1) at a distance $z_0 = d_{CC}/\sqrt{2}$, $z_0 \approx 1$ Å from the ring plane.
2. NANOCLUSTER METALLIZATION BY COPPER

Figures 2 and 3 present energy-level splittings of the C and Cu $2p_z$ and $4s$ states of (a) isolated atoms, (b) in a graphene layer, and (c) after its subsequent intercalation by a Cu atom, calculated for clusters with $N=10$ and 16 atoms whose configuration is shown in Fig. 1a and 1b. The discrete spectrum of both clusters is seen to have "bands" of $\pi$ bonding and $\pi^*$ antibonding states separated by a gap. The gap width is determined only by the cluster size and decreases with increasing $N$, which coincides with the calculations made for purely carbon clusters. The value $E_g = 2.6 \text{ eV}$ for $N=16$ is in a satisfactory agreement with the experimentally determined optical gap.

For $T=0$, all levels of the $\pi$ bonding states are filled by electrons, and the extra electron of the Cu atom falls to the bottom of the band of $\pi^*$ antibonding states, which in the absence of Cu were totally empty. Thus an intercalated cluster resembles a degenerate semiconductor whose Fermi level lies in the conduction band. In this case the dc conduction of a-C:H(Cu) will be dominated by electron tunneling and/or hopping between "metallized" copper-carbon clusters. This mechanism can apparently be analyzed by methods of percolation theory. Copper metallization of graphite-like clusters should result in a fast rise of the conductivity of a-C:H, exactly what is observed in experiment, and the corresponding activation energy should be substantially smaller than the optical gap. The conductivity may be expected to grow with increasing Cu content in a-C:H(Cu) as long as the concentration of copper-carbon graphite-like clusters continues to increase.

3. COPPER-INDUCED POLARIZATION OF NANOCLUSTERS

The Cu atom in the semiconductor nanoclusters considered here behaves as a donor with the level lying within the region of unoccupied $\pi^*$ states of the C atoms, which makes the donor partially ionized. Intercalation gives rise to a displacement and redistribution of charge of the valence electrons among the cluster atoms. The effective charge $e_i^*$ of
the \(i\)th atom can be readily estimated within the LCAO approximation through the squared moduli of coefficients \(u_{ji}\):

\[
e_{i}^{a} / e = (N + 1)^{-1} \sum_{j} (2|u_{\sigma j}|^2 + 2|u_{\pi j}|^2),
\]

where the summation is performed over all occupied states \(j\) (\(e\) is the electronic charge).

The results of the estimates of \(e_{i}^{a} / e\) are shown in Fig. 1a and 1b by figures adjoining the corresponding atoms. The positive charge of the Cu ion was found to be slightly larger than \(+0.5\) \(e\) in both clusters, and the charge of the fragment of the graphene layer has the same magnitude but the opposite sign. Thus a nonzero component \(P_{z}\) of the static dipole moment \(\mathbf{P}\) is induced in the cluster along the normal \(z\) to the layer. For clusters with \(N=10\) and 16, we obtained \(P_{z} / ed_{CC}=0.36\) and 0.38, respectively. In a general case, with the Cu atom located not on the cluster symmetry axis normal to the layer, a static dipole moment appears in the \(xy\) plane as well. For clusters symmetric with respect to the \(xz\) or \(yz\) plane, which are under consideration here, this dipole moment is parallel either to the \(x\) axis (\(N=10\)) or to the \(y\) axis (\(N=16\)). Estimates made for the corresponding components yield \(P_{x} / ed_{CC}=-0.95\) and \(P_{y} / ed_{CC}=-1.53\).

In the absence of correlation among clusters, i.e. for random cluster geometry and mutual arrangement, the net polarization in a-C:H is zero.

### 4. Vibrational Properties of Copper-Intercalated Nanoclusters

The internal polarization of a Cu-intercalated graphite-like nanocluster should produce dipole activity in atomic vibrations. This should give rise to the appearance of new bands in IR spectra of a-C:H(Cu) which were absent in those of pure a-C:H. One can now explain, in particular, the experimentally observed\(^1\) strong increase in the intensity of the so-called band \(G\) (1580 cm\(^{-1}\)) in the IR absorption spectrum of copper-doped a-C:H. This band, associated with symmetric vibrations of the C-C bonds in the carbon ring plane of graphite-like nanoclusters, is known to be active in the Raman spectrum of a-C:H while being practically not seen in absorption. Note that in a single infinite graphene layer the corresponding \(E_{2g}\) mode is forbidden in absorption altogether.\(^6\) The presence of a Cu atom lowers the cluster symmetry; indeed, the carbon ring atoms become essentially inequivalent (Fig. 1), their vibrations change the in-plane dipole-moment component and, hence, should become allowed in absorption. The \(G\) bands observed in a-C:H(Cu) in absorption and Raman scattering coincide in position with a good accuracy. There are therefore grounds to believe that intercalation with copper does not affect strongly the carbon ring geometry and, hence, the C-C \(\sigma\) bonds, as assumed in our model. \(G\) band activation was observed in absorption in nitrogen-doped a-C:H, but N atoms, unlike copper, become incorporated in carbon rings to form C-N bonds.\(^7\)

To conclude, intercalation of graphite-like nanoclusters in a-C:H with copper affects the electronic and vibrational properties of the clusters themselves and of the system as a whole. Our simplified model is applicable to low Cu concentrations, because it disregards the possibility of two or more Cu atoms entering the same cluster. In the opposite case one should take into consideration the interaction among the intercalant atoms, which will affect noticeably the copper binding energy in a cluster. For one Cu atom this energy was estimated as 0.4–0.7 eV, depending on the size of the graphene fragment.\(^5\) For high Cu contents, a cluster may not be able to hold the intercalant in its state, so that the inserted copper will condense to form pure copper clusters. This will be accompanied by an abrupt drop in the conductivity of a-C:H (Cu), if the concentration of such clusters in the a-C:H matrix is below the percolation threshold. This effect was observed experimentally at a Cu content of \(\sim 15\) at.%.\(^1\)
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Time-resolved picosecond spectroscopy is used for the first time to study optical orientation and spin dynamics of carriers in self-organized In(Ga)As/GaAs quantum-dot (QD) arrays. Optical orientation of carriers created by 1.2 ps light pulses, both in the GaAs matrix and wetting layer, and captured by QDs is found to last a few hundreds of picosecond. The saturation of electron ground state at high-excitation-light intensity leads to electron polarization in excited states close to 100% and to its vanishing in ground state. Electron-spin quantum beats in a transverse magnetic field are observed for the first time in semiconductor QDs. We thus determine the quasi-zero-dimensional electron g factor in In0.5Ga0.5As/GaAs QDs to be: |g⊥| = 0.27 ± 0.03. © 1999 American Institute of Physics. [S1063-7834(99)02905-6]

Semiconductor structures with quantum dots are currently the subject both of fundamental studies and of practical applications. In the last few years much attention was given to the study of the energy relaxation of carriers in these structures.1–7 Taking into account the spin of carriers makes it possible to obtain additional information on the energy relaxation processes and the structure of the electron energy levels. In the present work, time-resolved spectroscopy with picosecond resolution has been used for the first time to investigate spin dynamics in semiconductor quantum dots embedded in a semiconductor matrix. Spin polarization of carriers was created as a result of their optical orientation6 by bedded in a semiconductor matrix. Spin polarization of carriers created by 1.2 ps light pulses, both in the GaAs matrix and wetting layer, and captured by QDs is found to last a few hundreds of picosecond. The saturation of electron ground state at high-excitation-light intensity leads to electron polarization in excited states close to 100% and to its vanishing in ground state. Electron-spin quantum beats in a transverse magnetic field are observed for the first time in semiconductor QDs. We thus determine the quasi-zero-dimensional electron g factor in In0.5Ga0.5As/GaAs QDs to be: |g⊥| = 0.27 ± 0.03. © 1999 American Institute of Physics. [S1063-7834(99)02905-6]

The structures studied were grown by solid-source molecular beam epitaxy in Riber-32P machine on semisolting GaAs (100) substrates. Active region was inserted into the middle of a 0.2 μm thick undoped GaAs layer confined by AlAs(2 nm)/GaAs(2 nm) superlattices to prevent escape of nonequilibrium carriers to the sample surface and substrate. In the first structure, denoted as 1, the active region consists of 6 planes of QDs separated by 50 Å-thick GaAs spacers. Each QD plane was formed by deposition of 4 monolayers (MLs) of In0.5Ga0.5As. In structure 2 the active layer consists of 10 planes of 1.7 ML InAs QDs separated by 200 Å-thick GaAs spacers. Sample 3 contains one plane of 2.7 ML InAs QDs. The growth temperature was set to be 485 °C for In-containing layers and 600 °C for the other parts of the structures.9

A tunable Ti:sapphire laser producing 1.2 ps-long light pulses with a repetition frequency of 82 MHz was used to excite the investigated structures. The time resolution of the experiment based on parametric up-conversion, was limited by the laser pulse duration. The exciting circularly-polarized light was obtained by passing linearly-polarized laser beam through a quarter-wave plate. The luminescence was registered along the growth axis (Oz) in back-scattering geometry.

The results of polarization measurements in the different structures under study are qualitatively the same. Presented below are the results of experiments on sample 1. Figure 1 shows normalized luminescence spectra obtained under excitation of carriers in GaAs matrix. Spectrum 1 is a recorded under continuous-wave (cw) excitation with a pump density of 1 W/cm². An increase of the cw-excitation intensity by two orders of magnitude did not change the shape position of the spectrum. This indicates that spectrum 1 results from the emission of ground-state electrons and holes. We associate the presence of two strongly overlapping lines in this spectrum with radiative recombination of two groups of dots having different mean sizes. Spectra 2 and 3 are registered under pulse excitation with pump densities of 0.1 and 1.6 MW/cm², respectively. As seen from comparison with spectrum 1, an increase in the pulse-excitation intensity results in a significant (up to 50 meV) blue shift of the luminescence line. Such transformation of the luminescence spectra of quantum dots at high excitation levels has been observed before6,7 and was due to the filling of the ground states of electrons and holes and to the appearance of an intense light emission from the excited states. Indeed, as an estimate shows, at the maximum pump density of 1.6 MW/cm² that we used, the number of photoexcited electron-hole pairs exceeds by several times the number of quantum dots in the illuminated region; this leads to population of the excited states, since they can no longer relax to the filled ground states. The excited states, in turn, give rise to an intense
luminescence spectral component. Curve 4 in Fig. 1 represents the cw-photoluminescence excitation spectrum recorded at a registration energy $E_{\text{det}} = 1.245 \text{ eV}$, the position of the low-energy maximum in spectrum 1. We, as well as the authors of Refs 4 and 7 assign the relatively broad band $1.42 - 1.48 \text{ eV}$ near the edge of the fundamental absorption of GaAs to the absorption of the wetting layer.

In our experiments the spin orientation of electrons and holes was created by circularly polarized light. The recombination radiation involving spin-oriented carriers also turns out to be circularly polarized. Therefore the luminescence circular-polarization degree $\rho = (I^+ - I^-)/(I^+ + I^-)$ can be used to measure the carrier spin polarization and their spin dynamics. Here $I^+$ and $I^-$ denote the respective intensities of the left-hand and right-hand circularly polarized luminescence components.

Figure 2 shows the time dependences $\rho(t)$ measured at four different energies of recombination radiation quanta $E_{\text{det}}$ (marked by arrows in Fig. 1) under excitation into the GaAs barrier ($E_{\text{exc}} = 1.531 \text{ eV}$) with pulse density of 1.6 MW/cm$^2$. It can be seen from Figs. 2a and 2b that at the high-energy edge of the luminescence line the initial value of $\rho$ is large (it reaches 80% at $E_{\text{det}} = 1.363 \text{ eV}$) and slowly decreases with a characteristic time of about 300–400 ps. When going down to the low-energy part of the luminescence spectrum, the maximum value of $\rho$ significantly decreases and the polarization decay time is drastically reduced (Figs. 2c and 2d). Thus, at $E_{\text{det}} = 1.292 \text{ eV}$, $\rho$ decreases from an initial value of $\rho(0) \approx 22\%$ down to 5% within 15 ps (Fig. 2d).

Let us first remark on the nature of the slow decay of $\rho$ at large $E_{\text{det}}$. The rate of the change of $\rho$ is determined by the slowest of the spin-relaxation processes in electrons and holes. Due to the strong spin-orbit interaction in the valence
band, the spin-relaxation time of holes is significantly shorter than that of electrons\textsuperscript{9} and does not exceed a few picoseconds in bulk intrinsic semiconductors of the GaAs type.\textsuperscript{10} For this reason, we think that the luminescence polarization is only determined by the spin polarization of electrons, while the slow change of $\rho$ is due to the large value of their spin relaxation time.

Quite surprising was the fact that, at large $E_{\text{det}}$ during some tens of picoseconds, the values of $\rho$ substantially exceed 50%, reaching 80% at $E_{\text{det}}=1.363$ eV (Fig. 2a). Since the holes participating in the radiative recombination in investigated dots are heavy holes,\textsuperscript{11} the value of $\rho$ is numerically equal to the spin polarization of electrons $P_e: \rho=P_e$ (Ref. 8). At the same time, in accord with the optical selection rules,\textsuperscript{8} spin polarization of the electrons generated in bulk GaAs cannot exceed 50%.

A qualitative explanation of the appearance of $\rho$ values larger than 50% in the high-energy side of the QD spectra may be obtained in the following simple model. Suppose that the electrons generated in the GaAs barrier, with a spin polarization equal to 50%, are trapped by QDs with such polarization, while the holes lose entirely their polarization during their energy relaxation process. In QDs analogous to ours, besides the ground level there are excited levels of both holes and electrons.\textsuperscript{6,11–16} By virtue of Pauli’s principle each level can accommodate no more than two electrons with opposite spins. As at $P_e=0.5$, there are three times as many electrons with spin $\frac{1}{2}$ than electrons with spin $+\frac{1}{2}$, so, with the increase of the concentration of photoexcited carriers leading to the saturation of the ground state, the highest electron levels will be populated predominantly by electrons with spin $\frac{1}{2}$, which leads, at the limit, to the 100% polarization of the associated recombination radiation. The scatter of the QD sizes, resulting in the inhomogeneous broadening of the luminescence line, diminishes this effect; at the high-energy edge of the line, however, the value of $\rho$ may exceed 50%, which is just what we observe in our experiments. On the contrary, the radiation from the ground state must be unpolarized, since two electrons occupying this state have opposite spins. This is also observed experimentally (see Fig. 2d).

The long-lived and large polarization of electrons enables the observation of their spin beats in transverse magnetic fields and determination of the g-factor magnitude. Electron-spin quantum beats set in under coherent excitation of the two electron-spin levels by a short pulse of circularly polarized light and may be considered to result from Larmor precession of electron spins about the magnetic field $\mathbf{B}$ with a frequency $\Omega=g\mu_B B/\hbar$, where $g$ is the electron g factor and $\mu_B$ is the Bohr magneton.\textsuperscript{17} The pump pulse is substantially shorter than the electron-lifetime and spin-relaxation time, denoted $\tau$ and $\tau_5$, respectively. Therefore the motion of the average spin $\mathbf{S}$ of electrons excited during the pump pulse obeys the equation

$$\frac{d\mathbf{S}}{dt}=(\Omega \times \mathbf{S})-\frac{\mathbf{S}}{\tau_5},$$

where the first term on the right-hand side describes the Larmor precession, and the second, spin relaxation. Since in our experiments, a long-living luminescence polarization is created by the electron polarization $\rho=-2S_z$, and, in a magnetic field directed perpendicular to the exciting beam, $\rho$ varies with time as

$$\frac{\rho(t)}{\rho(0)}=e^{-t/\tau_5} \cos \Omega t.$$  \tag{2}

It is easy to determine the magnitude of the electron $g$ factor by measuring the beat frequency as a function of the magnetic field.

The dependence $\rho(t)$ measured in a magnetic field $B=3.5 T$ at $E_{\text{det}}=1.355$ eV is shown in Fig. 3. It can be seen that $\rho$ oscillates with time in agreement with Eq. (2). The dependence of the spin-beat frequency on the magnetic field is presented on Fig. 4. It is quite linear. Thus the modulus of the electron transverse g factor of In$_{0.5}$Ga$_{0.5}$As/GaAs QDs can be accurately deduced. We find: $|g_{\perp}|=0.27\pm0.03$. Note that $g_{\perp}$ is the g factor for electrons in the excited state.

To conclude, electron-spin orientation and its subsequent dynamics in self-organized In(Ga)As/GaAs QDs have been studied for the first time using picosecond time-resolved luminescence spectroscopy. It has been found that optical ori-
entation of electrons, excited in the matrix or in the wetting layer, can last after their capture by the QDs during some hundred picoseconds. The saturation of electron ground states at high excitation intensity leads to electron spin polarization in the excited states close to 100%, and to vanishing values in the ground state. Electron-spin quantum beats in transverse magnetic field are observed for the first time in semiconductor QDs, leading to determination of the magnitude of the transverse electron $g$ factor in $\text{In}_{0.5}\text{Ga}_{0.5}\text{As/GaAs}$ QDs.
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Chemical effects during formation of the electronic surface structure of III-V semiconductors in a sulfide solution.
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The electronic properties of the (100) surface of n-GaAs, p-GaAs, and n-InP semiconductors treated with various sulfide solutions have been studied. Sulfide treatment was shown to increase the photoluminescence intensity, decrease the depth of the near-surface depleted region in the semiconductor, and shift the surface Fermi level toward the conduction band. These effects are the stronger, the higher the sulfur chemical activity in the solution. © 1999 American Institute of Physics. [S1063-7834(99)03005-1]

The properties of a real surface of most III–V semiconductors are determined by the high density of surface states and, as a consequence, by a high rate of surface nonradiative recombination. The improvement in the performance of a GaAs/AlGaAs bipolar transistor following its treatment in a water solution of sodium sulfide initiated studies of the interaction of sulfur in solution and the gas phase with the surface of GaAs and other III–V semiconductors.

Investigation of the electronic properties of the sulfur-modified GaAs(100) surface showed that sulfide treatment results, first, in a decrease of the surface density of states at midgap and, second, in a change of the near-surface band warping and a shift of the surface Fermi level, which depends on the actual treatment used. For instance, treating n-GaAs(100) with a water solution of ammonium sulfide does not practically affect the surface Fermi level, whereas molecular sulfur shifts the Fermi level by 0.2 eV toward the conduction band. These effects depend on the actual treatment used.

The photoluminescence was excited with the λ = 530.9-nm line of a 100-mW Kr+ laser at room temperature. The spectra were recorded with an IFS-66 spectrometer.

The electron work function for a semiconductor surface was determined by the Kelvin method by measuring the contact potential difference between the semiconductor and a gold film deposited on a SiO2 substrate with a dynamic capacitor.

The sulfide treatment results in a substantial thinning and, in some cases, in a complete removal of the native oxide layer from the semiconductor surface, followed by formation of a thin sulfide layer on the surface. The thickness of this layer, as derived from XPS data, was 0.5–1.2 ML for GaAs, and 1.5–4.0 ML for InP. The rate constant for the sulfide layer formation, which is a measure of the chemical activity of sulfur ions in solution, i.e., the rate of the sulfide layer formation referred to the sulfur concentration in the liquid phase, grows exponentially with increasing inverse dielectric constant of the solvent used, which argues for a predominantly electrostatic interaction of the ions with the semiconductor surface.

UV photoelectron spectroscopic studies of the n-GaAs(100) and p-GaAs(100) surfaces passivated in a NH4HS+1-C3H7OH solution showed that the surface...
Fermi level lies at 1.23 and 1.08 eV above the semiconductor valence-band edge in \( n \)-GaAs and \( p \)-GaAs, respectively, while using for this purpose a water solution of \((NH_4)_2S\) leaves the Fermi level at 0.8 eV \(^3\) and 0.5 eV \(^9\) for \( n \)-GaAs and \( p \)-GaAs, respectively, the positions characteristic of the unpassivated semiconductor. Annealing the \( p \)-GaAs(100) surface treated in a \((NH_4)_2S\) + \( i-C_3H_7OH \) solution changes the position of the Fermi level relative to the semiconductor band edges, while annealing to 400°C the \( n \)-GaAs(100) surface treated in the same solution practically does not affect the Fermi level at all (Fig. 2).

A Raman spectroscopic study of \( n \)-GaAs(100), \( p \)-GaAs(100), and \( n \)-InP(100) showed passivation to reduce the depth of the near-surface depleted region in the semiconductor, this reduction being the larger, the higher the sulfur chemical activity in solution. The chemical activity was estimated in Ref. 10. The arrows refer to: 1 — \((NH_4)_2S\), 2 — \( Na_2S + H_2O \), 3 — \( S_2Cl_2 + CCl_4 \), 4 — \((NH_4)_2S + i-C_3H_7OH \), 5 — \((NH_4)_2S + i-C_4H_9OH \), 6 — \( Na_2S + i-C_3H_7OH \), 7 — \( Na_2S + i-C_4H_9OH \).

![FIG. 1. Room-temperature valence-band photoemission spectra of (a) \( n \)-GaAs with \( n = 1 \times 10^{18} \) cm\(^{-3}\) and (b) \( p \)-GaAs with \( p = 1 \times 10^{18} \) cm\(^{-3}\) obtained after a sulfide treatment in a \((NH_4)_2S(20\%) + i-C_3H_7OH (1:10)\) solution obtained with a He lamp \((h\nu = 21.2 \text{ eV})\).](image1)

![FIG. 2. Position of the surface Fermi level \((E_{FS})\) relative to the valence-band \((E_v)\) and conduction-band \((E_C)\) edges in \( n \)-GaAs with \( n = 1 \times 10^{18} \) cm\(^{-3}\) and \( p \)-GaAs with \( p = 1 \times 10^{18} \) cm\(^{-3}\) sulfide-treated with a \((NH_4)_2S(20\%) + i-C_3H_7OH (1:10)\) solution as a function of annealing temperature.](image2)

![FIG. 3. Depth of the near-surface depleted region \( \delta \) in \( n \)-GaAs with \( n = 1 \times 10^{18} \) cm\(^{-3}\), \( p \)-GaAs with \( p = 1 \times 10^{18} \) cm\(^{-3}\), and \( n \)-InP with \( n = 1 \times 10^{18} \) cm\(^{-3}\) passivated in various solutions, as a function of the sulfur chemical activity in solution. The chemical activity was estimated in Ref. 10. The arrows refer to: 1 — \((NH_4)_2S\), 2 — \( Na_2S + H_2O \), 3 — \( S_2Cl_2 + CCl_4 \), 4 — \((NH_4)_2S + i-C_3H_7OH \), 5 — \((NH_4)_2S + i-C_4H_9OH \), 6 — \( Na_2S + i-C_3H_7OH \), 7 — \( Na_2S + i-C_4H_9OH \).](image3)
Sulfide treatment of the n-GaAs(100) and p-GaAs(100) surface results in a notable increase in the semiconductor photoluminescence intensity, this increase being the larger, the higher the chemical activity of the sulfur atom before adsorption (Fig. 5). We readily see that the improvement in the photoluminescence properties of GaAs correlates well with the decrease in the depth of the depleted region and, hence, with the decrease of the surface density of states in the semiconductor band gap.

Thus the chemical activity of an atom before adsorption plays a dominant part in modification of the electronic structure of a semiconductor surface. An increase in the chemical activity of sulfur atoms is accompanied by an increase in the efficiency of electronic passivation of the GaAs(100) surface, which is evidenced by an increase in photoluminescence intensity and a decrease of the near-surface depleted region in depth. The growth in the chemical activity of sulfur atoms in solution increases the work function and ionization energy of GaAs and InP.

Translated by G. Skrebtsov

Weak localization with a specific role of $t$ symmetry (2D and 3D holes in tellurium)
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A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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The anomalous magnetoresistance in crystalline tellurium is analyzed for different $p$-type carrier dimensions: a bulk sample, size-quantized accumulation layers on different tellurium crystallographic surfaces, and tellurium clusters (tellurium embedded in a dielectric opal matrix).

It is shown that the effect can be interpreted in all cases in terms of the theory of weak localization of noninteracting particles with inclusion of the specific features of the tellurium band spectrum, namely, fully lifted spin degeneracy, trigonal spectrum distortion, and a specific role played by the $t$ symmetry in inter-valley scattering. The differences observed among the various manifestations of the weak localization effect are determined by the hole wave function phase-relaxation channel which is dominant in a particular case. A case is discussed where the time characterizing the inter-valley transition probability becomes comparable to the momentum relaxation time. © 1999 American Institute of Physics. [S1063-7834(99)03105-6]

Negative magnetoresistance (NMR) was discovered in bulk tellurium samples in 1948 and confirmed later in special experiments. Positive anomalous magnetoresistance (AMR) in a close-to-zero magnetic field was observed in a study of two-dimensional holes in quantum-confined accumulation layers (AL) on the (0001) and (1010) tellurium crystallographic surfaces.4–6 Later, AMR was observed to occur also in tellurium clusters (tellurium embedded in a dielectric opal matrix).7 We are going to show that the observed variety of AMR manifestations in tellurium can be interpreted by a theory of weak localization with inclusion of the specific symmetry characteristics of a tellurium crystal.

1. EXPERIMENTAL STUDIES OF AMR IN TELLURIUM

A. 3D case (bulk crystal)

The behavior of NMR in a bulk crystal is presented graphically in Fig. 1.8 Shubnikov–de Haas-type oscillations in strong magnetic fields confirm a strong carrier degeneracy.

B. 2D layer on (0001)

Three quantum-confined subbands with $E_F \approx 30$ meV form in an AL of natural origin on the (0001) surface in the initial state.9 The AMR is seen in weak magnetic fields $\sim 1$ Oe and is positive (Fig. 2).4 Lowering the temperature enhances the effect. When the 2D-hole concentration decreases, and a positive bias is applied in a MIS capacitor geometry, a NMR portion appears within the $150 < H < 400$ Oe region.

C. 2D layer on (1010)

In this case, the AL has two subbands, and $E_F$ becomes as high as 44 meV. In this geometry one observes only positive AMR (Fig. 3), which transforms in strong magnetic fields to a classical relation of the type $H^2$ (Refs. 5 and 6).

D. Tellurium cluster crystal

The low-temperature magnetoresistance in the tellurium cluster crystals studied is similar in behavior to that observed in a 2D layer on (0001) of Te under maximum bias (curve 5 in Fig. 2), but the pattern is displaced toward strong magnetic fields.8

2. DISCUSSION

A. Weak localization effect

The extrema of the valence and conduction bands in tellurium are located at the $M$ and $P$ corners of the Brillouin zone and are related only through the time inversion operation. The wave functions at the $M$ and $P$ points are superpositions of states with the angular-momentum projection $M_z = \pm 3/2$ and transform into one another under time inversion operation. The quantum correction to the conductivity of noninteracting particles is determined by the sum of the cooperons made up of wavefunctions of the same valley, $C_{MM} = C_{PP}$, and of those which are off-diagonal with respect to the valleys, $C_{MP} = C_{PM}$. Expressions were obtained relating the weak localization effect in a magnetic field to the hole-wave function phase-relaxation processes in 3D and 2D systems, respectively:

$$
\Delta \sigma(H) = \sigma_0 \sqrt{\frac{eH}{h}} f_3 \left( \frac{H}{H_{\phi} + H_{\nu} + H_{\gamma}} \right)
+ \frac{1}{2} f_3 \left( \frac{H}{H_{\phi} + 2H_{\nu}} - \frac{1}{2} f_3 \frac{H}{H_{\phi}} \right),
$$

$$
\Delta \sigma(H) = \sigma_0 \left( f_2 \left( \frac{H}{H_{\phi} + H_{\nu} + H_{\gamma}} \right) + \frac{1}{2} f_2 \left( \frac{H}{H_{\phi} + 2H_{\nu}} - \frac{1}{2} f_2 \frac{H}{H_{\phi}} \right) \right),
$$

where $\sigma_0 = e^2/(2\pi^2\hbar)$, $f_3$ and $f_2$ are known functions, and $H_{\phi,\nu,\gamma} = \hbar c/(4eD \tau_{\phi,\nu,\gamma})$. The magnetic field $H_{\phi}$ is related...
to the wavefunction phase-relaxation time $\tau_\phi$, and the fields $H_y$ and $H_z$, to the elastic scattering times in inter- and intra-valley transitions $\tau_y$ and $\tau_z$, respectively. The trigonal distortion of the Fermi surface brings about phase relaxation of the hole wave function in intra-valley scattering, because $E(\mathbf{k}) \neq E(-\mathbf{k})$. The field $H_y$ is proportional to $k_F^6$. Because of the $M$ and $P$ valleys being spin inequivalent, elastic inter-valley scattering results in phase relaxation, similar to the SO scattering in semiconductors.

B. Comparison with experiment

A comparison of relation (2) with experimental data permitted determination of the quantities $H_i$.

(i) 2D layer on the (0001) surface. Here $H_\phi(T) = (5T + 5)$ Oe, $H_y = 7$ Oe, and $H_z = 100$ Oe. The formation of a NMR region is due to the decrease of $H_y$ with decreasing 2D-hole concentration.

(ii) A layer on the (1010) surface. $H_\phi(T) = (9.7T + 2T^2)$ Oe, $H_y \approx 300$ Oe, $H_z \approx 100$ Oe, and the AMR is always positive (Fig. 3). Calculations showed that $H_y > H_\phi, H_z$. Such a strong difference between the values of $H_y$ in the two above cases suggests that inter-valley transitions are initiated by holes scattering from surface roughness, which is substantially different for these two orientations, namely, the cleavage plane (1010) and the break plane (0001).

Equations (1) and (2) are applicable in cases where the magnetic length $l(H)$ exceeds the mean free path $l$. The wavefunction phase of holes undergoes relaxation in their multiple collisions with impurities. When $l(H)$ becomes of the order of $l$ with increasing magnetic field, phase relaxation will occur already in a small number of collisions with impurities. It can be shown that a deviation from the diffusion regime under isotropic scattering reduces the conductivity in magnetic field. Then in fields such that $l(H) \approx l$, calculations made in the diffusion approximation should yield an overestimate for the magnitude of the effect. This is borne out by the graphs in Fig. 3.

(iii) The 3D case. In the 3D case, the contributions due to different channels change considerably. While the phase relaxation probability in inelastic scattering retains roughly its magnitude, the phase relaxation associated with the trigonal distortion of the Fermi surface is here practically absent because of a comparatively small Fermi energy in the samples studied. Assuming inter-valley transitions in a bulk
crystal to also occur in scattering from surface states, we come to a conclusion that the significance of the latter in the phase relaxation processes should be negligible. Under these conditions, the quantity in braces in Eq. (2) will be positive, and AMR will always have a negative sign.

Seen from this viewpoint, the cluster crystal occupies an intermediate position. The trigonal distortion of the Fermi surface does not play a significant part in the weak localization effect, but the probability of scattering by the cluster surface is sufficiently high. As a result, the behavior of AMR in this case is similar to that shown by curve 5 in Fig. 2.

We note in conclusion that G. E. Pikus initiated this work and participated in its early stages.
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A study is reported of the structure and electrical properties of BaLn₂Ti₄O₁₂ compositions (BLT), where Ln=La, Nd, or Sm, with calcium, strontium, or lead substituted for barium, and bismuth for the lanthanide. The BLT compound is shown to be characterized by a broad isomorphicity region, at the edge of which form solid solutions with the highest dielectric permittivity reached thus far, up to about 170. A number of thermally stable ceramic materials with a high dielectric permittivity of 80 to 120, which permit construction of microwave dielectric resonators with Q factors of up to 600 for £=120 and up to 3000 for £=80 at f=4 GHz, have been developed based on BLT solid solutions. © 1999 American Institute of Physics.

The recently increasing interest in microwave communications has stimulated progress in research and developments in the area of microwave ceramics employed universally in microwave electronics devices.

The main requirements imposed on the ceramic materials to be used in microwave-range devices are a high dielectric permittivity £ for a vanishingly small temperature coefficient T£ and low dielectric losses within a broad temperature and frequency range. An increase in dielectric permittivity of a ceramic material results in a smaller size of microwave devices, while reducing dielectric losses increases their Q factor (Q~1/tan δ).

Ceramic materials based on barium, titanium, and rare-earth (RE) oxides exhibit a unique combination of a high dielectric permittivity £ at a near-zero T£ and low dielectric losses within a broad temperature and frequency range. The main component of such materials is the compound BaO·Ln₂O₃·4TiO₂ (BaLn₂Ti₄O₁₂, or BLT) with Ln=La, Nd, Sm, whose structural formula, according to Ref. 5, is given in the form 6 Ba₁.5[Ba₁₀Ln₉.0][Ti₉O₂₇]₂. The rhombically distorted perovskite-like BLT structure contains elements characteristic of the lattice of tetragonal tungsten bronzes and has voids (structural vacancies in the barium sublattice).

The explanation of the high £ typical of BLT compounds combined with a near-zero T£ assumes a dominant contribution of low-frequency vibrational modes to £. The observed splitting of these modes and a possible thermal compensation of the dielectric contributions due to the components of this splitting may account for the enhanced thermal stability of the £ of BLT-based materials.

Studies of dielectric spectra of BLT compounds revealed an absence of £ dispersion over a broad frequency range, including submillimeter waves. These features make BLT compounds promising for development of microwave ceramics.

The recently increasing interest in microwave communications has stimulated progress in research and developments in the area of microwave ceramics employed universally in microwave electronics devices.
1. TECHNOLOGY OF PREPARATION

New materials based on barium, titanium, and RE oxides with various compositions were obtained both by solid-state synthesis from oxides and carbonates and by chemical coprecipitation from salt solutions followed by thermal treatment of the precipitates. The ceramic powders thus synthesized were hydraulically pressed into discs of the size required for measurements of the electrical properties within the ranges of \((10^5 - 10^6)\) GHz and \(4 - 5\) Hz, as well as for x-ray diffraction studies. Prior to measurements, these discs were sintered until zero water absorption.

2. DISCUSSION OF RESULTS

A study has been made of the structure and electrical properties of BLT samples with calcium, strontium, and lead substituted for barium, and of bismuth, for the RE element. Single-phase BLT solid solutions form in the \((A_{1-x}Ba_{x})Ln_2Ti_4O_{12}\) system, where \(A=Ca, Sr, \) with \(x\) increasing to 0.1 for Ca and to 0.2 for Sr. A second, \(ALn_2Ti_4O_{12}\)-type, perovskite phase with a doubled unit cell parameter \(a\) was observed to decrease the unit-cell volume of BLT solid solutions (Fig. 1). For \(x>0.4\), the unit-cell parameters of the BLT-type phase practically do not change, which in the given case implies the constancy of its chemical composition.

At the same time the second phase with a \(SrLa_2Ti_4O_{12}\)-type superstructure discovered in samples with \(x=0.4\) for Sr has a cell parameter \(a=7.772\) Å which exceeds slightly that of the same \(SrLa_2Ti_4O_{12}\) phase with stoichiometric composition, \(x=1.0\) (\(a=7.769\) Å). This is probably associated with a partial incorporation of baryum into the strontium sublattice. Thus two phases, representing solid solutions with BLT-type and \(SrLa_2Ti_4O_{12}\) structures were detected in the \((Sr_{1-x}Ba_{x})La_2Ti_4O_{12}\) system within the concentration interval of \(x=0.4\) to 0.8. For \(0.8<x<1\), there exist only solid solutions with the \(SrLa_2Ti_4O_{12}\) structure. When neodymium is substituted for lanthanum, the region of \(Sr^{2+} → Ba^{2+}\) isomorphism extends to \(x=0.6\).

In \((Sr_{1-x}Sm_{x})Ti_4O_{12}\)-based materials, a pyrochlore phase is seen to exist already starting with \(x=0.2\), and for \(x=0.6\) a third, perovskite-structure phase \(SrSm_2Ti_4O_{12}\) \((a=7.722\) Å) appears. Similar results were obtained with lead substituted for barium, and bismuth for RE elements in BLT.

X-ray diffraction data obtained for some compositions in the \((Pb,Ba)(Nd,Bi)_2Ti_4O_{12}\) system are listed in Table I. As seen from these data, the unit cell volume in BLT solid solutions increases when \(Bi^{3+}\) ions are incorporated and decreases with increasing lead concentration. When both elements are introduced, isomorphous solid solutions with close cell parameters form within a broad compositional range.

Chemical coprecipitation of BLT solid solutions from salt solutions, followed by thermal treatment of the precipitates, described in Ref. 9, increases the yield of the reaction of solid-solution formation and permits one to decrease the synthesis temperature by about 100 K compared to solid-solution preparation.

Figure 2 displays data on the content of insoluble impurity-phase residues in the \((Pb,Ba)(Nd,Bi)_2Ti_4O_{12}\) compositions obtained by solid-state (I) and chemical coprecipitation (2) methods vs composition. The amount of the insoluble residues was determined to within \(±0.02\) wt.%.

The electrical parameters of BLT solid solutions vary within a broad range with composition. The highest \(ε\), up to 170, are obtained in the system where bismuth was partially substituted for lanthanum at the boundary of the isomorphism region (Fig. 3). The \(TC_ε\) parameter may vary from \(-800×10^{-6} K^{-1}\) to \(+100×10^{-6} K^{-1}\). For a thermally stable ceramic with \(TC_ε=(0±30)×10^{-6} K^{-1}\), \(ε\) of the

![FIG. 3. Dependence of unit cell volume \(V_0\), dielectric permittivity \(ε\), and of its temperature coefficient \(TC_ε\) on bismuth content in a BLT solid solution \((Ba_{0.6}Ca_{0.1})(Bi_{1-x}La_{x})_2Ti_4O_{12}\) system.](image-url)
substitutional solid solutions lies from 70 to 120, depending on the composition.

The main characteristics of a number of BLT-based thermally stable materials which can be used in microwave electronics are listed in Table II.

Thus an analysis of the structure and electrical properties of materials of varying composition made in the region of isomorphism of \((A_{x}Ba_{1-x})(Ln_{2-y}Bi_{y})Ti_{4}O_{12}\) systems, where \(A=Ca, Sr, Pb,\) and \(Ln=La, Nd,\) and \(Sm\), shows that isovalent solid solutions prepared at the edge of the isomorphism region exhibit a high dielectric permittivity and low dielectric losses within a broad frequency range.

These isovalent solid solutions were used to develop a number of high-Q thermally stable materials for microwave technology applications.

The new materials permit one to vary the main electrical parameters of microwave devices within a broad range and to choose purposefully an optimum ceramic composition best suitable for a given problem.

Translated by G. Skrebtsov

<table>
<thead>
<tr>
<th>Material</th>
<th>(\varepsilon)</th>
<th>(Q(f=4\text{ GHz}))</th>
<th>(Q\cdot f, \text{ GHz})</th>
</tr>
</thead>
<tbody>
<tr>
<td>B80</td>
<td>80</td>
<td>3000</td>
<td>12000</td>
</tr>
<tr>
<td>B90</td>
<td>90</td>
<td>1900</td>
<td>7500</td>
</tr>
<tr>
<td>B92</td>
<td>92</td>
<td>1600</td>
<td>6400</td>
</tr>
<tr>
<td>B100</td>
<td>100</td>
<td>1300</td>
<td>5200</td>
</tr>
<tr>
<td>B120</td>
<td>120</td>
<td>600</td>
<td>2400</td>
</tr>
</tbody>
</table>

TABLE II. Main electrical characteristics of thermally stable BLT solid-solution-based materials in the microwave range.
Electronic and optical properties of fullerene nanostructures
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Two new types of molecular/electronic fullerene nanostructures are considered: 1) highly stable hydrated clusters ($I_h$ symmetry group) and microcrystals ($T_h$ symmetry group) of fullerene $C_{60}$ in water solution and 2) the single-walled carbon nanotube from $C_{60}$ fullerenes. The vibrational spectra of these fullerene nanostructures are calculated using molecular dynamics. The electronic properties of a single-walled fullerene nanotube are investigated using the tight-binding method. The theoretical results obtained were compared with available experimental data.

Fullerenes are widely investigated currently and have potential for various technical applications. In particular, for biomedical testing, water-soluble forms of fullerenes are undoubtedly of great interest. Poor solubility in water of fullerenes and their derivatives limits biological and medical studies, even though there were reports of successfully prepared micro- and macro-colloidal particle solutions in organic solvents or in water. In particular, G. V. Andrievsky and collaborators recently proposed a method for obtaining molecular-colloidal dispersions of fullerenes in water without any stabilizers and this resulted in the generation of solutions with fullerene aggregate sizes from several nanometers to 200 nm. These aggregates consisted of smaller spherical particles with diameter approximately 2–3 nm containing 4–13 molecules of $C_{60}$. The fullerene water solutions (FWS), being molecular-colloidal systems, were found to be stable for more than 12 months at ambient conditions. At present, the highest concentration of $C_{60}$ achieved in the FWS is ~ 1.4 g/l. It should be noted that the formation of similar fullerene $C_{60}$ structures in different organic solvents was not observed showing the important influence of water on their formation and existence.

The discovery of single-walled carbon nanotubes has provided the opportunity to study their mechanical, optical and electronic properties. Specifically, their electronic characteristics are predicted to vary depending upon the nanotube symmetry and diameter, thus giving either metallic or semiconducting behavior. It is very important for the creation of novel materials for nanoeengineering.

The geometric structure of possible fullerene aggregates in water was studied in detail in Ref. 12. The present paper is devoted to the calculation of the vibrational spectrum of fullerene aggregates in water solution and the structure of a single-walled fullerene nanotube (SWFN), as well as its electronic and optical properties. The theoretical results obtained were compared with available experimental data.

1. STUDY OF VIBRATIONAL SPECTRUM OF FULLERENE $C_{60}$ AGGREGATES IN WATER

Using the atom–atom potential method, the closest-packing, and symmetry principles, we have calculated the structure of fullerene aggregates $C_{60}$ in water solution. The main results were as follows: a) the spherical clusters ($I_h$ symmetry group) with a diameter of 3.56 nm containing 33 molecules of $C_{60}$ (see Fig. 1) were shown to be the most stable ones among possible hydrated aggregates; b) possible existence of stable hydrated microcrystals $C_{60}$ (the space group is $T_h$, the lattice parameters are $a = 1.002$ nm and $c = 1.636$ nm [Ref. 16]) having a linear size of (2.51–5.84) nm in water solution of fullerenes was stated; c) the water effect on a geometry of the fullerene aggregates was discussed; d) the obtained theoretical results were experimentally confirmed.

The calculated vibrational frequencies of the most stable hydrated fullerene cluster consisted of 33 $C_{60}$ molecules ($\omega = (14–152) \text{ cm}^{-1}$) which lie significantly lower than the fundamental intramolecular modes for the individual $C_{60}$ molecules.

FIG. 1. The calculated structure of a fullerene cluster consisting of 33 $C_{60}$ molecules.
fullerene \((\omega = (296 - 1590) \text{ cm}^{-1})\). The Raman spectrum of this cluster is presented in Table I.

The limiting intermolecular spectrum of hydrated microcrystal \(\text{C}_{60}\) is presented in Table II. As we can see the calculated vibrational frequencies lie below the fundamental modes for solid \(\text{C}_{60}\).

It should be noted that low vibrational frequencies of fullerene cluster \(\text{C}_{60}\) \((2A_g \text{ and } A_g \text{ modes), see Table I\} can coincide with some intermolecular frequencies of microcrystal \(\text{C}_{60}\) \((E_g, E_u \text{ and } F_u \text{ modes), see Table II})\).

The numerical calculations were carried out in the approximation of a Lennard–Jones \(~\text{12–6}\) atom–atom potential only. The entropy factor did not arise because an assumption was made that the formation of orientationally ordered structures in water takes place \([\text{Ref. 12}]\) using the proposed molecular-dynamics model for a fullerene crystal \(\text{C}_{60}\).

### 2. STUDY OF ELECTRONIC AND VIBRATIONAL PROPERTIES OF THE SWFN

The simulated structure of the SWFN is presented in Fig. 2. The radius and the length of the ideal part of a nanotube are equal to 0.35 nm \([\text{Ref. 19}]\) and 0.43 nm, respectively.

As is known, \([\text{Ref. 11}]\) the dependence of the gap on the radius \(R\) of a single-walled carbon nanotube may be approximately described by

\[ \varepsilon_g = \varepsilon_{\pi\pi} \frac{d_0}{R}. \]

### TABLE I. Calculated Raman frequencies (cm\(^{-1}\)) of hydrated fullerene cluster consisting of 33 \(\text{C}_{60}\) molecules.

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Theory ((\text{cluster } \text{C}_{60}))</th>
<th>Theory(^{17}) ((\text{molecule } \text{C}_{60}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H_g)</td>
<td>14</td>
<td>296</td>
</tr>
<tr>
<td>(H_g)</td>
<td>28</td>
<td>437</td>
</tr>
<tr>
<td>(A_g)</td>
<td>33</td>
<td>476</td>
</tr>
<tr>
<td>(H_g)</td>
<td>58</td>
<td>721</td>
</tr>
<tr>
<td>(H_g)</td>
<td>63</td>
<td>780</td>
</tr>
<tr>
<td>(H_g)</td>
<td>82</td>
<td>1142</td>
</tr>
<tr>
<td>(H_g)</td>
<td>85</td>
<td>1288</td>
</tr>
<tr>
<td>(H_g)</td>
<td>94</td>
<td>1406</td>
</tr>
<tr>
<td>(A_g)</td>
<td>101</td>
<td>1485</td>
</tr>
<tr>
<td>(H_g)</td>
<td>103</td>
<td>1550</td>
</tr>
</tbody>
</table>

### TABLE II. The calculated limiting \((k=0)\) intermolecular frequencies (cm\(^{-1}\)) of hydrated microcrystal \(\text{C}_{60}\).

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Theory ((\text{microcrystal } \text{C}_{60}))</th>
<th>Theory(^{18}) ((\text{solid } \text{C}_{60}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_u)</td>
<td>21</td>
<td>35</td>
</tr>
<tr>
<td>(E_u)</td>
<td>27</td>
<td>48</td>
</tr>
<tr>
<td>(F_u)</td>
<td>23</td>
<td>43</td>
</tr>
<tr>
<td>(F_u)</td>
<td>30</td>
<td>53</td>
</tr>
<tr>
<td>(A_g)</td>
<td>13</td>
<td>19</td>
</tr>
<tr>
<td>(E_g)</td>
<td>14</td>
<td>20</td>
</tr>
<tr>
<td>(F_g)</td>
<td>9</td>
<td>17</td>
</tr>
<tr>
<td>(F_g)</td>
<td>11</td>
<td>18</td>
</tr>
<tr>
<td>(E_g)</td>
<td>18</td>
<td>23</td>
</tr>
</tbody>
</table>

### FIG. 2. The calculated structure of a single-walled fullerene nanotube.

In our case, \(\varepsilon_{\pi\pi}\) is the average interaction energy between two \(\pi\) electrons located on the single and double bonds in the \(\text{C}_{60}\) molecule; \(d_0\) is the average distance between the neighboring carbon atoms in \(\text{C}_{60}\) molecule. The numerical calculations carried out by using the tight-binding method\(^{20}\) have shown that \(\varepsilon_{\pi\pi} = 2.35 \text{ eV}\) and \(d_0 = 0.14 \text{ nm}\). The presence of a heptagon–heptagon pair as a defect in the structure of the SWFN leads to a change of its radius from 0.35 to 0.38 nm \((\text{average distance between the neighboring carbon atoms in the heptagon is equal to } d_0)\). As a result, the decrease of the gap from 0.94 to 0.87 eV takes place. Thus, the semiconductor–semiconductor heterojunction having different values of the gap is formed. It should be noted that a similar heterojunction was really observed in the experiment\(^{13,14}\) for the single-walled carbon nanotube with a pentagon–heptagon defect.

The calculated vibrational frequencies of the SWFN in the framework of the proposed molecular-dynamics model\(^{17}\) lie in the range of \(\omega = (49-1744) \text{ cm}^{-1}\). The Raman spectrum of this nanotube is presented in Table III. As we can see, they are in satisfactory agreement with the available experimental results\(^{15}\) for the single-walled carbon nanotube of “armchair” configuration.

### 3. CONCLUSION

The main results obtained are as follows.

1) The vibrational spectra of possible fullerene \(\text{C}_{60}\) aggregates in water (clusters of \(I_h\) symmetry and microcrystals of \((T_h\) symmetry group\) are calculated using the molecular-dynamics approach\(^{18}\). The theoretical results obtained can be useful in further optical experiments;

### TABLE III. The calculated and experimental Raman-active vibrational frequencies (cm\(^{-1}\)) for a single-walled nanotube.

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Theory</th>
<th>Experiment(^{15})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H_g)</td>
<td>119</td>
<td>116</td>
</tr>
<tr>
<td>(H_g)</td>
<td>190</td>
<td>186</td>
</tr>
<tr>
<td>(A_g)</td>
<td>396</td>
<td>377</td>
</tr>
<tr>
<td>(H_g)</td>
<td>770</td>
<td>755</td>
</tr>
<tr>
<td>(H_g)</td>
<td>885</td>
<td>855</td>
</tr>
<tr>
<td>(H_g)</td>
<td>1356</td>
<td>1347</td>
</tr>
<tr>
<td>(H_g)</td>
<td>1525</td>
<td>1526</td>
</tr>
<tr>
<td>(H_g)</td>
<td>1549</td>
<td>1550</td>
</tr>
<tr>
<td>(A_g)</td>
<td>1583</td>
<td>1567</td>
</tr>
<tr>
<td>(H_g)</td>
<td>1606</td>
<td>1593</td>
</tr>
</tbody>
</table>
2) As a model for the calculation of electronic and optical properties of a single-walled carbon nanotube, the nanotube formed of $C_{60}$ molecules was proposed. The presence of a heptagon–heptagon pair as a defect in the structure of this nanotube leads to the formation of a semiconductor–semiconductor heterojunction with a different gap value. The electronic characteristics and vibrational spectrum of a single-walled fullerene nanotube are investigated using the molecular-dynamics model\textsuperscript{17} and the tight-binding method.\textsuperscript{20} The theoretical results obtained are in good agreement with the available experimental data.\textsuperscript{13–15}
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Optical detection of magnetic resonance and of exciton-level anticrossing in quantum wells and superlattices
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Recent studies of excitonic and electron-hole recombination in GaAs/AlAs quantum wells and superlattices are reported using microwave-optical spectroscopy of low-dimensional structures developed by the authors. © 1999 American Institute of Physics.

The studies dealing with optical detection of magnetic resonances were initiated at the A. F. Ioffe Physicotechnical Institute in 1977 by the discovery of the effect of free-carrier cyclotron resonance on luminescence in semiconductors. The electron and hole cyclotron resonance was found to suppress dramatically the luminescence intensity of excitons and electron-hole drops. Besides the enhanced sensitivity and spatial selectivity, optically-detected cyclotron resonance, ODCR, possesses such important merits as the possibility of studying undoped samples with simultaneous observation of the electron and hole cyclotron resonance, investigation of the dynamics of carriers and the nature of their trapping and recombination, and probing the band structure and effects of carrier localization in thin epitaxial layers and nanostructures. ODCR has become a powerful tool in semiconductor research, which is employed particularly effective in studies of low-dimensional systems.

The Physicotechnical Institute carried out a series of pioneering studies of tunneling and photostimulated recombination processes in irradiated ionic crystals by optically detected magnetic resonance (ODMR). The effect of impurity-spin polarization on recombination-luminescence intensity was discovered, and energy transport processes were investigated in ionic and semiconductor crystals with magnetic impurities. Optical pumping and cross relaxation were employed to develop novel techniques for optical detection of electronic and nuclear magnetic resonance without application of microwaves. Numerous studies of excitonic and donor-acceptor recombination in the GaP, GaSe, II–VI, and SiC semiconductors were carried out, and, in particular, the first ODMR investigations of acceptors in silicon carbide doped by gallium, boron, and scandium were made. The multi-photon ODMR spectroscopy was used for the first time to probe semiconductors and silver halides.

The present paper reports on the recent studies of GaAs/AlAs and GaAs/AlGaAs quantum wells and superlattices (SL) by ODMR and on the exciton level anticrossing (LAC) spectroscopy developed on this basis.

The GaAs/AlAs systems allow development of both direct (type I) and indirect (type II) superlattices. In type-II SLs, the electrons ($S=1/2$) and heavy holes ($J_z=\pm 3/2$) making up the heavy-hole excitons are localized in adjacent AlAs and GaAs layers, respectively, and recombination between them can be used to probe the microscopic structure of the interfaces. Because of the low local symmetry of the interface ($C_{2v}$), all the four exciton levels are exchange split, and the excitons located on opposite interfaces have inverted radiative-level systems.

NANOstructures are presently studied primarily by photoluminescence techniques. The traditional methods of radiofrequency spectroscopy are inapplicable here because of the not high enough sensitivity, but this difficulty can be overcome by employing ODMR. Already the very first ODMR experiments made on GaAs/AlAs SLs permitted one to obtain accurate and unambiguous information on the energy level system of localized excitons and their fine-structure parameters, as well as on the magnetic $g$ factors of unbound electrons and holes. It was demonstrated that the isotropic exchange splitting $\Delta$ in type-II SLs depends primarily on the SL period and varies with the latter as shown in Fig. 1. The splitting of the radiative levels $\delta_1=\Delta/2$, and that of the nonradiative ones is small. The hole $g$ factor is determined by the thickness of the GaAs layers.

In type-II SLs one observed also broad ODMR lines of exchange-coupled electron-hole pairs. Multi-photon ODMR studies revealed that the linewidth and line shape of “localized” electrons in such pairs is dominated not by scatter in the $g$ factor but rather by the exchange-splitting distribution resulting from the statistical distribution of the pair-partner distances.

The results of the ODMR studies were used by the present authors to develop level anticrossing spectroscopy. Anticrossing of a more populated nonradiative level with a radiative one gives rise to a resonant enhancement in the luminescence intensity of the corresponding polarization. The position of LAC signals depends on the exchange splittings and $g$ factors, as well as on the magnetic-field orientation with respect to the SL plane. It can be calculated by exciton spin-Hamiltonian diagonalization as this is done with ODMR signals. It should be noted that, in contrast to ODMR, observation of anticrossing does not require saturation of EPR transitions and has no limitations associated with the radiative lifetime. ODMR can be observed only for states with lifetimes in excess of 0.1 $\mu$s, i.e., only in type-II SLs. Anticrossing observations based on the linear polarization of
luminescence permit determination of the polarization of the lowest exciton radiative level, which turns out to be essential for interface identification in type-II structures and for revealing anisotropy of the localizing potential in type-I structures.

The investigation of the transition region and the first observation of LAC in type-I structures were made on a specially prepared sample with an in-plane composition gradient and a smooth transition from type-II to type-I SL.\(^{21,22}\) Application of LAC spectroscopy to quantum wells and type-I SLs provided the first reliable measurements of the exciton exchange splitting\(^{23}\) and of its dependence on well thickness. The results obtained for GaAs/AlAs SLs and GaAs/AlGaAs quantum wells are presented in Fig. 1. One immediately sees that as the type-II SL period and the well thickness in a type-I SL decrease, the splittings \(\Delta\) tend to the same value of \(\approx 235\ \mu\text{eV}\). Additional information on excitons can be gained from studies of the orientational dependences of LAC and measurements of cross-relaxation resonances.\(^{23}\)

An essential merit of the ODMR and LAC spectroscopies is the possibility of selective investigation of excitons localized at opposite interfaces in type-II GaAs/AlAs SLs. Specially prepared “asymmetric” superlattices, in which excitons are localized at an existing interface, were employed to establish a one-to-one correspondence between the interface type and the sequence of the exciton radiative levels.\(^{24}\) It was shown convincingly that the lowest radiative level is polarized along \([110]\) for excitons at the normal (AlAs on GaAs) interface and along \([1\overline{1}0]\) for excitons on the inverted (GaAs on AlAs) one. ODMR and LAC studies showed that such excitons in “conventional” type-II SLs differ in the exchange splitting, which can be accounted for by the asymmetry in the compositional profiles of the opposite interfaces because of different surface segregation of gallium and aluminum.\(^{25,26}\) Exciton localization at opposite interfaces was investigated as a function of superlattice growth conditions, in particular, of growth interruptions after deposition of GaAs or AlAs layers.\(^{27}\) Measurements of the luminescence response to application of a resonant microwave field permitted one to start ODMR studies of the dynamic characteristics of excitons.\(^{28}\)

Detection of LAC signals by the linear polarization of luminescence in type-I systems showed that the exciton radiative levels are split in these structures too, with the radiation emitted from the lowest level being polarized along \([1\overline{1}0]\). This argues for the interface islands being preferentially \([1\overline{1}0]\) oriented, which agrees with data obtained by electron and tunneling microscopy.

Thus studies of type-II GaAs/AlAs superlattices, as well as of quantum wells and type-I GaAs/AlGaAs and GaAs/AlAs superlattices by optically detected anticrossing and magnetic resonance provided information on the relation of exchange splittings, \(g\) factors, and the sequence of exciton radiative levels with superlattice parameters and the interface structure. This information can be used for nanostructure diagnostics.\(^{27,29}\)

Development of methods of optically detected cyclotron and magnetic resonance, level anticrossing spectroscopy, cross-relaxation spectroscopy, and multi-photon magnetic resonance has provided a solid basis for initiating a new direction in research, namely, radiospectroscopy of carriers and excitations in low-dimensional structures.

Partial support of the Russian Fundamental Research Foundation (Grant 96-02-16927) is gratefully acknowledged.
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X-ray diffraction and small-angle scattering study of nanoporous carbon samples prepared from polycrystalline α SiC and single-crystal 6H SiC is reported. The distribution function of carbon nanoclusters in size was found. In α SiC samples, the small size (10–12 Å) of nanoclusters is combined with their high size uniformity. Graphite-like nanoclusters 30–60 Å in size were found in samples of both types. In 6H SiC samples, such clusters make up a notable fraction of the volume. The experimentally observed structural anisotropy of the samples is discussed.

© 1999 American Institute of Physics. [S1063-7834(99)03505-4]

Solid carbon exists in a variety of forms differing in structural organization on the short-, medium- (nanometers), and long-range scales. The actual form a sample acquires depends on the method of preparation. It is known, in particular, that by chemical removal of non-carbon atoms from carbide compounds one can obtain highly porous carbon materials with a very uniform nanopore distribution in size (∼1 nm).1–3 These materials have been attracting recently considerable attention in connection with their application potential. Besides, nanoporous carbon (npor-C) is of interest by belonging to a group of novel nanostructures displaying manifestations of various carbon phases or morphology, including some not observed before. The very first x-ray small-angle scattering data on compact npor-C samples prepared of polycrystalline α SiC, TiC, and Mo2C (Ref. 4) revealed the nanocluster nature of the structure of the npor-C framework including clusters 10–25 Å in size, which depends on the type of the initial carbide used. The correlation between the npor-C structure and carbide type requires a comprehensive study. This work reports a comparative investigation of the structure of npor-C prepared from single-crystal 6H-SiC and polycrystalline α SiC, which was carried out by x-ray diffraction and small-angle x-ray scattering. The results obtained shed light on the extent to which the parameters of nanoclusters in npor-C and their internal organization depend on the initial structural anisotropy for a given carbide-forming element (Si) and hexagonal symmetry of the SiC lattice.

X-ray measurements were performed on a two-crystal diffractometer with a perfect Ge crystal serving as monochromator [(111) reflection], which provided an angular divergence of the incident beam of 20′. The dependence of scattered intensity on scattering angle, I (2θ), was measured in reflection from the sample surface (θ/2θ scanning) and in transmission (2θ scans). In the first case one measured the intensity distribution in the scattering plane in the direction of the scattering vector s = k1 - k0, which was normal to the sample surface (k0 and k1 are the incident and scattered wave vectors, respectively). In the second case one obtained the distribution of scattered intensity in a plane perpendicular to vector k1. In small-angle x-ray scattering (2θ <10°, k1⊥ s), this distribution corresponds to a direction s parallel to the sample surface. The resolution in the scattering angle 2θ was 0.16°.

Due to the low extinction coefficients of npor-C for CuKα radiation (1.6–2.2 cm−1), the effective scattering volume in small-angle scattering was assumed to be practically constant throughout the 2θ interval covered, except the domain of very small angles (2θ<0.7°) in the reflection mode, where the incident beam impinged partially onto the end face of the sample. Measurements performed in the above two modes yielded information on the structural anisotropy of the samples.

2. RESULTS AND DISCUSSION

Figure 1 shows typical diffraction patterns for npor-C (poly-SiC) and npor-C(6H-SiC) samples (shown in the angular brackets is the type of the starting SiC). The broad diffraction peaks observed with both samples near 2θ=26° and 44° are close in position to the known (0002) and (011) graphite reflections or the (111) reflection of diamond. Hence the structure of npor-C obtained of both poly-SiC and 6H-SiC contains fairly large graphite-like fragments (clusters). The cluster thickness in the direction normal to the (0002) planes estimated from the peak halfwidth at 26° in both experiment geometries is 30–60 Å. This means that this
dimension does not depend on the orientation of the graphite-like nanoclusters in the bulk of the sample.

The peak at 26° observed on npor-C(6H-SiC) samples in reflection is substantially stronger than the one seen in transmission. This means that the (0002) diffracting planes in npor-C(6H-SiC) are predominantly parallel to the sample surface, i.e. they coincide in direction with the (0001) basal planes of the starting 6H-SiC single crystal. Thus the (0002) planes originate actually from the (0001) planes of 6H-SiC and mostly retain their orientation when the Si–C bonds are ruptured and layers of Si atoms are removed. Because 6H-SiC crystallites in poly-SiC are randomly oriented, the 
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and mostly retain their orientation when the Si–C bonds are ruptured and layers of Si atoms are removed. Because 6H-SiC crystallites in poly-SiC are randomly oriented, the graphite-like nanoclusters in npor-C(poly-SiC) samples retain their orientation, and the intensity of the 26° peak does not depend on the experiment geometry.

Figure 2 presents small-angle scattering curves
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for npor-SiC samples of both types measured in transmission and reflection. Within the s interval studied, there is no region where the scattering curves would obey the Porod law
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for the asymptotic behavior of
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Considering the small-angle scattering curves
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Figure 3 shows the points
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and functions
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derived by us from small-angle scattering data for npor-C(poly-SiC) and npor-C(6H-SiC) samples. The
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functions fall off more or less rapidly with increasing
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so that the smallest clusters that can still be observed by small-angle scattering make up the largest mass fraction. For these clusters, 
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and the linear dimension
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The fraction of larger clusters and, hence, the average nanocluster gyration radius
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and dispersion
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in npor-C(6H-SiC) samples were found to be markedly larger than those for npor-C(poly-SiC). The estimates of
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and
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for both samples made, as in Ref. 4, from the
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distribution functions, are listed in Table I. It is seen

\frac{m(R_g)}{m_{\text{total}}} \leq \frac{1}{K}

\left( sR_g \right)^2 / 3 \right] .
that the nanoclusters forming in npor-C(6H-SiC) are, on the average, approximately twice larger than those in npor-C\(^n\)poly-SiC,\(^o\) where small clusters are substantially more uniform in size.

The cluster parameters estimated from small-angle scattering data obtained in transmission and reflection differ somewhat. This transverse-longitudinal structural anisotropy is associated most likely with a nonspherical shape and not fully random spatial orientation of the clusters. The relative magnitude of the parameters suggests that oblate nanoclusters in our samples are predominantly oriented parallel to the surface.

The anisotropy in npor-C(6H-SiC) is much more strongly pronounced than that in npor-C(poly-SiC) or other samples prepared of polycrystals.\(^4\) This effect is associated with the strong intrinsic anisotropy of 6H-SiC. Small-angle scattering data indicate the presence in npor-C(6H-SiC) of a noticeable fraction of large clusters, whose dimension in the direction parallel to the surface is 30–120 Å. At the same time x-ray diffraction data show that it is in this direction that the (0002) planes in large graphite-like npor-C(6H-SiC) clusters formed of the (0001)6H-SiC planes are predominantly oriented.

The weak anisotropy of npor-C(poly-SiC), which is not seen in x-ray diffraction but manifests itself in small-angle scattering, originates most probably from an oriented motion of the “averaged-out” frontline of the carbide chlorination reaction along the normal to the sample surface. It may be conjectured that the conditions of growth of carbon nanoclusters along the reaction frontline and perpendicular to it are different. In this case the nonspherical clusters formed of randomly oriented starting crystallites of macroscopically isotropic poly-SiC will not acquire any orientation in space with equal probability.

To conclude, the high size uniformity of nanoclusters is inherent primarily in npor-C(poly-SiC) samples. In this case the chlorine and reaction products penetrate during the preparation of npor-C between crystallites, which favors development of a locally nonflat reaction front and a growth of its rate. In these conditions, it is primarily small nanoclusters, 10–12 Å in size, that form preferably. This result correlates well with the high uniformity of nanopore size\(^2,3\) in npor-C(poly-SiC). The longer time it takes to produce npor-C(6H-SiC) favors formation of graphite-like nanoclusters 30–120 Å in size or larger. The structural anisotropy observed in npor-C is associated primarily with that of the starting material.

Support of the Ministry of Science Project “Fullerenes and Atomic Clusters” (Grant 98-059) is gratefully acknowledged.
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The fine structure in the titanium x-ray K-edge absorption has been measured in Ti$_{1-x}$Nb$_x$O$_2$ mixed oxides ($x = 0.0, 0.03, 0.07$) with rutile structure in a laboratory-type spectrometer by total electron quantum-yield measurement. The position of the XANES lines is shown to be in good agreement with classical x-ray absorption spectra obtained in transmission. The structure and main features of the XANES spectra, including the effects of impurities and many-electron excitations, are discussed. It is suggested that the intensity of the $B$ peak characteristic of the titanium $K$ edge depends on the Nb concentration and correlates with the charge state of titanium ions. © 1999 American Institute of Physics.

X-ray absorption spectroscopy (XAS) is a unique method to probe the composition, local atomic structure, and electronic properties of substances in solid and liquid states.\(^1\) The absorption cross section of a compound excited by x rays reaching a deep atomic level is a jump in ionization, on which a number of resonant peaks characteristic of the region near the absorption edge (XANES) and a series of extended fine-structure (FS) oscillations (EXAFS) are superimposed. The latter are produced from interference between the photoelectron wave excited at the absorbing atom and the wave reflected partially from neighboring atoms. XAS studies of the local atomic structure and of the electronic properties of transition-metal oxides are presently attracting considerable interest, both fundamental and applied, because of a wide range of unusual electrical, magnetic, and optical properties characteristic of these compounds, as well as the considerable progress in synthesis of materials of various compositions and structures. Titanium oxides and related materials are employed efficiently in various areas of industry, including production of pigments, microelectronics and microwave technology, optoelectronics, catalysis, electrochemistry, biochemistry, etc. The titanium dioxide TiO$_2$ is known to exist in three modifications, namely, rutile, anatase, and brookite,\(^2\) and at high pressures, as columbite, baddeleyite, and, possibly, fluoroite.\(^3\) The local atomic structure of oxides in the transition-metal region is made up usually of oxygen octahedra, both regular, as in perovskites, or distorted, as in rutile, which form numerous crystal structures, depending on the composition and octahedron arrangement. This rich variety of structures, which is typical of oxides, is accounted for by a fine balance between the forces associated with ligand charge transfer and narrow $3d$-band and many-electron $d-d$ correlation effects. It is therefore believed that x-ray absorption spectroscopy may turn out to be an informative tool for probing the local atomic structure and electronic properties of these compounds.

1. EXPERIMENT

Crystals of pure and mixed Ti$_{1-x}$Nb$_x$O$_2$ titanium oxides ($x = 0.0, 0.03, 0.07$) were grown from a melt ($T \sim 2100$ K) of the corresponding OSCh-grade (99.99\%) oxides by cold-crucible rf induction melting (5.28 MHz, 60 kV). The ingots obtained by directed crystallization, which was controlled by lowering the crucible from the inductor at a rate less than 15 mm/h, were black, had a diameter of about 80 mm, and weighed about 1.5 kg. After annealing, the ingots were ground to powder, which was subsequently used to prepare samples as usual for x-ray absorption measurements.\(^4\)–\(^6\)

The fine structure in the x-ray absorption $K$ edge was recorded with a laboratory spectrometer of an original design\(^6\) providing measurement of the total electron quantum yield (TEY). The spectrometer consists of two main parts, a monochromator unit and a vacuum chamber, which housed a sample and an electron detector (channel electron multiplier). The x radiation was generated by a sharp-focus (6\(^\circ\)) tube with a silver anode. The x-ray tube was rotated together with the entrance slit (0.03 mm) coaxially with the Ge(111) crystal monochromator, which permitted one to scan the total radiation spectrum while leaving the monochromatized beam fixed. With the entrance slit 0.02 mm wide, the resolution at the titanium $K$ edge was about 3 eV. A step motor providing $\theta - 2 \theta$ rotation permitted scanning with a step of 2.5 eV. The sample maintained in the vacuum chamber at a pressure not over $10^{-6}$ Torr was irradiated by a monochromatized x-ray beam at an angle of $3^\circ$ to the surface. The total electron quantum yield was measured by a detector along the normal to the surface with an extraction potential of 100 V.

2. DISCUSSION OF RESULTS

The dependence of the total electron quantum yield on photon energy at the Ti $K$ edge in mixed titanium oxides with rutile structure, Ti$_{1-x}$Nb$_x$O$_2$ ($x = 0.0, 0.1$), is displayed graphically in Fig. 1, and the assignment and energies of the main peaks, as well as the most essential of the available
published data, are listed in Table I. Shown for comparison are absorption edge data obtained \(^7\) at the PLS synchrotron in Pohang. Figure 1 presents also the results of a preliminary fine-structure simulation made with inclusion of multiple scattering of photoelectrons near titanium atoms \(^8\) using FEFF-type \(^8\) programs. One observes here only a qualitative agreement with experiment, which can be accounted for by the insufficiently large size of the cluster used in the calculation and the inadequacy of the model concepts chosen. Figure 2 shows the dependence of the unit cell parameter ratio \(c/a\) and cell volume \(V = a^2c\) on impurity concentration \(x\) for the \(\text{Ti}_{1-x}\text{M}_x\text{O}_2\) mixed oxides, where \(M = \text{Nb, Sn}\). As follows from an analysis of known compounds, in rutile crystals the values of \(c/a\) and of parameter \(u\) characterizing the oxygen atom positions are confined to a narrow interval: \(c/a \sim 0.5 - 0.7\) and \(u \sim 0.30 - 0.31\). The Ti–O bond lengths between the nearest neighbors \((d_1, d_2)\) and the Ti–O–Ti angle \((\theta)\) are determined only by the parameters \(a, c,\) and \(u\). Therefore in a tetragonal crystal the oxygen octahedron can theoretically be ideal \((d_1 = d_2, \quad 2\theta = \pi/2\) for \(c/a = 2u = 2 - \sqrt{2} \sim 0.86\). As seen from Fig. 2, the dependences of \(c/a\) on concentration \(x\) behave differently for the Nb and Sn impurities, which is associated with different local-distortion patterns of the octahedra in the vicinity of titanium atoms, namely, unlike \(\text{Ti}_{1-x}\text{Sn}_x\text{O}_2\), the oxygen tetrahedron in \(\text{Ti}_{1-x}\text{Nb}_x\text{O}_2\) mixed oxides approaches the ideal arrangement. The relations presented in Fig. 3 are characteristic of rutile-type structures, where the oxygen position is determined by the independent parameter \(u\). This permits one to use both local XAFS \((d_2/d_1)\) and diffraction \((c/a, u)\) experimental data for a refinement of structural parameters, particularly in the cases where one cannot prepare high-quality single crystals required for diffraction measurements.

**TABLE I.** Position of levels at the titanium K edge for \(\text{Ti}_{1-x}\text{M}_x\text{O}_2\) rutile-structure mixed oxides.

<table>
<thead>
<tr>
<th>Substance</th>
<th>Ref.</th>
<th>Level assignment and energy, eV</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{TiO}_2)</td>
<td>[9]</td>
<td>(3d) 4(t_2g), (4s/4p) 4(p) 5(p)</td>
<td></td>
</tr>
<tr>
<td>[12]</td>
<td>A1</td>
<td>A2</td>
<td>A3</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(0.07\text{Nb})</td>
<td>[8]</td>
<td>0.0</td>
<td>3.0</td>
</tr>
<tr>
<td>(0.04\text{Nb})</td>
<td>[2]</td>
<td>-2.7</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>[9]</td>
<td>-3.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>[13]</td>
<td>0.0</td>
<td>2.1</td>
</tr>
<tr>
<td>(0.07\text{Nb})</td>
<td>[10]</td>
<td>-3.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\(\text{Note:}\) The energy of the near-edge peak \(A_2\) (Ref. 9) was measured as 4971.0 eV, whereas Ref. 2 sets it at 4968 eV.

\(^1\)Atomic orbital type;
\(^2\)Coinciding level notation in Refs. 2, 8–13;
\(^3\)Discrepancy in notation: \(a_{1g}\) in Refs. 9, 13 and \(t_{1u}\) in Ref. 8;
\(^4\)Spectrum obtained in this work by the total quantum yield (TEY) method.
The interpretation of the near-edge FS (XANES) given in Table I includes the formal assignment and a description based on the electronic-level symmetry of TiO$_6$ clusters. The level energies are reckoned from the energy of the near-edge level $A_2$, whose most reliable value is 4971.0 eV. As seen from Table I, the largest controversy is observed in the assignment of peak $B$, which is characteristic of the titanium $K$ edge and is seen in many compounds. We have found that the $B$ peak intensity depends on the Nb dopant concentration, and this gives one grounds to assume that the peak is due to the charge state of titanium ions, which is determined by nonstoichiometry or defects introduced during the doping.

Thus we have measured the fine structure in the titanium x-ray absorption $K$ edge in Ti$_{1-x}$Nb$_x$O$_2$ mixed dioxides. The local atomic structure in the vicinity of titanium atoms derived from an FS analysis is in satisfactory agreement with x-ray diffraction (XRD) data. The correlations between the structural parameters determined from XRD and EXAFS measurements and possibilities of their combined use are discussed. The $B$ peak intensity near the titanium $K$ edge in mixed oxides is shown to depend on the concentration of impurity atoms.

Support of Samsung Electronic Co. Ltd (Suwon, Korea) (Contract No. SEC/PTI-95-01) is gratefully acknowledged.
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Electronic and electron-phonon phenomena in low-dimensional BEDT–TTF-based organic conductors and superconductors

R. M. Vlasova, O. O. Drozdova, and V. N. Semkin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia

N. D. Kushch, E. I. Zhilyaeva, R. N. Lyubovskaya, and E. B. Yagubskii

Institute of Chemical Physics, Russian Academy of Sciences, 142232 Chernogolovka, Moscow District, Russia

Fiz. Tverd. Tela (St. Petersburg) 41, 897–899 (May 1999)

Two related groups of \( k \)-phase ion-radical salts (BEDT–TTF) with different electrical properties, namely, superconductors with different transition temperatures and conductors, which transfer to insulating state with decreasing temperature, have been studied by micro-optic spectroscopy. Polarized reflectance spectra of microcrystals have been measured for the three principal crystallographic directions within the \( 700–40000 \text{ cm}^{-1} \) region, and the corresponding spectra of the optical functions obtained. The anisotropy of the electronic system in the crystals has been established as two-dimensional. The spectra obtained were quantitatively analyzed, the key parameters of the electronic structure and the vibronic coupling constants determined. It is concluded that the conductors have smaller vibronic coupling constants, more narrow allowed electronic bands, and stronger electron-electron interaction compared to those of the superconductors, and that vibronic coupling is the necessary condition for the onset of superconductivity in the superconductors studied. © 1999 American Institute of Physics. [S1063-7834(99)03705-3]

1. EXPERIMENT

Crystals of both groups belong to the rhombic or monoclinic symmetries and are thin black rhombic platelets with metallic luster measuring \( 0.5 \times 0.5 \times 0.05 \) mm. The conducting layers of BEDT–TTF molecules in the crystals are arranged parallel to the largest faces, \((010)\) and \((100)\), for the first and second group, respectively. We measured room-temperature polarized reflectance spectra \( R(\omega) \) within the \( 700–40000 \text{ cm}^{-1} \) region under normal incidence of light on different crystal faces and in polarizations where the light-wave electric vector \( \mathbf{E} \) is parallel and perpendicular to the BEDT–TTF layers. The corresponding optical functions of the crystal were obtained. The experimental technique used and some specific features in the treatment of spectra are described elsewhere.\(^6\)\(^8\)

2. EXPERIMENTAL RESULTS

Figure 1 presents reflectance spectra \( R(\omega) \) of the superconductor \( k(\text{BEDT–TTF})_2\text{Cu[N(CN)]}_2X \) \((X=\text{Cl}, \text{Br}; n=1, 2)\). This paper briefly reviews our recent microscopic studies\(^3\)\(^–\)\(^10\) of the optical properties of single-crystal compounds belonging to the two above-mentioned groups. The main objective of this work was to investigate the electronic energy structure of the crystals and the electron-phonon and electron-electron interactions and their significance in formation of the ground state in the crystals, and to establish the main differences in the key electronic-system parameters and vibronic coupling constants between superconductors with different transition temperatures, as well as between conducting and superconducting crystals.
The conducting-layer plane is not large. By contrast, in the E ib polarization, where E is perpendicular to the BEDT–TTF layers, the IR reflectance \( \sim 700–5500 \text{ cm}^{-1} \) is as low as it would be in an insulator, and is practically frequency independent. The observed optical anisotropy indicates a quasi-two-dimensional nature of the conducting electronic system in the crystals.

In the 9000–40000 cm\(^{-1}\) region, one observes broad bands, which are most clearly seen for E ib and relate to electronic intramolecular transitions in the (BEDT–TTF)\(^2\) cations polarized along the long axis of the BEDT–TTF molecule.

Measurements showed the spectra of the conductors to be qualitatively similar to those of the superconductors\(^7,9,10\). The difference is that the reflectance spectrum of the quasi-two-dimensional electronic system, including the vibrational structure, is noticeably higher than that of the conductor. A similar broad maximum in the \( \sigma(\omega) \) spectra observed for E||c lies in both crystals at a higher frequency (3000 cm\(^{-1}\)).

3. DISCUSSION OF RESULTS

The nature of the broad maximum in the \( \sigma(\omega) \) spectra of the superconductors apparently originates from interband electronic transitions superposed on intraband carrier transitions\(^\text{11,12}\). We believe that the broad maximum in the spectra of the conductors is due to electronic transitions between neighboring molecules in two adjacent (BEDT–TTF)\(^2\) orthogonal dimers\(^9\). The strong vibrational structure at the low-frequency edge of the maxima derives from the interaction of the above electronic transitions with the fully symmetric \( a_g \) intramolecular vibrations in BEDT–TTF. The assignment of this vibronic structure to the \( a_g \) intramolecular mode is discussed by us in more detail in Refs. 4 and 6–8.

Our quantitative analysis of the above spectra was based on the theory\(^\text{13}\) of optical properties of low-dimensional organic conductors. Fitting the theoretical to experimental \( \sigma(\omega) \) spectra (Fig. 2) permitted determination of the key parameters characterizing the quasi-two-dimensional system (\( \omega_{\rho}, \Delta, V/\Delta, \Gamma_v \))\(^\text{11}\) and the vibronic coupling constants (individual, \( \lambda_{\alpha} \), and net, \( \lambda = \sum \lambda_{\alpha} \)). The values of the parameters thus obtained are given in Refs. 4 and 6–8.
Table I. $T_c$ and $\lambda$ of the organic superconductors studied.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$T_c$, K</th>
<th>$\lambda$</th>
<th>$T_c$ (K)/4.3 K (exp.)</th>
<th>$T_c$ (K)/4.3 K (calc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ET)$<em>4$Hg$</em>{2.10}$Br$_8$</td>
<td>4.3</td>
<td>0.20</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$k$(ET)$_2$Cu(NCS)$_2$</td>
<td>10.4</td>
<td>0.25</td>
<td>2.5</td>
<td>2.7</td>
</tr>
<tr>
<td>$k$(ET)$_2$Cu[N(CN)$_2$]Cl$<em>4$Br$</em>{0.5}$</td>
<td>11.3</td>
<td>0.26</td>
<td>2.7</td>
<td>3.2</td>
</tr>
<tr>
<td>$k$(ET)$_2$Cu[N(CN)$_2$]Br</td>
<td>11.6</td>
<td>0.26</td>
<td>2.7</td>
<td>3.2</td>
</tr>
<tr>
<td>$k$(ET)$_2$Cu[N(CN)$_2$]Cl</td>
<td>12.8</td>
<td>0.26</td>
<td>2.7</td>
<td>3.2</td>
</tr>
</tbody>
</table>

Table I presents the values of $\lambda$ for the studied organic superconductors; in the order in which they are arranged, $T_c$ increases in the ratio 1:2.5:2.7. We readily see that superconductors with a higher $T_c$ exhibit a larger vibronic coupling constant $\lambda$. It was found that the $T_c$ ratio calculated by us from the well-known BCS relation $k_BT_c=1.13h\omega_p\exp (-1/\lambda)$ using the values of $\lambda$ from Table I is close to the above experimental ratio. In our opinion, this indicates that vibronic coupling plays a substantial role in the onset of superconductivity in the compounds studied.

As already mentioned, the conductors exhibit a considerably lower optical conductivity originating from electronic transitions in the quasi-two-dimensional electronic system and the related vibronic structure, than is the case with the superconductors. To assess quantitatively this difference, we determined the plasma frequency $\omega_p^2=8\int \sigma(\omega)d\omega$ characterizing the oscillator strength of this transition (with the integration performed from zero to 6000 cm$^{-1}$). It was found that for the $k$(BEDT–TTF)$_2$[Hg(SCN)$_2$] and $k$(BEDT–TTF)$_2$[Hg(SCN)$_2$Br] conductors, $\omega_p=3270$ and 4240 cm$^{-1}$ (E[0]), respectively. For the superconductors the minimum value $\omega_p=5600$ cm$^{-1}$ [for $k$(BEDT–TTF)$_2$Cu[N(CN)$_2$]Cl$_4$Br$_{0.5}$] and the maximum value $\omega_p=6800$ cm$^{-1}$ [for $k$(BEDT–TTF)$_2$Cu[N(CN)$_2$]Br]. Evaluation of the effective electronic mass $m^*$ using the relation $\omega_p^2=4\pi N_e^2/e^2m^*$ (where $N$ is the carrier concentration equal to the dimer concentration, $N_d=1.1\times10^{11}$ cm$^{-3}$) yielded $(m^*/m)=8.4$ for $k$(BEDT–TTF)$_2$[Hg(SCN)$_2$Cl$_4$] and $(m^*/m)=2.6$ for $k$(BEDT–TTF)$_2$Cu[N(CN)$_2$]Br. The large effective mass obtained for the conductors is apparently not related to formation of molecular polarons, because the vibronic coupling constant found by us for the conductors, $\lambda=0.18$, is smaller than that for the superconductors [$\lambda=0.26$ (Refs. 6 and 8)]. This gives us grounds to suggest that the large $m^*$ implies a substantial part played by electron-electron interactions in the conductors studied by us.

Support of the Russian Fundamental Research Foundation (Grants 98-02-18303, 97-03-33686a, and 97-03-33581) is gratefully acknowledged.

1. $\omega_p$ is the plasma frequency, $\Delta$ and $V$ are the band gaps with and without inclusion of vibronic coupling, and $\Gamma_e$ is the electronic damping parameter.
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Electron emission and luminescence accompanying plastic deformation of alkali halide crystals are studied. It is shown that the intersection of dislocations can cause electronic excitation. Deformation electron emission and luminescence are produced by relaxation of these excitations.

© 1999 American Institute of Physics. [S1063-7834(99)03805-8]

In studies of the effect of mechanical stresses on solids, primary attention is focused on the reaction of the lattice to loading, i.e., to the change in the mutual position of the atoms, structural defect formation, and disruptions of continuity (crack formation). Less attention has been paid to evaluating the response of the electronic subsystem, so that, until recently, it was unclear whether electronic transitions can be induced by mechanical loads. In the meantime, it is obvious that lattice distortions can create conditions for the realization of electronic transitions that are unrealizable in unstressed materials. Since the properties of solids are determined by both subsystems, the reaction of the electronic subsystem to loading must be taken into account in studies of deformation and fracture processes. In fact, energy can be stored in the electronic subsystem in the form of electronic excitations, as well as in the elastically deformed lattice. Deformation and fracture processes can be accelerated by the release of electronic excitation energy.

Electronic relaxation is accompanied by the emission of photons and electrons. Before the present experiments, it was known that when large cracks develop, light and electron emission were observed. However, these observations were made in air or in a relatively low vacuum and some of the data indicated a connection between the detected radiation and electrical discharges initiated by polarization of crystals under loading. The contribution of plastic deformation, which always accompanies fracture, was also undetermined. Thus, we faced the problem of conducting experiments under conditions which exclude discharge formation and make it possible to evaluate the role of plastic deformation. These conditions correspond to plastic deformation of crystals at a constant rate in ultrahigh vacuum. The choice of alkali halide crystals for this investigation allowed us to evaluate the interrelation of deformation processes and emission phenomena in a well-founded manner, since the evolution of dislocation structures in these crystals is well known.

We examined nominally pure single crystals of LiF and NaF. The samples were heated in vacuum at 550 K for 6 h and then compressed at a constant rate along the [001] direction. The deformation rate \( \dot{\varepsilon} \) could be varied from \( 10^{-5} \) to \( 10^{-1} \) s\(^{-1} \), and the sample temperature from 200 to 700 K. The residual gas pressure was \( 10^{-8} \) Pa. The electron emission and luminescence were detected by a secondary electron multiplier (VEU-6) and a photomultiplier (FEU-106), respectively. Photon counting detection was used. Two photomultipliers were used to measure the luminescence spectrum, one to detect the integrated emission and the other, located at the output slit of a DMR-4 monochromator, to detect emission at a definite wavelength.

Figure 1 shows typical measurements of the deformation electron emission (DEE) and deformation luminescence (DL) obtained from a LiF sample deformed at a rate of \( \dot{\varepsilon} = 2 \times 10^{-3} \text{ s}^{-1} \) at room temperature. The figure shows plots of the deformation electron emission \( I_{\text{DEE}} \) and deformation luminescence \( I_{\text{DL}} \) intensities, and of the load \( F \) on the sample, as functions of the degree of deformation, \( \varepsilon \). As a rule, the DEE and DL appear simultaneously after completion of the easy slip stage, when the deformation has reached 1–2\%. Usually the intensities of DEE and DL remain roughly constant after a short rise time. Similar results were obtained for NaF crystal samples.

Plastic deformation of alkali halide crystals is, therefore, accompanied by electron emission and luminescence. It should be noted that we have used here crystals that were not subjected to any exciting interactions prior to deformation.

![FIG. 1. The intensity of deformation electron emission, \( I_{\text{DEE}} \), the intensity of deformation luminescence, \( I_{\text{DL}} \), and the load at the sample, \( F \), as functions of the relative strain \( \varepsilon \) for a LiF crystal. The dashed curves show \( I_{\text{DEE}} \) and \( I_{\text{DL}} \) for samples with a dislocation forest.](image-url)
This suggests a radical difference between the observed phenomena (DEE and DL) and the luminescence of the deformed, colored (irradiated beforehand) crystals studied by a number of others.\textsuperscript{5} The luminescence of irradiated crystals is caused by the breakup of radiation-induced color centers stimulated by deformation\textsuperscript{6} and for this reason, it is best to refer to it as deformation-stimulated luminescence, rather than DL.

The data shown in Fig. 1 suggest that DEE and DL are associated with the intersection of dislocations. In fact, in LiF the intersection of dislocations begins before completion of the easy slip stage,\textsuperscript{7} causing deformation hardening of the crystal, and DEE and DL appear at this time. A close interrelation among intersection of dislocations and DEE and DL was confirmed in experiments with LiF crystals that have a dislocation forest and an isolated system of slip planes prepared by a method proposed by Smirnov.\textsuperscript{7} Deformation of crystals with a single slip system, in which dislocations do not intersect, was not accompanied by emission phenomena. Deformation of crystals with an oblique deformation forest, on the other hand, leads to intense DEE and DL (dashed curves in Fig. 1). They showed up right after the yield point was passed, i.e., when the moving dislocations began to intersect the forest dislocations.

It has been shown that the intensities of DEE and DL in LiF crystals vary with temperature and strain rate. An analysis of the temperature dependences of the emission intensities showed that DEE and DL are thermally stimulated processes with activation energies of about 0.3 eV.\textsuperscript{4}

Observation of electron emission and luminescence indicates that electronic excitation (electron and hole color centers) occurs in deformed crystals. Data on the nature of these centers were obtained by studying the DL spectrum, as well as photostimulated electron emission and thermally stimulated electron emission from deformed crystals.

A DL spectrum was obtained for LiF at room temperature. It is shown in Fig. 2 without correction for the spectral sensitivity of the photomultiplier. The spectrum is similar in structure to the x-ray luminescence spectrum of LiF\textsuperscript{8} and contains two bands with $\lambda_{\text{max 1}} \approx 280$ nm and $\lambda_{\text{max 2}} \approx 400$ nm. According to Ref. 8, the short wavelength band is caused by recombination of $F$ centers with $V_{K^{-}}$ (or $V_{F^{-}}$) centers ($\alpha$ centers) that are mobile at room temperature. The long wavelength band is associated with the presence of impurities in the crystal and, most likely, arises during recombination of electronic centers containing an Mg ion with $V_{K^{-}}$ centers.\textsuperscript{4}

A selective photoeffect was observed in deformed NaF crystals owing to the development of $F$ centers during loading of the samples. In addition, thermally stimulated electron emission was observed in LiF and NaF as a result of the thermal destruction of electronic color centers produced by plastic deformation.\textsuperscript{9}

These experimental data show that, during plastic deformation of alkali halide crystals, color centers develop which are similar to those formed by bombardment with ionizing radiation. On the other hand, these data show that DEE and DL cannot develop because of microcracks which, according to some authors,\textsuperscript{10} are formed in these crystals even with small deformations. In fact, DEE and DL set in at the end of the easy slip stage in LiF, when crack formation is improbable. As deformation and load increase during compression, the rate of crack formation should rise, but the intensity of DEE and DL remain essentially unchanged. Lowering the temperature and increasing the deformation rate also cause the probability of crack formation to rise, but here the number of photons emitted over a time corresponding to an increase in the strain by 1% is less.\textsuperscript{4} The absence of a relationship between crack formation and the emission phenomena is also confirmed by an analysis of the pulse height distribution at the photomultiplier output during detection of DEE.\textsuperscript{4}

In order to establish the mechanism for this phenomenon it was important to establish precisely what kind of intersections lead to the production of color centers. It is known that crystals with an NaCl-type lattice have six equivalent systems of slip planes which intersect at angles of 90° (orthogonal) or 60° (oblique). It has been shown\textsuperscript{4} that DEE and DL result only from the intersection of oblique dislocations.

It is clear from general considerations that electronic transitions leading to the appearance of color centers can occur as the result of the strong local distortions of the lattice accompanying the intersection of dislocations. The electronic excitation energy in alkali halide crystals is\textsuperscript{11} $\Delta = (\alpha e^2 / c) + E_A - E_I$, where $\alpha$ is the Madelung coefficient, $e$ is the electronic charge, $2c$ is the lattice constant, $E_A$ is the electron affinity of the haloid atom, and $E_I$ is the ionization energy of the metal atom. For sufficiently strong distortions of the lattice, $\alpha$ can decrease for an isolated anion-cation pair to a value that satisfies the condition for overlap of the ground and excited states of the quasimolecule ($\Delta \approx 0$). As a result, nonadiabatic electronic transitions between these levels, accompanied by the creation of electron-hole pairs, become possible.\textsuperscript{12}

Of all the types of intersections of dislocations, the ones that cause the strongest distortion of NaCl-type lattices are thermally activated intersections of oblique dislocations.\textsuperscript{12} It might be thought that DEE and DL are associated with intersections of this type. It is important, however, to note that intersection of oblique dislocations in LiF occurs mainly through the athermal Orowan mechanism.\textsuperscript{7} The fraction of thermally activated intersections is small and increases expo-
nentially with temperature, like the intensity of DEE and DL. The activation energy for intersection of oblique dislocations in LiF has been estimated to be 0.3 eV, the same as the activation energy for DEE and DL. These data support our hypothesis about an interrelation of DEE and DL precisely with thermally activated intersections of oblique dislocations. The dependence of the emission intensity on the strain rate can be explained in this case by the fact that, when \( \varepsilon \) is increased, the interaction time of the intersecting dislocations decreases and, therefore, so does the fraction of thermally activated intersections. There is a corresponding drop in the number of emitted photons and electrons.

The data obtained here yield the following conclusions. For intersections of dislocations of the type noted above, which are accompanied by a strong reorganization of the atomic structure, conditions are created such that nonadiabatic electronic transitions can take place (with a probability of \( 10^{-2} \)). Excited electrons are captured by anion vacancies which develop during deformation to form electron color centers. The resulting hole \( V_K \) and \( V_F \) centers migrate over the crystal and recombine with immobile electron centers. This results in DEE and DL, with DEE being a consequence of an intercenter three-body Auger process. Finally, it should be noted that radiationless recombination is accompanied by local heating of the lattice. This may cause the deformation and fracture processes to be accelerated significantly, since an energy of several eV has been released in a volume corresponding to a single unit cell.
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A study is reported of the anisotropy in magnetic-field-induced linear polarization in (001) CdTe/Cd$_{1-x}$Mn$_x$Te quantum wells. The observed limiting anisotropy is shown to be due to the low $C_{2v}$ symmetry of the quantum well. The relations obtained for the $C_{2v}$ point group are in a good agreement with experiment. Considered on the microscopic scale, the effect is associated with the heavy-hole $g$-factor anisotropy in the well plane. © 1999 American Institute of Physics.

The point symmetry of quantum wells and superlattices grown from zinc-blende compounds along the [001] direction is lowered from $T_d$ to $D_{2d}$. In these conditions, the strong spin-orbit coupling in the valence band characteristic of these compounds results in a strong anisotropy in the hole-subband spin structure. This anisotropy manifests itself in an experiment primarily in the appreciable difference between the Zeeman splittings of excitonic states in a magnetic field directed parallel and perpendicular to the heterostructure growth axis. The heavy-hole $g$-factor anisotropy caused by the symmetry lowering of the (001)GaAs/AlGaAs structure from $T_d$ to $D_{2d}$ was studied also by spin-flip scattering spectroscopy, where the transverse component of the $g$ factor was estimated as $g_\perp < 10^{-2}$. In semimagnetic semiconductors, the strong anisotropy of the hole spin structure ($g_\perp \ll g_{zz}$) produces interesting dynamic effects, which originate from magnetic-ion spin precession in the anisotropic exchange field of the holes. At the same time it is the smallness of the transverse component of the hole $g$ factor that makes it extremely sensitive to various violations of the $D_{2d}$ symmetry of an ideal quantum well (QW).

This communication reports on an experimental and theoretical investigation of the lateral anisotropy in the properties of excitons in CdTe/Cd$_{1-x}$Mn$_x$Te quantum wells, which becomes evident in the angular dependences of the magnetic-field-induced linear polarization of exciton emission. Experimental data on the angular dependences of the linear polarization suggest that the symmetry of the QWs under study is lowered from $D_{2d}$ to $C_{2v}$, which makes the (110) and (110) axes inequivalent. It turns out that the transverse $g$ factor, which has a sizable magnitude, is itself essentially anisotropic in the well plane, i.e., $g_{xx} \neq g_{yy}$.

We used CdTe/Cd$_{1-x}$Mn$_x$Te structures grown by MBE on (001)–GaAs substrates in our measurements. Structure I contained four CdTe QWs with thicknesses $L = 20$, 40, 60, and 100 Å, separated by Cd$_{1-x}$Mn$_x$Te barriers with a manganese concentration $x = 0.3$ and width $L = 500$ Å. Structure II had three QWs with thicknesses $L = 40$, 60, and 100 Å, and the manganese concentration in the barrier was $x = 0.1$. The structures were placed in a helium cryostat with a superconducting coil and, by pumping out the helium vapor, the temperature could be lowered to 2 K. The luminescence was excited with a He-Ne or Ar laser with a power about 1 W/cm$^2$, and the radiation propagating along (001) ($z$ axis) was measured. The degree of linear polarization was measured by counting photons polarized in two orthogonal directions in two channels. The polarization of the pump light in our experiments did not produce any effect on that of the luminescence. The magnetic field $B = (B_x, B_y, 0)$ was parallel to the well plane. To study the dependence of radiation polarization on magnetic-field direction in the well plane, the sample immersed in helium was rotated about the $z$ axis.

Two parameters were measured to characterize the linear polarization in our experiments

\[
\rho_0 = (I_\alpha - I_\beta)/(I_\alpha + I_\beta), \quad \text{and}
\]

\[
\rho_{45} = (I_{\alpha'} - I_{\beta'})/(I_{\alpha'} + I_{\beta'}). \quad (1)
\]

Here $I_\alpha$ are the intensities polarized along the $\alpha$, $\beta$ directions (i.e., perpendicular and parallel to the magnetic field) and $\alpha'$, $\beta'$ (rotated by 45° around the $z$ axis with respect to $\alpha$ and $\beta$). This choice of parameters is not only convenient from a practical viewpoint (only the sample is rotated, while the magnetic field and the measurement system remain fixed) but physically reasonable as well. If the quantum wells had axial symmetry ($C_\infty$), the $\rho_0$ and $\rho_{45}$ parameters, as can be shown, would not depend on the angle $\varphi$ between the magnetic field and the [110] axis with $\rho_0 = \text{const}$, $\rho_{45} = 0$, which corresponds to purely isotropic polarization. In the other limiting case, where the polarization plane is fixed relative to the crystallographic axes (the so-called built-in polarization, with a linear dipole rotating together with the sample), $\rho_0 \sim \cos 2\varphi$, $\rho_{45} \sim \sin 2\varphi$. In the case of a four-fold symmetry axis ($D_{2d}$ symmetry), the $\rho_0$ and $\rho_{45}$ parameters should contain $\cos 4\varphi$ and $\sin 4\varphi$.

Figure 1a and 1b displays spectra of the luminescence and linear polarization ($\rho_0$ parameter) obtained from QWs.
60 and 20 Å thick (structure I). In zero field, one detects only a small linear polarization of the luminescence, which does not exceed 2% while, in a magnetic field of about 1 T, the polarization increases by an order of magnitude. By rotating the crystal in a fixed field, one could make angular scans of $\rho_0$ and $\rho_{45}$ for different QWs. Figure 2a and 2b shows the dependences of $\rho_0$ and $\rho_{45}$ on $\varphi$ for a 60-Å thick QW measured at $B=0$ and 2.6 T, respectively. The dependences in Fig. 2a are conventional crystal-rotation scans and are presented only to illustrate the measurement error. By contrast, the result demonstrated in Fig. 2b is totally unexpected and suggests a conclusion which might seem at first glance paradoxical, namely, that a magnetic field induces a linear polarization of the luminescence, but neither the magnitude of this polarization nor its orientation in the crystal depend on the field direction. This situation was observed to occur in QWs with thicknesses $L=40$ and 60 Å in structure I.

Studies of QWs with other parameters revealed a rich variety of $\rho_0(\varphi)$ and $\rho_{45}(\varphi)$ relations. Figure 3a and 3b shows angular dependences of the linear polarization parameters for QWs with thicknesses $L=60$ Å in structure II (Fig. 3a) and $L=20$ Å in structure I (Fig. 3b). Besides the actual appearance of such a strong angular dependence implying a substantial anisotropy in in-plane properties, there is one more remarkable point. In all cases, application of a field along $[\overline{1}10]$ ($\varphi=0^\circ$, $180^\circ$) and $[1\overline{1}0]$ ($\varphi=90^\circ$, $270^\circ$) produces different results, whereas for an ideal structure with symmetry $D_{2d}$ these axes are equivalent. It should be noted that the inequivalence of the [110] and [1\overline{1}0] directions in

![FIG. 1. Spectra of intensity (solid lines) and degree of linear polarization (dotted lines) of the emission from a quantum well with thickness (a) 60 Å and (b) 20 Å in structure I. Excitation with a He–Ne laser (1.96 eV), temperature 2 K, in-plane magnetic field $B=2.6$ T.](image)

![FIG. 2. Dependence of the luminescence polarization from a quantum well (structure I) with thickness (a) $L=20$ Å in zero magnetic field and (b) $L=60$ Å in $B=2.6$ T on in-plane field orientation. Fitting parameters (in units of $T^{-2}$) (b): $aD=0.016$, $b=c=0$. $\varphi=0$ corresponds to $B[110]$.](image)
GaAs/AlAs superlattices, which is observed in the fine structure of the excitonic spectrum, has recently been revealed in ODMR (Ref. 9) and exciton optical orientation experiments. In our case, however, manifestation of the exciton fine structure is hardly possible, because the corresponding splittings are usually on the order of a few tens of μeV, while the energy of localized-carrier interaction with magnetic fluctuations in semimagnetic semiconductors is estimated to be a few meV.

The linear polarization of radiation is described by the symmetric part of the polarization tensor \( \langle E_a E_b \rangle \). Restricting ourselves to the weak magnetic-field domain,

\[
\langle E_a E_b \rangle_{\text{sym}} = A_{0a}^0 + A_{a\beta\gamma\delta}B_{\beta}B_{\delta},
\]

we readily see that the angular dependence of \( \rho_0 \) for an ideal QW (\( D_{2d} \) symmetry) can contain only the zeroth and fourth harmonics (and that of \( \rho_{45} \), only the fourth harmonic). None of the quantum wells studied exhibits, however, dependences of this kind. At the same time, if we assume that the symmetry of the system dropped for some reason from \( D_{2d} \) to \( C_{2v} \), the minimum step required to make the [110] and [1\( \bar{1} \)0] axes inequivalent, the results will be completely different. For the sake of convenience we write it first in a system of parameters based on the crystallographic axes

\[
\rho_0 = DB^2 (a + b \cos 2\varphi),
\]

\[
\rho_{45} = DB^2 c \sin 2\varphi.
\]

Here the angle \( \varphi \) is reckoned from the [110] direction, 
\[ a = A_{11} - A_{21} - A_{22} + A_{12}, \]
\[ b = A_{11} - A_{21} + A_{22} - A_{12}, \] and 
\[ c = 4A_{66}. \]

To make possible comparison of the calculations with experiment, we have to recast the above relations, in accordance with the actual measurement conditions, to a laboratory frame tied to the magnetic field

\[
\rho_0 = DB^2 \left( \frac{b + c}{2} + a \cos 2\varphi + \frac{b - c}{2} \cos 4\varphi \right),
\]

\[
\rho_{45} = DB^2 \left( a \sin 2\varphi + \frac{b - c}{2} \sin 4\varphi \right).
\]

In a general case, the \((b - c)\) coefficient is nonzero, and the angular dependence of linear polarization may contain the fourth harmonic. Note that, in a cubic crystal or a system with \( D_{2d} \) symmetry, \( a = 0 \) (because \( A_{11} = A_{22} \), \( A_{21} = A_{12} \)), and it is only the fourth harmonic that can exist. The solid lines in Figs. 2 and 3 are plots of the degree of linear polarization as functions of angle constructed using Eqs. (5) and (6). For QWs with thicknesses \( L = 40 \) and \( 60 \) Å in structure I, the \((b - c)\) and \((b + c)\) coefficients were found to be practically zero, i.e., \( b = 0, c = 0 \). This means that \( \rho_0 = aDB^2 = \text{const} \) and \( \rho_{45} = 0 \) do not depend on \( \varphi \) [see Eqs. (3) and (4)], in other words, the plane of polarization of the emitted light is fixed with respect to the crystal axes.

For the thinner well, \( L = 20 \) Å (Fig. 3b), the contribution of the fourth harmonic, as well as of the constant component of polarization, becomes substantial. At the same time for structure II with \( L = 40 \) and \( 60 \) Å (Fig. 3a), \((b - c) = 0\), and the isotropic part of polarization provides a contribution comparable to that of the anisotropic one. Thus relations (3) and (4) describe properly the totality of the experimental data obtained on different structures and quantum wells of different thickness.

A rigorous quantum-mechanical calculation shows that the anisotropy in the magnetic-field-induced linear polarization can be explained in terms of a model considering the effective spin \( j = 1/2 \) of a heavy hole with an anisotropic \( g \) factor \( J_B = g_{ax}B_B (g_{xx} \neq g_{yy}) \). We shall present here only the final expressions for the parameters \( \rho_0 \) and \( \rho_{45} \):

\[
\rho_0 = kB^2 \left( (g_{xx} - g_{yy}) + (g_{xx} + g_{yy}) \cos 2\varphi \right),
\]

\[
\rho_{45} = kB^2 (g_{xx} + g_{yy}) \sin 2\varphi,
\]

where coefficient \( k \) accounts for the specific features of spin polarization in a semimagnetic semiconductor. As seen from
a comparison with symmetry relations, the model of the anisotropic hole $g$ factor corresponds to the case of $b = c = g_{xx} + g_{yy}$ and, hence, the $\rho_0$ and $\rho_{45}$ relations will not contain the fourth harmonic [see Eqs. (3) and (4)]. The surprising result in Fig. 2b reflects the limiting $g$ factor anisotropy, $g_{xx} = g_{yy}$ (this relation indicates that the heavy-hole $g$ factor acquires notable magnitude only due to a low-symmetry perturbation$^{12}$), and the result in Fig. 3a is for the case of moderate anisotropy $|g_{xx}| > |g_{yy}|$. The appearance of the fourth harmonic in the angular dependences obtained for thin QWs (Fig. 3b) also can be explained within the effective-spin model if one takes into account the spin correlation of the electron and the hole in the magnetic polaron.

Thus our experimental data can be explained by assuming the existence of a low-symmetry perturbation. Such a perturbation in symmetry could be here a uniaxial strain parallel to the well plane$^{10}$, heterointerface anisotropy, $^{13}$ or the hole localization potential.

The authors owe sincere thanks to K. V. Kavokin and E. L. Ivchenko for fruitful discussions.
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A model is proposed for the kinetics of spinodal decomposition at high diffusion rates described by a hyperbolic equation. The formation of new phases is described using a zero-radius nonlinear potential model. It is shown that a regular distribution in space of the phases during spinodal decomposition is initiated by suitable initial conditions for the concentration gradient with constant initial concentrations of the components. © 1999 American Institute of Physics. [S1063-7834(99)04005-8]

As a process which makes it possible to form materials with spatial phase regions of extremely small size, spinodal decomposition of phases is of considerable interest in the synthesis of high-temperature superconductors, dispersion-hardened materials, porous glasses, etc. The major features of the phase-transformation process during spinodal decomposition of phases can be formulated as follows: the new phases are formed in a state far from equilibrium, and the spinodal deformation rate greatly exceeds the phase-transition rate in the region where the phases exist in a metastable state. Spinodal liquefaction processes are characterized by an especially rapid rate. The classical theory of spinodal decomposition, which is based on the Cahn-Hilliard model, provides a rather good description of the transport of the components in terms of mass-transport rates of the components. In addition, the customary description of the transport of the components in terms of a parabolic model is not always correct, since it neglects the diffusion relaxation time, which may be comparable to the structural relaxation time for the phase formation process. In these cases, a wave equation for the transport process must be used. Given the above comments and assuming to a first approximation that the coefficients \( K_i \) are constant, the spinodal decomposition of the phases can be described by the system of equations

\[
\frac{\partial C_i}{\partial t} = -\Delta(K_i \Delta C_i) + D_i \Delta C_i,
\]

(1)

where \( C_i \) is the concentration of the \( i \)th component in the decomposing phase, \( t \) is the time, \( K_i \) is a positive coefficient, \( D_i \) is the diffusion coefficient of the \( i \)th component, and \( \Delta \) is the Laplacian operator, provides a rather good description of the spinodal decomposition process for relatively low mass-transport rates of the components. In addition, the customary description of the spinodal decomposition process, which is based on the Cahn-Hilliard model, provides a rather good description of the transport of the components in terms of mass-transport rates of the components. However, neglecting the diffusion relaxation time, which may be comparable to the structural relaxation time for the phase formation process, in these cases, a wave equation for the transport process must be used. Given the above comments and assuming to a first approximation that the coefficients \( K_i \) are constant, the spinodal decomposition of the phases can be described by the system of equations

\[
\frac{\partial^2 C_i}{\partial t^2} + \frac{\partial C_i}{\partial t} = -K_i \Delta^2 C_i + D_i \Delta C_i,
\]

(2)

where \( \tau_d \) is the diffusion relaxation time of the \( i \)th component. Note that, for the hyperbolic equations used here, the initial conditions must be supplemented by conditions for

\[
\left. \frac{\partial C_i}{\partial t} \right|_{t=0} = 0.
\]

Without loss of generality, for simplicity we shall consider the spinodal decomposition of a two-component phase with variable-composition. Since the concentration of the second component is given by \( C_2 = 1 - C_1 \), the system of hyperbolic equations in this case will consist of a single equation for the variable \( C = C_1 \). It is natural to assume that at the initial time the concentration \( C \) is constant (the condition of chemical homogeneity of the phase). In addition, the spatial distribution of \( \partial C_i / \partial t \mid_{t=0} \) is, in general, nonuniform, which corresponds to the presence of several active centers in the decomposing phase (the seed formation centers for the new phases). These centers can, for example, be dislocations, stacking faults in crystals, boundaries, and triple junctions of grains in polycrystals, or associates in melts.

For describing the formation of new phases by spinodal decomposition we propose using a zero-radius nonlinear potential model for the hyperbolic diffusion equation. It is known that specifying a zero-radius linear potential reduces to constructing a self-conjugated expansion of some symmetric operator. Briefly speaking, the procedure for this construction, usually referred to as a “contraction-expansion” procedure, is as follows. We start with a self-conjugated operator \( K \Delta^2 - D \Delta \) in a space of quadratically summable functions. We contract it onto a manifold of smooth functions which go to zero at some point. The closure of this operator will be a symmetric operator with deficiency indices \((6, 6)\). The deficiency element corresponding to the point \( \lambda_0 \) is obtained from the fundamental solution \( \psi \) of the equation

\[
\frac{K}{D} \Delta^2 \psi - \Delta \psi - \lambda_0 \psi = \delta(r),
\]

(3)

which is found in the explicit form
\[ \psi(r) = \frac{1}{8iK_0} (H_0^{(1)}(k_0^{1/2}r) + H_0^{(2)}(k_0^{1/2}r)) \times \nonumber \\
\quad -r^{-1} \left[ J \left( 4k_0^{3/2} \left( \frac{K}{D} k^2 - \lambda_0 \right) \right)^{-1} \sum_{i,j} \left( a_i b_j + b_i a_j \right) \psi_i \psi_j(r) \right] + u(0)(r), \]

where \( r = |r| \), \([J(f(k))] (r)\) is the Bessel transform of the function \( f(k) \) at the point \( r \), \( \lambda_0 = k_0^2 \), and \( H_0^{(1)} \) and \( H_0^{(2)} \) are Hankel functions of the first and second kinds, respectively. The set of deficiency elements is

\[ \psi, \psi_{x1}, \psi_{x2}, \psi_{x1x2}, \psi_{x1x1}, \psi_{x2x2}. \]

It has self-conjugated expansions which also gives our model. The domain determining the expansion includes functions from the region of conjugation (to the initial) operator which satisfy some additional conditions. Specifically, elements from the domain defining the conjugation operator have the form

\[ u(r) = \sum_{i,j} b_{ij} \psi_{x_{ij}}(r) + \sum_{i=1}^2 b_i \psi_i(r) + b_0 \psi(r) + \xi(r) \]

\[ \times \left( a_0 - \sum_{i=1}^2 a_i x_i \right) + u(0)(r), \]

where

\[ u(0)(0) = u_{x_i}(0) = u_{\psi_i}(0) = 0, \]

\[ g_{ij} = 1, \quad i = j, \quad g_{ii} = 1/2; \quad i,j = 1,2, \]

\( \xi(r) \) is a smooth cutoff function, with \( \xi(r) = 1 \) for \( r < 1 \) and \( \xi(r) = 0 \) for \( r > 2 \).

Note that, in the neighborhood of the selected point, these elements have the asymptote

\[ C = b_0 r^2 \ln r + b_1 r \ln r \cos \varphi + b_2 r \ln r \sin \varphi + b_{11}(2 \ln r + 1 + 2 \cos^2 \varphi) + b_{12}(2 \ln r + 1 + 2 \sin^2 \varphi) + a_0 \]

\[ + a_1 r \cos \varphi + a_2 r \sin \varphi + a_{11} r^2 \cos^2 \varphi + a_{12} r^2 \sin^2 \varphi + a_{22} r^2 + 2 \varphi, \quad r \to 0. \]

Carrying out the expansion actually reduces to specifying the relationship among the coefficients \( b_{1}, b_{1j} \) and \( a_{ij}, a_{ij}.11^{-13} \)

Note that the self-conjugated expansions naturally include an initial operator corresponding to the case when there is no potential at all. In this problem we propose introducing a zero-radius nonlinear potential, i.e., a nonlinear expansion of the diminished operator. We choose it in the following way. If \( C < C_{\text{th}} \) (i.e., the concentration at the given point is less than some fixed value), then the expanded operator is the initial self-conjugated operator. If, on the other hand, \( C \) exceeds this threshold, then we choose an operator for the expansion corresponding to a “source” (more precisely, “sink”) of strength proportional to the excess above the threshold. The physical significance of this model is that, on reaching a certain value of the concentration of a component, the nucleation center transforms into a nucleus for the new phase. Here we are describing the initial stage of spinodal decomposition, when the sizes of the growing nuclei are negligible compared to their separation. When singularities (nuclei) appear, the situation changes. New centers are not formed, since further growth in the concentration wave above the given level does not take place at other points, because the excess is absorbed by centers that have already been formed.

For simplicity let us consider the case where the nucleation centers of the two phases alternate spatially and form a square two-dimensional lattice with sides of length \( L \). From a formal mathematical point of view, this corresponds to the following initial conditions. The initial value of the concentration is constant, while the initial rate of change of the concentration is a function \( u \) which is close to

\[ u_{nm} = \cos(n \pi x/L) \cos(m \pi y/L), \]

where \( n \) and \( m \) are integers. At the boundary of the square \((0 \leq x \leq L, 0 \leq y \leq L)\) we assume that the Neumann boundary conditions \( \partial C/\partial v = 0 \) are satisfied. In this situation, a single mode (standing concentration wave) will dominate in the solution,

\[ \exp(-\alpha_{nm}) \sin(\beta_{nm} t) \cos(n \pi x/L), \]

\[ \cos(m \pi y/L). \]

The amplitude increases in the initial time period. If at some moment it reaches the threshold, then nuclei of the new phases appear, simultaneously, at the antinodes of the standing waves. Figure 1 shows the spatial distribution of the concentration at a time when the threshold has not yet been reached. In the calculations it was assumed that \( u - u_{nm} \) is a piecewise linear function and

\[ \int |u - u_{nm}|^2 dV < 0.1. \]

Therefore, the periodic siting of the phases during spinodal decomposition is initiated by a “periodic” initial condition, which is related to the corresponding arrangement of the nucleation centers determined by the structure of the initial phase.
Note that, from a physical standpoint, cases of regular, but nonperiodic siting of the nucleation centers is possible, as typical in liquefaction of melts and glasses. This may, for example, reflect initial conditions corresponding to the sum of two standing waves. We emphasize that using a hyperbolic mass-transport equation makes it possible to obtain a periodic arrangement of material regions formed during spinodal decomposition of phases with a constant initial concentration of the components.

This work was supported by the Russian Fund for Fundamental Research and the Ministry of Public and Professional Education (Project No. 97-18-1.2-29).

*We neglect the problem of divergence in the coefficients $K_i$ at long times.*
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In the past decade, quantum transport in mesoscopic systems has been studied actively from both theoretical and experimental standpoints. In particular, Ref. 5 is devoted to a study of resonance transport phenomena in a system of serially connected rings. It has been found that all states near \( \Phi_0/2 \) (\( \Phi_0 \) is the quantum of magnetic flux) are antiresonant.

In our article we propose three explicitly solvable models based on operator expansion theory. The first model treats a system of Aaronov–Bohm rings connected into an infinite chain. It is shown that for \( \Phi = \Phi_0(1/2+k) \), where \( k \) is an integer, the spectrum consists only of localized states. In the second model a system of rings is coupled to an infinite quantum wire. The localization condition includes a relation between the radius of the rings and the length of the segment of wire between two neighboring points of the combination. In addition, there are also delocalized states in the spectrum. The third model describes a square lattice of rings joined at their points of tangency. Here it is shown that there are localized states and properties of the spectrum are noted which are analogous to the corresponding properties for a quantum billiard.

An Aaronov–Bohm ring of radius \( R \) with magnetic flux \( \Phi \) is described by the Hamiltonian

\[
H_{AB}^0 = \frac{\hbar^2}{2m^* R^2} \left( -\frac{\partial^2}{\partial \phi^2} + 2i \frac{\Phi}{\Phi_0} \frac{\partial}{\partial \phi} + \left( \frac{\Phi}{\Phi_0} \right)^2 \right),
\]

where \( m^* \) is the effective charge carrier mass and \( \phi \) is the polar angle. It is known that the spectrum of \( H_{AB}^0 \) consists of the eigenvalues

\[
E_m = \frac{\hbar^2}{2m^* R^2} \left( m - \frac{\Phi}{\Phi_0} \right)^2, \quad m \in \mathbb{Z},
\]

which corresponds to the normalized eigenfunctions \( \psi_m(\phi) = \text{exp}(im\phi)/\sqrt{2\pi R} \).

The space of states for the ring is \( \mathcal{H}_0^{AB} = L^2(S_R) \), where \( S_R \) is a circle of radius \( R \). The space of states \( \mathcal{H}_0^{AB} \) for an infinite system of isolated rings is an orthogonal sum of spaces \( \mathcal{H}_0^{AB} \). The expansion-theory method is used in order to "join" a ring. Let us consider a set \( \mathcal{D}_1^{AB} \) of functions from the domain defining the operator \( \mathcal{H}_0^{AB} \), which go to zero at the points \( \Phi = 0 \) and \( \Phi = \pi \). We denote the orthogonal sum to \( \mathcal{D}_1^{AB} \) by \( \mathcal{D}^{(1)} \) and the collapse of \( H_{AB}^{AB} \) onto this set by \( \mathcal{S}^{(1)} \). We seek the Hamiltonian for the model among the self-conjugated expansions \( \mathcal{S}^{(1)} \). For describing the expansions it is convenient to use the Crane formula for the resolvent

\[
G^{(1)}(\zeta) = G^{AB}(\zeta) - \Gamma^{(1)}(\zeta)[Q^{(1)}(\zeta) + A]^{-1}\Gamma^{(1)*}(\zeta),
\]

where \( A \) is a self-conjugated operator in \( L^2(S) \otimes C^2 \), \( Q^{(1)} \) and \( \Gamma^{(1)} \) are the so-called Crane \( Q \) and \( \Gamma \) functions of the operator \( \mathcal{S}^{(1)} \). In our case, the \( Q \) function \( Q^{(1)}(\zeta) \) is an analytic operator-function which acts in the Hilbert space \( L^2(Z) \otimes C^2 \), while the \( \Gamma \) function \( \Gamma^{(1)}(\zeta) \) acts from \( L^2(Z) \otimes C^2 \) to \( H_{AB}^0 \), and they are found explicitly. The operator \( A \) is represented using the block matrix \( |A_{m,n}| \), each element \( A_{m,n} \) of which is a \( 2 \times 2 \) matrix. Given that the rings are joined serially, we choose the matrices as follows: \( A_{m,n} = 0 \), for \( m \neq n \) ± 1 and

\[
A_{m,m-1} = \begin{pmatrix} 0 & \tau \\ 0 & 0 \end{pmatrix}, \quad A_{m,m+1} = \begin{pmatrix} 0 & 0 \\ \tau & 0 \end{pmatrix},
\]

where \( \tau \neq 0 \) is a real parameter depending on the properties of the contact between rings. As a result, we obtain the following dispersion relation

\[
\frac{m^*}{\hbar^2 E} \sin^2(\pi R \sqrt{2m^* E/\hbar}) \frac{4\pi}{\hbar^2} \sqrt{m^*} \left( \sin(\pi R \sqrt{2m^* E/\hbar}) \times \cos \left( \frac{\Phi}{\Phi_0} \right) \cos(2\pi p) \right. \\
\left. + \tau \left( \cos(2\pi R \sqrt{2m^* E/\hbar}) - \cos(2\pi \frac{\Phi}{\Phi_0}) \right) \right),
\]

where \( 0 \leq p < 1 \) is the quasimomentum. Equation (2) shows that for \( \Phi = (1/2+n)\Phi_0 \), where \( n \) is an integer, the spectrum of \( H^{(1)} \) consists only of eigenvalues \( E_m \) which are independent of the quasimomentum \( p \). These values are the roots of the equation

\[
\tan^2(\pi R \sqrt{2m^* E/\hbar}) = \frac{2\hbar^2 \tau^2 E}{m^*}.
\]
Let us consider a system of rings joined to an infinite wire. Specifically, we connect the $n$th ring to the wire at the point $x_n=a_n$, where $a>0$ and $n=0, \pm 1, \pm 2, \ldots$. The space of the system of states is $H=L^2(R) \otimes \mathcal{H}^{AB}$. We construct the model by analogy to the previous case. Here we only add a one-dimensional Hamiltonian for the axis,

$$H_{\text{free}} = -\frac{\hbar^2}{2m^*} \frac{d^2}{dx^2}.$$

Without describing the construction, which is analogous to the previous case again, we simply note the result. The dispersion relation has the form

$$\frac{1}{\hbar} \sqrt{\frac{m^*}{2\epsilon}} \sin\left(a \sqrt{2m^* \xi}/\hbar\right) \cos\left(a \sqrt{2m^* \xi}/\hbar\right) - \cos(2\pi \epsilon) = \tau^2 \hbar \sqrt{\frac{2E}{m^*}} \cos\left(2\pi \frac{F}{E}/\hbar\right) - \cos\left(2\pi \frac{\Phi_0}{\hbar}\right).$$

Note that the left-hand side of Eq. (3) is the same as the well-known expression in the Kronig–Penney model. The dispersion relation shows that the spectrum of $H$ has a band structure: $E=E_s(\epsilon)$, where $\epsilon \in T$ and $s=1,2,\ldots$. We now find the condition for the appearance of localized states in the spectrum of $H$. Let $E_k = \pi^2 \hbar^2 k^2/2m^* a^2$, where $k=1,2,\ldots$ be the eigenvalues for an interval of length $a$ with Dirichlet conditions at the ends. Equation (3) shows that the $E_k$ will be localized states in the spectrum of $H$, if the flux $\Phi$ satisfies the condition

$$\Phi\left(\pm \frac{\pi R}{a} k + n\right) \Phi_0 = 0$$

for integral $n$. Note that, if $a=\pi R$ for some integral $l$, then condition (4) is satisfied for all $k$. But even in the case of $a=\pi R$, the spectrum of $H$ contains delocalized states besides $E_k$. In this case the continuous bands of the spectrum are specified by the dispersion relation

$$\cos(2\pi \epsilon) = \frac{m^*}{2\tau^2 \hbar^2 E} \cos\left(\pi R \sqrt{2m^* E}/\hbar\right) + \cos\left(\pi R \sqrt{m^* E}/\hbar\right).$$

We now consider a square lattice of tangential Aaronov–Bohm rings. Here we shall assume additionally that the field $\mathbf{B}$ is the sum $\mathbf{B}=\mathbf{B}_0 + \mathbf{B}_{AB}$. The first term is the uniform magnetic field $\mathbf{B}_0$. The additional term $\mathbf{B}_{AB}$ describes the magnetic field created by a periodic system of infinitely thin solenoids (Aaronov–Bohm solenoids) located at the center of each ring. We shall assume that the magnetic flux in each of the solenoids is the same and equal to $\Phi_{AB}$. In this situation, the Hamiltonian $H_{AB}$ of an electron in a ring is a self-adjoint operator in the space $H_k=L^2(S_0)$ ($S_0$ is a circle of radius $R$) of the form

$$H_{AB} = -\frac{\hbar^2}{2m^*} \frac{\partial^2}{\partial x^2} + \frac{i\hbar e}{2m^* c} \left( B_0 + \frac{\Phi_{AB}}{\pi R^2} \right) \frac{\partial}{\partial \phi} + \frac{e^2}{8m^* c^2} \left( B_0^2 R^2 + \frac{2B_0 \Phi_{AB}}{\pi} + \frac{\Phi_{AB}}{\pi^2 R^2} \right),$$

where $m^*$ and $e$ are the mass and charge, respectively, of the particle. Let $\Phi_0$ be the total magnetic flux through the ring, $\Phi=(\pi R^2 B_0 + \Phi_{AB})/\Phi_0$, where $\Phi_0=\hbar c/e$ is the quantum of magnetic flux. Let $\eta=4R^2 B_0/\Phi_0$ be the flux of the uniform field component through a unit cell of the lattice.

We specify the coupling among the rings using a scheme from operator expansion theory, proceeding in the spirit of Ref. 12. Here we note that the model Hamiltonian must be invariant with respect to the magnetic translation group. We end up with the following result.

Let $\eta$ be a rational number, $\eta=N/M$. Then the spectrum of the model self-adjoint operator $H_A$ consists of two parts, $\sigma_1$ and $\sigma_2$. The first, $\sigma_1$, consists of (infinitely degenerate) eigenvalues of $H_A$, which are simultaneously eigenvalues $e_n$ of the operator $H_{AB}$. The second part, $\sigma_2$, is the band structure of $H_A$. This spectrum consists of bands $Z_0, Z_1, Z_2, \ldots, Z_l, \ldots$ lying within the intervals $[\left(-\infty, e_1\right)), [e_1, e_5], \ldots, [e_3n+1]$ (the band $Z_0$ can be empty); each band $Z_n, n \geq 1$, is divided into $M$ “magnetic” subbands. For a fixed value of the quasimomentum, each point $\sigma_2$ is degenerate with multiplicity $M$.

Next, if the total flux $\Phi$ is not an even integer, then the part $\sigma_1$ for an arbitrary choice of model parameters is empty, in general. If $\Phi$ is an even integer, then $\sigma_1$ contains all the eigenvalues of $H_{AB}$.

There is yet another possibility for bound states to appear in the spectrum of $\sigma(H_A)$; it can show up as a “degenerate subband.” Specifically, if $\eta$ is integral, $\eta=N$, then for a certain choice of model parameters, the dispersion relation has a solution independent of the quasimomentum.

Therefore, if the flux of the uniform component of the magnetic field $\eta$ is an integer and the total flux $\Phi$ through the ring is an even integer, then the spectrum of the model Hamiltonian $H_A$ for a square lattice of coupled Aaronov–Bohm rings consists of three parts: (1) levels of an isolated ring, (2) a band spectrum (bands split into “magnetic subbands”), and (3) coupled states which satisfy the dispersion.
relation and do not coincide with the levels for an isolated ring. Note that this sort of structure for the spectrum also exists in the quantum billiard model, viz., a periodic massif of quantum antipoints. Here the different parts of the spectrum correspond to different quasiclassical electron trajectories: (1) closed trajectories, which do not surround quantum antipoints, (2) open trajectories describing the propagation of an electron through the lattice, and (3) closed trajectories enclosing one or several antipoints (see Fig. 1). Thus, from the standpoint of the spectrum, the model constructed here can be regarded, in some sense, as the simplest model for a quantum billiard.

This work was partially supported by a Grant from the Russian Fund for Fundamental Research.
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A new method for finding solutions of the nonlinear Schrödinger equation is proposed. A combutative multiplicative group of nonlinear transformations, which operate on stationary localized solutions, enables a consideration of fractal subspaces in the solution space, stability, and deterministic chaos. An increase of the transmission rate in the optic-fiber communications can be based on new forms of localized stationary solutions, without significant change of input power. The estimated transmission rate is 50 Gbit/s, for certain available soliton transmission systems. © 1999 American Institute of Physics. [S1063-7834(99)04205-7]

The propagation of pulsed light in an optical fiber can be described by the nonlinear Schrödinger equation,

\[
i \frac{\partial q(\xi, \tau)}{\partial \xi} + \frac{1}{2} \frac{\partial^2 q(\xi, \tau)}{\partial \tau^2} + |q(\xi, \tau)|^2 q(\xi, \tau) = 0,
\]

where \( q(\xi, \tau) \) is a complex envelope function of the effective electric field amplitude and

\[
\xi \approx x, \quad \tau \approx (t-x \frac{\partial k}{\partial \omega}).
\]

The higher-order dispersion and the effect of fiber loss are neglected here. We take

\[
q = q_0 e^{\frac{i}{2} \xi} y(\tau),
\]

where \( y(\tau) \) is a real function, and get

\[
y + \frac{1}{q_0^2} \frac{d^2 y}{d \tau^2} - 2y^3 = 0.
\]

The solution of this equation \(^2\)

\[
y_0(\tau) = \frac{1}{\cosh q_0 \tau}
\]
describes an optical soliton. Its changeable shape is a property that makes it attractive for applying to ultra-high-speed optic communications.\(^3,4\) Equation (1) is completely integrable. The inverse scattering transformation method\(^5\) yields general solutions of such nonlinear partial-differential equations. Our aim is to propose here an alternative approach to the nonlinear Schrödinger equation and discuss applicability of the results obtained to optic-fiber communications.

Equation (4) describes a stationary pulse in an optic fiber. We take a localized solution \( y(\tau) \) of this equation and define the nonlinear operator \( H_{c_1} \)

\[
H_{c_1} y = \sum_{j=1}^{\infty} c_j y^j,
\]

where \( c_j \) are real coefficients. Does \( H_{c_1} y \) satisfy Eq. (4)? When the case \( y = y_0 \) is considered, the answer is positive.\(^6\) Substituting \( H_{c_1} y \) in Eq. (4), we find that \( H_{c_1} y \) is actualy a solution of this equation if

\[
c_{2j} = 0,
\]

while \( c_{2j+1} \) satisfy the recursion relation

\[
c_{2j+1} = \frac{1}{2j(j+1)} \left\{ j(2j-1) c_{2j-1} - \sum_{n=2}^{2j} c_{2j+1-n} \sum_{k=1}^{n-1} c_{n-k} \right\},
\]

where \( c_1 \) is an arbitrary coefficient. Using the relations (6)—(8), with \( c_1 = 1 \), we get

\[
H_{c_1} y = y.
\]

In the following, \( H_{c_1} \) will mean both the series (6) and the recursion (8) with (7). For a localized \( y(\tau) \) and a finite \( c_1 \), convergence of the series (6) can be tested numerically. Our calculations show that \( H_{c_1} y \) is localized also. Therefore, using different values of \( c_1 \), we are able to get uncountably many new localized solutions of Eq. (4) from only one known localized solution (Fig. 1). In the following ‘‘the solution’’ will mean ‘‘the localized solution of Eq. (4).’’ The solution’s preciseness will be limited only by the number of calculated coefficients. A solution in a form different from (6) does not exist. Each solution pair \( z(\tau) \) and \( y(\tau) \) must obey relation \( z = H_{c_1} y \), for a specific value of \( c_1 \):

\[
c_1 = \lim_{\tau \to \pm \infty} \frac{z(\tau)}{y(\tau)}.
\]

Starting with a solution \( y(\tau) \) we can construct the complete solution space. There is an analogy to the superposition principle from linear theory. According to relation (10), a solution is determined by its asymptotics.
The nonlinear Schrödinger equation has an infinite number of symmetries corresponding to the conserved quantities: total energy, momentum, Hamiltonian etc. 1 We find that there are actually infinite conserved quantities. Let us consider the total energy only

\[ H_{c_1} y_0 = H_{c_1}. \]

Hence

\[ \{H_{c_1} ; c_1 \neq 0 \} \]

is the comutative multiplicative group of the nonlinear transformations (GNT). Group properties of the GNT originate from group properties of real numbers \( c_1 \neq 0 \). For example,

\[ H_{c_1} H_{c_1} y = H_{c_1} y. \]

In the phase plane, a fractal subspace is represented by a geometrical fractal (Fig. 2).

For optic-fiber communications it is of interest to know whether small disturbances will destroy the information carrying pulses. Solution parameters, amplitude (pulse width) and velocity (frequency), are altered by various perturbations: outside produced noise, incoherence of the light source, fiber inhomogeneities, absorption, amplifier noise, soliton interactions, etc. It is an experimental fact that optical solitons (Eq. (5)) are unlikely to be destroyed by perturbations — they are very robust. We expect that at least a part of new solutions we have expressed here is actually stable. We are going to consider this problem theoretically, although it will remain open until experimental verification. The GNT method enables the following statement: the stability of a solution \( y(\tau) \) is equivalent to the relation

\[ \lim_{\varepsilon \to 0} H_{1+\varepsilon} y = y. \]

Relations (6)–(8) and (16) yield

\[ |y(\tau)| \leq 1. \]

A localized solution of Eq. (4) is stable if and only if relation (17) holds (Figs. 1a and 1b). As well as for the KdV soliton,7 the classical argument about the counterbalance between nonlinearity and dispersion is not sufficient to explain the stability. Consideration of the Lyapunov exponent,

\[ \lambda(c_1) = \lim_{j \to \infty} \frac{1}{j} \ln \left| \frac{dc_{j+1}}{dc_1} \right|, \]

indicates that deterministic chaos will appear at close packing of solitons, when \( c_1 \) is sufficiently large (Fig. 3a). We can expect deterministic chaos for \( c_1 \geq 2.4 \). Near \( c_1 = 1 \), stability is unusual (Fig. 3b).

New forms of localized stationary solutions of the nonlinear Schrödinger equation enable an increase in the transmission rate of optic-fiber communications, without significant change of input power. Information may be contained in the special form of soliton (Figs. 1a and 3b). The known optical soliton, described by (5), is one of many possible stationary pulses. Let us consider an available soliton transmission system. If the fiber core cross-sectional area is \( S \), we can choose infinitely different values of \( c_1 \) and use relations (7) and (8).
FIG. 2. Phase diagrams of the solutions $(H_{c_i})^n y_0$. a — $c_1 = 0.6$, $n = 1$ to 8; b — $c_1 = 0.95$, $n = 1$ to 5; c — $c_1 = 1.2$, $n = 1$ to 5.
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FIG. 3. a — Lyapunov exponent; b — exceptional stability near $c_1 = 1$.
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We describe methods for designing and fabricating one-dimensional random surfaces that scatter light uniformly within a specified range of scattering angles, and produce no scattering outside this range. These methods are tested by means of computer simulations. Preliminary experimental results are presented. © 1999 American Institute of Physics.

1. LIGHT SCATTERING IN THE GEOMETRICAL OPTICS LIMIT OF THE KIRCHHOFF APPROXIMATION

To justify the calculations that follow, we begin by considering the scattering of s-polarized light from a one-dimensional, randomly rough, perfectly conducting surface defined by \( z = \xi(x_1) \). The region \( x_3 > \xi(x_1) \) is vacuum, the region \( x_3 < \xi(x_1) \) is the perfect conductor. The plane of incidence is the \( x_1x_3 \)-plane. The surface-profile function \( \xi(x_1) \) is assumed to be a differentiable, single-valued function of \( x_1 \), and to constitute a random process, but not necessarily a stationary one.

The surface is illuminated from the vacuum region. The single nonzero component of the total electric field in this...
region is the sum of an incident wave and of the scattered field
\[
E_2(x_1, x_3 | \omega) = \exp[ikx_1 - i\alpha_0(k)x_3]
+ \int_{-\infty}^{\infty} \frac{dq}{2\pi} R(q) \exp[iqx_1 + i\alpha_0(q)x_3],
\]
(1.1)
where \( \alpha_0(q) = [(\omega/c)^2 - q^2]^{1/2} \), Re \( \alpha_0(q) > 0 \), Im \( \alpha_0(q) > 0 \),
and \( \omega \) is the frequency of the incident light. A time dependence of the form \( \exp(-i\omega t) \) is assumed, but explicit reference to it is suppressed.

In the Kirchhoff approximation, which we adopt here for simplicity, the scattering amplitude \( R(q) \) is given by
\[
R(q) = -\frac{i}{2\alpha_0(q)} \int_{-\infty}^{\infty} dx_1 F(x_1 | \omega)
\times \exp[-iqx_1 - i\alpha_0(q)\xi(x_1)],
\]
(1.2)
where the source function \( F(x_1 | \omega) \) is
\[
F(x_1 | \omega) = 2 \left( -\xi'(x_1) \frac{\partial}{\partial x_1} + \frac{\partial}{\partial x_3} \right)
\times E_2(x_1, x_3 | \omega)_{inc} - \xi(x_1).
\]
(1.3)
Substitution of Eq. (1.3) into Eq. (1.2), followed by an integration by parts, yields the result that
\[
R(q) = \frac{i\omega^2}{2\alpha_0(q)} \left[ \alpha_0(k) - qk \right]
\left[ \frac{\alpha_0(k) - \alpha_0(q)}{\alpha_0(q) + \alpha_0(k)} \right]
\times \int_{-\infty}^{\infty} dx_1 \exp[-i(q-k)x_1 - i\alpha_0(k)x_1],
\]
(1.4)
where, to simplify the notation, we have defined \( \alpha = \alpha(q) + \alpha_0(k) \).

The mean differential reflection coefficient \( \langle \partial R_s / \partial \theta_s \rangle \), which is defined such that \( \langle \partial R_s / \partial \theta_s \rangle \delta \theta_s \) gives the fraction of the total, time-averaged, flux incident on the surface that is scattered into the angular interval \( (\theta_s, \theta_s + d\theta_s) \), is given in terms of \( R(q) \) by
\[
\left\langle \frac{\partial R_s}{\partial \theta_s} \right\rangle = \frac{1}{L_1 2\pi c} \cos^2 \theta_0 \langle |R(q)|^2 \rangle,
\]
(1.5)
where the angle brackets denote an average over the ensemble of realizations of the surface profile function \( \xi(x_1) \), \( \theta_0 \) and \( \theta_s \) are the angles of incidence and scattering respectively, which are related to the wave numbers \( k \) and \( q \) by \( k = (\omega/c) \sin \theta_0 \) and \( q = (\omega/c) \sin \theta_s \), and \( L_1 \) is the length of the \( x_1 \)-axis covered by the random surface.

With the use of Eq. (1.4) the average \( \langle |R(q)|^2 \rangle \) entering Eq. (1.5) can be written as
\[
\langle |R(q)|^2 \rangle = \left[ \frac{1 + \cos(\theta_0 + \theta_s)}{\cos \theta_0 \cos \theta_s + \cos \theta_s} \right]^2
\times \int_{-\infty}^{\infty} dx_1 \int_{-\infty}^{\infty} dx_1' \exp[-i(q-k)(x_1 - x_1') \exp[-i\alpha(x_1 - \xi(x_1'))].
\]
(1.6)

We focus on the integral in Eq. (1.6). With the change of variable \( x_1' = x_1 + u \) it becomes
\[
I(q | k) = \int_{-\infty}^{\infty} dx_1 \int_{-\infty}^{\infty} du \exp[i(q-k)u]
\times \langle \exp[-i\alpha(x_1 - \xi(x_1 + u))] \rangle.
\]
(1.7)
The geometrical optics limit of the Kirchhoff approximation is obtained by expanding the difference \( \xi(x_1) - \xi(x_1 + u) \) in Eq. (1.7) in power of \( u \) and retaining only the leading non-zero term:
\[
I(q | k) \propto \int_{-\infty}^{\infty} dx_1 \int_{-\infty}^{\infty} du \exp[i(q-k)u]
\times \langle \exp[i\alpha \xi(x_1 + u)] \rangle.
\]
(1.8)
Because we have not assumed \( \xi(x_1) \) to be a stationary random process, we cannot assume that \( \xi'(x_1) \) is a stationary random process. The average \( \langle \exp[i\alpha \xi'(x_1)] \rangle \), therefore, has to be assumed to be a function of \( x_1 \), and we cannot put the integral over \( x_1 \) to yield a factor of \( L_1 \), as we could if \( \xi(x_1) \) were a stationary random process.

2. DESIGN OF A BAND-LIMITED UNIFORM DIFFUSER

To evaluate the average in Eq. (1.8) we begin by writing the surface-profile function \( \xi(x_1) \) in the form
\[
\xi(x_1) = \sum_{l=-\infty}^{\infty} c_l s(x_1 - 2lb),
\]
(2.1)
where the \( \{c_l\} \) are independent, positive, random deviates. These properties of the \( \{c_l\} \) are dictated by the fabrication process, described in Section 4. The function \( s(x_1) \) is defined by
\[
s(x_1) = \begin{cases} 0, & x_1 < -(m+1)b, \\ -(m+1)b < x_1 < -mb, \\ -mb < x_1 < mb, \\ -(m+1)b < x_1 < (m+1)b, \\ 0, & (m+1)b < x_1, \end{cases}
\]
(2.2)
where \( m \) is a positive integer and \( b \) is a characteristic length.

The derivative of the surface-profile function, \( \xi'(x_1) \), is then given by
\[
\xi'(x_1) = \sum_{l=-\infty}^{\infty} c_l d(x_1 - 2lb),
\]
(2.3)
where
\[
d(x_1) = \begin{cases} 0, & x_1 < -(m+1)b, \\ -h, & -(m+1)b < x_1 < -mb, \\ 0, & -mb < x_1 < mb, \\ h, & mb < x_1 < (m+1)b, \\ 0, & (m+1)b < x_1. \end{cases}
\]
(2.4)
The function \( s(x_1) \) and \( d(x_1) \) are shown in Fig. 1.

In what follows the surface will be sampled at the set of equally spaced points \( \{y_i\} \) defined by
the right hand side of Eq. (2.7) is different from unity. Indeed, we find for $m=2$ that when $2nb<x_1<(2n+1)b$ ($n=0, \pm 1, \pm 2, \ldots$)
\[ \exp\{iau c_1\} = \exp\{iau_{c_{n-1}}\} \]
\[ = \int_{-\infty}^{\infty} d\gamma f(\gamma) \exp(iau \gamma), \quad (2.8a) \]
while when $(2n-1)b<x_1<2nb$ ($n=0, \pm 1, \pm 2, \ldots$)
\[ \exp\{iau c_1\} = \exp\{-iau_{c_{n+1}}\} \]
\[ = \int_{-\infty}^{\infty} d\gamma f(\gamma) \exp(-iau \gamma). \quad (2.8b) \]

When the results given by Eqs. (2.8) are substituted into Eq. (1.8), the latter becomes
\[ I(q|k) = \sum_{n} \int_{2nb}^{(2n+1)b} dx \int_{-\infty}^{\infty} du \exp[i(q-k)u] \]
\[ \times \int_{-\infty}^{\infty} d\gamma f(\gamma) \exp(i\alpha \gamma u) \]
\[ + \sum_{n} \int_{(2n-1)b}^{2nb} dx \int_{-\infty}^{\infty} du \exp[i(q-k)u] \]
\[ \times \int_{-\infty}^{\infty} d\gamma f(\gamma) \exp(-i\alpha \gamma u) \]
\[ = \frac{L_1}{2} \int_{-\infty}^{\infty} du \exp[i(q-k)u] \int_{-\infty}^{\infty} d\gamma f(\gamma) \]
\[ \times [\exp(i\alpha \gamma u) + \exp(-i\alpha \gamma u)] \]
\[ = \pi L_1 \int_{-\infty}^{\infty} d\gamma f(\gamma) [\delta(q-k + \alpha h)] \]
\[ + \delta(q-k - \alpha h)] \]
\[ = \pi L_1 \left( f\left(\frac{k-q}{\alpha h}\right) + f\left(\frac{q-k}{\alpha h}\right) \right). \quad (2.9) \]

We note that although Eqs. (2.8) were obtained for the case that $m=2$, the result given by Eq. (2.9) is valid for any $m$.

When the results given by Eqs. (1.7), (1.8) and (2.9) are substituted into Eq. (2.6), we find that the mean differential reflection coefficient is given by
\[
\frac{\partial R_s}{\partial \theta_s} = \frac{1}{2h} \left[ 1 + \cos(\theta_0 + \theta_s) \right]^2 \]
\[ \times \left[ f\left( \frac{\sin \theta_0 - \sin \theta_s}{h(\cos \theta_0 + \cos \theta_s)} \right) \right. \]
\[ + \left. f\left( \frac{\sin \theta_s - \sin \theta_0}{h(\cos \theta_0 + \cos \theta_s)} \right) \right]. \quad (2.10) \]

Thus, we find that, in the geometrical optics limit of the Kirchhoff approximation, the mean differential reflection coefficient is determined by the pdf $f(\gamma)$ of the coefficient $c_1$ entering the expansions (2.1) and (2.3). We also note that it is independent of the wavelength of the incident light.
The result given by Eq. (2.10) simplifies significantly in the case of normal incidence, $\theta_0 = 0^\circ$:

$$\frac{\partial R_s}{\partial \theta_s} = \left(1 + \tan^2 \frac{\theta_s}{2}\right) \frac{f\left(\frac{1}{h} \tan \frac{\theta_s}{2}\right) - \frac{1}{h} \tan \frac{\theta_s}{2} + f\left(\frac{1}{h} \tan \frac{\theta_s}{2}\right)}{4h}. \tag{2.11}$$

The mean differential reflection coefficient given by this result is normalized to unity,

$$\int_{-\pi/2}^{\pi/2} d\theta_s \left(\frac{\partial R_s}{\partial \theta_s}\right) = 1. \tag{2.12}$$

From the result given by Eq. (2.11) we find that if we wish a constant value for $\langle \partial R/\partial \theta_s \rangle$ for $-\theta_m < \theta_s < \theta_m$, we must choose

$$f(\gamma) = \frac{h}{\tan^{-1} \gamma_m h} \frac{\theta(\gamma) \theta(\gamma_m - \gamma)}{1 + \gamma^2 h^2}. \tag{2.13}$$

where $\gamma_m = [\tan(\theta_m/2)]/h$, because in this case

$$\frac{\partial R_s}{\partial \theta_s} = \frac{\theta(\theta_m - |\theta_s|)}{2\theta_m}. \tag{2.14}$$

It is worth noting that, if the maximum scattering angle $\theta_m = 2 \tan^{-1}(h \gamma_m)$ is small enough, e.g., $\theta_m = 20^\circ$, so that $\gamma_m h = 0.1763$, with little error we can neglect $\gamma^2 h^2$ compared to unity in the denominator on the right-hand side of Eq. (2.13) ($\gamma^2 h^2 < \gamma_m^2 h^2 = 0.0311$), and can replace $\tan^{-1} \gamma_m h$ by $\gamma_m h$ as well (tan $\gamma_m h = 0.1745$), to obtain for $f(\gamma)$ the simple form

$$f(\gamma) \equiv \theta(\gamma) \theta(\gamma_m - \gamma)/\gamma_m. \tag{2.15}$$

If the required maximum scattering angle is not small, one has to use the result given by Eq. (2.13) for $f(\gamma)$.

3. COMPUTER SIMULATIONS

The approach to the design of band-limited uniform diffusers presented in the preceding sections was tested by means of computer simulation calculations. One-dimensional random surfaces were generated numerically on the basis of Eqs. (2.1) and (2.2) with the coefficients $\{c_i\}$ determined by the rejection method with the use of the pdf (2.15). As an example, we show in Fig. 2 a realization of a sample profile and its derivative, generated in this way.

For a given surface profile the scattering amplitude $R(q|k)$ can be calculated in the Kirchhoff approximation, but without passing to the geometrical optics limit, from Eq. (1.4). The mean differential-reflection coefficient can then be calculated from Eq. (1.5) by generating a large number $N_p$ of surface profiles and averaging over the resulting scattering distributions. In Fig. 3 we show an example of a calculated mean differential-reflection coefficient determined by averaging results obtained for 3000 realizations of the surface profile function. It is seen that the scattering distribution is close to the desired result. There is almost no light outside the range $-\theta_m < \theta_s < \theta_m$ and, apart from a small peak in the specular direction, the distribution is fairly uniform. This peak is part of the diffuse component of the scattered light, as the specular component is negligible in this case. It is due to the fact that our analysis is based on the geometrical optics approximation, and it is worth discussing this point in more detail.

We see from Eqs. (2.11) and (2.15) that, in the geometrical optics limit of the Kirchhoff approximation, the scattering distribution consists of two rectangular distributions, and it is clear that diffraction effects will smooth these two contributions. The peak observed in the specular direction in the scattering distribution plotted in Fig. 3 is due to the overlap of the tails of the two distributions predicted on the basis of the geometrical optics approximation. To illustrate this point...
we present, in Fig. 4, a mean differential-reflection coefficient for the case in which the random numbers are generated from a distribution of the form

$$f(\gamma) = \frac{\theta(\gamma - \varepsilon) \theta(\gamma_m + \varepsilon - \gamma)}{\gamma_m},$$  \hspace{1cm} (3.1)

where $\varepsilon = 0.05$. In our approximation, the scattering distribution is then given by

$$\frac{\partial R_s}{\partial \theta_s} = \frac{1}{4\gamma_m h} \left[ \theta \left( -\frac{\theta_s}{2h} + \varepsilon \right) \theta \left( \gamma_m + \varepsilon - \frac{\theta_s}{2h} \right) \right]$$

$$+ \theta \left( \frac{\theta_s}{2h} - \varepsilon \right) \theta \left( \gamma_m + \varepsilon - \frac{\theta_s}{2h} \right),$$  \hspace{1cm} (3.2)

where the smallness of $\theta_m$ has been used to obtain this result. It can be seen that this distribution agrees well with the result shown in Fig. 4, the main difference being that, in the numerical results, the two sections of the scattering distribution are not completely separated due to the overlap of their tails, which give rise to a dip in $\frac{\partial R_s}{\partial \theta_s}$. Thus, a value of $\varepsilon$ intermediate between 0 and 0.5 should yield an approximately flat scattering curve. That this is the case is shown in Fig. 5, where $\frac{\partial R_s}{\partial \theta_s}$ is plotted for a surface the basis of the pdf (3.1) with $\varepsilon = 0.01$, and for the same values of $\theta_0, b, m, \gamma_m$, and $\theta_m$ used in obtaining Figs. 3 and 4. Results are presented for three wavelengths of the incident light: $a$ — $\lambda = 0.6328 \mu m$ (He–Ne laser); $b$ — $\lambda = 0.532 \mu m$ (the second harmonic of the YAG laser); $c$ — $\lambda = 0.442 \mu m$ (He–Cd laser). These wavelengths cover the entire visible region of the optical spectrum. For each wavelength the result for $\frac{\partial R_s}{\partial \theta_s}$ is seen to consist of a nearly constant scattered intensity for $\theta_s$ between $-5^\circ$ and $+5^\circ$, and a zero scattered intensity outside this interval. Moreover, these results confirm the expected independence of the scattering pattern from the wavelength of the incident light over a significant range of wavelengths.

4. EXPERIMENTAL RESULTS

A schematic diagram of the optical system used in our efforts to fabricate the kind of surface studied in this paper is shown in Fig. 6. The illumination is provided by a He–Cd laser (wavelength $\lambda = 442$ nm). An optical system concentrates the light transmitted through a rotating ground glass on

![FIG. 6. Schematic diagram of the experimental arrangement employed for the fabrication of the diffusers.](image)
a slit, providing illumination that is effectively incoherent. An incoherent image of the slit is formed by an ×1 (numerical aperture 0.05) microscope objective on a photoresist-coated glass plate.

The width of the slit is approximately \( l = 180 \mu m \), and its incoherent image has a nearly rectangular shape (smoothed by diffraction). In order to fabricate grooves with the desired trapezoidal shape on the photoresist, the plate is exposed while executing a scan of length \( b = l/(2m + 1) \). This procedure generates, basically, a function \( s(x_1) \) with the shape defined by Eq. (2.2). The depth of the groove is determined by the time of exposure. An example of such a fabricated groove is shown in Fig. 7, which presents the measured surface profile of a section of a photoresist plate that was exposed in this fashion. Althought the corners are not as sparp as the ones in Fig. 1a, the result approximates the desired shape quite well.

The photoresist plate is exposed to grooves generated in this fashion, with random depths and displaced sequentially in steps of \( 2b \). Several hundred uncorrelated random numbers \( \{c_i\} \) are generated in the computer with the specified \( f(\gamma) \). At each position \( x_1 = 2bl \), The exposure time of the groove is proportional to the random number \( c_i \) generated in the computer. 3

In Fig. 8 we present a profilemeter trace of one of the samples fabricated according to Eq. (2.1). The faceted nature of the surface is clearly visible in Fig. 8. In the example displayed, we chose \( m = 0 \), which produces a function \( s(x_1) \) of triangular rather than trapezoidal form. The resulting symmetric triangular indentations are clearly visible in the figure. Thus, these preliminary results indicate that the proposed fabrication method is able to produce random uniform diffusers.

In order to study experimentally the scattering properties of these photoresist diffusers in reflection they would have had to be coated with a thin metallic layer. Instead, we studied these properties in the simpler case of the transmission of \( s \)-polarized light through them. Although the theoretical work motivating the method for fabricating the uniform diffusers described in the preceding sections was based on reflection, an analysis carried out within the framework of the geometrical optics limit of the thin-phase screen model9 shows that surfaces that act as band-limited uniform diffusers in reflection also act as uniform band-limited diffusers in transmission, although the maximum scattering angle \( \theta_m \) in transmission is different than it is in reflection. 10 However, the transmission patterns obtained with the diffusers fabricated up to now, although band-limited, are not uniform (Fig. 9). Large intensity fluctuations are present in the angular region in which a constant intensity would be expected. The origin of these fluctuations is the small number of randomly oriented facets that are etched in our surfaces. They represent, simply, statistical noise. For the lengths of the surfaces that we have fabricated only about two hundred random numbers \( c_i \) are employed. Efforts are currently under way to fabricate surfaces with a larger number of randomly oriented facets.

5. SUMMARY AND CONCLUSIONS

In this paper we have described approaches to designing and fabricating one-dimensional, random, band-limited, uniform diffusers. These approaches are well suited for the generation of such surfaces on photoresist. The results of computer simulations, and some preliminary experimental results, indicate that uniform band-limited diffusers can be fabricated by the method proposed.

The design of band-limited uniform diffusers is but one interesting inverse problem involving the design of random
surfaces with specified scattering properties. The design of a Lamberitian diffuser, namely a random surface that produces a scattered intensity proportional to the cosine of the polar scattering angle, is another. Finally, the design and fabrication of two-dimensional random surfaces with specified light scattering properties pose interesting theoretical and experimental challenges. Some first steps in this direction have been taken recently, but more remains to be done.
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